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1. INTRODUCTION

The problem of assigning multivariate observations $X_1, \ldots, X_n$ to two or more clusters based on some measure of similarity arises in many fields. This assignment often results in a data reduction by allowing the researcher to study clusters rather than individuals. For example, in agricultural applications of remotely sensed data, cluster analysis is frequently performed to group agricultural fields into clusters. This grouping allows the image analyst to label clusters rather than each field, thus reducing the amount of data to be processed. Cluster analysis is also performed to discover the number of crops in an agricultural scene.

Typically, cluster analysis is performed to determine both the number of clusters, $K$, and the best partition of $X_1, \ldots, X_n$ into $K$ clusters. However, most current clustering techniques either do not directly address the problem of estimating $K$, or they make unrealistic assumptions on the data.

In this paper we propose a multivariate clustering technique related to the density methods which automatically estimates both $K$ and the assignment of observations to clusters. The technique is based on the use of a nonparametric multivariate test of bimodality as a splitting criterion. Because the method makes no parametric assumptions regarding the underlying density, it is less sensitive to nonnormality than the maximum likelihood techniques. The computational burden is roughly the same.

2. CURRENT LITERATURE

The current literature on the problem of estimating $K$ is too diverse to be covered in this paper. We present only a brief summary of the current approaches and refer the interested reader to Dubes and Jain (ref. 1) or Ramey (ref. 2) for a more comprehensive review.

The earliest and probably most widely used method of estimating $K$ consists of using some criterion, such as the criterion for cluster formation, as the
basis for a test of significance. A typical example may be found in Engelman and Hartigan (ref. 3), where a test is described which is based on the ratio of the between clusters to the within cluster sums of squares.

A second approach assumes $X_1, \ldots, X_n$ are a realization from a mixture of multivariate normals. The estimation problem is then formalized as the problem of determining the number of normal components in the mixture distribution. This approach was suggested by Day (ref. 4) and Wolfe (ref. 5). More recently, Binder (ref. 6) and Postaire and Vasseur (ref. 7) have developed a Bayesian version of this approach.

The third approach is based on the assumption that $X_1, \ldots, X_n$ come from some continuous density. Observations are said to come from the same cluster if they lie in the same connected high-density region. The number of clusters is taken to be the number of modes in the density function. Hartigan (ref. 8) suggests a univariate implementation of this approach based on isotonic regression techniques. Good and Gaskins (ref. 9) and Silverman (ref. 10) suggest other approaches to the univariate problem, while Goldberg and Shlien (ref. 11) treat the multivariate case using histogram estimates of the density. The technique presented in this paper is also an example of this density-based approach.

3. A NONPARAMETRIC TEST OF BIMODALITY

Ramey (ref. 2) develops a multivariate likelihood ratio test of bimodality which will be referred to as the $B$ statistic. The development is as follows.

First, suppose $X_1, \ldots, X_n$ are random vectors from some multivariate distribution with continuous density function $f$. Calculate the maximum likelihood estimate $f_u$ of $f$, subject to the constraint of unimodality, by assuming $f$ is supported by the links of the minimum spanning tree. Recall the minimum spanning tree on $X_1, \ldots, X_n$ is the graph of minimum total length which spans $X_1, \ldots, X_n$. If $X_1, \ldots, X_n$ come from a distribution with continuous density, then with probability 1, the minimum spanning tree is unique. This assumption
is made to narrow the class of density estimates sufficiently so that the constrained maximum likelihood estimate of $f$ is easily calculated. Next, calculate a second maximum likelihood estimate $f_b$ of $f$, subject to the constraint of bimodality, by again assuming $f$ is supported by the minimum spanning tree.

Given the two estimates $f_u$ and $f_b$, then the $B$ statistic is the difference in the two log likelihoods. The theoretical distribution of $B$ is not known at this time; Ramey gives tables of the empirical distribution for the bivariate case for various values of $n$ and for both Gaussian and uniform \([0,1]^2\) random vectors. Table I reproduces the results for samples from the bivariate normal. The results for uniforms on \([0,1]^2\) are similar.

Figure 1 displays plots of the distribution of the $B$ statistic versus $\log_e(n)$ for both the unimodal case of $X_1, \ldots, X_n$ from a bivariate normal, and the bimodal case of $X_1, \ldots, X_n$ from a 50-percent mixture of bivariate normals. Only the 5th and 95th percentiles are shown. The plots indicate that for moderate values of $n$ (for instance, $n = 150$), the test distinguishes between the two parent distributions at least 99 percent of the time.

\[
\begin{array}{|c|c|c|c|c|}
\hline
n & \text{Percentile} & \text{Percentile} & \text{Percentile} & \text{Percentile} \\
\hline
10 & 1.63 & 1.99 & 2.46 & 3.06 \\
12 & 1.80 & 2.05 & 2.43 & 2.86 \\
15 & 1.99 & 2.33 & 2.83 & 3.07 \\
20 & 2.24 & 2.49 & 2.93 & 3.10 \\
25 & 2.07 & 2.46 & 2.88 & 3.12 \\
30 & 2.26 & 2.65 & 3.08 & 3.33 \\
50 & 2.64 & 3.01 & 3.36 & 3.67 \\
100 & 2.86 & 3.21 & 3.59 & 4.23 \\
150 & 3.01 & 3.39 & 3.83 & 4.10 \\
200 & 3.23 & 3.74 & 4.12 & 4.56 \\
\hline
\end{array}
\]
(a) $X_1, \ldots, X_n$ bivariate normal with identity covariance matrix.

(b) $X_1, \ldots, X_n$ from a 50-percent mixture of bivariate normals with identity covariance matrices and separation 6 between their means.

Figure 1.- Plots of the percentiles of the B statistic versus $\log_e(n)$. 
As can be seen in Ramey (ref. 2),
\[ B < .562 \log_e(n) + 1.65 \]
with high probability for bivariate random vectors from either a uniform or a normal distribution. While a formal proof does not yet exist, it seems clear that this relationship will hold for higher dimensions, since increasing the dimensionality of the space should decrease B. In addition, the relationship should hold for other unimodal distributions since the uniform is a limiting case of both bimodal and unimodal distributions.

4. A NONPARAMETRIC CLUSTERING TECHNIQUE

The B statistic of the previous section may be used recursively as a splitting criterion. That is, we take an initial partition of the data consisting of the entire set of observations and test for bimodality. If the test is significant, then we obtain a new partition by splitting the data set into two subsets and repeat the process until no further significant B statistics may be calculated. The entire algorithm may be stated:

a. Fit the minimum spanning tree to \( X_1, \ldots, X_n \). Thus, initially, there is one tree defined on the nodes.

b. Calculate the B statistic for one of the trees on the data. A side result of this calculation is the maximum likelihood estimate \( f_b \) of \( f \), subject to bimodality and to the constraint that it is supported by the minimum spanning tree. The function \( f_b \) will assign 0 mass to some link of the spanning tree. This link is a candidate for removal from the tree.

c. If B is not significant, remove the tree on which B was calculated and its nodes from further consideration, and then go to step e.

d. If B is significant, then remove the link with 0 mass from the tree under consideration, giving two trees for further testing.

e. If no trees remain, then terminate; otherwise, select one of the remaining trees and repeat steps b through d.
Table II illustrates the performance of this clustering technique for various 50-percent mixtures of bivariate normals with identity covariance matrices and separation D between the distribution means. For no separation, that is, for a bivariate normal, and for 25 or more nodes, the procedure correctly indicates one cluster at least 99 percent of the time, while for \( n = 75 \) or more and separation 6 between the means of the two components, the procedure correctly finds exactly two clusters at least 90 percent of the time.

In interpreting the results for separations of 2 and 4 between the means, it should be remembered that normal mixtures are not bimodal unless the separation between the normal component means is sufficiently large (slightly

<table>
<thead>
<tr>
<th>Separation between the means</th>
<th>Number of clusters found</th>
<th>Number of observations (n)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>25</td>
</tr>
<tr>
<td>0.</td>
<td>1</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0</td>
</tr>
<tr>
<td>2.</td>
<td>1</td>
<td>99</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0</td>
</tr>
<tr>
<td>4.</td>
<td>1</td>
<td>89</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>9</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0</td>
</tr>
<tr>
<td>6.</td>
<td>1</td>
<td>40</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>54</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0</td>
</tr>
</tbody>
</table>
greater than 2.7 for bivariate normals with identity covariance matrices). Thus the procedure should find only one cluster for separation 2.

5. AN EXAMPLE

A typical use of cluster analysis is the analysis of biological measurements to assist in defining taxonomic relationships between species. The use of the nonparametric technique is illustrated on a data set consisting of four measurements on each of 150 irises. These data, from Fisher (ref. 12), are displayed in table III.

Before performing the cluster analysis, we calculate histograms on each of the measurements and plot all pairs of variables and the first three principal components. The histograms are displayed in figures 2(a) through 2(d), and selected plots in figures 3(a) through 3(e). From the graphical analysis, we see a separation between *Iris setosa* and the group consisting of *Iris versicolor* and *Iris virginica*. However, while *versicolor* and *virginica* are distinguishable on the basis of the measurements, they do not form separate clusters.

The proposed clustering algorithm was used on this data set. The cluster consisting of the 50 *Iris setosa* measurements was split off first. The B statistic was calculated to be 5.68, which is greater than the minimum split criterion of 4.47 for 150 observations. Then each of the resulting two clusters was considered for an additional split. However, in each case the B statistic was less than the minimum required for a split. For the *setosa* cluster, B = 1.55, while for the other cluster, B = 2.31. Thus, the cluster analysis confirms our visual impression of two groups in the data. We do not attempt a biological interpretation of this result.

6. CONCLUDING REMARKS

The above algorithm has been programmed in Fortran IV using the IBM extended compiler. All testing and sample runs have been made on a National Advanced
TABLE III.- MEASUREMENTS ON 150 IRISES

[Given in centimeters (from ref. 12)]

<table>
<thead>
<tr>
<th>Iris setosa</th>
<th>Iris versicolor</th>
<th>Iris virginica</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sepal length</td>
<td>Sepal width</td>
<td>Petal length</td>
</tr>
<tr>
<td>5.1</td>
<td>3.5</td>
<td>1.4</td>
</tr>
<tr>
<td>4.9</td>
<td>3.0</td>
<td>1.4</td>
</tr>
<tr>
<td>4.7</td>
<td>3.2</td>
<td>1.3</td>
</tr>
<tr>
<td>4.6</td>
<td>3.1</td>
<td>1.5</td>
</tr>
<tr>
<td>5.0</td>
<td>3.6</td>
<td>1.4</td>
</tr>
<tr>
<td>5.4</td>
<td>3.9</td>
<td>1.7</td>
</tr>
<tr>
<td>4.6</td>
<td>3.4</td>
<td>1.4</td>
</tr>
<tr>
<td>5.0</td>
<td>3.4</td>
<td>1.5</td>
</tr>
<tr>
<td>4.6</td>
<td>3.9</td>
<td>1.4</td>
</tr>
<tr>
<td>4.9</td>
<td>3.1</td>
<td>1.5</td>
</tr>
</tbody>
</table>
Figure 2.- Histograms of four measurements on each of 150 irises.
Figure 2.- Concluded.
Figure 3.- Bivariate plots of the iris data.
(d) First two principal components

(e) First and third principal components

Figure 3.—Concluded.
Systems AS-3000 computer. Arrangements can be made with the author to obtain copies of the program.
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