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SUMMARY

Classical linear-control analysis provides a framework for studying dynamic
systems involving random disturbances. This framework is used to develop a set of
equations that, in historical perspective, combine traditional concepts about the
dynamics of economic systems and about the effects of random economic disturbances.
This set of equations provides relationships among well-known ideas in general macro-
economics and provides a means to interrelate and examine ideas about stabilization
policies. 1In this study, linear-control analysis is applied as an aid in under-
standing the fluctuations of business cycles in the past, and to examine monetary
policies that might improve stabilization. The analysis shows how different policies
change the frequency and damping of the economic system dynamics, and how they
modify the amplitude of the fluctuations that are caused by random disturbances.
Examples are used to show how policy feedbacks and policy lags can be incorporated,
and how different monetary strategies for stabilization can be analytically compared.
Representative numerical results are used to illustrate the main points.

INTRODUCTION

Since the 1800s economists have conducted a broad range of studies on the nature
of busines: cycles and on the possible means of stabilizing these cycles. 1In the
1940s the maturing control systems theory was applied in studies on economic stabili-
zation. As discussed in references 1-5, the recent trend in these studies is toward
the use of large economic models with an increasing number of economic variables,
along with the use of fairly sophisticated analysis methods.

Rather than going to more and more complex analysis to study the problems of
business-cycle stabilization, an alternate approach might be to explore some basic
ideas using simple linear methods. For example, Wicksell, a leading economist in the
1890s, suggested that the characteristics of the business cycle resembled a lightly
damped system subjected to random disturbances (ref. 6); by following this idea,
business-cycle stabilization might be analyzed using linear methods. The approach
could be to start with a simple second-order dynamic model of the economy and then
use linear-control analysis to examine how different policies affect the frequency
and damping of the system and modify the amplitude of the fluctuations caused by
random inputs. Although this alternate approach might start with simple linear
models, this type of study can move in many directions. Linear-control analysis pro-
vides a direct method of adding different model elements and provides a way to deter-
mine closed-form relationships between different variables. These analytical rela-
tionships could provide links among the many variables that are important to the
economy. Using simple linear methods, rather than continuing to use more complex
analysis, the investigator or student may be able to better understand those economic
policies, along with those linkages among the economic variables, that will have a
major role in stabilizing the business cycle in the future.



The purpose of this working paper is to explore the use of linear-control analy-
sis as a means of studying business cycles and stabilization. The economic system is
formulated to include internal elements which respond to random external effects.
Using this formulation, business-cycle dynamics and stability are studied through an
examination of movements in the money supply. The movements of money supply during
business cycles have been the topic of inquiry in studies such as those of refer-
ences 7/-13. The different ideas from these studies will be interrelated and combined
with well-known concepts such as those from references 14 and 15. New insight is
provided when these different concepts and ideas are linked within a framework of
linear analysis, and leads to a series of results that have not appeared in the
literature.

The analysis methods to be employed here are usually termed '"classical linear-
control methods" and are outlined in the many textbooks for introductory college
courses on systems dynamics. These classical methods provide a framework for adding
different dynamic elements (e.g., feedback) and superimposing different disturbances
(e.g., random effects). As the paper proceeds, this framework is used in developing
a set of linear equations that combine concepts and ideas in economics. Using these
linear equations, standard feedback analysis is applied to aid in understanding the
fluctuations of business cycles in the past, and to examine monetary policies that
may stabilize the business cycle in the future. The results from this study are sum-
marized at the conclusion.

The author thanks William Hindson, Thomas Mayer, Dallas Denery, Ralph Bach, and
many colleagues for their helpful comments on early drafts of this paper.

MODELING

Textbooks (e.g., refs. 16 and 17) view the economy as operating about long-term
growth trends where a stimulus such as an increase in the growth of money supply pro-
duces an interval of increased real output. During the interval of increased real
output there is a decrease in the unemployment rate. This section formulates these
economic relationships in the context of linear-analysis models. These models are
illustrated using cconomic data from the United States.

Growth of Real GNP

The dynamic response in the growth of real GNP (x) from a stimulus in the growth
of money supply (m) can be written using the standard convolution integral as

x(t) = f f(t)m(t - 1)dt + rX(t) y A I8 (1)

0

where f(1r) represents the impulse response function, r,(t) represents the remnant,
and X, represents the long-term growth trend. Using the Laplace transform

F(s) = J' f(t)e 'S dr (2)

0

where s = w(_1>1/2’ equation (1) can be written as a function of frequency as



Ax(s) = F(s)m(s) + rx(s) (3)

where

AR = X — X, (4)

Because the actual economic system is not an exact linear system, the f and F
terms are forms of what are called "input-output describing functions." Input-output
describing functions, as defined in reference 18, represent the linear correlation
between sets of time-history data. All other (noncorrelated) effects are contained
in the remnant, r. The describing function formulation provides a means of studying
systems for which there is no exact mathematical model. For example, human-operator
systems (e.g., refs. 19 and 20) representing the response of one individual or, in
this paper, economic systems representing the response of a nation of individuals.

One way to represent the describing function in equation (3) is to draw upon
background theory such as developed by Friedman (ref. 21). Friedman's theory was
used in reference 22 to derive a linear second-order differential equation that can
be represented as a function of frequency, by a model of the form

F(s) = (Kys)/[(s/w)? + 2c(s/wy) + 1] (5)

where Ky 1is the gain, w, is the natural frequency, and ¢ 1is the damping ratio.
Representative values for these parameters have been estimated from past economic

data (1950-1981) as discussed in appendix A. The representative values, to be used
for illustration, are

Ke = 2 (yr)
w, = 1.5 (rad/yr)
z = 0.8 (nondimensional)

This model is illustrated in figure 1 using time-series data from 1950 through
1981. The upper chart in figure 1 presents the measured growth of money supply (m)
over this 32-yr time period. (The money supply is based on the M1 measurement that
includes currency and all checking accounts.) The lower chart presents the measured
growth of real GNP (x) along with the output from the model (x). Also in the lower
chart, the long-term trend (xy) is indicated by the representative value of 3 (%/yr).

As shown in the lower chart of figure 1, the growth of real GNP (x) tends to

fluctuate around the long-term trend (x,). These fluctuations (Ax) can be defined
in terms of the following components

Model Remnant Trend
- = —t—
x = (x - xo) + (x - x) + e
g
~
Ax

The contributions to the fluctuations (Ax) include the model output (x - xo) and the
remnant (ry = x - X). The remnant as discussed previously represents that portion of
the actual output that remains after the model output is calculated. The remnant
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contains nonmonetary effects outlined in the further discussion of business—cycle
dynamics.

Unemployment Rate

The unemployment rate variable can be modeled through Okun's law. This relation-
ship is based on the findings by Okun (ref. 15) that the growth in unemployment rate
(i) is associated with the growth of real GNP (x). Okun's law equation written as a
function of time is

§(t) = K [x(t) - x (6)

)
or

u(t) = -K,[ax(t) + x, - x (7)

o U]

where K, 1is a gain and x, 1is a growth rate constant. Representative values for
these parameters, based on the period 1950-1981, are

K

u

0.4 (nondimensional)

%

3.6 (%/yr)

Okun's law equation is illustrated in figure 2 using the time-series data from
1950 through 1981. The upper chart in figure 2 presents the measured growth of real
GNP (x) over this time period. The lower chart presents the measured growth in unem-
ployment rate () along with the computed value from Okun's law equation (u). As
shown, there is close correspondence between Okun's law equation and the actual
measurements.

BUSINESS-CYCLE DYNAMICS

This section first reviews some ideas about business cycles from the economic
literature. This background material leads to a formulation of the overall economy
as a feedback system subjected to random disturbances. Using this formulation, a set
of linear-analysis equations are developed that will be used in the further examina-
tion of stabilization policies.

Historical Perspective

The movements of money supply during business cycles have been discussed in a
number of studies (refs. 7-12). These studies indicate that, historically, there has
been feedback from business activity into money supply. During those portions of the
cycle when business activity has been increasing, the tendency has been for the
growth in money supply to increase; conversely, when the business activity has been
decreasing, the tendency has been for the growth in money supply to decrease. The
studies in references 8, 9, and 12 outline a variety of factors that probably have
combined to produce this feedback from business activity into money supply during
past business cycles.
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Friedman and Schwartz suggest that this feedback from business activity into
money supply might reinforce cyclical fluctuations (ref. 7). The idea is that a
change in business activity produces a change in money supply that produces a change
in business activity that in turn continues the cycle. According to this idea, feed-
back from business activity into money supply can produce lightly damped motions in
economic output.

Wicksell suggested that lightly damped dynamics when subjected to random distur-
bances may serve as a mechanism to produce the observed business cycles (ref. 6).
This idea represents a combination of both internal and external factors. Samuelson
summarizes the consensus about business cycles through a consideration of both
internal and external factors (ref. 23). As a textbook example, he looks upon busi-
ness cycles as not unlike a toy rocking horse subjected to occasional pushes. The
pushes need not be regular; economic shocks seldom are. But just as the toy horse
rocks with frequency and amplitude that depend partly on its internal nature, so too
will the economic system respond to external pushes according to its internal nature.
After many random pushes the observed set of fluctuations will be gathered about the
natural frequency. For illustration, figure 3 presents a histogram of the 28 busi-
ness cycles from 1857 to 1980 (see appendix B). Also shown for comparison is the
natural frequency, w, = 1.5 rad/yr. As we can observe, the business cycles tend to
gather about the natural frequency. (Most business cycles are in the frequency range

from about 0.5 to 3 rad/yr. This will be termed the business-cycle frequency range
in later discussions.)
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Figure 3.- Histogram of 28 business cycles, peak to peak, from 1857 to 1980
(appendix B).



This combination of ideas suggests that business cycles involve internal ele-
ments, containing both natural and feedback effects, along with external random
effects. To study business-cycle dynamics, the economy will be formulated as a feed-
back system subjected to random disturbances. A flow diagram illustrating the closed-
loop system to be analyzed is presented in figure 4. The system contains both a
forward path (F) and a feedback path (G). The measured variables are growth of money
supply (m) and growth of real GNP (x). Random disturbances follow the outline of
"impulse and propagation" in the survey by Hansen (ref. 6), and involve nonmonetary
effects (ry introduced previously) and monetary effects (rp). Random nonmonetary
effects (ryx) include real factors such as harvest variations, inventions, industry/
labor disputes, changes in foreign trade, and changes in fiscal policies, along with
psychological factors such as errors in judgment and structural changes in expecta-
tions (e.g., the term ry includes so-called "supply shocks'" and "panics'"). Random
monetary effects (rp) include, for example, the creation of money for wars, gold dis-
coveries, international inflows/outflows, and changes in monetary policies.

FEEDBACK PATH

G <%

REAL AND
LONG-TERM
PSYCHOLOGICAL| TREND
INPUTS
K xo
FORWARD PATH X
RANDOM A .
MONETARY F e o = -
INPUTS S i) " \
MEASURED GROWTH MEASURED GROWTH
OF MONEY SUPPLY OF REAL GNP

Figure 4.- Formulation of the closed-loop economic system.

The analysis first considers the influence of feedback on the stability of the
closed-loop system. Feedback effects are then combined with random effects to:
(1) provide a means to interrelate and illustrate the ideas about business cycles
discussed previously; and (2) provide a background for the further examination of

different stabilization policies.
Feedback and Stability
A standard method of studying the effects of feedback on stability is to examine
the roots of the characteristic equation representing the closed-loop system. From
linear-control analysis, the characteristic equation for the closed-loop economic
system, figure 4, is

1 - F(s)G(s) =0 (8)

where F(s) represents the forward path and G(s) represents the feedback path. Sub-
stituting equation (5) for the forward path, we have

8



(s/wp)® + 2z(s/wy) + 1 = KsG(s) = 0 9)

There is a special solution to equation (9) for the case in which m moves in a
direct response to any movements of the feedback state Ax. In this special case the
feedback, G(s), is simply a constant, Gy, and the characteristic equation is

(s/w))® + (2t - K,Gow )(s/w)) +1 =0 (10)

We observe from equation (10) that any constant feedback Gy affects the damping,
but does not affect the natural frequency. If G, has a positive value (procyclical
movement called positive feedback) then it will tend to undamp, or destabilize, the
closed-loop system. On the other hand, if Gy has a negative value (countercyclical
movement called negative feedback) then it will contribute to the damping of the
closed-loop system.

The upper chart in figure 5 illustrates the root locations, in the complex
plane, for both positive and negative values for Gy. As shown, positive values of
Gy tend to move the operating point of the closed-loop system toward the right-half
plane which is the region of dynamic instability. And negative values of Gy tend
to move the operating point of the closed-loop system toward the negative axis which
is the region of well-damped stability.

The lower chart in figure 5 illustrates the impulse response of the closed-loop
system as a function of feedback G- As shown, a positive feedback (Gy = +0.4)
results in a lightly damped response and a negative feedback (Gy = -0.4) results in
a well-damped response. The period of the lightly damped oscillation shown in fig-
ure 5 is quite close to the 4.4-yr average of the 28 business cycles from 1857 to 1980
(appendix B).

Response to Random Inputs

The random inputs (rp and ry) are incorporated by considering the overall closed-
loop response of the economic system in figure 4. From linear-control analysis, the
output (Ax) can be written as

bx(s) = [F(s)ry(s) + ry(s)]/[1 - F(s)G(s)] (11)

Equation (11) is solved to determine the amplitude of fluctuations in Ax due to
random inputs (rp and rg).

The effect of feedback gain Gy on output response is illustrated in figure 6.
Response to the monetary input rp is presented in the upper chart, and response to
the nonmonetary input ry 1is presented in the lower chart. In these charts, the
amplitude of the response in Ax to the inputs 1y and ry is shown by the multipli-
ers ]Ax/rm| and le/rX|, respectively. The multiplier values were calculated from
equation (11) as a function of the input sinusoidal frequency w.

The closed-loop response characteristics in figure 6 follow the trends noted
previously. -Positive (procyclical) values of Gy tend to destabilize economic
output; conversely, negative (countercyclical) values of G, tend to stabilize
economic output. These stability effects are particularly apparent at values of w
near the natural frequency, w, = 1.5 rad/yr, where it is seen that positive values
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for Gy tend to compound the amplitude of the response in Ax to external inputs;
conversely, negative values for Gy tend to reduce the amplitude of the response in
Ax to external inputs.

STABILIZATION

The previous sections discussed how linear methods can be used in developing
equations that combine concepts and ideas about the dynamics of economic systems and
the effects of random disturbances. These equations will now be used to interrelate
and then examine some concepts and ideas about stabilization policies. This section
illustrates how policy feedbacks and policy lags can be incorporated, and how differ-
ent policies can be analytically compared.

Policy Feedbacks

One means of stabilization discussed in recent textbooks (e.g., refs. 16 and 17)
is for the Federal Reserve Board to use feedback from fluctuations in the unemploy-
ment rate. The fluctuations in unemployment rate are defined as Au = u - up, where
u 1is the measured unemployment rate and up is the long-term natural unemployment
rate. Letting ’

ﬁn = —Ku(xO - %) (12)
then from Friedman's model equation (5) and Okun's law equation (7), this feedback
system can be formulated with the loop structure illustrated in figure 7. As illus-
trated, the feedback (G,) from fluctuations in unemployment rate (Au) represents an
added (outer) loop to the single (inner) loop system discussed previously. Using

standard block-diagram reduction, this combined feedback can be represented in the
closed-loop system of figure 4 as

G(s) = GX - GuKu/S (13)
Gy |
Gy |
Kys :
i Ax | K, |Au )
s \2 s S
(ar“) +2§(—w—n'>+1 s
FRIEDMAN’'S MODEL OKUN'S LAW

Figure 7.- Loop structure with feedback from unemployment rate and
growth of real GNP.
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And by substituting equation (13) into equation (9), the characteristic equation of
the closed-loop system then becomes

(s/wr'l)2 + (2¢z - GXwa;)(s/w;) +1=0 (14)
where

w; = [wi(l + GuKuKX)]l/2

We observe from equation (14) that feedback from unemployment rate (G,) contributes
to the frequency term (wé). There is a phase shift between the feedback variables
Ax and Au because of the integration (1/s) in Okun's law equation relating these
two variables. Also note that the feedback loop from unemployment rate contains
the factor K Ky. As discussed in appendix C, the factor KyKx 1is a linear repre-
sentation of the Phillips curve slope, relating unemployment rate and growth of
prices, based on the well-known study by Phillips (ref. 14).

The sign of the feedback gain G,; would be positive for a policy of increasing
the growth of money supply when unemployment rate goes above the natural trend and
decreasing the growth of money supply when unemployment rate goes below the natural
trend. With a positive value for G, equation (14) indicates that the oscillatory
frequency (wﬁ) would increase. These results indicate that feedback from unemploy-
ment rate would not provide any damping to the closed-loop system, but, rather, would
simply increase the frequency of the business-cycle fluctuations. As discussed pre-
viously, damping can be provided through inner-loop feedback from growth of real GNP.
The following discussion will only consider the inner-loop feedback path, Gy.

Time Lags and Strategies

In the practical implementation of stabilization policies one of the important
and continuing concerns has been in the effect of time lags, both in economic response
and in policy response. As discussed in the textbooks (e.g., refs. 16 and 17), these
are usually termed, respectively, outside and inside lags. The outside lag is inherent
within the forward path, F. The inside lag is in the feedback path, G, and can come
from many sources. The following examples include: (1) the time required to ascer-
tain economic trends; (2) the time required for decisions; and (3) the time required
for implementation. The sum of these time lags in the feedback path represents an
overall policy lag (t').
When the policy lag, t', is combined with the feedback gain, Gy, the feedback
path in the closed-loop system of figure 4 becomes

e(s) = 6, ct's (15)

Substituting equation (15) into equation (11), the fluctuations in the growth of real
GNP (Ax) caused by random nonmmonetary inputs (ry) can be examined through the
equation

bx(s) = [ry(8)]/[1 - F(s)G, e7*'S] (16)

13



Equation (16) allows the strategy of countercyclical control to be analytically com-
pared with the strategy of controlling to a constant growth in money supply.

In the constant growth concept, the money supply is to be controlled to a constant
rate of growth independent of business-cycle fluctuations (ref. 24). This policy
inherently attempts to insure that there is no feedback from random nonmonetary inputs
(ry) and the solution to equation (16) is simply IAx/rXI = 1 which means that any
nonmonetary input r, goes directly into Ax. (It is noted in references 11 and 13
that even with a constant growth in money supply there will be economic fluctuations
caused by nonmonetary effects.)

For the countercyclical feedback concept the solution to equation (16) is a
function of the values for both the time lag (t') and the feedback gain (Gg). Rep-
resentative effects of the time lag and feedback gain are illustrated in figure 8.

The upper chart in figure 8 shows the multiplier IAx/rX| for several values of
time lag (t') with the feedback gain fixed at Gy = -0.4. This chart illustrates
that if the time lag is less than about 0.2 yr, then countercyclical feedback can be
effective in reducing the response from ry. However, for larger values of time lag,
on the order of 0.4 to 0.6 yr, countercyclical feedback may compound the response
from ry. These problems in countercyclical control, with the larger time lags,
occur for input disturbance frequencies in the upper portion of the business-cycle
frequency range.

This problem of time lags is a function of the value of feedback gain as illus-
trated in the lower chart of figure 8. This chart shows the multiplier ]Ax/rx| for
several values of feedback gain (Gy) with the time lag fixed at t' = 0.5 yr. This
chart illustrates that with smaller values of feedback gain, there is less compound-
ing of the response at the higher frequencies. Of course, with smaller values of
feedback gain there is also less reduction in the response caused by random inputs in
the lower portion of the business-cycle frequency range.

Essentially, the results in figure 8 illustrate a trade-off between the concept
of countercyclical control and the concept of controlling to a constant growth in
money supply. The use of countercyclical control has the potential to reduce the
amplitude of the fluctuations in real GNP caused by random nonmonetary inputs. How-
ever, with significant time lags in the loop, countercyclical control tends to com-
pound the response to random inputs in the upper portion of the business-cycle fre-
quency range. (Reference 25 notes that if the countercyclical policy is consistent
and anticipated, then firms might increase (or decrease) their inventories in a
rational expectation of an increase (or decrease) in policy stimulus. Such antici-
pation might provide some 'lead" that would tend to cancel out some of the policy
""lag." TFor more general discussions about rational expectations and stabilization
policies, see refs. 26-28.)

14
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CONCLUDING REMARKS

Some results based on the application of classical linear methods to the analy-
sis of economic system dynamics have been presented. The closed-loop economic system
was formulated to include internal elements which respond to random external distur-
bances. The disturbances include both monetary and nonmonetary effects.

A closed-loop analysis indicates that procyclical movements between the growth
of money supply and the growth of real GNP tend to compound the amplitude of the
fluctuations in the business cycle. The results suggest that to improve stabiliza-
tion of the business cycle, a general rule is that any movements in the growth of
money supply should be countercyclical with respect to the growth of real GNP.

The policy of controlling the growth of money supply in response to fluctuations
in the unemployment rate was considered. The results indicate that this feedback
policy will not provide damping, but, rather, will simply change the frequency of
the business-cycle fluctuations.

The policy of controlling the growth of money supply countercyclical with respect
to the growth of real GNP is compared to the policy of controlling to a constant growth
of money supply. The countercyclical policy has the potential to provide the minimum
reduction in the business-cycle fluctuations; however, with significant time lags in
the loop, the countercyclical policy tends to compound the response to random dis-
turbances in the upper portion of the business-cycle frequency range.

The applications of linear methods in this working paper appear promising. The
series of examples illustrates how linear methods can be used in the development of
equations that serve to combine well-known ideas in economics such as those from
Wicksell, Friedman, Okun, and Phillips. This same set of equations can be used to
interrelate and then examine ideas about stabilization policies. The possible exten-
sions from this working paper are numerous, considering the many ideas and linear
relationships that have been developed in the field of economics, and the many tools
available in the field of linear analysis.
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APPENDIX A

ESTIMATION AND FEEDBACK

This appendix discusses the estimation of economic models from empirical time-
series data. The discussion first considers the closed-loop estimation problem and
then outlines the estimation technique used to obtain the representative second-order
model used in the main text.

For this discussion, let us consider the closed-loop system illustrated in fig-
ure Al. The forward path, F(s), is to be estimated from the measured time histories
of m and x. By removing any long-term trends and using standard power-spectrum
analysis we can write the estimate as

F(s) = me(s)/¢mm(8) (A1)
G(s) =
"x
"m 2 'T » F(s) L——?—#»

| |

| |

| IDENT/'\IFICATION |

| F(S) I

|

" [

MEASUREMENT MEASUREMENT

Figure Al.- Estimation within the closed-loop system.

where ¢,x(s) is the cross-power spectrum between m and x, and ®&py(s) is the power-
density spectrum of m. In this type of estimation, it is well known that the esti-
mate, F(s), may not be the same as the actual F(s). This difference, an identifica-
tion error, can be shown by delineating the components of the cross-power spectrum:
Do (8) = BE(8)d,(8) + @mrx(s). Substituting these components into equation (Al)

yields
erTofr;
N "
F(s) = F(s) + &y (S)/0pp(s) (A2)

Equation (A2) shows that any cross~correlation ¢mrx(s) may contribute to a bias

error in estimation. Such a correlation will exist if there is feedback, because 1y
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transfers through G and thus appears as a component of m. If rtyx is much larger
than rp, then the ratio ¢mrx(s)/¢mm(s) will be significant and the estimate F(s)

will be different from F(s). Conversely, if ry is much larger than ry, then the
estimate, F(s), will be near F(s).
The empirical evidence indicates that there have been large random monetary
inputs, rp, which aid in reducing the errors in identifying F(s). For instance,
several types of random inputs (e.g., gold discoveries, international inflows/
outflows, creating money for wars, etc.) have been documented (ref. 7). Also, there
have been continual changes in the policies of the monetary authorities which have
contributed to r . These changing monetary policies, in effect, have provided input
test signals. Recent test signals include, for example, the deliberate reductions in
the growth of money supply in 1966, in 1969, and in 1980-1981. The random effects

caused by changes in monetary policies appear in the flow diagram of the closed-loop
system as illustrated in figure A2.

CHANGING
'I’l\?PLlﬁ;——MONETARv<— - —
POLICIES |
G'(S)‘ l
'x
o\ _/}\
OTHER rm_,éj m > Fis) 5 X,
INPUTS } O/ {
|
| |
| IDENTIFICATION
| Fls) ",
' |
MEASUREMENT MEASUREMENT

Figure A2.- Estimation using actual time-history records.

The changing policies of the monetary authorities, along with the other contri-
butions to 1, aid in reducing the size of the possible identification error; how-
ever, there still remains some residual feedback, G'(s), that could lead to some
residual identification error.

The magnitude of the identification bias error due to residual feedback is a
function of the constraints used in the empirical estimation process. For instance,
the simple cross-spectrum method, equation (Al), contains no constraints and thus
allows any residual-feedback identification error to appear in the estimate F(s).
Other types of estimation methods, in which the allowable structure of F(s) is more
constrained, will result in less feedback identification error. Reference 20 illus-
trates the amount that any residual-feedback identification error can be reduced to
as a function of the constraints used in the empirical estimation process. Essen-
tially, the study in reference 20 indicates that the feedback identification error is

reduced when the structure of the estimation model, ﬁ(s), approaches the structure of
the actual model, F(s).

18



To obtain representative results for this paper, the estimation model was con-
strained to the structure of Friedman's theoretical model (equation (5) in the main
text). Representative values for the parameters in this model have been estimated
using the standard quasilinearization method (e.g., Refs. 20 or 29). The state-vector
equations used in the parameter identification were

z(t) -a -b|[z)] L Eie
= + m(t) ;
z(t) 1 0 Jiz ()] 0, iic
2 (t)]
%) = [¢ o] + %o
Edd-0

The unknown parameters include the model terms, a, b, and &, along with the long-term
constant X, and the two initial conditions zj. and zi.. The input to the model is
m(t), the dynamic variable is z(t), the estimated output is x(t), and the measured
output is x(t). Using the quasilinearization method, values for the six unknown
parameters were determined such as to minimize [x(t) - x(t)]? over the time period
from 1950 through 1981.

The economy is a continuous system, but the measurements (e.g., monthly or quar-
terly) represent averages over a given time span. To look at this problem (and the
problem of measurement noise) a variety of data handling procedures were applied with
the economic data. The results from all of these different types of data runs were
near the following round-off values

¢/b=K =2, (b):/2 = o

1.5, a/[2()Y?] = ¢ = 0.8
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APPENDIX B

BUSINESS CYCLES IN THE UNITED STATES

The business cycles defined by the National Bureau of Economic Research are pre-
sented in table Bl. To correlate this set of cycles with frequency domain methods,
we can compute a term, w' = 2m/PERIOD, for each of the cycles, where PERIOD is
defined as the peak-to-peak duration of each cycle (in years). A histogram of the
28 values of w', within increments Aw' = 0.5 rad/yr, is presented in figure 3 in

the main text.

TABLE Bl.- MEASURED BUSINESS CYCLES IN THE UNITED STATES

Business cycle reference dates Duration in months
Trough Peak Tr?ugh from Pe?k from
previous trough previous peak
December 1854 June 1857 - -
December 1858 | October 1860 48 40
June 1861 April 1865 30 54
December 1867 June 1869 78 50
December 1870 | October 1873 36 52
March 1879 March 1882 99 101
May 1885 March 1887 74 60
April 1888 July 1890 35 40
May 1891 January 1893 37 30
June 1894 December 1895 37 35
June 1897 June 1899 36 42
December 1900 September 1902 42 39
August 1904 May 1907 44 56
June 1908 January 1910 46 32
January 1912 January 1913 43 36
December 1914 | August 1918 35 67
March 1919 January 1920 51 1L7/
July 1921 May 1923 28 40
July 1924 October 1926 36 41
November 1927 | August 1929 40 34
March 1933 May 1937 64 93
June 1938 February 1945 63 93
October 1945 November 1948 88 45
October 1949 July 1953 48 56
May 1954 August 1957 55 49
April 1958 April 1960 47 32
February 1961 December 1969 34 116
November 1970 | November 1973 117 47
March 1975 January 1980 52 74
July 1980 64 -
Averages 52 53

Source: National Bureau of Economic Research, Inc.



APPENDIX C
CLOSED-FORM SOLUTIONS

This appendix considers some closed-form solutions that serve to interrelate
model parameters, in the main text, with economic trend relationships. The gain in
Friedman's model (Ky) is first linked with acceleration theory and then combined with
the gain in Okun's law (K,) to derive the slope of the Phillips curve (KK, -

A steady-state solution to Friedman's model equation (5) can be written as
Ax = K sm = Kxﬁ (c1)
which is consistent with the concept of acceleration theory (ref. 30). According to
this theory, an increasing (or decreasing) trend in the growth of money supply pro-
duces real output effects, and along with this trend in money supply there is an
equivalent trend in the growth of prices:
p = (c2)
Combining equation (Cl) with Okun's law equation (7) we have

u = =K, (Kym + X5 = Xy) (C3)

Equations (C2) and (C3) allow us to examine the trend in unemployment rate compared
with the growth of prices. Such trend lines, or slopes, can be computed as a func-
tion of acceleration in money supply (m).

There is a special-case solution from equations (C2) and (C3) when either

(xo = X)) << Kxé or (xO - xu) * 0

In either of these special cases we obtain from equations (C2) and (C3) the following

u/p = KK, (C4)

This is a linear representation of the Phillips curve slope, relating unemployment
rate and the growth of prices, based on the well-known study by Phillips (ref. 14).

21



10)

11.

125

3

iy

154

16.

157

18.

REFERENCES
Kendrick, David A.: Applications of Control Theory to Macroeconomics. Annals
of Economic and Social Measurement, 5/2, 1976, pp. 171-190.

Aoki, Masanao: Optimal Control and System Theory in Dynamic Economic Analysis.
North-Holland Publishing Co., 1976.

Pitchford, John D.; and Turnovsky, Stephen J., eds.: Application of Control
Theory to Economic Analysis. North-Holland Publishing Co., 1977.

Arrow, Kenneth J.; and Intriligator, Michael D., eds.: Handbook of Mathematical
Economics, vol. 1. North-Holland Publishing Co., 1981.

Chow, Gregory C.: Econometric Analysis by Control Methods. John Wiley & Sons,
1981.

Hansen, Alvin A.: Business Cycles and National Income. W. W. Norton & Co.,
1964.

Friedman, Milton; and Schwartz, Anna J.: Money and Business Cycles. Review of

Economics and Statistics, vol. 45, no. 1, part 2, Supplement, Feb. 1963.

Davis, R. C.: The Role of the Money Supply in Business Cycles. Monthly Review,
Federal Reserve Bank of New York, April 1968.

Mayer, Thomas: Monetary Policy in the United States. Random House, 1968.

Tobin, James: Money and Income: Post Hoc Ergo Propter Hoc? Quarterly Journal
of Economics 84, May 1970, pp. 301-317.

Samuelson, Paul A.: Monetarism Objectively Evaluated. In Readings in Economics.
McGraw Hill Book Co., 1973, pp. 120-129.

Poole, William: Monetary Policies in the United States, 1965-1974. Proc. of
the Academy of Political Science, vol. 31, no. 4, 1975, pp. 91-104.

Modigliani, Franco: The Monetarist Controversy or Should We Forsake Stabiliza-
tion Policies? American Economic Review 67, March 1977, pp. 1-19.

Phillips, A. W.: The Relation Between Unemployment and the Rate of Change of
Money Wage Rates in the United Kingdom, 1861-1957. Economics 25, Nov. 1958,
pp. 283-299.

Okun, Arthur M.: The Political Economy of Prosperity. The Brookings Institution,
1970, pp. 132-145.

Dornbusch, Rudiger; and Fischer, Stanley: Macroeconomics, Second Edition.
McGraw Hill Book Co., 1981. :

Gordon, Robert J.: Macroeconomics, Second Edition. Little, Brown & Co., 1981.

Graham, Dunstan; and McRuer, Duane: Analysis of Nonlinear Control Systems.
John Wiley & Sons, 1961.

22




198

20.

245

22.

237

24,

255

26'%

27

28.

29..

30.

McRuer, Duane: Human Dynamics in Man-Machine Systems. Automatica, vol. 16,
May 1980, pp. 237-253.

Wingrove, Rodney C.: Comparison of Methods for Identifying Pilot Transfer
Functions from Closed-Loop Operating Records. NASA TN D-6234, March 1971.

Friedman, Milton: A Theoretical Framework for Monetary Analysis. National
Bureau of Economic Research, 1971.

Taylor, Dean: Friedman's Dynamic Models: Empirical Tests. Journal of Monetary
Economics 2, 1976, pp. 531-538.

Samuelson, Paul A.: Economics. Eleventh edition. McGraw-Hill Book Co., 1980.

Friedman, Milton: The Role of Monetary Policy. American Economic Review 58,
March 1968, pp. 1-17.

Blinder, Alan S.; and Fischer, Stanley: Inventories, Rational Expectations, and
the Business Cycle. Journal of Monetary Economics 8, Nov. 1981, pp. 277-304.

Sargent, T. J.; and Wallace, N.: Rational Expectations, the Optimal Monetary
Instrument, and the Optimal Money Supply Rule. Journal of Political
Economy 83, April 1975, pp. 241-257.

Fischer, Stanley, ed.: Rational Expectations and Economic Policy. University
of Chicago Press, 1980.

McCallum, Bennett T.: Rational Expectations and Macroeconomic Policy: An
Overview. Journal of Money, Credit and Banking 12, Nov. 1980, pp. 716-746.

Mehra, Raman: Identification in Control and Econometrics: Similarities and
Differences. Annals of Economic and Social Measurement, 3/1, 1974.

Frisch, Helmut: Monetarism and Monetary Economics. In The Structure of
Monetarism, T. Mayer, ed., W. W. Norton & Co., 1978, pp. 113-125.

23




. Report No. 2. Government Accession No. 3. Recipient's Catalog No. -

NASA TM-84366

. TYitle and Subtitle 5. Report Date

July 1983
6. Performing Organization Code

CLASSICAL LINEAR-CONTROL ANALYSIS APPLIED TO
BUSINESS-CYCLE DYNAMICS AND STABILITY

. Author(s) 8. Performing Organization Report No.

R. C. Wingrove A-9357

10. Work Unit No.

. Periorming Organization Name and Address T-3608

—

NASA Ames Research Center 11. Contract or Grant No.
Moffett Field, Calif. 94035

13. Type of Report and Period Covered

. Sponsoring Agency Nams and Address Technical Memorandum

National Aeronautics and Space Administration 13
Washington, D.C. 20546

. Sponsoring Agency Code

505-44-21

15

Supp'ementary Notcs

Point of Contact: R. C. Wingrove, MS-210-9, Ames Research Center,
Moffett Field, CA 94035. (415) 965-5429 or FTS 448-5429.

Abstract

Classical linear-control analysis provides a framework for studying
dynamic systems involving random disturbances. This framework is used to
develop a set of equations that, in historical perspective, combine tradi-
tional concepts about the dynamics of economic systems and about the effects
of random economic disturbances. This set of equations provides relation-
ships among well-known ideas in general macroeconomics and provides a means
to interrelate and examine ideas al out stabilization policies. In this
study, linear-control analysis is applied as an aid in understanding the
fluctuations of business cycles in the past, and to examine monetary
policies that might improve stabilization. The analysis shows how differ-
ent policies change the frequency and damping of the economic system dynam-
ics, and how they modify the amplitude of the fluctuations that are caused
by random disturbances. Examples are used to show how policy feedbacks and
policy lags can be incorporated, and how different monetary strategies for
stabilization can be analytically compared. Representative numerical
results are used to illustrate the main points.

. Key Words (Suggested by Author(s)) 13. Distribution Statement

Linear control Unlimited
Dynamic systems
Stabilization

Subject Category: 83

. Security Classif. (of this report) 20. Security Classif. (of this page) 21. No. of Pages 22. Price’

Unclassified Unclassified 24 AQ?7

“For sale by the National Technical Information Service, Springfield, Virginia 22161





