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1. Introduction

This report serves to document the LinCom effort under Exhibit B
of Contract NAS 9-16097 for the period June 1, 1981 through May 30, 1982,
The purpose of Exhibit B is to support JSC in its study of the use of
the GPS navigation system on the Space Shuttle Orbiter and in Ku-Band
problem investigations. Additionally, under instruction from JSC a
design study of some communication waveforms to be used on the Space
Station was undertaken. '
2. Effort Related to GPS

In support of the GPS study, LinCom was tasked to perform engineer-

ing support, primarily of an analytical nature, to assist NASA in making
sound technical decisions regarding the design and operation of the
Orbiter GPS Subsystem.

Part of LinCom's work in this area was an investigation of the
hardware, the software, and the interface between them for a low
dynamics, nonhostile environment, low-cost GPS receiver, the GPS Z-set.
This study is documented in Attachment 1.

After the time the Z-set report was issued (September 10, 1982),
LinCom's effort in the GPS area ceased on instructions from JSC. For
this reason, no recommendations for additional areas of investigative
effort are given.

3. Effort Related to Ku-Band System

3.1 Introduction
In support of the Orbiter Ku-band system problem investigation,

LinCom was tasked to provide independent technical evaluation of the

system performance evaluations.
3.2 Description of Effort

In partial completion of the work required here, LinCom attended the

in m
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monthly Ku-band program reviews at Hughes Afircraft Company Space and
Communications Group in E1 Segundo, CA, and perceived many problem

areas from the presentations and outside discussfons. A préliminary
assessment of the problems was provided on the spot or over the
telephone to the JSC person concerned and the problems were later
followed up.

3.3 Recommendatiqns for Additional Areas of Investigative Effort

LinCom should continue to provide the same type of timely,

comprehensive support to JSC that it has been providing.
4, Additional Effort

A design study was done for JSC on the waveform for the communi-
cation 1inks between the Space Station and extra-vehicular activities/
free-flyers. Frequency hopping was assumed to be used on the Tinks in

order to combat both noise and tone jamming. This effort is reported

on in Attachments 2, 3, and 4.
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1. Introduction

This report investigates the hardware, the softw;re and the
interface between them for a low dynamics, nonhostile environment, low

cost GPS receiver (GPS Z-set). The set is basically a three dimen.sional

geodetic and waypoint navigator with GPS time, ground speed and ground
track as possible outputs in addition to the usual GPS receiver set

[ I ]

outputs. In what follows, each functional module comprising the GPS set

Bernesc

s described in brief, enumerating its functional,inputs and outputs,

lead‘ing to 'the'interface..between hardware ai.d software of the set.

L i |

2. GPS Measurement Concept

The basic ste;;; in GPS measurement c;mcepts are described in the

following steps:-

L | WA

1. Satellites radiate time tagged signals at L-band.
2. Multiple monitor stations observe the radiated signals.

L

‘ 3. Master station computed crbits and clock offsets.

| 4. Uﬁload stations place data in each sateliitp.

5. Satellites broadcast data as modulation on signals.

] 6. - Uger receiver observes signal arrival time.

. 7. Mak}ng corrections and knowing satellite position user obtains
own position and clock offset; |

2.1 Range Measurement

There are two types of range measurements necessary in any GPS

- receiver set. They are: , )

’ 1. Pseudo Range = Satellite clock error + equipment delay + free
space + ionospheric delay + atmospheric delay +
user equipment delay +'user clock errors.

L] 2. Delta Range = - A measurement, over a known interval of time,

| : ' —~ c[:'nam —
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of the change in phase of the L-band carrier
relative to a carrier synchronized from user's
oscillator.

3. Receiver Partitioning .
In what follows next, we will di\ide the receiver set into two

partitions, (a) receiyer software subsystems and (b) recéiver hardware
subsystems. _

The receiver set can be divided into several separate functional
modules each module having a set of inputs and outputé. Figure 1
dépicts the functional modules of the set. In what follows, each of
these modu'le;s v:11 be described in brief. Inputs and outputs for each
module will ‘be defined, conseqdently leading to the interface definition
between the ;software and hardware componehts of the system. The
funcfioml' Iélocks of the set are: o

| i. Antenna, preamplifier module.

2. RF/IF module. '

3. Phase lock module.

4. - Synthesizer module.

5. B Reference oscillator module.

6. | Coder/user time zlock module.

7. Baseband 'mbdule. ‘

8. 1/0 module.

9. CPU module.

10. ROM module.

11. Carrier and display unit modules.
Figure 1 shows the signal flow direction between modules of the

.~ receiver set. From the functional block diagram one can see that the

— LinCom—
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system can be pqrtitioned into software and hardware subsystems for a
better understanding of the operation of the set. This partitioning is
shown in Figure 2. In wiiat follows, we will describe the inputs and
outputs of each functional module of the recefver/processor unit shown
in Figure 1. Throughout this report F = 5,115 MHz,
3.1 RF-IF Module | ' .

The main purpose.of this module is to accept the L-band signal from
the antenna/preamplifier module and condition it (down éonvert) for the =~
use of the subsequent modules. Figure 3 shows the RF-IF module block |

diagram.

RF-IF Module Inputs® . . - _ . |
1. 308F, L-band signal from the antenna-preamplifier as'sembiy.

2. ' Synthesizer fnputs 68F, 29 1/2 F, 6F, 5¢ for the down convert
‘operation.. A
3. Clock fnput frm the user time clock.
4. Code input from the coder module to {:orrela.te with the incoming
signal. | )
5. c&mnd from central processing unit to switch to L or Ly
frequency. . '
6. Input from the AGC circuit to the filter to mafntain the signal
level. ' .
RF-IF Mle Outputs:
1. 1 1/2 F frequency IF sfignal to the baseband module.
2. AFl output for detemimtim. of the signal quality.
3.2 Synthesizer , .
The main purpose of synthesizer 1s to produce various frequencies . .
necessary for purposes of down qonvcrting. phase locking and code

OF POOR QUALI™Y

" ORIGINAL. PAGE 'S
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generation, etc. ORIGINAL PaG: 1o
Synthesizer Inputs:

1. F from the VCO,
2. 1 1/2F from the user time clock.
3. F/154 from the baseband module.
4. 120F. |
Synthesizer Outpu_ts:. . )
1. SF, 68F, 29 1/2 F to be used by RF/IF module for generating the
baseband signal. ' '
2. 6F and 2Fcy to user time clock.
3. ZFCT to thé coder module. _ ‘
Coub!mng the inputs and outputs described above we get the b10ck
diagram of the synthesizer as shown in F19ure 4,

3.3 Phase Lock Module (PLM)

The main purpose of the phase lock module is to provide clock to

- baseband and coder modules.
Fhase Lock Module Inputs:
1.--1:1/2 F IF signal. A
2. 1.1/2 F signal necessary to split incoming IF into inpha.se and -
quadrature (1&Q) components.
3. The F and F/154 necessary to generate the .cher input.
Phase Lock Module Outputs: .
1.  Fygp output transmitted to baseband module for 1n}:e9rate an&
dump operation. ' _ ‘
2. 1&Q componerts of the signal to obtain the AGC, etc. '
3. The 2F+D signal to coder to riroduce the time and coarse data

“ahge measurements,
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4. 21/2 F and F/10 + D outputs to be usad in the baseband module.
Figure 5 depicts the phase lock module in block diagram from giving

all the inputs and outputs.
3.4 Baseband Module
Baseband module is the heart of recefver. It detects the signal,
tracks, demodulates and generates the AGC and the code loop error.
Figure 6 describes the baseband analog design in block diagram form. We -
| will divide the baseband module in four modu'les which are: |
1. - Costas loop, lock detector, VCO prepositioning and data’
detector. .
2. AFC detector.
"3, AGC detector and signal present detector.
4'. Code '!oop error detector.

3.5 Costas Loop/Lock Detector/Preposition o
l_-'igure 7 shows Costas loop with the lock detector and VCO

‘prepositioning circuit. This loop performs the lock:ing to the incoming
IF signal frequency, detects the lock and sends the lock ach‘ieved flag
to the computer, it also detects the data for the subsequent operations °
on it iike the bit synch. - Finally, the iloop also allows for |

prepositioning of VCO necessary for initial Tock.

- Costas Loop Configuration In'puts: : ORIGINAL PAGE 19
' OF POOR QUALITY

1. 1 _aod Q components from the PLM.

2. The input from AGC to the filter.

3. YCO prepositioning command from the computer-.

4. 1/2 chip step to the pulse generator.

. 5 1 msec and 20 msec clock from A/A coder.

. 6. 1/20 msec select from the computer. g p

LinCom—
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Costas Loop Configuration Outputs:
1. " Costas loop lock status to the computer.

2. Signal to the VCO.
3. 1/20 of bits to the computer for bit synch (data detector

output).
3.6 AFC Detector

This loop?accepf§ the inphase and quadrature components of signal

and computes for AFC signal necessary for the Costas loop filter. Fig.

8 shows this loop.
3.7 Code Loop Error Detector and Phasing Contro)

The main purpose of this loop is to detect the code loop error and |
use this error to set the frequency of code clock to the righi |
frequenéy. . '

Code Loop Error Detector Input5°
1. I and Q components of the signal.
2. .t reference.
Code Loop Efror Detector Outputs:
1... Code phase error control.
2. Code clock to the doppler scaling circuit. |

Figure 9 shoﬁé the code loop with the inputs and outputs in a block

diagram form.

3.8 AGC and Sequentia] Detector

. As the namé suggests, this circuit is necessary for detecting if
the signal is present and maintaining the signal level. Fig. 10 shows
the ABC[sequential.detector in a block diagram form.

Inputs/Outputs to AGC/Sequential Detector:
- 1. 18Q components of g¢he incoming signal.

o[:'nam T
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ORICINAL PAGE
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2, Start/inhibit input from computer.

3. Dismiss rate select. ORIGENAL PAGE IS
4. Dump command output of control logic. OF POOR QUALITY

3.9 C/A Coder a and Word Buffer Buffer
The clear acquisition coder basicany produces the C/A code which

fs used for correlation with the receiver IF signal, in the baseband

module (see Figure ll)
| C/A Coder Input: | 7
1. IF error signal from code loop error detector.
2, B'lt clock phase command from couwter. |
C/A Coder Outputs. o 1 - .
1. C/A code. ' |
2. 20 msec bit clbck/fnieréept.
3. ,. Céarse ra-nge epoch. |
4.'. Bit clock word*mffer oq_tput to computer.
S. CT word buffer output to cowputér.'
' 3.10 User Time Clock Module (UTC)
User tfime clock generates the clocking for 'irarious synchronfization

processes in the receiver circuit set. Figure 12 describes the inputs
and outputs of user time module. -
UTC Inputs:
1. 6!-' reference.
2. Coarse range. time and delta range epochs.
utc Outputs.‘
1. 0.1 second UT intempt.
2. UT word to cwum.
] 3. CcrR (Coarse/Fire/Beita Range) to computer.

L Lo

-17-
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Figure 11. Inputs/Outputs of Receiver Set C/A Coder Module.
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4. Software Subsystems
There are four basic parts in the software processing ‘of the GP:

receiver set. These are:
1. Navigation processing.
2.- Satellite data processing.
3. Recefiver processing.
4. Control dispiqy unit processing.

Each processing controls tha hardware proce;ssing or uses the
hardware oytputs to cm§e the necessary parameters and in turn the
executive processing controls the software processors.

Fonow’ring pages degcr;ibe the software processing endnerated above
“in brief, I‘eiding to the‘interﬁce between the software and hardwere . -

systems.

4.1 Navigation Processing N o
It is a'tin division sultiplexed processing of code, frequehcy and

.

data obtained from each of the four satellite signals. The sequential

measureaent. processng epochs are either 1.2 seconds or 1.8 seconds in

duratio:. The mafn purpcse of the navigation pro~essor is to generate
- the necessary navigation prarmeters. Ii also generates the inputs 'for
. the satelHte acqu‘lﬁtidn Wessiw and the control disphy processor.

Functions: - o ’

1. Navigation processor does the estimation of. nav-igation set position,
velocit,y. clock Sus. clock bias rate f;'on GPS pseudorange and delta
pseudorange measurement inputs from the coder loop. !.t also
computes the acceleration of,tﬁeﬂsct along with the altitude bias
measurement. These computations are performed with 8 state Kalman

- fi‘ter’o [}
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2, Prediction of pseudorange and pseudorange rate at next sequential

measurement epoch to preposition the code and frequency for

satellite acquisition. The position and velocity is extrapolated to

the time of next satellite to be processed in the sequence. This
e extrapolated position is combined with the clock bias to yield an
estimate of the pseudorange and the extrapolated velocity is
combined with the clock bias to generate the pseudorange rate
estimate. The extrapolated pseudorange is converted to code chfps _
and used to pfeposition the code state of the receiver. The ’
extrapeleted pseudoeenge rate is converted to a frequency offset and ;
then used to preposition the frequency of the raceiver. B
3. Nav1gat1on processor. converts the est1mated position of the set to
latitude, alt1tude and longltude. The estimated velocity is |
converted to ground speed and ground track. | ‘ '
F1gure 13a describes the entire nav1gat10n processing overview ’
-show1n9 the sequencc 24 which the software routines are executed.
Figure 13b shows the simple block diagram of inbuts end outputs of fhe
navigation processor. » - e e . ;

4,2 Data Processor

The main prupose of the datz processor -is to collect the space
vehicle ephemeris data used for accurate navigation and this data . N g
remains valid for 1.5 hours. The second purpose is the co]lecfion of '

-almanac data which is useful to acquire new satellites, provide less %;
accurate navigation and aid in sate111te selection process. This data :

is valid up to one week. . ' o A .

The inputs of this processor are the bit value, the bit number.

word number and space vehicle number. The processing determines {f

o&nam -
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proper bit for current data word and space vehicle has arrived and
accumulates 30 bit data word plus 2 parity bits from previous word. The
outputs are the 32 bits of data word plus parity bits, word number and
space vehicle number. The data processor is implemented in two levels
which are: (1) bit accumulation into words and (2) word accumu}ation
into coherent ephemeris or almanac page. Figure 14 shows the input and

outputs of the data processor in a block diagram form.

‘ 4.3, Receiver Processor

The receiver processor (the software section of the receiver) has

the fo]lowing functions:
'1._'.Reoeiver monitor and control. e e
2. Bit sy.nchronization ' |
3. Satellite data gathering.
4, 'word/frame sjnohronizatioo. :
5. Parity checking.
6. Time and pseudorange management.
The rece'lver processor has several mputs and outputs whtch wi’ll be
classified ‘under three different lnterfaces listed below:
1. Receiver processor-receiver'hardware interface.
.2. ‘ Receiver processor-satellite sequence interface.
‘3. Receiver processor-nav19ation processor 1nterface.
Each of these will be described in ‘terms of the input/output
(1nterface) block diagram. Fig. 15 ‘depicts the interface between the

~ receiver processor and ‘receiver hardware.

1. Receiver Prooessor/Navigation Processor Interface

The outputs of navigation processor were described in general in

the previous pages. Here wg discuss those outputs of navigation
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Figure 15. Eﬁeiﬁer Processor/Receiver Hardware . ‘ ) Z
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processor which are necessary for the receiver processor to function.
Figure 16 shows the interface between the receiver processor and

navigation processor.

2. Receiver Processor/Satellite Sequencer Interface

The recefiver processor needs several inputs from the satellite
sequencer circuit to perform the fol l'ovn'ng functions:

1. Space vehicle 1.D. # for the next dwell.

2. Time duration necessary for the next. dwell.

5 To enable next dwell mode such as initial acquisition, initial

search. reacquisition, normal synch recovery, etc.

This mterface is shown in Figure 17. .

4,4 Control Disp]gy Unit Processor

This processor provides conmumcatwns between GPS set user and
navigation and receiver processing in the set. The display arrive
funtwns are: -~ | .

1. Dis;ﬂay navigation data.

2, Control operation of the se_t.;

3. Indi‘c;ate system status and h§a'lth.

4. Ihsef_t w_aypofnt coordinates. : _
Combined ieput/output “for these form functions is. shown in'Figure 18,
Control Display Unit Inputs: h

1. Latitude, Tongitude and a'ltitude.

2. Distance to. waypoint.

3. Bearing to waypoint.

4. Day ahd time.

5. 'Ground speed.

6. Time ground track.

e
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- Figure 16. Receiver Processor/Navigation Processor Interface.
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LATITUDE, LONGITUDE
- AND ALTITUDE

" DISTANCE TO WAYPOINT.
HEARING TO WAYPOINT

DAY AND TIME
GROUND SPEED o
. | : CONTROL
TRUE_GROUND TRACK
. DISPLAY
ESTIMATED POSITION ‘

'ERROR . UNIT -

WAYPOINT LATITUDE

WAYPOINT LONGITUDE
LOCAL MAGNETIC
- VARIATION

INITIATE COMMAND

STANDBY COMMAND |

NAVIGATION MODE
REQUEST

CALIBRATION MODE
REQUEST

FAULT INIDICATION
DATA .

BAD & NO DATA
INDICATION

FREEZE AND ENTER
COMMAND

Figure 18. Input/Output of the Céntrol Display Unit..
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GROUND SPEED
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DISPLAY o
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NORTH REFERENCE

STORE DATA
REINITIALIZATION
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USER DYNAMICS
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7. Estimated position error.
8. -Waypoint latitude.
9. Waypoint longitude.
10. Local magnetic varfation.
: 11. Initiate command.
12, Standby command.
13. Navigation mode request.
14, Cal!b;'ation mode request.
15. Fault’ indicatfon input from receiver.
16. Bad and no data fndicgtion command.
: '/17. Frequency <and enter command.
Control Display Unit IOutpu_ts: |
1. latitude, longitude and altitude.
2. Day and time.
3. Ground speécl._.s
.4. True ground tra.ck.
5. Latitude '(.of waypoint)
6. Longitude (of waypoint)
. 7. Magnetic variation (of waypoint).
8. Selectqr position.
9. Waypoint selection.
10._ Freeze and enter.
11. North reference.
12. Store data.
13. Reinitialization.
14. Calibrate mode.
15. User dynamics.
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5.
1.
2.
- s,
4

6. A'manac collect mode.

Executive Processin

Provides t‘me activates of user tasks.

Provides priority execution of tasks.

Enables the tasks that will be activated in the next scheduled loop.
Provides systu time values,

Expands the minimum system throughput consistant with necessary
functions and low memory re_qc;irements.

Nucleus of fundamental execution.

P'rovidés’for coheren.t. ’transuission of data between tasks.

ngre 19 gives the 1nfomtion flow between the major function of

the receiver set.
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.FOREHORD
This technical report recommends a channel code and frequency hop

rate for ‘the proposed Space Obef-ations Center (SOC) multiple-access
communication links with extravehicular activities (EVAs) and free-
fly?rs. The results~are derived by analyzing the performance of the
links in worst-case jamming.

i This preliminary study of the SOC has been performed by LinCom
Cor}oration for the National Aeronautics and Space Ad&inistration.-

Johnson Space Center. LinCom's activity was under the direction of Dr.

William C. Lindsey.
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1.0 INTRODUCTION
The susceptibility of the Space Operations Center (SOC)/

extravehicular activity (EVA) and free-flyer multiple-access (MA) links
to jamming 1s very sensitive to the communication waveform design.

Random hopping of the center frequency is one effective strategy for
overcoming jamming. In this repori, we analyze fast frequency hopping
(FH) in both noise and tone jamming environments for the purpose of -
optimizing the design of the SOC/EVA and free-flyér forward and return
waveforms. For each 1ink, the maximum allowable jammer-to-signal power
rat;o is bresgﬁted in" Section 2 as a function of the jammer's frequency
-disiribution,{the required bit error probability (performance), and the
cha}acteriéti;s of the waveform. The waveform characteristics and those

of the SOC/EVA and free-flyer forward and return links are described in

this section. The complete waveform for each of the links fs

recommended 1& Section 3.

1;1 Link Considerations

The SOC is the center of all communication between separate free-

flyers and EVAs, ir addition to its function as a relay for all

| T 3

signaling into and out of the SOC/EVA, free-flyer configuration. . Free-
flyers and Evﬁs use fdentical waveforms for communication with the SOC,
in order to prevent an impractical hardware buildup in the SUC. We
therefore have only two distinct systems; one for SOC transmission to
the EVAs and free-flyers, and the other for the SOC/EVA, free-flyer
return 1ink.

A combination of EVAs and free-flyérs may communicate
simultaneously with the SOC. A All of these users are required to be
within 2000 kilometers (km) of the SOC, so any fading on either the

c&ném -
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forward or return 1ink is assumed to be slow, relative to the time
required to transmit one symbol. The 1ink users can be distributed
anywhere within a 2000 km radfus of the SOC, so the SOC must be capable
of orienting its antenna beams in any direction.

Radio frequency interference (RFI), rather than thermal noise, is
presumed to be the dominant cause of signal degradatiqn on the forward
and return links. In this report, we analyze the RFI effects Qn
performance when the receiver is intentionally jammed. The jamming hay
cbvgr a band of frequencies (partial band, or noise, jamming) in the
sigﬁa] spectrpy. or 1t may be confined to a number of tones, as in
nul;itone‘jamming. In both types of jamming, we assume that the jammer
choéses thé ffequenqy distribution that will have the worst possible
eff;ct on ling performance for a giyen received jgmme; power J. This
worst-case Jamming assumption implies that the free-flyers and EVAs may
be jammed differently than the SOC.

1.2 Waveform Characteristics

LinCom was given several charactgristics of the anti-jamming
waveforms to be used on the MA forward and return links. The frequency
of both the forward and return 1ink coumuniéation waveforms will be
randomly hopped to prevent any repeat back jammer from detecting the
signaling pattern. Hopping forces any jammer to spréad power over 2
number of possible signaling frequencies, instead of allowing him to
concentrate his power on the center frequency. Fast frequency hopping
has been proposed [1] for the SOC/EVA, free-flyer iinks, because the
hops provide the most protection against worst-case jamming when they
occur more than once during § symbol transmissfon. Due to the

difficulty of maintaining the phase continuity of a symbol tfansqisslon

LinC
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during a frequency hop, the receivers in the EVAs, free-flyers, and the
SOC are to detect incoming signals noncoherently. All communication on
both 1inks will be synchronous, and users are to be frequency-division
multiplexed onto the return 1ink.

Al of the baseband signals.to be transmitted through the forward
and return channels are digital. Although the expressions in Section 2
are derived without any numerical evaluation, we now quantify the data
rate of the baseband signals. Video data and audio/command data are
frequency multiplexed onto the forward 1ink at 400 kilobits per second
(Kb]s); theAréturn 1ink alse consists of 400 Kb/s-video data, in
addétion to 59 Kb/s audio/telemetry data [1]. The best way of
ﬁoddlating thése signals, for noncoherent communication over a large
bandwidth s §cknowledged to be frequency shift keying (FSK). For the
SOC/EVA, freeAfIygr 1inks, a 2 Gigahertz (GHz) bandwidth has been
proposed [1] at the center frequency of 30 GHz. The carrier modulation
was therefore chosen to be M-ary FSK (MFSK), where M is the number of
baseband frequencies.

In this report, we complete the definition of the wéveforw by
specifying the frequency hop rate, equal to the chip rate, on the
forward and return 1inks, and any channel coding to be performcq. In
Section 3, we present these characteristics for the forward and return
1inks, based on analyses of worst-case jamming in Section 2,

1.3 Receiver Model

Before analyzing the anti-jam performance of the fast frequency-

hopped, M-ary FSK waveform, we present a model of the forward and return
1ink communication systems. Jhe model includes only those operational

characteristics which have an impact on the performance analysis of

LinCom—
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Section 2,

On both the forward and return links, the M-ary FSK demodulator is
a critical component of relfable communication. The M-ary FSK
demodulator in each free-flyer and EVA, and in the SOC, is a noncoherent
square-law detector in which the dehopped, squared envelopes
efj (1=1,2,...,m;§=1,2,...,M) of all m chips of each M-ary symbol are
optimally combined in each of the M channels (Figure 1). In the jamming
environment of the FH multiple-access (MA) channels, the optimal
combination is simply a sum of all the squared envelopes, after all
noise-free chips (only one of the M squared envelopes exceeds a small
threshold) are amplified through automatic gain control [2]). The M-ary
symbol that corresponds to the channe} with the 1grgest of the M sums 1s
then chosen as the transmitted symbol. ‘ _ '

~ Before thé squared chip envelopes are added, they are clipped at

the average received signal power S. This prevents the jammer from
degrading performanée by transmit*ing more power into one of the M
filters than this clipped valne. Although the clipping reduces the
expected difference between the output of the correct filter and those
of the (M-1) incorrect filters in partial band jamming, decision errors
are not likely to occur more frequently than they do without clipping.

Given the total received jamming power J in eitﬁer partial band or
multitone jamming, link performance s best when the center frequency
for a chip 1s randomly chosen from all the available frequency cells in
the hopping bandwidth. If the center frequency is confined to tones
which are separated by the baseband dandwidth and no baseband mixing is
used, the multitone jammer can constantly jam one of the (M-1) incorrect

baseband frequencies by separating his tones by the baseband

o&nam T
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Figure 1. M-ary _FSK Demodulator in Forward and Return Links.
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bandwidth., We therefore assume that random hopping to any frequency
cell is implemented in the hoppers and dehoppers of the FH MA forward
and return links. The hop rate, or chip rate, of these units is the
same on botﬁ 1inks, because no more than one frequency synthesizer {is
permitted in each EVA and free-flyer.

2.0 PERFORMANCE AGAINST WORST-CASE JANMING
A study of performance of the SOC/EVA, frée-flyer MA 1inks against

worst-case jamnidb_leads to the choice of channel code and chip rate for
the forward and return link waveforms (Section 3). For a maximum bit
error probability at-~a given data rate, the maximum jammer-to-signal
power ratio (J/S) at the recefver, is very sensitive to the chi i uir
and, to a lesser e;tent. the code. In this section, we presens
expressions and graphs for J/S to measure anti-jam performance for
varfous channel codes and chip rates.

We consider two different types of channel coding: block
orthogonal and rate 1/2, dual-k convolutional. The 2k-d1mensional block
orthogonal encoders map every distinct sequence of k data bits into a
different M-ary (2k-ary) symbol to be fnput to an M-ary FSK moduiator.
Dual-k encoders and decoderslare slightly more complex. They require
twice as much memory as Zk-diuensional block orthogonal encoders and -
decoders, for the purpose of storing the grevious k-bit {nput (?1gure
2). Encoding each k-bit input by combining 1t with the previous one,
gives rate 1/2, dual-k convolutional codes a coding ga.n over block
orthogonal codes.

The coding gain in allowable J/S of the dual-k codes can be
observed in the graphs of J/§ that are derived in this section. Beside
the type of coding, J/S s a function of the chip rate R, the number k

c[:'nam -
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of data bits per coded symbol, the data rate R,, the maximum bit error
probability Py, the frequency-hopping bandwidth W, and the type of
worst-case jamming, eithér partial band (noise) or multitone. Since Ry
= 400 Kb/s for all dats on the forward link, this 1ink will be analyzed
first. Most of the results of this analysis can be directly transferred
to the return 1ink, where data rates of 50 and 400 Kb(s are studied. On
both links, bit error probability performance is ei;hér 10~3 or 105 and
2 <k <5
2.1 Forward Link

As described in1.2, the SOC-to-EVA (and free-flyer) link is a fast

frequency-hopped, 2 GHz channel used for digital video and audio/command
data, both of which are frequency multiplexed at 400 Kb/s. In focusing
on the jammipg susceptibility of the link, we neglect any_performance
degradation due to other sources, e.g., synchronization loss, equipment
| nrise, and thermal noise. Because the chips of each symbol are
"optimally combined ﬁy the MFSK demodulators in the EVAs and free-flyers,
an M-ary symbol is detected erroneously oniy when the worst-case jammer
succeeds in jamming every chip.

The worst-c2se partial band jammer jams a chip by reducing the
output chip envelope of the signaled filter in the demodulator, through
phase cancellation, below the output of at least one other filter.
Symbol errors due to phase cancellation can occur even when the jammer
gets less total power through all filters than the signal power S.
Viterbi and Jacobs [2] have shown that partial band jamming is most
likely to cause such a detection error when its frequency distribution
is two-level, i.e., the jamm%r spreads his total power J evenly over a

fraction p of the 2 GHz hopping bandwidth, leaving the remainder of the

c>lf})z‘!fi;f1z““‘J
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band free of any jamming. The worst-case fraction p increases as the
chip rate R, increases because this means the signal energy per chip
S/Ry, is decreasing, while the probability of hopping to a particular
frequency during a symbol transmission is rising. Eventually, p reaches
1 and the jamming is broadband, covering the entire hopping band.

_For block orthogonal M-ary FSK, Trumpis [3] has given an exact
characterization of the bit error probability P, when p < 1, and we can
apply Lihdsey's result [4] to the broadband jamming case. From [5], the
maximum allowable jammer-to-signal power ratio (J/S)block for block-

orthogonally coded M=ary FSK is

i ) . - 1 .
P 2 Y
' (SJ')block = ;ﬁﬁ);; {K""()ﬂ')' ', e < (1a)

Wk

J
&Ehrock - Rz* p=1 (1b)

W: frequency hopping, or spread, bandwidth
m: number of chips/M-ary symbol (or diversity)

K"(M) and A(M): unitless constants, dependent only on M

z is half the M-ary symbol energy-to-noise density ratio (gg;-) that
b

satisfies

-1
P, = Jk-1-m -z '1“20 (%)1L§m-1)(_z) (2)

where m, the diversity, must be a positive integer. Lsm'l)(-), is=

0,1,2,...,m-1, is the i-th generalized Laguerre polynomial of order

LinCom—
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[y

Lgm'I)(-x)

Lim'l)(-x) X+m | (3)

L™ () = demez1-20 (1) ) - —f—(mi-Z)Lg;":%;(-x). i%2,...,m-1

The maximum allowable J/S given by (1) is plotted in Figs. 3 and 4 as a
function of R, for Py = 10'3_and 10‘5, respectively. Note that the

diversity m is directly proportional to Ry:

LR~ @

Sinée Pb/K‘(M) << 1, the exponent 1/m in (1a) accounts for the rapid
1ncéease in J}S with Ry, until the R, factor in the dénominator of (1a)
begins to d&mfnate and J/S steadily decreases.

The decréase is due to a progressively larger loss in the

| noncoherently cbmﬁiﬁed signal chip envelopes, as the M-anj symbol is
divided into ;horter chips. Before this effect (called noncoherent
combining loss [NCL]) dominates, diversity effectively alleviates even
worst-case partial band'jamming. The peaks of the curves (Figs. 3 and
4) always occur in the region where p < 1, hence (la) is in effect.

Rate 1/2, dual-k convolutional coding of each k;bit input to_the
2k-ary FSK modulator in the SOC, provides more protection against worst-
case partial band jamming‘than block orthongonal coding of the k-bit
inputs. Again, we present two expressions for the maximum allowable J/S
at the receiver, depending on whether the jamming is strictly partial
‘band (e<1) or broadband (p‘ll. From [7], rate 1/2, dual-k coding yields
a gain G(m) over Zk-any block orthogonal codiﬁg of

«10-




SEEEEEESSS e

— Lo

45.8 :
. o
40.8[ ORIGINAL PAGE 1§ .
- OF POOR QUALITY .
N ]
35ﬂr -
3.8 -
-~ 25. Bl
Q- [
L g
L)

15.8
1.8

5.0

lllllllllllllllljlllll

1 l_LILJJ 1 { & 1 t . 1.1 11
18° 18° T
RH (HOPS/SEC)

Fiqure 3 Maximum Allowable Jammer-to-Signal Power Ratio (J/S)
in Worst-Case Partial Band Noise Jamming for Block-
Orthogongﬂ y Coded 2K-ary FSK, W = 2 GHz, Ry = 400 Kb/s,
P = ]0' o
b .

7

LinCom

-1}-




[ —LinCom

45.8

ORIGINAL PAGE 1%
OF POOR QUALITY

40.9

; 35,8
3g. B[
-

Illllllllllllll‘llll

25, B~

28.8

J/5 (0B)

[ 15.0

F,<,

10. 81

2.0

lllllllllll_lllllllll

N\

g.ﬂ Il!llll - 1 ] IJ!I-'|7 i
10° 1g° T

RH (HOPS/SED)

Figure 4. Maximum Allowable J/S in Worst -Case Partial Band
' Noise Jamming for Block-Orthogonally Coded 2K-ary
FSK, W = 2 GHz, Ry = 400 Kb/s, P, = 10-3,

s EER W WM pEy e M




i .
c>1!}Il<CE:)I71 —

ORIGINAL PAGE S
OF POOR QUALITY

k-1
(9/5)guar-k 2 ,2 6(Pb))llm

G(m) = (5)
(Jls)block ) Pb
where &(P,) is given implicitly by [8]
-1,
P, = (6)

b n2dZp, )- 2F-3)s(p,) 72

The maximum allowable J/S for dual-k coding (J/s)*dual-k is derived by
substituting (1) into (5) and solving for (9/8)quar-k+ This gives

| P |
WG b 1
_‘H_m :Rh(——(—”.." e o<1 (7a)

HkG{m)
Zsz ’

LN

(J?S)ﬁua1-k
p=1 (7b)

where p is the worst-case band fraction for block orthogonal coding.

Approximation (7) is plotted in Figures 5 and 6 for bit error
probabiliiies of 10-5 and 10'3, respectively. The coding improvement
G(m) diminishes as m becomes large and ;he right hand side of (5)
approaches 1. This effect coincides with the dominance of NCL and,
equivalently, the R, factor in the denominator of (7a). In the
broadband (p=1) or linear region of the plots, z increases with Rh' and
there is ho gain from either diversity or dual-k coding. The peaks of
the curves are again in the strictly partial band (p<l) region, where
the coding gain G(m) of dual-k codes over 2k-ary block orthogonal codes
is large.

Unlike partial band or qoise jamming, the worst distribution of a

given total tone jamming power J at the EVA or free-flyer receiver is

‘ csl{}ll(:3;111"""
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tones of equal power j [2]. The jammer therefore has to choose between
a few high-power tones or many tones of less individual power,
distributed uniformly throughout the hopping bandwidth W. In the worst
*  case, each of the jamming tones coincides with one of the available
hopping tones which we assume to be scparated by the chip rate Ry.

Optimal combining, at the MFSK demodulator of every EVA and free-
flyer, requires any jammer to jam every chip of a transmitted M—ary.
symbol. Unlike the partial band jammer, the multitone jammer may jam
chips in two different ways. In addition to creating symbol detection
errors through signatl- phase ;ancellation. Jjamming tones may also
overpower 'th'e signal without affecting its phase. The relative
probabﬂitie; of these two types of errors determines the tradeoff
between the number of jammer tones and their power J..

If a jamming tone is to overpower the signal tone without affecting
its phase, the power. J in each jamming tone at the receiver must be
greater than'or equél to the received signal power S. Without phase
interference, the signaled filter of the M-ary FSK demodul ators fn the
EVAs and freé-flyers will have the largest output, unless another fﬂtAer
is jammed with power S. Since each squared chip envelope is clipped at
S, the tone jammer sets j equal to S when his strategy is to overpower
the signal. | The tone power j does not necessarily ec'|ual S, however,
‘when phase cancellatipn fs part of the jamming strategy. Phase
cancellation can cause detection errors when j is as small as S/4, but
only if the signaled filter and at least one other filter of the MFSKV
demodulator are jammed. A jamming tone is k times more likely to strike

any one of the filters in the‘ demodulator than it is to enter the \
|

LiCom—

signaled filter, where phase interference occurs. |

-16-
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We therefore assume that the worst-case multitone jammer attempts

to overpower the signal, rather than interfere with its phase. For k)2,
the tone-overpowering strategy is clearly superfor for the jammer,
unless the diversity (hops/k bits) 1s large. As the diversity increases
the separation between jamming tones decreases and the distinction
between the two strategies fades. Thus, for all diversities, -the worst-
case frequency distrihution at the EVA and free-flyer receivers is
assumed to be J/S jamming tones, of individual power S, uniformly
separated in the hopping bandwidth W,

. To plot the maximum allowable J/S as a function of the hop rate Ry,
we begin with a union bound on 1ink performance in the worst-case
multitone jamming environment. The actual probability Pg that a block-
orthogonally encoded bit will be decodgd incorrectly 1s 8]

JRp,

Py < 27" (8)

For the required maximum bit error probability Py, we must have
(9)

(9) 1s always true if we substitute the maximum Pg» hence the maximum

J/S, from (8).

IR
" < by (10)

We now solve (10) for the maﬁimum allowable J/S for block orthogonal

coding
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ok > = T (11)

Equality in (11) is plotted in Figures 7 and 8 for required bit
error probabilities of 10~3 and 10-5, respectively. The shapes of the
_curves are similar to those for partial band jamming (Figs. 3 and 4),
but NCL at high diversity degrades anti-jam performance faster than it
" does in the partial band case. In fact, increasing k, the number of
bits per M-ary symbol or codeword, offers very little performance
improvement in this region.
- The maximum allowable J/S for rate 1/2, dual-k coding 1s derived by
solving (5) for (J/S)qua1-k and substituting the equa11ty in (11).

UDPRE U (12)

where §(P,) 1s again given by (6). (12) is plotted in Figs. 9 and 10
for P, 5,10'5 and Pp = 10'3, respectively. As in partial band jamming,
the gain in J/S of dual-k coding over block orthogonal coding, is large
for sme11 diversity, but deteriorates as the hop Eéte Ry, increases.
Also, the value of k makes little difference when R, s large. The peaks
of all the curves for multitone jamming (Figs. 7-10)'occur at a small
Rh» where a fraction of the available hopping -ores are jammed.
2,2 Return Link

The EVA (or free-flyer)-to-SOC link is very similar to the forward
1ink. EVAs and free-flyers transmit frequency-multiplexed, fast
frequency-hopped, MFSK video‘and audio/telemetry data in a 2 GHz hopping
bandwidth. As on the forward 1ink, the video data rate is 400 Kb/s; the

c:lr}rztiigdoz""
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audio/telemétry data rete, however, is only 50 Kb/s. Aside from this
data rate variation, the characteristics and analysis of the return link
are identical to those of the forward link. Hence the anti-jamming
performance results of 2.1 (Figs. 3-10) apply directly to the video
return channel.

In addition to these results, the anti-jam performance in allowable
J/S can be presented as a function of the data rate R, at a given fre-
quency hop, or chip, rate R,. As expressions (1), (7), (11) and (12)
indicate, J/S is a decreasing function of R, (Fig. 11) for fast fre-
quency hopping. ~Therefore the allowable J/S on the 50 Kb/s
audio/telemeiny return channels is greater than that on the 400 Kb/s
channels. J}S begins to level off."however; as Ry drops more than an
orde} of maghitude be}ow Ry, and nonqoherent combining loss (NCL) offsets
the diversity gain.
3.0 RECOMMENDATIONS

Channel codes and a common frequency hop rate (Rh) will now be

recommended, based on the anti-jam performance analysis of Section 2.

_ The allowable jammer-to-signal power ratio J/S changes very little with

R, when the data rate Ry is much lower than Ry (Figs. 3-10), which must
be the case on the 50 Kb/s audio/telemetry channels if the 400 Kb/s
channels are to be fast-hopped. We therefore begin our recommendations
with those channels where the anti-jam performance is sensitive to Rh’
namely, the forward link and the video return channel.

Given a bit error probability P, and an integer k between 2 aﬁd 5
the rate 1/2, dual-k convolutional codes offer a coding gain of at least
3 & in worst-case J/S perfoqpance over 2X-dimensional block orthogonal

coding on these 400 Kb/s links, when the hop rate R, is chosen at the
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peak of the dual-k curves (Figs. 3-10). There are dual-k codes that can
be decoded more easily than other types of convolutional codes, so a
rate 1/2, dual-k code is recommended on the forward link and the video
return channel. Although the peak J/S gain of dual-4 over dual-3 codes
varies from about 2 to 1 a8 (Figs. 5 6, 9, and 10), the peak gain of
dual-5 over dual-4 ranges from only 1 to about 0.5 dB. The former gain
justifies the cost of doubling the number of filters in the SOC video
demodulators and all of éhe EVA and free-flyer multiple-access
demodulators, but the dual-5 incremental gain does not. We therefore
recommend a rate 1/2f du§1-4 convolutional code for each of the 400 Kb/s
channels. - ‘ .

The hep rate R, that most effectively alleviates-wbrst-case jamming
on these channels is the one that maximizes the worst-case multitone J/S
(Figs.'Q and IOD, since the J/S values for partial band jamming (Figs. 5
and 6, respectively) are higher, even at the peaks of the multitone
curves. The peak occurs when R, is near 512 kilohops/sec (Khops/s) for

a bit error probability Py of 10-3 (Fig. 10); if Py = 103, Ry should be

- increased to about 600 Khops/s (Fig. 9).

When these hop rates are applied to the 50 Kb/s video return
channels, the coding gain in allowable J/S of the dual-k codes over the
2K_dimensional block orthogonal codes is no more thae 1 dB for Pb.# 103
(Figs. 12 and 13), and is less than 2 & if Py = 107> (Figs. 14 and
15). Even for the practical dual-k codes, the additional cost of dual-k
code implementation over block orthogonal coding cannot be offset by
gafns so smali. The number k of bits/M-ary symbol also makes little
difference (Figs. 12-15) in J/S performance, so we recommend just 2

bits/symbol, because this requires only 4 filters in each SOC

‘_ o
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audio/telemetry demodulator. Hence 4-ary block orthogonal coding should
be used on the audio/telemetry return channel. The channel coding and
hop rate recommendations for the forward and return 1inks are summarized
in Table I, along with the allowable values of J/S that these

recommendations yield (Figs. 9, 10, 12, and 14).
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Table I. Recommended-Codes and Hop Rates.
-~

LINK PROPOSED = REQUIRED RECOMMENDED - RECOMMENDED MAXIMUM

DATE RATE BIT EPROR CODE HOP RATE J/S (dB)
(Kb/s) PROB. (Khops /s)

FORWARD 400 10'53 Dual-4, 512 32
. 10 Rate 1/2 600 30
VIDEO 200 1073 Dual-4, - 512 32
RETURN . 10 Rate 1/2 600 30
AUD10/ 50 10'3 4-ary FSK 512 34
TELEMETRY - 10” - " 600 32

RETURN

14
-

. - - -
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=3)-



3.

5.

6.

7.

2.

REFERENCES

Tu, K., “SOC Communications and Tracking," Presented at Lyndon B.
Johnson Space Center, Houston, TX, Sept. 1981,

Viterbi, A. J., and Jacobs, I. M., "Advances in Coding and
Modulation for Noncoherent Channels Affected by Fading, Partial
Band, and Multiple-Access Interference,” Advances in Communication
Systems, Vol. 4, Academic Press, New York, 1975, “pp. -308.

Trumpis, B. D., "On. the Optimum Detection of Fast Frequency Hopped
MFSK Signals in Worst Case Partial Band Jamming," Presented in
Hacienda Hotel Dining Room, 525 N. Sepulveda Blvd., El Segundo, CA,

April 1981.

Lindsey, W. C., “Error Probabilities for Rician Fading Multichannel
Reception of Binary and N-ary Signals,“ IEEE Transactions on
Information Theory, Vol. IT-10, No. 4, Oct. 1953. pp. 339-351.

White, M. A., "Maximum Jammer-to-Signal Power Ratio for Fast
Frequency-Hopped M-ary FSK in Worst-Case Partial Band Noise
Jamming,* LinCom Corporation Internal Memo, May 1982.

Abramowitz, M., and Stegun, I., (editors), Handbook of Mathematical
Functions, National Bureau of Standards Applie thematics Series,
No. 55, 1972, Chapters 3 and 22. - .

White, M. A., “"Performance Comparison of Rate 1/2, Dual-k
Convolutional Codes with M-Dimensional Block Orthogonal Codes for
Fast Frequency-Hopped M-ary FSK Signals in Worst-Case Jamming,*“
LinCom Corporation Internal Memo, May 1982. ’

Lindsey, W. C., Biederman, L., and Braun, W. R., "Investigation of

AJ/LPE Signal Processing Techniques for Mobile Users 2t EHF," LinCom
Corporation Final Report TR-0781-2379, July 15, 1980, SECRFT.

LinCom

~32-




ATTACHMENT 3
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I LinCom Corporation From: Mike White
To: L. Biederman
Subject: Maximum Jammer-to-Signal Power Ratfo for Fast Frequency-Hopped

M-ary FSK in Worst-Case Partial Band Noise Jamming
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The i1crefived jammer-to- signai power ratio (J/S) depends on the
fraction p (0 < p < 1) of the frequency-hopping bandwidth W that is
jammed. The worst-case jammer increases p with the hop rate R;, until p
= 1 and the jammidg is broadband. Trumpis [1] has presented ‘the bit
error probability P, as a funtion of H M, Rh' J/S, the data rate R,,
and the number m of hops per M-ary symboi. when p 1s at its worst
possible value.

For p € 1; the exact Py is (1]
JR
h
Py = K'(mM) [ o<1 (1)

where

m: number of hops/symbol, or diversity

W: frequency-hopping, or spread, bandwidth

Xg: largest value of bit energy-to-noise density ratio (S/Rb)/(JIW)

such that p = 1

K'(m,M): proportionality constant, depending on m and M.
To clarify the relationship between J/S and m, we approximate K' with an
explicit function of the chips/symbol, or diversity, m.
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K'(m,M) < Kk*(M)orM)m (2)

where A(M) and K"(M) are unitless constants, which vary only with M,
Substituting (2) into (1) gives

. 10 Mg
Py = K'M) [—g— ] p <1 (3)

In hroadband noise, the exact bit error probability can be inferred
from the exact error probability Pgrsk for binary frequency-shift keying
(BFSK). Pgpgk 1s a function of half the symbol energy-to—néise density

ratio z, which is given by

- @
where k is the number of bits/M-ary symbol, 1.e.,
Moo= 2K (5)

Lindsey (2] has derived Pgpsk 2s 2 function of m and z in broadband
noise,

P

m-1
Brsk "2 € 126 z-iLsm.l)(”)- p=1 (6)

where m must be a positive integer and Lfm'l)(-z). i=0,12,...,m-1, s

the i-th generalized Laguerre polynomial of order (m-1) [3], defined

recursively by
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L{mpl)(x) =-x+m

Li(m'l)(x) . %— (-xwzm)tfm;(*)' %’ ““*"”Létg(")' tr 2’..(;;'“-1

For MFSK, we assume the M possible FSK chips to be separated by a
multiple of R,, so the signal set is orthogonal. In this case, the bit
error probability P, for MFSK in bro;dband noise jamming is [4]

N
© Pp <z Phesk. =1 @

Although (8) contains an inequality, there is no significant difference
between Py, and -’2'- PBFSK when Pbi10‘3. Substituting (5) and (6) 1into

(8) yields

P

. -1
p € 2k-1-my-2 :20 2'1L$m'1)(-z). pe=l (9)

Expressions (3) and (9) for Py will now be used to determine a
maximum jammer-to-signal power ratio (J/S) for a specified bit error

probability performance P¥. Since P; is a maximum, the actual Py mus*

satisfy

< P* (10)

Assuming P, s given exactly by (3) and (9),
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( 10*Mgr
K*(M) [—gg—T", p<1
(11)

m-1 .
zk-l-me-z 2 2-1 L,g m“l)(_z) . P _-_1
L ji=

Since both expressions on the right hand side of (11) are increasing

functions of J/S for m > 1, the maximum J/S is the one that yields the

fequglity in (11). Solving (4) and (il) for this maximum J/S gives

J/s

=«

[ W [ Po LI
.'1' O-A-(H)—Rh “T(")‘K M s P
' (12)
Wk
R p=1

\

where z* is the unique value of 2 that produces equality in (11).




(1]

(2]

(3]

[4]
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Rate 1/2, dual-k convolutional codes usually offer a performance:

L B o T S

improvement over M-dimensional block orthogonal codes in worst-case

jamming. This improvement depends largely on m, the diversity or number

b

of frequency hops/encoder input, when the codewords are M-ary frequency-

shift keyed (MFSK) and fast frequency-hopped. The coding gain G(m) of

by |

dual-k coding over block orthogonal coding can be expressed as

o

(9/5) gyat -k

)2 Wgck .

IR

where (J/S)qua1-k @nd (3/S)p1ock 2re the maximum values of the received

b )

jammer-to-signal power ratio (J/S) for rate 1/2, dual-k coding and M-

r?

¢ dimensional block orthogonal coding, respectively.

- (9/5)duat-k and (I/S)pyock are the largest possitle values of J/S
- that yield a decoded bit er—or probability Py, below a specified

maximum P;.

Py < PE (2)




. .
po— Py

[SEE |

The frequency distribution of the power J, althuugh fixzd for both types
of coding, is the one that degrades performance the most, i.e., the
worst-case distribution. In addition to P§ , (3/S)pyock 2nd (3/5)gyar-k
are functions of the number k of bits in each encoder input, the data
rate Ry, the frequency hop rate or chip rate Ry, the total frequency
bandwidth W available for hopping, and the type of jamming (noise or
CW).

The coding gain G(m) in a given"jammed channel is determined by the
dif}erence betweern the rate 1/2, dual-k codes and the M-dimensional
block orthojonal codes.. For M-dimensional block orthogonal coding, each
encoder irzut ‘wansists of k bits, which are encoded into a Aifferent
orthogonal M-bit, nonzero codeword, where

M o= 2K (3)
Rate 1/2, dual-k encoders map k-bit inputs into two\digtinct k-bit, or
Zk-any, outpufs(l) (Figure 1). Although the codeword lengths produced
by the two types of cdding are different, there are M different
codewords in both cases, from (3). Assuming (a) each k-bit input is
equally probable, (b) amplitude gains are the samevat all signaling
frequencies, and (c) Rps Rps W, and the worst-case jamiing are fixed,
the probability P. that a particular incorrect codeword has as large a
chip output at the receiver as the correct codeword does, is the same
for M-dimensional block orthogonal coding as it is for rate 1/2, dual-k
convolutional coding.

Since Pc is more directly related to J/S than the bit error
probability Py, we derive Pc in terms of J/S before analyzing Pb.

Al though the channel code does not affect the J/S that can be tolerafed

in maintaining P_, the type of jamming must be considered. We assume
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that each received chip envelope is clipped at the received signal power
S, so the worst-case multitone jammer presumably sends J/S tones, each
of received power S. Neglecting signal phase jamming, (P.)¢one» the P
in this CW jamming environment, is the probability that a jammer tone

hits a given hop of a particular untransmitted codeword.

1

- - #of jamming tones _ J/S
(Pc)tone - # of hopping tones N/Rh . (4)

e? the PC in partial band noise jamming, has nearly the

v (Pc)nois )
same value as (P )yones The partial band noise jammer jams a fraction p
(0 < p < 1) of the hopping band W at a constant power level. (1) e

worst-case p increases‘with Rh unti! t. reaches 1, where the jamming is

actually broadband. Regardless of . faunver,(l)

(PC)NOiSE < 48-1 %%h_ (5)

Although (5) is an inequality, it asymptotically approaches
equality for the region of diversity m where the worst-case p < 1.
Since this region is the one where (a) (P.)yojse iS most sensitive tom
and (b) most design decisions are made, we infer from (4) and (5) that

C

p éx% | - (6)

where K is a unitless constant that depenids only on the form of the

jamming, either multiple tones or partial band noise. In particular,
the probability Pcd that a transmitted rate 1/2, dual-k ccdeword will
have a smaller received chip envelope during a given hop than another

given dual-k codeword does, is
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. R
Pea = Ko (9/8)gua1-k (7)

For M-dimensional block orthogonal Coding, P, is denoted by P.p» where

. h
Peb = Ko (9/5)p10ck (8)

For the same’ hopping band W, hop rate R,» and jamming environment for
these two types of coding, (7) and (8) can be substituted into (1) to

give . .

7Y, = 9
block Ti;; ()

The coding gain (9) can be expressed in terms of several different
error probabilities. We now present these probabilities sequentially to
show the relationship between P. and the bit error probability Py.
Assuming that each of the m chips of each encoder input are optimally
combined, all m chip outputs of an untransmitted codeword must be as
large as those of the transmitted codeword, before the incorrect
codeword can be chosen by the decoder. The probability PE that this

incorrect codeword will be decoded, is therefore
m
P < (Pc) (10)

where m, the diversity, is the number of hops (chips)/encoder input.

For the M-dimensional block orthogonal codes, a union bound on the

prohability Py1ock ©f any decoding error is(z)
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k
Pb‘lock < (2 -I)PE (11)

where k is the number of bits in each encoder input. Pyqi..» in turn,

is proportional to the bit error probability Py, for the block

orthogonal codes. (3)

K1 |
Pob = ‘E“ Pblock (12)
From (10), (11), and (12),
k-1 |
Pop € 2 POy (13)

We can now compare this performance to the bit error probability
Ppq for the rate 1/2, dual-k codes which is(4)
ok- 1P2m

P < cd 14
d T npnp? _(25-3)p™ 72 (14

where P4 atisfies (7) and n is the number of times that one of the iwo
encoded Zk-ary symbols is chipped (Fig. 1). The right hand side of (14)

is minimized when

n = m/2 (15)

Although this is impractical when m is odd, little accuracy is
sacrificed and mﬁch algebraic simplicity is gained by assuming (15) to
hold for all m. With this assumption, (14) becomes

e TR ST
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-

Figure 1. Rate 1/2 Dual-k Encoder.
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P, <« (16)
b m/Z2 .,k m 42
[I-ZPCd -(2 -3)Pcd]

Assuming that both Pbb'and Pbd must be no larger than the specified
maximum bit error probability PE,

< Pr

P b

bb

Pbd < P -

we can now express P.y and P4, hence (J/S)block and (3/S)gqyay-k» in

(17)

terms of this specified performance.. (17) will be satisfied when

k-1,m x
2‘ Pcb < Pb
2k-ZPgrg (18)
< P;

[1-2pM2. (2K-3)p™ 32

from (13) and (16). The maximum values (J/S)gua1-kx and (9/S)p1ock 2rise
@hen there is equality in (18). Therefore the coding gain G(m) of rate

1/2, dual-k convolutional codes over M-dimensional block orthogonal

codes is
6(m) < P _ (@ 1pr)l/m (19)

from (1), (9), and (18), where Pcq s given implicitly by the lower

equality in (18).
It is evident from this lower equality that G(m) is greater than 1

when
1 ¢ 21-2p™F - (k-3 7 (20)
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Solving (20) for P%Z by the quadratic formula, we have

K
P2 A 1//2);2; ; 377 -1 21)

When (21) is true for m=l, as it is for most coded communication 1inks,

the coding gain G(m) of the dual-k codes is always greater than 1, but

it decreases toward 1 as the diversity m increases.
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