General Disclaimer

One or more of the Following Statements may affect this Document

- This document has been reproduced from the best copy furnished by the organizational source. It is being released in the interest of making available as much information as possible.

- This document may contain data, which exceeds the sheet parameters. It was furnished in this condition by the organizational source and is the best copy available.

- This document may contain tone-on-tone or color graphs, charts and/or pictures, which have been reproduced in black and white.

- This document is paginated as submitted by the original source.

- Portions of this document are not fully legible due to the historical nature of some of the material. However, it is the best reproduction available from the original submission.

Produced by the NASA Center for Aerospace Information (CASI)
MILLIMETER WAVE SATELLITE
COMMUNICATION STUDIES

Results of the 1981 Propagation Modeling Effort

Report Number SATCOM-82-4

W. L. Stutzman
A. Tsolakis
W. K. Dishman
December 1982
JPL Contract 955954

Satellite Communications Group
Electrical Engineering Department
Virginia Polytechnic Institute and State University
Blacksburg, Virginia 24061

This work was performed for the Jet Propulsion Laboratory,
California Institute of Technology, sponsored by the
National Aeronautics and Space Administration under
Contract NAS7-100.
### Abstract

This report is a supplement to the 1981 year final report under the same project. It presents the details of the theoretical modeling associated with rain effects on millimeter wave propagation. Three areas of work are discussed. A simple model for prediction of rain attenuation is developed and evaluated. A method for computing scattering from single rain drops is presented. A complete multiple scattering model is described which permits accurate calculation of the effects on dual polarized signals passing through rain.
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Chapter 1
INTRODUCTION

This report augments the annual report for 1981 that describes the work performed by the Virginia Tech Satellite Communications Group under Jet Propulsion Laboratory Contract No. 955954. This report details the modeling phase of the overall effort. A separate report was necessary because of the already excessive length of the annual report.

This year’s effort in modeling consisted of five tasks. These tasks and a brief report on the progress made in each follow.

1. **Simple Attenuation Model.** The development of the simple attenuation model is complete. It consists of an exponentially shaped spatial rain rate distribution. Many comparisons to measured data and to other models have been made. See Chapter 3 for a more complete discussion.

2. **Attenuation Exceedance Testing.** This effort is the prediction of rain attenuation exceedance statistics. The procedure is to couple a rain rate exceedance model (such as that recommended by CCIR) with the simple attenuation model which
predicts slant path attenuation for a given point rain rate. Results of this technique are also found in Chapter 3.

3. **Isolation versus Attenuation.** After the spatial rain rate distribution is established it can be used together with a complete depolarization computational model to calculate isolation (as a function of attenuation). This particular task is incomplete because of the extensive effort required on the development of the spatial rain rate distribution (Task A) and the development of the multiple scattering model (Task E), both of which must precede this task.

4. **Single Particle Scattering Computations.** In order to make complete depolarization calculations for rain media the single rain drop scattering coefficients must be evaluated at the frequency of interest. This task was completed by developing and testing a computer program for calculation of oblate spheroidal rain drops. It uses the Fredholm integral equation method. Unfortunately, the calculations are very complicated and involve considerable computer time. Complete details are presented in Chapter 4.
5. **Multiple Scattering Model.** The derivation and initial testing of a general rain depolarization model which includes multiple scattering effects has been completed under this task. Chapter 5 discusses this effort in detail. In Chapter 2 the multiple scattering model is placed into perspective relative to other computing capabilities.
In the past several years three levels of rain propagation computing capabilities have been developed. It may be helpful to summarize this capability before proceeding into the details of the recent findings.

1. **SAM** - Simple Attenuation Model. This model is intended for use in predicting rain attenuation encountered on earth-space communication links. Given the earth terminal location, attenuation versus point rain rate is easily calculated. Further, input of the rain rate exceedance (such as the appropriate global rain rate region adopted by CCIR) permits prediction of attenuation exceedance (percent time during the year a given attenuation level is exceeded) on a worldwide basis. Although computing capability over the frequency range of 1 to 1000 GHz exists, only the 11 to 35 GHz band has been tested.

2. **RPP** - Rain Propagation Prediction Model. This is a first-order multiple scattering model developed for computation of isolation and phase as well as
attenuation as a function of point rain fall rate on an earth-space link. The program can be used for instantaneous or average computations by entering the appropriate spatial rain rate profile in a piecewise (ten level) uniform manner. The restriction on the capacity of the method is that computations are restricted to frequencies for which single rain drop scattering coefficients are available. Currently the program operates at frequencies of 11, 14, 20, and 30 GHz.

3. Multiple Scattering Model. This program operates in essentially the same manner as RPP with the same inputs and outputs. The algorithm is, however, more general in that all orders of multiple scattering are included. The recent computer program version of this technique has shown that numerical results are very similar to those of the RPP first-order multiple scattering program for frequencies of 30 GHz or under. Differences are expected to occur for higher frequencies. The multiple scattering computer program is not only more general than RPP but is also computationally more efficient.

The modeling capabilities are illustrated in the block diagram of Fig. 1. Since the multiple scattering model is
MODELING CAPABILITIES

SAM
Input: Link characteristics and location
Rain rate exceedence
(for %T vs A Prediction)
Output: A vs R, T% vs A
Restrictions: 1 to 1000 GHz
(Tested in 11-35 GHz range)

RPP
First-order multiple scattering with cellular input
Input: Link characteristics
Rain profile-piecewise uniform
Output: R, A, I, φ
Restrictions: 11, 14, 20, 30 GHz

Multiple Scattering Program
Operates in essentially same manner as RPP, but is more efficient and includes multiple scattering effects.

Single Drop Scattering Coefficient Program
Run for several drop sizes at a given frequency. Curve fit to give coefficient as function of drop size.

Figure 1. Summary of rain propagation modeling capabilities at Virginia Tech.
more general and is computationally more efficient than RPP, the multiple scattering model is recommended for future depolarization calculations.
Chapter 3

THE SIMPLE ATTENUATION MODEL


3.1 INTRODUCTION

As earth-satellite communications increase, economic considerations become more important. One method of reducing system cost is to operate with lower signal power margin. Accurate calculation of predicted signal power budgets permit systems to operate with a narrower margin for fading. Central to such calculations for links operating above 10 GHz is the accurate modeling of rain fading [Crane, 1977; Ippolito, 1981]. Initial attenuation prediction attempts involved extrapolation of measurements to other locations, frequencies, and elevation angles. The complex nature and regional variability of rain make this approach highly inaccurate. Over the past several years research activity has been very vigorous with many models being proposed in an...
attempt to improve predictions. A wealth of literature exists and the reader is referred to several review papers [Rogers, 1976; Crane, 1977; Lane and Stutzman, 1980b; Brussard, 1981; Ippolito et al., 1982].

There are some areas of attenuation modeling which are incomplete due to the lack of sufficient physical data. There is also some disagreement among researchers about how the problem should be attacked. These notwithstanding, research investigations over the past several years have, indeed, moved closer together in approach. As pointed out by Brussard [1981], rain propagation research has the goal of providing information useful for communication system design. With this in mind the following have been identified by Fedi [1981a] as being desirable features of a prediction method:

1. **Simple.** The model should be easy to apply to communication system calculations. The unnecessary introduction of new parameters and mathematical complexity is to be avoided.

2. **Physically sound.** As much as possible, the model should be checked against directly observed physical data, such as spatial rain behavior.

3. **Data Tested.** The model should be tested against measured data from many different regions. Emphasis should be given to the data at low percentages
of time that are of most interest to system designers.

4. **Flexible.** As more data becomes available and a deeper understanding is obtained, model refinements surely follow. The model should be structured to accept modifications.

Herein a prediction method that incorporates all of the features mentioned above is presented. In spite of converging thought, it would be presumptuous to report that this work represents the prevailing trends of all researchers. However, even though differences are present in current models, the opportunity is taken to include many commonly accepted elements into a single model. Complete details on this investigation are given by Dishman and Stutzman [1982].

In Section 3.2 of this report fundamental concepts of attenuation modeling are discussed. In Section 3.3 we deal with the difficult problem of describing the spatial distribution of rain and we propose an exponential rain rate profile. The complete attenuation model is presented in Section 3.4 and it is evaluated by comparison to measured data from many experiments around the world and to predictions from other models.
3.2 FUNDAMENTAL CONCEPTS IN ATTENUATION MODELING

All attenuation models are "semi-empirical" in nature in that they employ attenuation data in the development of the model. This is done, however, to various degrees and we shall classify attenuation models as using either an empirical approach, a rain-cell approach, or a rain profile approach. The empirical approach develops an expression for attenuation directly from measured attenuation. Models based on a completely empirical approach are usually easy to apply, but do not relate directly to rain parameters. The methods of Lin [1979] and the CCIR [1981b] are examples of empirical models. Models based on a rain cell approach include the physically realistic idea of a randomly located "cell". The rain-cell models of Misme and Waldteufel [1980] and Lane and Stutzman [1980a, 1980b] require computer programs for evaluation. Models based on a rain profile employ an effective rain rate spatial distribution and are generally easy to use.

The decision of which approach to select for attenuation prediction is guided by the desirable features of a model discussed in Section 3.1. In particular, the model must be simple and physically sound. Empirical models are usually easy to use, but lack the necessary physical foundations, which in turn, leads to questions concerning the range of applicability. On the other hand, rain-cell models are more physically acceptable, but are generally more complex. It
has been found [Lane and Stutzman, 1980a, 1980b] that a rain-cell model which is stochastic in nature, allowing for the rain cell position to be random, is unnecessary and that a space-fixed rain profile is sufficient for prediction of average attenuation. Thus, we select the rain profile model approach, which contains both the elements of being physically sound and simple.

Now, the rain attenuation modeling problem using the rain profile approach can be divided into three different areas [Fedi, 1981a]: (1) The relationship between specific attenuation and rain rate; (2) The statistics of point rainfall intensity; and (3) The spatial distribution of rainfall. The first two areas are relatively well understood and have received much attention in the literature. A brief discussion of these topics will be presented in this section along with a discussion of the path integral concept. The spatial distribution of rainfall will be treated separately in the next section.

3.2.1 Specific Attenuation

The relationship between specific attenuation and rain rate is approximated by the familiar power law relationship

\[ \alpha(R) = a R^b \quad \text{[dB/km]} \]  

(1)

where \( a \) and \( b \) depend upon frequency and the microstructure of rain. The theoretical basis for this relationship has
been given by Olsen et al.[1978]. The main parameters associated with the microstructure of rain are the shape, size distribution, and temperature of the raindrops.

Raindrops are usually assumed to be either spherical, oblate spheroidal, or of the shape described by Pruppacher and Pitter [1971]. Use of the latter two shapes allows one to include the effects of wave polarization, drop canting angle, and slant-path elevation angle in the calculation of specific attenuation. Attenuation values computed assuming spherical drops generally lie between the extremes of values computed for vertical and horizontal linear polarization assuming distorted drop shapes. Because the errors between attenuation values computed using spherical drops and those computed using distorted drop shapes are typically 10% or less in the frequency range of interest [Crane, 1977; Olsen et al., 1978], specific attenuation values calculated for spherical drops will produce adequate results.

Various drop size distributions have been considered in the calculation of specific attenuation. These include the distributions of Laws and Parsons [1943], Marshal and Palmer [1948], and Joss et al.[1968]. While there is little difference in the values of attenuation computed using these distributions for frequencies below 30 GHz, the Laws and Parsons distribution is preferred because of the tendency of the other distributions to overestimate attenuation at the higher frequencies [Crane, 1977; Olsen et al., 1978; Upton et al., 1980; Ippolito, 1981].
The temperature of the raindrops is perhaps the most critical parameter. The assumed temperature has little effect above 15 GHz, but specific attenuation values are very sensitive to temperature variations in the 11-14 GHz band [Olsen et al., 1978; Upton et al., 1980; Thompson et al., 1980]. Values of a and b are generally available for temperatures of 0° C and 20° C. While 20° C is a reasonable assumption for terrestrial link attenuation prediction [Damosso et al., 1980], it is probably not representative of the temperature for earth-space paths [Thompson et al., 1980]. Attempts have been made to include the temperature variation of specific attenuation with altitude [Misme and Waldteufel, 1980], but this introduces a complexity into the calculation of attenuation that has little effect upon the results. For most climates, the assumption of 0° C drop temperature should give good results [Olsen et al., 1978].

Based upon the previous assumptions about the fine structure of rainfall, we believe that the use of spherical drops, the Laws and Parsons drop size distribution, and 0° C rain temperature will give reasonably accurate values of specific attenuation. A convenient source of computing the coefficients a and b for any frequency of interest are the
following equations taken from Olsen et al. [1978]:

\[
a(f) = \begin{cases} 
4.21 \times 10^{-5} f^{2.42} & 2.9 \leq f < 54 \text{ GHz} \\
4.09 \times 10^{-2} f^{0.699} & 54 \leq f \leq 180 \text{ GHz}
\end{cases}
\]

\[
b(f) = \begin{cases} 
1.41 f^{-0.0779} & 8.5 \leq f < 25 \text{ GHz} \\
2.63 f^{-0.272} & 25 \leq f < 164 \text{ GHz}
\end{cases}
\]

Should more precise values of \(a\) and \(b\) be desired, the tabulated values given in [Olsen et al., 1978] should be used. To include the effects of polarization and elevation angle, refer to the tabulated values recommended by the CCIR [1981c] or to the regression equations given by Thompson et al. [1980] and Damosso [1981].

3.2.2 Point Rainfall Intensity Distribution

A critical parameter in the estimation of attenuation exceedance is the point rain rate distribution. As pointed out by Crane [1977], cumulative rain rate distributions may show considerable variability from year to year. For this reason care must be taken when estimating the average distribution at a site. An excellent review of procedures for
Figure 1. Cumulative distribution of rainfall intensity at Blacksburg, VA as measured for the period June 1976 to June 1979 (dots) and as estimated for rain climate zone K using the CCIR distribution [CCIR, 1981a].
estimating the rain intensity distribution is given by Fedi [1981a]. For use in attenuation estimates, data obtained from local sources are preferred. However, when adequate local data is not available, the distributions can be estimated from the rain climate region maps recommended by the CCIR [1981a]. These maps present cumulative rainfall distributions for 14 different regions of the world. A comparison between three years of measured data from Blacksburg, VA, and the corresponding CCIR region is shown in Fig. 1. The measurements were taken with a tipping bucket type rain gauge which usually provides a good approximation to the instantaneous rain rate. In general we have obtained good results using the CCIR rain region model [Dishman and Stutzman, 1982].

3.2.3 The Path Integral

If the rain rate profile, $R(l)$, were known along the extent of the propagation path, $L$, it would be a simple matter to calculate the total attenuation by integrating over the incremental (or specific) attenuation:

$$A(R_0) = \int_0^L \alpha[R(l)] \, dl$$  \hspace{1cm} (4)

In this equation we have indicated that total attenuation is a function of the point rain rate at the $l=0$ end of the path, or $R_0 = R(l=0)$. This is done to emphasize the real-
ities of the problem. Rarely is \( R(I) \) known, whereas point rain rate is directly measured and is available in historical data form. Thus, \( A \) is expressed in terms of \( R_0 \). As mentioned earlier, one step in the modeling process is to obtain a spatial rain rate profile. Once this is done \((4)\) can be used to make predictions. Since the profile \( R(I) \) is an average one, the calculated attenuation will be also.

Several methods have been proposed to utilize the path integral, but without explicitly developing a rain profile \( R(I) \). These methods include using an effective path length \( L_e \) (where \( A = \alpha (R_0) L_e \)), a path averaged rain rate (where \( A = \frac{R_{ave} L}{R_0} \)), or a path average factor \( r = \frac{R_{ave}}{R_0} \). Although good results have been obtained in some cases, each of these approaches involve some approximation which limits its usefulness [Kheirallah et al., 1980; Dishman and Stutzman, 1982]. Attenuation prediction for arbitrary situations follows directly from the path integral \((4)\) and this is discussed in the next section.

3.3 SPATIAL RAINFALL DISTRIBUTION

The most difficult parameter of an attenuation model to characterize is the spatial distribution of rain. Generally, precipitation systems are combinations of both stratiform and convective rain structures. Radar measurements indicate that most precipitation is characterized by large areas of low rates with a number of smaller regions of high
rain rates [Crane, 1977]. It is the presence of these imbedded rain "cells" that makes the spatial distribution of rain difficult to describe. Because rain rate statistics are usually only available for point rain rates, it is necessary to develop an "effective" spatial rain distribution model (or rain profile) that relates the rainfall along a path to the rainfall at a point. A rain profile is not applicable to single event analysis; it is useful for communication system design situations that involve long term performance. In other words, the wide variations in rain cells (observed for short time periods) tend to average out over long time periods, and a rain profile is useful in statistical predictions.

The rain profile for use in attenuation prediction must include both the horizontal and vertical spatial variations of rain as discussed in this section. Ideally, spatial variations should be determined with direct measurements of rain behavior, such as with rain gauge networks and radar. But there are not enough direct observations available to completely develop a model. The large indirect-measurement data base of attenuation on earth-space links must also be used [Fedi, 1981b]. Direct measurements are used in this section to establish a rain cell model which is exponential in shape. In the next section it is shown that the results agree with inferences from indirect measurements as well.
We will adopt the customary assumption that this effective distribution is the same in all geographic regions of interest. It is noted, however, that in regions where orographic features play a strong role or where rainfall is dominated by a particular form of precipitation (e.g. typhoons, hurricanes) this assumption may not hold.

3.3.1 Vertical Variation of Rain

Radar observations have shown that the vertical structure of precipitation is characterized by two different regions. The upper region consists of a mixture of ice and snow and does not contribute significantly to attenuation at frequencies below 60 GHz [CCIR, 1981a]. The lower region is mostly rain and is the primary source of attenuation. The transition height between the two regions corresponds approximately to the height of the 0°C isotherm.

Goldhirsh and Katz [1979] have presented median reflectivity factor profiles obtained from radar observations of summer rain cells at Wallops Island, VA. These profiles indicate that reflectivity is essentially constant up to a certain height and drops off rapidly above this height. Similar observations have been reported by other researchers [CCIR, 1981a]. This leads to the assumption of uniform rain structure from the ground up to an "effective" rain height $H_e$, as shown in Fig. 2. The contribution to attenuation by particles above the effective rain height will be neglected.
Figure 2. Vertical profile containing the propagation path. $H_e$ is the effective rain height. The earth station is located at the $z=0$ point and is of height $H_0$ above sea level.
The radar reflectivity profiles given by Goldhirsh and Katz [1979] show that the rain height is approximately constant and equal to the height of the 0° C isotherm for low rain rates. This is consistent with other observations of stratiform rain. As rain rate increases, however, the rain height indicated by the reflectivity profiles also increases. This increase is due to the structure of convective rain cells in which liquid water may be carried well above the 0° C isotherm level by updrafts. The data of Goldhirsh and Katz indicates that on the average the rain height may extend approximately 1 km above the 0° C isotherm height for rain rates in excess of 100 mm/hr. A reasonable model for the effective rain height therefore consists of using the 0° C isotherm height for low rain rates and adding a rain rate dependent term to the 0° C isotherm height for higher rain rates. We propose the following simple relationship for the "effective" rain height $H_e$ in km:

$$
H_e = \begin{cases} 
H_i & R_o \leq 10 \text{ mm/hr} \\
H_i + \log \left( \frac{R_o}{10} \right) & R_o > 10 \text{ mm/hr}
\end{cases}
$$

(5)

where $R_o$ is the point rain rate in mm/hr and $H_i$ is the 0° C isotherm height in km. The breakpoint of 10 mm/hr was chosen because it corresponds to the approximate value of the maximum rain rate associated with stratiform rain.
The 0°C isotherm height $H_i$ varies with latitude and with the season of the year. Zonally averaged values of $H_i$ versus latitude for the four seasons are given by Oort and Rasmussen [1971]. Based upon this data, Crane [1978] approximated the average height of $H_i$ by

$$
H_i = \begin{cases} 
4.8 & |\lambda| \leq 30^\circ \\
7.8 - 0.1|\lambda| & |\lambda| > 30^\circ 
\end{cases}
$$

where $\lambda$ is the latitude in degrees. As stated by Crane, this expression is an approximation to the observed mean seasonal values that lies midway between the summer and spring or fall values. The effective rain height $H_e$ is shown in Fig. 3 as a function of latitude and rain rate. These curves were obtained using (6) in (5).

### 3.3.2 Horizontal Variation of Rain

Convective cells imbedded in stratiform rain render the distribution of rain nonuniform in the horizontal direction. Direct methods of observing rain cell structure include rain gauge networks and radar, and possibly the synthetic storm method. Radar observations yield the best information about the rain structure, but have not yet been used widely in determining the path-averaged to point rainfall relation-
Figure 3. Variation of the effective rain height $H_e$ with latitude and point rainfall rate, $R_o$. 
ship. There have been a limited number of rain gauge networks operated around the world. Sims and Jones [1975] analysed data obtained from the 1946 Thunderstorm Project with lines of rain gauges in Florida and from a network of gauges in Illinois during the summer of 1970. Freeny and Gabbe [1969] reported on the results of a dense rain gauge network operated for six months in New Jersey. Harden et al.[1977] and Valentin [1977] operated rain gauge networks in conjunction with radio links in England and West Germany, respectively. The synthetic storm method, as employed by Drufuca [1974] and others [Harden et al., 1974; Kheirallah et al., 1980; Watson et al., 1977] uses the translational velocity of a storm over a rain gauge to convert point rainfall statistics to spatial distributions. Although this method is somewhat difficult to apply at an arbitrary site, it does provide useful information for developing a general relationship for the spatial rain distribution.

The point-to-path rainfall relation can be indirectly characterized from terrestrial link attenuation data. The most widely used method is the effective path length method, which was mentioned in Section 3.2.3. The exclusive use of these methods for determining spatial characteristics of rain should be avoided because of the non-linear relationship between specific attenuation and rain rate. However, when used in conjunction with data from rain gauge networks, attenuation data is very valuable.
The data of Sims and Jones [1975] and of Harden et al.[1977] both suggest that the point and path-averaged rain rates are the same up to rates of 10 to 14 mm/hr. Similar results were reported by Kheirallah et al.[1980] based upon synthetic storm studies at three locations in Canada. For rain rates in excess of 10 mm/hr, the path-averaged rain rate decreases as point rain rates increase and as path lengths increase. Several researchers [Valentin, 1977; Bar-sis and Samson, 1976] have presented curves derived from rain gauge data that illustrate the point-to-path rain relationship.

As pointed out by Fedi [1981a] and Kheirallah et al.[1980], the use of path-averaged rain rate in the specific attenuation relationship is not directly applicable due to the influence of the exponent in (1). Crane [1980] attempted to overcome this problem by fitting a power-law relation to the rain gauge data from Europe and the United States, then differentiating these data to obtain the path profile of the rain. The resulting data were fitted with a series of exponential functions that could be used in the path integral relation (4). Kheirallah et al.[1980] point out that the Crane model overestimates the path averaged rain rates for low values of point rain rate.

The piecewise uniform path profile model [Persinger et al., 1980] gives good results but has only two rain rate values allowed along the path. The piecewise exponential
path profile of the global model [Crane, 1980] also gives good results but is unnecessarily complicated and does not include uniform rain rates for low point rain rate values. Combining these ideas together with a goal of simplicity we propose the following exponential-shaped effective path profile for rain rate:

\[
R(z) = \begin{cases} 
R_0 & R_0 \leq 10 \text{ mm/hr} \\
-R_0 e^{-\gamma \ln(R_0/10)z} & R_0 > 10 \text{ mm/hr}
\end{cases}
\]  

(7)

\(R_0\) is the point rainfall intensity, \(z\) is the horizontal distance along the path, and \(\gamma\) is a parameter controlling the rate of decay of the profile.

The path-averaged rain rate for a path of length \(D\) is found from (7) as

\[
R_{\text{ave}} = \frac{1}{D} \int_0^D R(z)dz = \begin{cases} 
R_0 & R_0 \leq 10 \text{ mm/hr} \\
\frac{1 - e^{-\gamma \ln(R_0/10)D}}{\gamma \ln(R_0/10)} & R_0 > 10 \text{ mm/hr}
\end{cases}
\]  

(8)

This relation was compared to measured values of path rain rate obtained from the literature [Sims and Jones, 1975; and
Valentin, 1977; Freeny and Gabbe, 1969; Harden et al., 1977] and to values derived using the synthetic storm model [Kheirallah et al., 1980] in order to establish the value of the parameter $\gamma$. The value was bounded by values of $\gamma$ between $1/10$ and $1/3$, with $1/2$ giving a best fit. A plot of the normalized rain profile of (7) versus distance is shown in Fig. 4 for $\gamma = 1/2$ and several values of rain rate.

3.3.3 Summary of the Proposed Rain Rate Profile

Equations (5)-(7) describe the proposed spatial distributions in the vertical and horizontal planes. Because the rain is assumed to be uniform in the vertical direction up to $H_e$, the rain profile $R(h)$ along the slant path (see Fig. 2) can be derived using the simple trigometric relationship $z = l \cos \varepsilon$ in (7), giving

$$
R(l) = \begin{cases} 
R_0 & \text{for } R_0 \leq 10 \text{ mm/hr} \\
-\gamma \ln(R_0/10) l \cos \varepsilon & \text{for } R_0 > 10 \text{ mm/hr} \\
R_0 e & \text{for } 0 < l < L, \text{ where}
\end{cases}
$$

(9)

$$
L = \frac{H_e - H_0}{\sin \varepsilon}
$$

(10)

This expression is likely to be valid for elevation angles above about $10^\circ$. For lower elevation angles a value of $L$ as suggested by the CCIR [1981b] could be used, although very
Figure 4. Normalized rain profile as a function of horizontal distance and point rainfall rate from (7) with $\gamma=1/22$. 

\[ R_0 = 10 \text{mm/hr} \]
low elevation angle satellite data and terrestrial data have not been compared to this model. $H_o$ is the altitude of the earth station location and $H_e$ is defined by (5) and (6). This expression will be used in the next section to derive the corresponding total attenuation model.

3.4 THE SIMPLE ATTENUATION MODEL AND ITS PERFORMANCE

The total attenuation due to a point rainfall rate $R_o$ is easily computed using the effective rain profile from (9) in the path integral (4). Evaluating the integral gives

$$A(R_o) = \begin{cases} 
a R_o^b L & R_o \leq 10 \text{ mm/hr} \\
\frac{-\gamma b \ln(R_o/10)L \cos \epsilon}{a R_o^b \frac{1 - e}{\gamma b \ln(R_o/10) \cos \epsilon}} & R_o > 10 \text{ mm/hr}
\end{cases} \tag{11}$$

where the path length $L$ is given by (10).

The simple attenuation model (SAM) given by (11) is a function of the point rainfall intensity only; it is not a function of the percentage of time that rain rate is exceeded. This decoupling of the attenuation model and the rain rate statistics allows evaluation of the model parameters independent of the errors associated with the rain rate statistics.
Many propagation experiments using satellite beacons have been conducted in North America, Europe, and Japan. An extensive collection of the rain rate, attenuation, and isolation statistics associated with these experiments has been assembled at VPI&SU to form a data base for use in developing and testing propagation models. The attenuation versus rain rate data (based on equal probability levels) from this data base were compared to the predictions calculated from (11). The best average agreement was found when $\gamma = 1/22$. This is the same value found when comparing the path-averaged rain rate to directly measured rain gauge data (see Section 3.3.2). Thus, both direct and indirect data agree with the model of (11) when $\gamma = 1/22$ is used. This adds confidence that the spatial rain rate variation of Section 3.3 is an accurate model. A plot of typical $A$ vs $R_o$ data is shown in Fig. 5. The data were obtained from three years of measurements in Blacksburg, VA using the CTS (11.7 GHz) and COMSTAR (19 and 28 GHz) beacons. Also shown in Fig. 5 is the attenuation calculated using (11) with $\gamma = 1/22$.

Estimates of attenuation statistics are found by combining the attenuation versus rain rate model with a rainfall distribution (see Section 3.2.2). An example of this procedure is given in Fig. 6. The predicted attenuation distributions were calculated using the CCIR rain rate distribution for the Blacksburg region (see Fig 4) together with the SAM predictions of attenuation as a function of rain rate.
Figure 5. Attenuation vs. rain rate data from the following experiments in Blacksburg, VA: CTS (11.7 GHz, 33 degree elevation angle, circular polarization, June 1976 to June 1979), QOMSTAR (19.4 and 28.56 GHz, 45 degree elevation angle, vertical polarization, July 1977 to August 1980). The solid lines are the estimates for each experimenting proposed model.
Figure 6. Cumulative attenuation distribution for Blacksburg, VA. The points are measured data using the CTS (11.7 GHz, June 1976 to June 1979) and COMSTAR (19.04 and 28.56 GHz, July 1977 to August 1980) beacons. The solid lines are the estimates using the proposed model and the cumulative rain rate distribution for CCIR rain climate region K.
To do this we make the customary assumption that the probability of the attenuation exceeding a certain values is the same as the probability of the point rainfall intensity exceeding the point rainfall rate used to predict the attenuation. Also plotted in Fig. 4 are the measured attenuation distributions obtained from three years of observations in Blacksburg.

The complete VPI&SU data base which consists of attenuation measurements from 47 experiments is presented in Table 1 [Dishman and Stutzman, 1982]. The experiments represent 17 different sites in the U.S., Europe, and Japan ranging in latitude from 28° to 52° N, varying in frequency from 11.5 to 34.5 GHz, and having elevation angles from 10.7 to 57°. Of the 47 experiments, 18 represented two or more years of data (24 months or more as indicated in parentheses with the time interval). The attenuation values given in Table 1 for the 1% down to the 0.001% level of occurrence were taken from the literature cited.

In Fig. 7 a scatter plot of the percent deviation values of the simple attenuation model predictions for each of the 47 data sets is plotted together with the mean and standard deviation limits. Good agreement is obtained with the model. The relatively high percent deviations for high percentages of time arise from the fact that the attenuations are low and small deviations appear as high percentages. This is overcome by using an absolute deviation in dB as
<table>
<thead>
<tr>
<th>Code</th>
<th>Location</th>
<th>Frequency</th>
<th>Elevation</th>
<th>Time Interval</th>
<th>10%</th>
<th>0.3%</th>
<th>0.1%</th>
<th>0.03%</th>
<th>0.01%</th>
<th>0.003%</th>
<th>0.001%</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>A28</td>
<td>Kashima, Japan</td>
<td>11.5°C</td>
<td>46.5</td>
<td>May 1977-April 1978(12)</td>
<td>1.0</td>
<td>1.5</td>
<td>2.4</td>
<td>4.3</td>
<td>6.2</td>
<td>10.0</td>
<td>229</td>
<td>[Fugum, 1979]</td>
</tr>
<tr>
<td>A23</td>
<td>Blacksburg, Virginia (main)</td>
<td>11.6°C</td>
<td>10.7</td>
<td>July 1980-June 1981(12)</td>
<td>1.2</td>
<td>3.6</td>
<td>6.0</td>
<td>12.7</td>
<td>16.2</td>
<td>20.2</td>
<td>11.5</td>
<td>[Towser et al., this issue]</td>
</tr>
<tr>
<td>A78</td>
<td>Blackhills, Virginia</td>
<td>11.6°C</td>
<td>10.7</td>
<td>July 1977-June 1978(12)</td>
<td>0.6</td>
<td>1.3</td>
<td>2.4</td>
<td>4.3</td>
<td>6.2</td>
<td>10.0</td>
<td>229</td>
<td>[Towser et al., this issue]</td>
</tr>
<tr>
<td>A38</td>
<td>Fucina, Italy</td>
<td>11.6°C</td>
<td>13.0</td>
<td>Jan. 1978-Dec. 1980(36)</td>
<td>2.6</td>
<td>4.5</td>
<td>8.2</td>
<td>12.9</td>
<td>16.6</td>
<td>20.3</td>
<td>11.5</td>
<td>[Misuri and Pratun, 1981]</td>
</tr>
<tr>
<td>A40</td>
<td>Spino D'Adda, Italy</td>
<td>11.6°C</td>
<td>13.0</td>
<td>Oct. 1976-Sep. 1980(36)</td>
<td>2.6</td>
<td>4.5</td>
<td>8.2</td>
<td>12.9</td>
<td>16.6</td>
<td>20.3</td>
<td>11.5</td>
<td>[Misuri and Pratun, 1981]</td>
</tr>
<tr>
<td>A42</td>
<td>Slough, United Kingdom</td>
<td>11.6°C</td>
<td>13.0</td>
<td>Sep. 1977-Aug. 1980(36)</td>
<td>2.6</td>
<td>4.5</td>
<td>8.2</td>
<td>12.9</td>
<td>16.6</td>
<td>20.3</td>
<td>11.5</td>
<td>[Misuri and Pratun, 1981]</td>
</tr>
<tr>
<td>A46</td>
<td>Gometza-la-ville, France</td>
<td>11.6°C</td>
<td>13.0</td>
<td>Nov. 1977-Nov. 1978(12)</td>
<td>2.6</td>
<td>4.5</td>
<td>8.2</td>
<td>12.9</td>
<td>16.6</td>
<td>20.3</td>
<td>11.5</td>
<td>[Misuri and Pratun, 1981]</td>
</tr>
<tr>
<td>A22</td>
<td>Leeheim, West Germany</td>
<td>11.6°C</td>
<td>13.0</td>
<td>Jan. 1977-Dec. 1979(36)</td>
<td>2.6</td>
<td>4.5</td>
<td>8.2</td>
<td>12.9</td>
<td>16.6</td>
<td>20.3</td>
<td>11.5</td>
<td>[Misuri and Pratun, 1981]</td>
</tr>
<tr>
<td>A28</td>
<td>Kashima, Japan</td>
<td>11.7°C</td>
<td>13.0</td>
<td>Aug. 1977-Aug. 1978(12)</td>
<td>2.6</td>
<td>4.5</td>
<td>8.2</td>
<td>12.9</td>
<td>16.6</td>
<td>20.3</td>
<td>11.5</td>
<td>[Misuri and Pratun, 1981]</td>
</tr>
<tr>
<td>A20</td>
<td>Blacksburg, Virginia</td>
<td>11.7°C</td>
<td>13.0</td>
<td>Aug. 1976-June 1979(12)</td>
<td>2.6</td>
<td>4.5</td>
<td>8.2</td>
<td>12.9</td>
<td>16.6</td>
<td>20.3</td>
<td>11.5</td>
<td>[Misuri and Pratun, 1981]</td>
</tr>
<tr>
<td>A23</td>
<td>Autsin, Texas</td>
<td>11.7°C</td>
<td>13.0</td>
<td>June 1976-June 1979(36)</td>
<td>2.6</td>
<td>4.5</td>
<td>8.2</td>
<td>12.9</td>
<td>16.6</td>
<td>20.3</td>
<td>11.5</td>
<td>[Misuri and Pratun, 1981]</td>
</tr>
<tr>
<td>A19</td>
<td>Walhalla, Massachusetts</td>
<td>11.7°C</td>
<td>13.0</td>
<td>June 1977-Dec. 1979(36)</td>
<td>2.6</td>
<td>4.5</td>
<td>8.2</td>
<td>12.9</td>
<td>16.6</td>
<td>20.3</td>
<td>11.5</td>
<td>[Misuri and Pratun, 1981]</td>
</tr>
<tr>
<td>A51</td>
<td>Crawford Hill, New Jersey</td>
<td>11.7°C</td>
<td>13.0</td>
<td>May 1976-April 1978(36)</td>
<td>2.6</td>
<td>4.5</td>
<td>8.2</td>
<td>12.9</td>
<td>16.6</td>
<td>20.3</td>
<td>11.5</td>
<td>[Misuri and Pratun, 1981]</td>
</tr>
<tr>
<td>A72</td>
<td>Greentalk, Maryland</td>
<td>11.7°C</td>
<td>13.0</td>
<td>July 1977-Nov. 1978(12)</td>
<td>2.6</td>
<td>4.5</td>
<td>8.2</td>
<td>12.9</td>
<td>16.6</td>
<td>20.3</td>
<td>11.5</td>
<td>[Misuri and Pratun, 1981]</td>
</tr>
<tr>
<td>A66</td>
<td>Gometza-la-ville, France</td>
<td>11.8°C</td>
<td>13.0</td>
<td>Nov. 1977-Nov. 1978(12)</td>
<td>2.6</td>
<td>4.5</td>
<td>8.2</td>
<td>12.9</td>
<td>16.6</td>
<td>20.3</td>
<td>11.5</td>
<td>[Misuri and Pratun, 1981]</td>
</tr>
<tr>
<td>A46</td>
<td>Slough, United Kingdom</td>
<td>11.8°C</td>
<td>13.0</td>
<td>Jan. 1977-Dec. 1979(36)</td>
<td>2.6</td>
<td>4.5</td>
<td>8.2</td>
<td>12.9</td>
<td>16.6</td>
<td>20.3</td>
<td>11.5</td>
<td>[Misuri and Pratun, 1981]</td>
</tr>
<tr>
<td>A58</td>
<td>Marthals Heath, United Kingdom</td>
<td>11.8°C</td>
<td>13.0</td>
<td>July 1977-Aug. 1980(36)</td>
<td>2.6</td>
<td>4.5</td>
<td>8.2</td>
<td>12.9</td>
<td>16.6</td>
<td>20.3</td>
<td>11.5</td>
<td>[Misuri and Pratun, 1981]</td>
</tr>
</tbody>
</table>

* C is circular, V is linear vertical
* Actual months of operation given in parentheses
* Diversitey experiment (7.3 km separation)
* Average value

**Table 1.1** Data Sets 1 Experiment Characteristics and Attenuation Values

---

**Note:** This table provides data for various locations with specific details on frequency, elevation, time intervals, and measured attenuation values for given percentages of time. The table includes codes, locations, and references for the data sources.
Figure 7. Scatter plot of relative deviations of the simple attenuation model from the data of Table 1.
presented in Table 2. Another measure of the quality of fit for a model is that recently proposed by the CCIR [1981a]. In this method, data from many radio link experiments are tabulated at fixed probability levels, such as 1.0, 0.1, 0.01, and 0.001% of the year. A test variable is computed from the logarithm of the ratio of predicted to measured attenuation. To suppress measurement inaccuracies, the test variable is set to zero if the measured and predicted values differ by less than 1 dB. The figure of merit, D, is computed for each probability level from the mean and standard deviation of the test variables. According to the CCIR, the best prediction method produces the smallest D values. This evaluation method represents an important first step toward developing a standard model evaluation method. The results of deviation in dB and the D values are shown in Table 2 for the simple attenuation model (SAM).

An important consideration in the evaluation of an attenuation model is whether or not the model offers an improvement over existing models. With this in mind, the performance of the proposed model was compared to the global model [Crane, 1980] and the CCIR [1981b] model. These models were chosen because they represent different approaches to the modeling problem. The global model is a rain profile model based on rain gauge measurements. The recently introduced CCIR model is an empirical model derived from terrestrial and slant-path attenuation data. There is a "maritime" and
<table>
<thead>
<tr>
<th>Percent Time</th>
<th>Simple Attenuation Model</th>
<th>Global Model</th>
<th>CCIR Model (Maritime)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
<td>Standard Deviation</td>
<td>D</td>
</tr>
<tr>
<td>1.0</td>
<td>-1.2 dB</td>
<td>1.4 dB</td>
<td>D</td>
</tr>
<tr>
<td>1.0</td>
<td>-33.5 °</td>
<td>53.9 °</td>
<td>D</td>
</tr>
<tr>
<td>0.1</td>
<td>1.3 dB</td>
<td>3.3 dB</td>
<td>D</td>
</tr>
<tr>
<td>0.1</td>
<td>-14.3 °</td>
<td>28.1 °</td>
<td>D</td>
</tr>
<tr>
<td>0.01</td>
<td>0 dB</td>
<td>3.3 dB</td>
<td>D</td>
</tr>
<tr>
<td>0.01</td>
<td>-0.6 °</td>
<td>25.0 °</td>
<td>D</td>
</tr>
<tr>
<td>0.001</td>
<td>-19 dB</td>
<td>5.2 dB</td>
<td>D</td>
</tr>
<tr>
<td>0.001</td>
<td>15 °</td>
<td>37.2 °</td>
<td>D</td>
</tr>
</tbody>
</table>
a more complicated "continental" version of the CCIR model. We use the maritime CCIR model for all calculations since its results are superior to those found when including the different procedure for continental regions. The CCIR model for percentages of time from 0.001 to 0.1% are found in [CCIR, 1981b] and for 0.001 to 1% [CCIR, 1981d].

Attenuation values predicted using the global and CCIR models are given in Table 2 for the 47 experiments. The specific attenuation coefficients used were obtained from the sources recommended by each model. The CCIR rain climate regions were used to determine rainfall statistics for each model to eliminate the effects of variations in rainfall distribution models. Results are shown for the 1, 0.1, 0.01, and 0.001 percentages of time, but similar values occur for intermediate values. The comparison in Table 2 indicates that on the whole all three models provide good agreement to data. At high percentages of time (1 and 0.1%) the CCIR model yields the lowest mean and standard deviations in dB as well as D values. For the important low percentages of time (0.01 and 0.001%) the SAM and CCIR models give very good fits to the data. The global model is slightly inferior at all levels. The SAM model has the lowest percent standard deviation at all levels. Comparison on the basis of the D value should be made with caution. Much lower D values result from underprediction than from overpredictions by the same amount, especially at low attenua-
tions (high percentages of time). Thus, the D values associated with underpredictions at high percentages of time in Table 2 are disproportionately high.

3.5 CONCLUSIONS

In this chapter the simple attenuation model (SAM) was introduced for use in estimating rain-induced attenuation along an earth-space path. The model is both conceptually and computationally simple. It is a rain profile model that uses an effective spatial rain distribution which is uniform for low rain rates and has an exponential shaped horizontal rain profile for high rain rates. The spatial distribution function was derived from direct observations of rain using rain gauge data and verified indirectly by comparison to slant-path attenuation data from many experiments. Model estimates of attenuation as a function of point rainfall rate are easily computed with SAM using the physical parameters of the earth station location (elevation angle, latitude, and altitude) and the frequency of operation. To produce attenuation exceedance estimates, the model is combined with a model of the point rainfall intensity distribution for the geographic region of interest.

Attenuation data for various percentages of time were presented for 47 experiments throughout the world. See Table 1. Comparisons were made to this data base with predicted values from the SAM, global, and CCIR (maritime)
models using CCIR rain climate regions rainfall statistics. See Table 2. The SAII model performed well in the important region of low percentages of time (0.01 and 0.001%) and the lowest percent standard deviation at all percent time values tested. Furthermore, the SAM model is easy to use and is modular in construction. It is basically an attenuation versus point rainfall rate model that is coupled with rain rate exceedance to produce an attenuation exceedance prediction. This allows for separate inclusion of rain rate statistics that affect the accuracy of attenuation exceedance prediction.
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Chapter 4
SINGLE PARTICLE SCATTERING COMPUTATIONS

In order to study radio wave or light wave propagation through an ensemble of scatterers, the scattering properties of individual scatterers must first be determined. Knowing the scattering properties of the individual scatterers, the effects of the ensemble of the scatterers on the propagating wave can be studied.

In this chapter, we will present the general formulation for a plane wave scattered by a single scatterer. Since the exact solution to this problem exists only when the scatterer is a sphere (Mie-solution), approximations to the general formulation will be given. After establishing calculation procedures for scattering by a single scatterer, scattering by an ensemble of scatterers will be discussed in Chapter 5.

4.1 THE SINGLE-SCATTERER PROBLEM AND SOLUTION METHODS

Let us consider a scatterer enclosed in volume $V'$ have permittivity and permeability $\varepsilon_0$. The medium in which the scatterer is embedded is vacuum, with parameters $\varepsilon_0, \mu_0$ (see Fig. 1). $\mathbf{E}_0$ is the incident plane wave upon the scatterer. The total electric field $\tilde{\mathbf{E}}(\mathbf{r})$ obeys the Fredholm
Figure 1. Geometry for scattering of a plane wave by a single particle.
Integral equation [1].

\[ \mathbf{E}(\mathbf{r}) = \mathbf{E}_0 + (\mathbf{\nabla} + k_0^2) \frac{1}{4\pi \varepsilon_0} \int_{V'} (\varepsilon - \varepsilon_0) \mathbf{E}(\mathbf{r}') \psi(\mathbf{r}, \mathbf{r}') \, dV', \quad (1) \]

where

\[ \psi(\mathbf{r}, \mathbf{r}') = \exp(-j k_0 |\mathbf{r} - \mathbf{r}'|)/|\mathbf{r} - \mathbf{r}'| \quad (2a) \]

and \( k_0 \) is the free space wave number

\[ k_0^2 = \frac{\omega^2}{2u_0 \varepsilon_0}. \quad (2b) \]

Equation (1) has an exact solution only when the scatterer is a sphere (Mie-Theory). A detailed derivation for the scattered field by a sphere is presented in Ref. [2]. For arbitrary scatterers, different approximations exist to equation (1). In most practical situations, and especially in propagation through precipitation, we are interested in the scattered field in the far zone. At a large distance \( r \) from the scatterer the scalar Green's function \( \psi(\mathbf{r}, \mathbf{r}') \) may be approximated as

\[ \psi(\mathbf{r}, \mathbf{r}') \sim \exp(-j k_0 (\mathbf{r} - \mathbf{r} \cdot \mathbf{r}')/r), \quad (3a) \]
where

\[ r = |\mathbf{r}| \]  

(3b)

and

\[ \hat{r} = \frac{\mathbf{r}}{|\mathbf{r}|} . \]  

(3c)

Under this approximation the total field in the far zone may be written as

\[
\hat{E}(\mathbf{r}) = \hat{E}_0 + \frac{k_0^2 e^{-j k_0 r}}{4\pi \varepsilon_0 r} \int_{V'} (\varepsilon - \varepsilon_0) \hat{E}(\mathbf{r}') \cdot (\mathbf{I} - \hat{\mathbf{r}} \hat{\mathbf{r}}^\ast) e^{j k_0 \hat{\mathbf{r}} \cdot \mathbf{r}'} \, dV',
\]

(4a)

where \( \mathbf{I} \) is the unit dyadic. The field scattered by the scatterer in the far zone is given by

\[
\hat{E}_s(\mathbf{r}) = \frac{k_0^2 e^{-j k_0 r}}{4\pi \varepsilon_0 r} \int_{V'} (\varepsilon - \varepsilon_0) \hat{E}(\mathbf{r}') \cdot (\mathbf{I} - \hat{\mathbf{r}} \hat{\mathbf{r}}^\ast) e^{j k_0 \hat{\mathbf{r}} \cdot \mathbf{r}'} \, dV'.
\]

(4b)

Depending on the scatterer size relative to wavelength and its dielectric constant, different approximations can be made to equation (4). In the following, three important approximations will be discussed: Rayleigh scattering, Rayleigh-Gans scattering and the WKB approximation.
a) Rayleigh Scattering [3]:

When the dimensions of the scatterer are very small relative to wavelength, in other words when \( k_o \left| \vec{r}' \right| \ll 1 \), the exponential within the integrand of (4) may be replaced by unity. Then,

\[
\hat{E}(\vec{r}) = \frac{k_o^2 e^{-j k_o r}}{4 \pi \varepsilon_o r} \left\{ \hat{p} - (\hat{p} \cdot \hat{r}) \hat{r} \right\} , \tag{5a}
\]

where

\[
\hat{p} = \varepsilon_o \int_{V'} (\varepsilon_r - 1) \hat{E}(r') \, dV' \tag{5b}
\]

The scatterer in this case radiates as an electric dipole of moment \( \hat{p} \).

Equation (5) holds under two assumptions [4]. Let \( \ell \) be the maximum dimension of the scatterer. Then, \( k_o \ell \) must be much less than unity \( (k_o \ell \ll 1) \), and \( |k \varepsilon_r \ell| \ll 1 \).

The first assumption, i.e., \( k_o \ell \ll 1 \), justifies the derivation of (5) and also indicates that the scatterer may be regarded as placed in a uniform external field. The assumption that \( |k \varepsilon_r \ell| \ll 1 \) implies that the field inside the scatterer follows the external field instantaneously, so that the phase changes are of no consequence.

The problem is thus reduced to a static one. We have to determine the internal field of the scatterer induced by a uniform electrostatic external field. By using (5b), the
dipole moment of the scatterer can be calculated from the internal field. In Ref. [5], the dipole moments of an oblate and prolate spheroid are calculated under the Rayleigh scattering assumptions. These results are used to calculate the scattering matrix of an ice-needle (prolate spheroid with eccentricity equal to one), and an ice plate (oblate spheroid with unity eccentricity).

b) Rayleigh-Gans Scattering:

The index of refraction of the scatterer is given by \( n = \sqrt{\varepsilon} \), where \( \varepsilon \) is the relative permittivity of the scatterer. In Rayleigh scattering, no specific assumptions about \( n \) were made. When \( n \) is approximately equal to unity, the scatterer is called diaphanous [4]. For a diaphanous scatterer with \( k_0 \varepsilon |n^2 - 1| \ll 1 \), the Rayleigh-Gans [6] or Born [7] approximation holds.

In the Rayleigh-Gans approximation the field \( \mathbf{E}(\mathbf{r}) \) inside the scatterer is approximated with the incident field \( \mathbf{E}_0 \). Under this assumption, the far-zone scattered field \( \mathbf{E}_s(\mathbf{r}) \) from (4) becomes

\[
\mathbf{E}_s(\mathbf{r}) = \frac{k_0^2}{4\pi\varepsilon_0 r} \int_{V'} \left( \mathbf{E}_0 - (\mathbf{E}_0 \cdot \mathbf{r}) \mathbf{r} \right) e^{+jk_0 \mathbf{r} \cdot \mathbf{r}'} dV',
\]

For a homogeneous diaphanous sphere (see Fig. 2) the scat-
Figure 2. Geometry for scattering by a diazhanous sphere.
tered field takes the form

$$\mathbf{E}_s(\mathbf{r}) = k_0^2 \frac{e^{-jk_0 r}}{4\pi\varepsilon_0 r} (\varepsilon - \varepsilon_0) \{\mathbf{E}_0 - (\hat{\mathbf{E}}_0 \cdot \hat{\mathbf{r}})\hat{\mathbf{r}}\}$$

$$\int_0^{2\pi} d\phi' \int_0^{\pi} \sin \theta' d\theta' \int_0^a r'^2 \exp\{2j k_0 \sin(\theta/2) \cos \theta'\} dr' \quad (7a)$$

$$= \frac{k_0^2 e^{-jk_0 r}}{\varepsilon_0 r} (\varepsilon - \varepsilon_0) \{\mathbf{E}_0 - (\hat{\mathbf{E}}_0 \cdot \hat{\mathbf{r}})\hat{\mathbf{r}}\} \frac{\sin(2 k_0 \sin(\theta/2) a)}{2 k_0 \sin(\theta/2)}$$

$$- \frac{a \cos(2 k_0 \sin(\theta/2) a)}{(2 k_0 \sin(\theta/2))^2} \right) \quad (7b)$$

where a is the radius of the sphere and \( \theta \) is the angle between \( \hat{\mathbf{r}} \) and the z-axis, assuming that the origin is the center of the sphere. For more complicated shapes of scatterers the volume integral in (7a) cannot be calculated analytically and numerical solutions must be used. Exact evaluation of the volume integral can be done for ellipsoids [4].

c) High Frequency Scattering; The WKD Method:

The WKB approximation is applicable to cases where the Rayleigh or the Rayleigh-Gans approximations cannot be
applied. Specifically the WKB approximation holds when

$$|\eta^2 - 1| k_0 l \gg 1 \text{ and } |\eta^2 - 1| < 1 \quad (8)$$

In the WKB approximation and the field $\hat{E}(\vec{r})$ inside the volume $V'$ is approximated by a plane wave propagating in the same direction as the incident field, with propagation constant equal to

$$k_0^2 = \omega^2 \varepsilon_0 \mu_0 = (n k_0)^2 \quad (9)$$

Under these assumptions equation (4) takes the form

$$\hat{E}(\vec{r}) = k_0^2 e^{jk_0 z_1} \int_{V'} \frac{2(\varepsilon - \varepsilon_0)}{n + 1} \hat{F}_0 e^{-j[k_0 z_1 + k_0 n(z' - z_1)]}$$

$$\times e^{jk_0 \vec{r} \cdot \vec{r'}} dV' \quad (10)$$

The incident plane wave is assumed to be propagating in the $z$-direction. $z_1$ is the value of $z'$ associated with $\vec{r}'$ for points lying on the surface of the scatterer as shown in Fig.3. The factor $\frac{2}{n + 1}$ is the normal incident transmission coefficient from a vacuum to the medium of the scatterer. The WKB approximation is part of a general mathematical method developed by Wentzel, Kramers, and Brillouin [8]. According to the WKB method the field inside the scatterer...
Figure 3. Geometry in calculating the scattered field by WKB approximation.
is expanded in the series

\[ \mathbf{E}(\mathbf{\hat{r}}) = e^{-jk_0 f(\mathbf{\hat{r}})} \left( \mathbf{E}_0 + \frac{\mathbf{E}_1}{k_0} + \frac{\mathbf{E}_2}{k_0^2} + \ldots \right) \]  

(11)

Using the above equation in conjunction with (2) and collecting together like powers of \( k_0 \), a set of equations can be obtained for \( f(\mathbf{\hat{r}}) \), \( \mathbf{E}_0 \), \( \mathbf{E}_1 \), \( \mathbf{E}_2 \), \ldots , etc.. For high frequencies, \( k_0(n^2 - 1)l \gg 1 \). In this case \( \mathbf{E}(\mathbf{\hat{r}}) \) can be approximated by

\[ \mathbf{E}(\mathbf{\hat{r}}) = e^{-jk_0 f(\mathbf{\hat{r}})} \mathbf{E}_0 \]  

(12)

and equation (10) is obtained.

The three approximations discussed so far are valid only in specific cases when certain assumptions hold. However, in many scattering problems it is necessary to calculate the scattered field when none of the aforementioned approximations hold. For these specific problems exact analytical results do not exist. Most of the work in this area is based on numerical techniques and the use of fast computational machines. In the next few paragraphs we will summarize the most commonly used methods to calculate the scattered field by a dielectric body with complex permittivity. The majority of these methods have been used to calculate
the scattering coefficients of a spheroidal or ellipsoidal scatterer.

i) Point-Matching Technique:

In the point-matching solution the incident field, the scattered field, and the field inside the scatterer are expanded in terms of spherical wave functions. The infinite modal summations of the expansions are truncated at some model index \((M, N)\), and boundary conditions are applied to the same number of points as the number of unknown expansion coefficients. The coefficients are then calculated by inverting a square \(M\times N\) matrix that is formulated by the boundary conditions at \(M\times N\) points.

The method described above has been used by Oguchi [9]. Morrison and Gross [10] also used the point-matching technique with a least squares fit. In the latter case the number of boundary points is larger than the number of unknown coefficients and the fields are matched at these points in the sense of least squares. The least squares fit technique converges much faster than the one used by Oguchi.

ii) Spheroidal Wave-Function Expansions:

The scattering properties of a spheroidal scatterer are obtained by expanding the fields in spheroidal vector wave functions and truncating the infinite summation of the expansion to a finite sum. The unknown coefficients of the
expansion functions are evaluated by applying boundary conditions. Usually, spheroidal wave function expansion methods require the boundary conditions to be applied to fewer points than the point matching technique, especially when the scatterer is a spheroid. This method has been applied by Oguchi [11].

iii) Waterman's T Matrix Formulation (Extended Boundary Condition):

This technique has been used extensively for scattering by perfectly conducting bodies. Recently, the technique has been applied to dielectrics. The scattered field is expressed in terms of electric and magnetic surface currents. These currents are expanded in terms of $M_{\ell m}$, $N_{\ell m}$ [12] spherical harmonics. Boundary conditions are applied on an inscribed sphere inside the scatterer. By truncating the infinite expansion of the currents, the expansion coefficients can be obtained by matrix inversion.

iv) Fredholm Integral Equation Method:

This method was introduced by Holt, Uzunoglu and Evans [13]. Starting with the integral equation for scattering of (1), it is shown that the Fourier transform of the field inside the scatterer is the solution of two coupled integral equations. The integrations are reduced by numerical quadrature methods to matrix equations, whose solution can be
easily obtained. It is important to notice that the scattering amplitude obtained by this method satisfies the Schwinger variational principle, and thus the method is stable.

Of these numerical methods the most favorable are Waterman's method and the Fredholm Integral Equation method, since both converge rapidly over a wide range of scatterer sizes. It should be noted though that the latter needs a large amount of computer storage when the shape of the scatterer is complicated.

4.2 THE FREDHOLM INTEGRAL EQUATION METHOD APPLIED TO RAINDROPS

An extensive derivation of the method is described in [13]. The details of the derivation have been verified, but in this section we shall present a summary useful for performing calculations. Example calculations are performed for rain. The size of raindrops is of the order of the wavelength in the microwave region and Rayleigh or Rayleigh-Gans approximations do not hold.

The field scattered by a dielectric body of relative dielectric constant $\varepsilon_r(\mathbf{r})$ and volume $V$ obeys the equation

$$ E(\mathbf{r}) = \mathbf{I}_1 \exp(i \mathbf{k}_1 \cdot \mathbf{r}) + \int_V G(\mathbf{r}, \mathbf{r}') \gamma(\mathbf{r}') E(\mathbf{r}') d\mathbf{r}' \quad (13a) $$
where

\[
\mathbf{G}(\mathbf{r}, \mathbf{r}') = \left[ 1 + \frac{1}{k_0^2} \right] \exp(i k_0 |\mathbf{r} - \mathbf{r}'|) \frac{\exp(i k_0 |\mathbf{r} - \mathbf{r}'|)}{4\pi |\mathbf{r} - \mathbf{r}'|} \]  
\]

(13b)

\[
\gamma(\mathbf{r}) = k_0^2 [\varepsilon_{\mathbf{r}}(\mathbf{r}) - 1] \]  
\]

(13c)

\[ k_0 \] is the free space propagation constant, \[ \mathbb{1} \] is the unit dyadic, \[ \mathbb{k}_i \] is the direction of propagation of the incident wave and

\[
\mathbb{I}_1 = \mathbb{1} - \mathbb{k}_i \mathbb{k}_i \]  
\]

(14)

In the far-field of the scatterer (\( \mathbf{r} \to \infty \)) the scattered field in the direction \( \mathbf{k}_s \) is given in terms of the scattering tensor \( \mathbf{F}(\mathbf{k}_s, \mathbf{k}_i) \) as (see Fig. 4)

\[
\mathbf{E}_s(\mathbf{r}) = \frac{\exp(i k_0 \mathbf{r})}{\mathbf{r}} \mathbf{F}(\mathbf{k}_s, \mathbf{k}_i) \]  
\]

(15a)
Figure 4. Geometry for electromagnetic scattering from a single spheroidal particle.
where

\[ f(k_s, k_1) = \frac{1}{4\pi} \int_{s} \int_{v} \exp(-i k_s \cdot \hat{r}) \gamma(\hat{r}) \, \hat{r}_s(\hat{r}) d\hat{r}. \]  

(15b)

Let \( \mathcal{C}(\hat{r}) \) be the Fourier transform of \( \mathcal{E}(\hat{r}) \) with respect to \( \hat{r} \). Then \( f(k_s, k_1) \) can be expressed in terms of \( \mathcal{C}(k) \) as

\[ f(k_s, k_1) = \frac{1}{4\pi} \int_{s} \int d k_2 \, V(k_s, k_2) \, \mathcal{G}(k_2). \]  

(16a)

where

\[ V(k_1, k_2) = \int_{v} \gamma(\hat{r}) \exp[-i(k_1 - k_2) \cdot \hat{r}] d\hat{r}. \]  

(16b)

\( \mathcal{C}(\hat{r}) \) obeys the integral equation

\[ \int d \hat{r} \, \mathcal{K}(k_1, k_2) \cdot \mathcal{C}(k_2) = \mathcal{J}_1 \, V(k_1, k_1). \]  

(17)

where

\[ \mathcal{K}(k_1, k_2) = \mathcal{J}_1 V(k_1, k_2) - \mathcal{Z}(k_1, k_2). \]  

(18a)
\[ w(k_1, k_2) = \int_v \exp[-i(k_1 - \mathbf{k}_2) \cdot \mathbf{r}] \gamma(\mathbf{r}) \varepsilon(\mathbf{r}) \, d\mathbf{r} \] (18b)

and

\[ Z(k_1, k_2) = \frac{1}{8\pi^3 k_o^2} \lim_{\varepsilon \to 0^+} \int \frac{p^2 \, d\mathbf{p}}{p^2 - k_0^2 - i \varepsilon} \left[ \frac{1}{\varepsilon_0} - \frac{\varepsilon_0}{\varepsilon} \right] V(k_1, p) V(p, k_2) \] (18c)

Evaluating the integrals of (15b) and (17) by numerical quadrature we get:

\[ f(s, s') = \sum_{l=1}^{n} w_l \mathcal{C}(k_s, k_l) V(k_s, k_l) \] (19)

where

\[ \sum_{l=1}^{n} w_l \mathcal{K}(k_j, k_l) \cdot \mathcal{C}(k_l) = \mathcal{J}_{j-l} V(k_j, k_l) \quad j=1, \ldots, n \] (20)

Equation (20) can be used to solve for \( \mathcal{C}(k_l) w_k \) by matrix inversion; and then placing these values into (19), the scattering tensor of the dielectric scatterer can be calculated.

A spheroidal dielectric scatterer obeys the equation

\[ \frac{x^2}{a^2} + \frac{y^2}{b^2} + \frac{z^2}{c^2} = 1 \] (21a)
Assuming that $\varepsilon_r(\vec{r})$ is constant and equal to $\varepsilon_r$, $V(\vec{k}_1, \vec{k}_2)$ for the spheroid becomes

$$V(\vec{k}_1, \vec{k}_2) = 4\pi abc \gamma j_1(x)/x$$

with

$$x = \left| \vec{k}_1 - \vec{k}_2 \right|$$

and

$$\vec{k}_i = k_i (a \sin \theta_i \cos \phi_i, b \sin \theta_i \sin \phi_i, c \cos \theta_i)$$

$j_n(x)$ is the spherical Bessel function given by

$$j_n(x) = (\frac{x}{2})^{1/2} (\frac{\pi}{x}) (n + 1/2)$$

Also the tensor $K(\vec{k}_1, \vec{k}_2)$ for spheroidal shaped scatterers takes the matrix form:

$$K(\vec{k}_1, \vec{k}_2) = \varepsilon_r I \vec{n}(\vec{k}_1, \vec{k}_2) - Z(\vec{k}_1, \vec{k}_2)$$
where \( I \) is a 3x3 unit matrix and

\[
Z(k_1, k_2) = \frac{i 8\pi a c}{k_0} \int_0^1 dx \frac{1}{y^2} \sum_{n=0}^{\infty} \sum_{m=0}^{\infty} (2m+3) (2n+3) y^{n+m} \text{ for } n+m = \text{even}
\]

\[
\frac{j_{n+1}(k_1)}{k_1} \frac{j_{m+1}(k_2)}{k_2} = j_{m+1}(k_0 y) J_{n+1}(k_0 y) \quad (27)
\]

\[
\begin{align*}
\sum_{s=0}^{n} \sum_{t=0}^{m} \frac{(s+1)(n-s)!}{(n+s+2)!} & \frac{(t+1)(m-t)!}{(m+t+2)!} \frac{P_{n+1}^s(x)}{P_{m+1}^t(x)} \frac{P_{n+1}^{s+1}(x_1)}{P_{m+1}^{t+1}(x_2)} O_{s+t}(x) \\
& = \frac{(1-x^2)^{(n+s+2)}}{[(1-x_1^2)(1-x_2^2)]^{1/2}}
\end{align*}
\]

with

\[
y = [a^2 \cos^2 \phi + b^2 \sin^2 \phi] (1-x^2) + c^2 x^2 \quad (28)
\]

\[
x = \cos \theta \quad , \quad y = \sin \theta \quad (29)
\]

\[
x = cx[a^2 + (c^2 - a^2) x^2]^{-1/2} \quad (30)
\]

\[
X_i = cx[a^2 + (c^2 - a^2)x^2]^{-1/2} \quad i=1,2 \quad (31)
\]
\[
Q_{st}(x) = \begin{pmatrix}
I_1(s,t) - y^2 I_6(s,t) & -y^2 I_5(s,t) & -xy I_3(s,t) \\
-y^2 I_5(s,t) & I_1(s,t) - y^2 I_4(s,t) & -xy I_2(s,t) \\
-xy I_3(s,t) & -xy I_2(s,t) & y^2 I_1(s,t)
\end{pmatrix}
\] (32)

Notice that the matrix \(Q_{st}(x)\) is symmetric and from (26) it is obvious that \(K(k_1, k_2)\) is symmetric. The elements of the \(Q_{st}(x)\) matrix are given below. For \(s+t\) even

\[
I_1(s,t) = G(\phi_1, \phi_2) \quad I_2 = I_3 = 0 .
\]

\[
\begin{cases}
I_4(s,t) = G(\phi_1, \phi_2) \left( \sin^2 (\phi) \right) \\
I_5(s,t) = G(\phi_1, \phi_2) \left( \sin \phi \cos \phi \right) + \pi \delta_{st} \\
I_6(s,t) = G(\phi_1, \phi_2) \left( \cos^2 \phi \right)
\end{cases}
\] (33)
and for $s+t$ odd

$$I_1(s,t) = I_4(s,t) = I_5(s,t) = I_6(s,t) = 0$$

$$\begin{bmatrix}
I_2(s,t) \\
I_3(s,t)
\end{bmatrix} = \begin{bmatrix}
sin \phi \\
\cos \phi
\end{bmatrix} G(\phi_1, \phi_2)$$

(34)

where

$$G(\phi_1, \phi_2) = 2 \left[ C^1_m \right] < \left[ \cos \phi_{12} \right]$$

(35)

$C^r_m(x)$ is the Gegenbauer polynomial

$$\phi_{12} = \phi_1 - \phi_2$$

(36)

and

$$\begin{align*}
\phi &= \begin{cases}
\phi_1 & s > t \\
\phi_2 & s < t
\end{cases}
\end{align*}$$

(37)

In the version of (37) presented by Holt et al., the equal sign was missing in the inequality $n > m$. 

-69-
\( \phi_1, \phi_2 \) are the angles of wavevectors \( \hat{k}_1, \hat{k}_2 \), respectively. See (24). In (27) \( p_n(x) \) is the associated Legendre function and \( h_n(x) \) is given by

\[
h_n(x) = \left( \frac{\pi}{2x} \right)^{1/2} H_n^{(1)}(x) n+1/2 \tag{38}
\]

where \( H_{n+1/2}(x) \) is the Hankel function. After finding \( K(k_j, k_R) \) where \( j = 1, 2, \ldots, n \) and \( V(k_j, k_i) \) we can solve (20) for

\[
[C(k_1), C(k_2) \ldots, C(k_n)]^{T}.
\]

The scattering matrix \( f(k_1, k_2) \) can be computed then from (19).

In calculating the element of the \( Z(k_1, k_2) \) matrix the spherical Bessel and Neumann functions must be calculated as well as the associated Legendre functions and Gegenbauer polynomials. The integration in (27) required to evaluate the \( Z(k_1, k_2) \) matrix was performed using a seven point Clenshaw-Curtis quadrature. The infinite summation was truncated to \( N \) terms. It was found that convergence occurred for small raindrops when \( N = 5 \) and for large raindrops when \( N = 13 \). Note that these values of \( N \) were also used by Holt et al. The wave vectors \( \hat{k}_1, \hat{k}_2 \) are composed of \( (x_1 = \cos \theta_1, \phi_1) \) and \( (x_2 = \cos \theta_2, \phi_2) \) respectively. In (20) we chose the \( x \) pivots to be \( n_x \) with \( x \) varying between \(-1 \leq x \leq 1\). The \( n_x \) pivots are equally spaced in the above interval. The pivots are equally spaced in the interval \( 0 \leq \phi \leq \pi \).
A Fortran computer program (called COEFF) was written. In Section 6.2 the COEFF program is described and a statement listing is presented.

Finally in this section we present the results from an example computation for raindrops using the COEFF program and compare those results to published values. Let

\[ f'(0) = \mathcal{F}(k_0 \hat{x}, k_0 \hat{x}) \cdot \hat{z} \]  
\[ (39) \]

\[ f''(0) = \mathcal{F}(k_0 \hat{x}, k_0 \hat{x}) \cdot \hat{y} \]  
\[ (40) \]

\( f'(0) \) and \( f''(0) \) are the forward scattering coefficients for incident field polarizations along the major and minor drop axes, respectively. The values \( f'(0), f''(0) \) were calculated for a spheroidal raindrop with \( a = 0.125443 \) cm, \( c = 0.172355 \) cm and \( \varepsilon_r^2 = n_0 = 7.884 + j 2.184 \) at frequency of 11 GHz. These values were compared with one's of Holt. (See Table 1) For the above calculations the pivots \( n_\chi, n_\Phi \) were both equal to 5 and \( N=9 \). The execution time was 10.5 minutes. Execution time increases significantly with increasing \( N, n_\chi, \) and \( n_\Phi \). Keeping \( n_\chi, n_\Phi \) constant, CPU execution time is proportional to \( N^2 \). For larger values of \( a, N \) must be increased which causes a large increase in execution time.
<table>
<thead>
<tr>
<th></th>
<th>Values computed using COEFF</th>
<th>Values from Holt et al</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f'(0)$</td>
<td>$0.2479 + j 0.0204$</td>
<td>$0.2473 + j 0.02045$</td>
</tr>
<tr>
<td>$f''(0)$</td>
<td>$0.03517 + j 0.02379$</td>
<td>$0.03513 + j 0.02333$</td>
</tr>
</tbody>
</table>

Table 1
Comparison of Scattering Coefficient Values for a Pipestem at 11 MHz.
4.3 THE SINGLE-PARTICLE SCATTERING TENSOR

We have seen that single-particle scattering coefficients can be calculated by one of a variety of analytical or numerical methods. These results are then to be used in computing the scattering effects of an ensemble of particles in precipitation media. This is facilitated by casting the single-particle problem into a tensor form. In this section we discuss the single-particle tensor in preparation for use in the multiple scattering algorithm for rain in Chapter 5.

For an incident plane wave propagating in the z-direction with electric field $\mathbf{E}_o$, the far zone scattered field of (4) has electric field components perpendicular to the direction of scattering and can be expressed as

$$\mathbf{E}_s(\mathbf{r}) = \frac{e^{-jkr}}{r} \mathbf{\Phi}(\mathbf{r}) \mathbf{E}_o^\perp,$$  

(41)

where $\mathbf{\Phi}(\mathbf{r})$ is the scattering tensor of the scatterer. For example, in the case of Rayleigh-Gans scattering it follows from (6) that the scattering tensor is given by

$$\mathbf{\Phi}(\mathbf{r}) = \frac{k_0^2}{4\pi\varepsilon_0} \int_{V'} (\varepsilon - \varepsilon_0) (I - rr) e^{+jkr} \cdot \mathbf{r}' \cdot \mathbf{r}' \cdot dV'. $$  

(42)
Equation (41) may be written in a matrix form as

\[
\begin{bmatrix}
E_{x_s} \\
E_{y_s}
\end{bmatrix}
= \frac{e^{-jkr}}{r}
\begin{bmatrix}
\mathbf{f}(r)
\end{bmatrix}
\begin{bmatrix}
E_{ox} \\
E_{oy}
\end{bmatrix},
\]  

(43)

where \( \mathbf{f}(r) \) is a 2x2 matrix corresponding to the scattering tensor

\[
\begin{bmatrix}
f_{11} & f_{12} \\
f_{21} & f_{22}
\end{bmatrix}
\]

(44)
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Scattering problems involving more than one scatterer are complicated and, in general, analytical solutions do not exist. It is necessary to make certain simplifying assumptions. Typically it is assumed that the scatterers are randomly distributed, are infinite in number, and are in the far zone of each other. In this paper a general approach to scattering from particulate media which includes multiple scattering is presented. The results are applied to the problem of millimeter wave propagation through rain. An excellent review of the role of multiple scattering in radiowave propagation through precipitation is given by Olsen [1982].

Scattering by random distributions of scatterers was first studied by Rayleigh [1871], who used a single-scattering approximation and identical, aligned scatterers. A detailed derivation of Rayleigh's results is available [Van de Hulst, 1957]. The single-scattering approximation does not hold when the density of scatterers is large or the propagating wave frequency is high. Improved accuracy over that using single-scattering is possible using first-order multiple scattering or complete multiple scattering.

In this chapter, equations are derived for the average vector electric field \( \langle \vec{E}(r) \rangle \) in the presence of a random distribution of scatterers using, first, lower order scattering
approximations and, second, the multiple scattering approach. In Section 5.2 the single-scattering approximation is used to derive expressions for the coherent electric field in an ensemble of scatterers with random distributions of location, size, shape, and orientation. These results are used to treat the ensemble of scatterers in which particle scattering only occurs once but the incident wave on each particle has included the effects of previous particles; this is first-order multiple scattering. In Section 3 complete multiple scattering is considered in which the field incident on a particle can arise, in part, from fields scattered from any other particles. The Foldy-Twersky scattering procedure is used to derive an integral equation for the vector coherent field in an ensemble of particles. In Section 4 multiple scattering results are applied to the rain propagation problem. Some typical calculations are performed.

5.2 Lower Order Scattering

Scattering from discrete media that does not include all orders of multiple scattering has been studied from various approaches by many investigators. An excellent review was prepared by Ishimaru [1977]. In this section we discuss two of these which have been applied to the rain propagation problem.
Single scattering

Under the single-scattering approximation, the electric field is scattered only once by the scatterers. Let us consider specifically the slab of scatterers of thickness $L$ shown in Fig. 1, with a plane wave incident upon it. Each scatterer (say the $p^{th}$ one) can have a random position $\mathbf{r}_p$, size as measured by the equivolumetric radius $a_p$, shape as represented by the shape parameter $s_p$, and orientation angle represented by $\theta_p$. The field at point $\mathbf{r}$, where the receiving antenna is located, is the incident field plus the field scattered by particles in the active region of the slab; the active region is the central few Fresnel zones. Summing over the contributions from $N$ particles in the active region, we obtain

$$
\mathbf{E}(\mathbf{r}) = \mathbf{E}^i + \sum_{p=1}^{N} \frac{e^{-j k_o (x_p^2 + y_p^2)/2}}{r_p} \mathbf{f}_p(\mathbf{r}) \cdot \mathbf{E}^i(\mathbf{r}) ,
$$

where $\mathbf{f}_p(\mathbf{r})$ is the scattering tensor of the $p^{th}$ scatterer and $r_p = |\mathbf{r}_p|$.

In order to compute the average field at point $\mathbf{r}$ we assume that the scatterers are randomly distributed in position, size, shape, and orientation angle, and that all of them have the same particle distribution

$$
n(\mathbf{r}_p) = \frac{n(\mathbf{r}_p)}{N} ,
$$

(2)
Figure 1. A plane wave propagating through a slab of scatterers.
where \( \tilde{w}_p \) represents the random parameters of position \( \tilde{r}_p \), size \( a_p \), shape \( s_p \), and orientation angle \( \theta_p \). \( n(\tilde{w}_p) \) is the number of scatterers per unit volume for particles in class \( \tilde{w}_p \).

Equation (1) is averaged using the distribution given in (2):

\[
\langle \hat{E}(r) \rangle = \left[ 1 + \int_{r', \omega} \mathcal{F}(r') \frac{e^{-jk_0 (x'^2 + y'^2)/2r'}}{r'} n(r', \omega) dr' d\omega \right] \cdot \hat{E}^i
\]

(3)

Here, \( dr' = dx' dy' dz' \) is the elemental volume of space, and \( \omega \) encompasses the distribution parameters for the particle size, shape, and orientation, \( \omega = (a, s, \theta) \).

Since major contributions arise from particles in the first few Fresnel zones, \( r' \) is nearly independent of \( x' \), and \( y' \) in in the integral appearing in (3). We can make then the substitutions

\[
x_1 = \sqrt{\frac{jk_0}{2\pi r'}} x' \quad , \quad y_1 = \sqrt{\frac{jk_0}{2\pi r'}} y' \quad , \quad z_1 = z'
\]

(4)

giving

\[
\langle \hat{E}(r) \rangle = \left[ 1 + \frac{2}{jk_0} \int_{\omega} d\omega \int_{z_1}^\infty dz_1 \int_{-\infty}^\infty dx_1 \int_{-\infty}^\infty dy_1 e^{-(x_1^2 + y_1^2)} \mathcal{F} n(r_1, \omega) \right] \cdot \hat{E}^i(r)
\]

(5)
Using the relationship

$$\int_{-\infty}^{\infty} e^{-u^2} du = \sqrt{\pi}$$

(6)

and assuming that $n(r_1, \omega)$ varies only in the direction of propagation $z$, (5) gives

$$\langle E}\rangle = \begin{bmatrix} 1 + \frac{2\pi}{\mathcal{J}} \int \mathcal{T} n(z_1, \omega) \, d\omega \end{bmatrix} \cdot \vec{E}^i (r)$$

$$= [\mathcal{I} - j\mathcal{K}] \cdot \vec{E}^i (r)$$

(7)

where

$$\mathcal{K} = \frac{2\pi}{\mathcal{J}} \int \mathcal{T} n(z_1, \omega) \, d\omega$$

(8)

If the elements of the tensor $\mathcal{K}$ are small, the quantity $\mathcal{I} - j\mathcal{K}$ may be approximated by an exponential. This step is further motivated by our knowledge that the exponential form includes multiple scattering effects as it will be shown in Section 5.3. Within the framework of this approximation, (7) can be written in the matrix form as

$$\langle E}\rangle = e^{-j\mathcal{K}} \vec{E}^i (r)$$

(9)

Here, $\langle E\rangle$ is the column matrix corresponding to the vector $\vec{E}(r)$. Similarly, $\vec{E}^i (r)$ is the column matrix associated with $\vec{E}^i (r)$ and $\mathcal{K}$ the matrix corresponding to the tensor $\mathcal{K}$. 
The coherent field scattered by a slab of scatterers can, in general, be written as

\[ <\tilde{E^s}(\vec{r})> = \tilde{D} \cdot \tilde{E}^i(\vec{r}) \]  

(10)

where \( \tilde{D} \) is the scattering tensor of the slab and depends on the scattering properties of the individual scatterers and their random distribution in position, size, shape, and orientation angle. Specifically, for the single-scattering case

\[ \tilde{D} = \tilde{I} - \frac{j2\pi}{\kappa_0} \int_{z_1, \omega} \tilde{F}(\omega) n(z_1, \omega) \, dz_1 \, d\omega \]  

(11)

In the derivation of this result the assumption was made that the plane wave is scattered only once by the particles. This assumption is unrealistic, since the wave may be scattered several times by the particles before reaching the point \( R \) at position \( \vec{r} \). When the scattering coefficients of the particles and the particle density are small, contributions to the scattered wave by second, third, and higher order scattering may be ignored. There are cases, however, where the scattering coefficients of the scatterer are large (e.g., for raindrops above 30 GHz), and the multiple scattering contributions cannot be ignored. Starting with the next section we will take into consideration multiple-scattering contributions.
First-order multiple scattering by a slab of scatterers

Under the first-order multiple scattering approximation, the slab of particles of length $L$ is divided into $n$ thin subslab's. In each individual subslab the single approximation is assumed to hold. The coherent field at point $R$ is then given by

$$\langle \hat{E}(\mathbf{r}) \rangle = \mathbf{D}_1 \cdot \mathbf{D}_2 \cdot \ldots \mathbf{D}_n \cdot \hat{E}^i(\mathbf{r})$$  \hspace{1cm} (12)$$

where $\mathbf{D}_i$ is the scattering tensor of the $i$th subslab and is defined by (11). This first-order multiple scattering approach has been used by a number of researchers in different areas of wave propagation. In radio wave propagation through precipitation, for example, Persinger et al. [1980] have used a computerized code to evaluate (12) in order to calculate attenuation and isolation of a wave propagating through a medium consisting of ice-particles and rain.

5.3 Multiple Scattering

Single scattering holds only when the scattering coefficients and the density of the particles are small. First-order multiple scattering holds for any forward scattering propagation situation provided that the thickness of each subslab is kept small. As shown in (12), the coherent field in this case contains the dot products of a large number of
tensors and its evaluation can be performed only by fast digital machines.

In order to include both forward and backward multiple scattering, we will use an approach first introduced by Foldy [1945] and developed further by Lax [1951] and Twersky [1962]. In our formulation we will assume that the medium is anisotropic, and we will derive the Dyson equation for the coherent vector electric field in terms of the scattering tensor of the individual scatterers and their distribution in location, size, shape and orientation.

**Derivation of the general multiple scattering integral equation**

Let $N$ scatterers be randomly distributed in space, and have random size, shape, and orientation. The medium between any two scatterers is free space. (See Fig. 2) The vector electric field $\mathbf{E}(\mathbf{r})$ between the scatterers satisfies the Helmholtz equation

$$ (\nabla^2 + k_0^2) \mathbf{E}(\mathbf{r}) = 0, \quad (13) $$

where $k_0$ is the free space propagation constant.

The incident field $\mathbf{E}^i$ at the point $\mathbf{r}_a$ is the sum of the incident electric field $\mathbf{E}^{i\ a}$ in the absence of the scatterers and the field scattered by the $N$ scatterers, spe-
Figure 2. Geometry for multiple scattering. The total field at point a, $E_{1}^{a}$, is the sum of the incident field in the absence of scatterers, $E_{1}^{0}$, plus the fields scattered from all other particles.
Specifically, we have

\[ \mathbf{E}_a = \mathbf{E}_i^a + \sum_{j=1}^{N} \mathbf{G}_j^a , \]  

(14)

where \( \mathbf{G}_j^a \) is the field at position \( \mathbf{r} \) that is scattered by the \( j \)th scatterer. The latter is a function of the scattering properties of the \( j \)th scatterer at position \( \mathbf{r}_j \) and the location \( \mathbf{r} \). We can define a tensor \( \mathbf{g}_j^a \) such that

\[ \mathbf{G}_j^a = \mathbf{g}_j^a \cdot \mathbf{E}_j . \]  

(15)

The field incident on the \( j \)th particle is

\[ \mathbf{E}_j^i = \mathbf{E}_i^j + \sum_{k=1, k \neq j}^{N} \mathbf{G}_k^j . \]  

(16)

Substituting (16) into (15) we obtain

\[ \mathbf{G}_j^a = \mathbf{g}_j^a \cdot [\mathbf{E}_i^j + \sum_{k=1, k \neq j}^{N} \mathbf{G}_k^j] . \]  

(17)

Using (17) and (14), we have

\[ \mathbf{E}_a = \mathbf{E}_i^a + \sum_{j=1}^{N} \mathbf{g}_j^a \cdot \mathbf{E}_i^j + \sum_{j=1}^{N} \sum_{k=1, k \neq j}^{N} \mathbf{g}_j^a \cdot \mathbf{g}_k^a \cdot \mathbf{E}_k . \]  

(18)
By iterating the above process it follows that

\[ \tilde{E}_a = \tilde{E}_i + \sum_{j=1}^{N} \bar{g}_j \cdot \tilde{E}_i + \sum_{j=1}^{N} \sum_{k=1}^{N} \bar{g}_j \cdot \bar{g}_k \cdot \tilde{E}_i + \sum_{j=1}^{N} \sum_{k=1}^{N} \bar{g}_j \cdot \bar{g}_k \cdot \tilde{E}_i + \ldots \]  

Analogous to (16):  

\[ \} \]  

The triple summation in (19) may be written as

\[ \sum_{j=1}^{N} \sum_{k=1}^{N} \sum_{l=1}^{N} \bar{g}_j \cdot \bar{g}_k \cdot \bar{g}_l \cdot \tilde{E}_i \]  

Assuming that backscattering is smaller than forward scattering, the second summation in (20) may be ignored, and (19) may be written as

\[ \tilde{E}_a = \tilde{E}_i + \sum_{j=1}^{N} \bar{g}_j \cdot \tilde{E}_i + \sum_{j=1}^{N} \sum_{k=1}^{N} \bar{g}_j \cdot \bar{g}_k \cdot \tilde{E}_i + \sum_{j=1}^{N} \sum_{k=1}^{N} \bar{g}_j \cdot \bar{g}_k \cdot \tilde{E}_i + \ldots \]  

Another way to state the significance of the approximation
involved in this equation is that we have ignored the following: triple scattering between two scatterers, fourth order scattering between three scatterers, and so on. The above procedure was first introduced by Twersky [1962] in order to obtain a closed form equation for the coherent field.

We next make the assumption, as in Section 2, that the scatterers have the same position, size, shape, and orientation distribution, and that there are no correlations between scatterers. The particle distribution may be defined as in (2). However, now $N$ is the total number of particles in the entire volume. Taking the ensemble average of (21), we obtain an expression for the coherent field at point $r$:

$$<\mathbf{E}^a> = \mathbf{E}^a + \sum_{j=1}^{N} \int_{\omega_j} \mathbf{E}^j \cdot \mathbf{E}^j \cdot \mathbf{E}^j \cdot \frac{n(\omega_j)}{N} \, d\omega_j + \sum_{j=1}^{N} \sum_{k=1}^{N} \sum_{l=1}^{N} \mathbf{E}^j \cdot \mathbf{E}^k \cdot \mathbf{E}^l \cdot \frac{n(\omega_j) n(\omega_k) n(\omega_l)}{N^2} \, d\omega_j \, d\omega_k \, d\omega_l + \ldots$$

(22)
or

\[<\hat{E}^a> = \hat{E}_i^a + \int_{\omega_j} \bar{g}_j^a \cdot \hat{E}_i^j n(\omega_j) d\omega_j + \frac{N-1}{N} \int_{\omega_j, \omega_k} \bar{g}_j^a \cdot \bar{g}_k^j \cdot \hat{E}_i^k n(\omega_j)n(\omega_k) d\omega_j d\omega_k + \frac{N-2}{N} \int_{\omega_j, \omega_k, \omega_z} \bar{g}_j^a \cdot \bar{g}_k^j \cdot \bar{g}_z^k \cdot \hat{E}_i^z n(\omega_j)n(\omega_k)n(\omega_z) d\omega_j d\omega_k d\omega_z + \ldots \ldots \]  \hspace{1cm} (23)

By letting \(N\) tend to infinity, the ratios \(\frac{N-1}{N}, \frac{N-2}{N}\), etc., tend to unity, and the infinite summation in (23) can be represented by the integral equation

\[<\hat{E}^a> = \hat{E}_i^a + \int_{\omega_j} \bar{g}_j^a \cdot <\hat{E}^j> n(\omega_j) d\omega_j \] \hspace{1cm} (24)

This is the Dyson equation for the coherent field in an ensemble of randomly distributed scatterers, and it is often called the Foldy-Lax-Twersky equation. It has been derived on the basis of the Twersky procedure. The same equation may also be obtained using Lax's polycrystaline approximation [Lax, 1951].

The Dyson equation, (24), is more general than the equations for the coherent field derived by the single scattering or first-order multiple scattering approximations; it includes backscattering. Evaluation of (24) is very difficult and depends on the complexity of the operator \(\bar{g}_j^a\).

If the medium is tenuous (the average distance \(d\) between any
two arbitrary scatterers much greater than the free space wavelength, i.e., \( k_0 d >> 1 \), then each scatterer is in the far zone of all other scatterers, and \( \tilde{g}_j^a \) may be replaced by

\[
\tilde{g}_j^a = \frac{-j k_0 |\hat{r} - \hat{r}_j|}{|\hat{r} - \hat{r}_j|} \hat{r}, \tag{25}
\]

where \( \hat{r} \) is the scattering tensor for the scatterer.

**Evaluation of multiple scattering for plane wave incidence**

Most practical situations (such as in communications applications) are well approximated by a plane wave incident normally on a slab of scatterers as described in the previous section. Let a plane wave be propagating in the \( z \)-direction with electric field

\[
\vec{E}_i = \vec{E}_0 e^{-jk_o z}.
\]

The average field \(<\vec{E}>\) inside the slab obeys the vector Foldy-Lax-Twersky integral equation of (24). The medium of the scatterers is assumed to be tenuous, so that the scattering operator \( \tilde{g}_j^a \) can take the form shown in (25). Substituting (25) into (24) and evaluating at the observation point \( a \) with position vector \( \hat{r} \),

\[
<E(\hat{r})> = \hat{E}_0 e^{-jk_o z} + \int_{\omega_j} \tilde{g}_j^a(\hat{z}, \frac{\hat{r} - \hat{r}_j}{|\hat{r} - \hat{r}_j|}) \hat{E}_j \frac{-j k_0 |\hat{r} - \hat{r}_j|}{|\hat{r} - \hat{r}_j|} n(\omega_j) d\omega_j \tag{26}
\]
where \( |\mathbf{r} - \mathbf{r}_j| = \sqrt{(x-x_j)^2 + (y-y_j)^2 + (z-z_j)^2} \)
and \( \omega_j = (\mathbf{r}_j, a_j, s_j, \theta_j) \). The medium is assumed to
vary only in the z-direction and, therefore, the fields will
also. Evaluation of (26) then proceeds by noting that the
medium is assumed to be homogeneous in the x,y-plane and
employing the method of stationary phase to reduce the
integral giving
\[
\langle E(z) \rangle = E_0 e^{-jk_0 z} + \frac{2\pi i}{k_0} \int_{\omega} \bar{F}(\omega) e^{-jk_0(z-z')} n(\omega) d\omega
\]  
(27)
where \( \omega = (z', a, s, \theta) \) and \( \bar{F} \) is the single-particle forward
scattering tensor. The solution to this integral equation
in matrix form is
\[
\langle E(z) \rangle = e^{-jk} E_0 e^{-jk_0 z}
\]  
(28a)
where
\[
k = \frac{2\pi i}{k_0} \int_{\omega} \bar{F} n(\omega) d\omega
\]  
(28b)
A similar solution has been reported [Oguchi, 1981] in the
case where the medium was uniform in the z-direction.

Note that (28) is the same as (9). Thus, the exponential
approximation to the derived single-scattering formula in
(7) is justified on the basis that it really includes multi-
ple scattering effects.
The equations derived in this section for the coherent vector electric field can be used to study radio wave propagation through precipitation media which vary in composition along the direction of propagation. This is explored in the next section.

5.4 Applications to Rain Media

The results of the derivation in the previous section can be applied to precipitation media. Here we consider rain. The formulation has the following features: it includes multiple scattering effects; it allows for direct inclusion of distributions of raindrop sizes, shapes, and canting angles; and it allows for a nonuniform rain rate along the propagation path. Most models used to make actual calculations for rain do not have such flexibility. Quite frequently the rain is assumed to be of uniform rate over some path length, the canting angle distribution is omitted or is included by modifying a constant canting angle result, and/or all drop shapes are alike.

Persinger et al. [1980] presented a first-order multiple scattering model that included a nonuniform spatial rain rate variation as well as raindrop canting angle and shape distributions. In this section we use the ideas of Persinger et al. together with the multiple scattering model to make calculations for rain media.
The scattering matrix for single raindrops

The equivolumetric radius of the raindrops varies from 0.1 to 4.0 mm. At millimeter wave frequencies the raindrop radius is comparable with the free space wavelength and the Rayleigh scattering approximation is not adequate for the calculation of the raindrop scattering matrix. It is necessary then to use one of the available numerical methods [Oguchi, 1981] to calculate the raindrop scattering coefficients. In our computations we will use values of scattering coefficients published by Uzunoglu et al. [1977]. These results have been computed using the Fredholm integral equation method. We will assume that the raindrops are either spherical or oblate spheroids.

Let $\theta$ be the canting angle of the oblate raindrop. The single raindrop scattering matrix is given by

$$f = \frac{1}{2} \begin{bmatrix} f_V(a) + f_H(a) + \cos 2\theta [f_H(a) - f_V(a)] & [f_V(a) - f_H(a)] \sin 2\theta \\ [f_V(a) - f_H(a)] \sin 2\theta & f_V(a) + f_H(a) + \cos 2\theta [f_V(a) - f_H(a)] \end{bmatrix} \quad (2a)$$

In this expression, $a$ is the equivolumetric radius of the oblate raindrop, and $f_V(a)$, $f_H(a)$, are the scattering coefficients for the incident electric field aligned with the minor and major axes, respectively. The quantities $f_V(a)$, $f_H(a)$ are expressed in terms of powers of the
equivolumetric radius of the raindrop; specifically,

\[ fV(a) = \sum_{i=0}^{5} \frac{a_i V}{H} a^i \quad (30) \]

Values of \( a_i V \) are obtained by curve fitting published tabular results in terms of size, at a specific elevation angle.

Rain medium computations

The rain medium is represented by a slab of raindrops of extent \( L \). With plane wave incidence the coherent field propagating inside the rain medium obeys (28), where the single drop scattering matrix \( f \) is given by (29). In \( n(z', \omega) \) of (28), \( z' \) is the distance along the direction of propagation into the rain slab, \( a \) is the equivolumetric radius for the individual raindrops, \( s \) is the shape of the raindrop (spherical or oblate spheroidal), and \( \theta \) is the raindrop canting angle. In the distribution density function \( n(\omega) \) of (28b) \( \theta \) and \( s \) are assumed to be statistically independent; i.e.

\[ n(\omega) = n_o(z', a) p_1(\theta) p_2(s) \quad (31) \]

\( p_2(s) \) is a discrete shape distribution density function in which \( F_o \) is the fraction of drops that are oblate spheroidal and the remaining fraction \( 1 - F_o \) are spherical. The canting angle distribution is Gaussian with mean \( <\theta> \) and
standard deviation $\sigma_\theta$:

$$p_1(\theta) = \frac{1}{\sqrt{2\pi} \sigma_\theta} e^{-\left(\theta - \langle \theta \rangle \right)^2/2\sigma_\theta^2} \tag{32}$$

For $n_0(z, a)$ we use the drop size distribution of Marshall and Palmer [1948] with rain rate as a function of position:

$$n_0(z, a) = 16,000 e^{-8.2[R(z)^{-0.21}]a} \text{ m}^{-3} \text{ mm}^{-1} \quad (33)$$

The rain rate spatial variation used in the examples to follow is piecewise uniform as introduced by Persinger et al. [1980], where

$$R(z) = \begin{cases} R_0 \left[ \frac{R_0}{10} \right]^{-0.66} & 0 \leq z \leq 0.2L \\ R_0 & 0.2L \leq z \leq L \end{cases} \tag{34}$$

in which $R_0$ is the point rainfall rate at the receiving station ($z = L$).

Evaluation of $k$ in (28b) can proceed after substituting in the above stated information on the distributions:

$$k = \frac{2\pi}{k_0} \int_0^L dz' \int_0^\alpha da \int d\theta \left\{ (1-F_0) f_{SPH}(a) + F_0 f_{OBL}(a, \theta) \right\} n_0(z', a) P_1(\theta) \tag{35}$$

The integral over the angle $\theta$ may be performed by first
evaluating the expressions

$$<\sin 2\theta> = \int_{<\theta>-\alpha}^{<\theta>+\alpha} d\theta \sin 2\theta \, p_1(\theta) , \quad <\cos 2\theta> = \int_{<\theta>-\alpha}^{<\theta>+\alpha} d\theta \cos 2\theta \, p_1(\theta)$$

(36)

where $\alpha$ is the maximum variation of the canting angle. It can be shown that (36) is approximated by

$$<\sin 2\theta> = \exp(-2\sigma^2_\theta) \sin 2\theta$$

(37)

and, similarly,

$$<\cos 2\theta> = \exp(-2\sigma^2_\theta) \cos 2\theta.$$  

(38)

With these approximations the average scattering matrix $k$ becomes

$$k = \frac{2\pi}{f_o} \int_0^L dz' \int_0^\infty da \{ (1-F_0) f^{\text{SPH}}(a) + F_0 <f^{\text{OBL}}(a)>) n_o(z,a) \}$$

(39)

where $<f^{OBL}(a)>$ is the average of $f^{OBL}(a, \theta)$ with respect to $\theta$, and is obtained from $f(a, \theta)$ by replacing $\sin 2\theta$, $\cos 2\theta$ with $<\sin 2\theta>$ and $<\cos 2\theta>$, respectively.

The scattering coefficients $f^{\text{SPH}}(a)$, $f^{\text{OBL}}(a)$, $f_H^{\text{OBL}}(a)$ are expressed, as in (30), in terms of powers of $a$ up to the fifth order. Then the final evaluation of (39) follows...
after performing the indefinite integral

\[ I = \int_0^L dz' \int da f(a) n_0(z', a) \]

\[ = \sum_{n=0}^{5} c_n \int_0^L dz' \int da a^n e^{-\gamma(z)a} \]

(40)

where \( \gamma(z') = -8.2 R(z') - 0.2I \) and \( c_n \) are the expansion coefficients as in (30). Integrating over \( a \) and substituting in the rain rate variation of (34) and performing the final integration gives

\[ I = \frac{2}{\lambda_1} \sum_{i=1}^{5} c_n \left[ \sum_{m=1}^{n} \frac{n!}{(n-m)!} \frac{(a)^{n-m}}{\gamma_i^{m+1}} (-1)^m + \frac{a^n}{\gamma_i} \right] \]

(41)

where \( \lambda_1 = 0.2L, \lambda_2 = 0.8L, \) and \( \gamma_i = \gamma(\lambda_i) \).

The elements of the matrix \( k \) have been evaluated explicitly with (39) and (41). The depolarization matrix \( e^{-jk} \) of (28a) is then evaluated using eigenvalue-eigenvector methods. After the depolarization matrix is evaluated for the rain medium, attenuation and channel isolation on a dual-polarized system can be calculated for a wave passing through the rain slab [Cox, 1981].

Comparison of multiple and first-order multiple scattering results

The multiple scattering model as presented in Section 5.3 has been computer programmed. Program inputs include frequency, elevation angle, mean and standard deviation of
canting angles, rain rate at the receiver, fraction of oblate raindrops, rain medium length, and incident wave and receive antenna polarization parameters.

Calculations have been performed to test the model and to examine the frequency dependence of multiple scattering effects. To facilitate comparison, as frequency is varied over 11, 20, and 30 GHz the rain medium parameters are fixed with a 5 km length, a uniform rain rate along the entire path, and a shape mixture of 60% oblate and 40% spherical raindrops. The oblate raindrops have a Gaussian canting angle distribution with a mean of 0 degrees and a standard deviation of 12 degrees. The incident wave polarization is linear with a 45 degree tilt angle. The elevation angle is 45 degrees. Attenuation and isolation as a function of rain rate were computed using both the first-order multiple scattering and complete multiple scattering models. The results are plotted in Fig. 3 for 30 GHz. Note that there are only slight differences between the values computed for the two models. At lower frequencies the differences were negligible. From these calculations it can be concluded that higher-order multiple scattering effects in rain begin to appear in the range of 30 GHz. However, results using the single scattering formulation of Section 5.2 would deviate noticeably.
Figure 3a. Comparison of multiple scattering and first-order multiple scattering rain attenuation calculations at 30 GHz.
Figure 3b. Comparison of multiple scattering and first-order multiple scattering rain-induced isolation calculations at 30 GHz.

- L=5 km
- uniform rain
- \( \epsilon=45^\circ \)
- \( 45^\circ \) linear polarization
- \( \langle \theta \rangle=0^\circ \)
- \( \sigma_\theta=12^\circ \)
- 60% oblate drops
To further justify the claim that higher-order multiple scattering effects of rain are negligible on communication links operating below 30 GHz, the calculated attenuation and isolation are plotted in Fig. 4 for parameters matching those of the VPI&SU COMSTAR D2 satellite, earth terminal. To more realistically represent rain, the piecewise uniform rain distribution of (34) was used. Note the nearly identical results with and without higher-order multiple scattering included.

5.5 Conclusions

In this paper formulations were presented for computing the effects of electromagnetic scattering from tenuous particulate media. The formulations were for single, first-order multiple, and complete multiple scattering. Each included the distributions of particle sizes, shapes, and orientation angles.

The multiple scattering formulation as presented here offers several features for calculation of millimeter wave propagation through precipitation media. These features are as follows. (a) The formulation is vector in nature and easily accommodates arbitrary polarization states for the input wave and receiving antenna. (b) Complete medium depo-
20 GHz

$L = 5657$ meters
Piecewise uniform rain rate model
$\varepsilon = 44^\circ$
Linear polarization $35^\circ$ from vertical
$\langle \theta \rangle = 0^\circ$
$\sigma_\theta = 12^\circ$
60% oblate drops

Figure 4a. Comparison of multiple scattering and first-order multiple scattering rain attenuation calculations for the Comstar satellite at 20 GHz.
Figure 4b. Comparison of multiple scattering and first-order multiple scattering rain-induced isolation calculations for the Comstar satellite at 20 GHz.
Polarization effects can be calculated (i.e., attenuation, isolation, and phase shift). (c) Scattering particle distributions of particle size, shape, and orientation angle are directly included into the model. (d) Varying medium density along the propagation path (such as rain rate) can be accommodated. (e) Ice as well as rain hydrometeors can be included. (f) The multiple scattering formulation is numerically efficient. For typical communication link calculations the computer solution executes at least 30 times faster than the first-order multiple scattering version. (g) The multiple scattering model will give accurate results for systems operating above 30 GHz.

The multiple scattering model was used to calculate communication link performance for rain along earth-space paths. It was shown that higher-order multiple scattering effects only begin to become important in the 30 GHz frequency range.
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Chapter 6

APPENDIX: COMPUTER PROGRAMS

In this section three computer programs are presented. They correspond to the following: the simple attenuation model of Chapter 3, the single rain drop scattering coefficient derivation of Chapter 4, and the multiple scattering model for rain of Chapter 5.
6.1 SIMPLE ATTENUATION MODEL PROGRAM

The statement listing of the Simple Attenuation Model (SAM) follows.
C**I**S**M**P**L**E**  **A**T**T**E**N**U**A**T**I**O**N**  **M**O**D**E**L**

C**T**H**I**S**  **P**R**O**G**R**A**M**  **C**A**L**C**U**L**A**T**E**S**  **T**H**E**  **S**L**A**N**T—P**A**TH**  **A**T**T**E**N**U**A**T**I**O**N**  **D**U**E**  **T**O**A**  **P**O**I**N**T**  **R**A**I**N**  **R**A**T**E**  **A**T**A**N**  **E**A**R**T**H**  **S**T**A**T**I**O**N**.

C**T**H**I**S**  **P**R**O**G**R**A**M**  **W**A**S**  **D**E**V**E**L**O**P**E**D**  **B**Y**T**H**E**  **S**A**T**E**L**I**T**E**  **C**O**M**M**U**N**I**C**A**T**I**O**N**S**  **G**R**O**U**P**  **A**T**V**I**R**G**I**N**I**A**  **P**O**L**Y**T**E**H**N**I**C**  **I**N**S**T**I**T**U**T**E**  **A**N**D**  **S**T**A**T**E**  **U**N**I**V**E**R**S**I**T**Y**

C**A**N**D** W**A**S**  **S**U**P**P**O**R**T**E**D**  **B**Y**N**A**S**A**  **U**N**D**E**R**J**P**L**  **C**O**N**T**R**A**C**T**  **N**O.**9**5**5**9**5**4

C**A**S**S**U**M**P**T**I**O**N**S:**  **S**P**E**C**I**F**I**C**  **A**T**T**E**N**U**A**T**I**O**N**  **F**R**O**M**O**L**S**E**N**,**R**O**G**E**R**S**,**A**N**D**H**O**D**G**E**  **(1**9**7**8)**.

C**P**O**I**N**T**  **R**A**I**N**  **R**A**T**E**  **D**I**S**T**R**I**B**U**T**I**O**N**  **F**R**O**M**CC**I**R**

C**D**O**C**.**5**/5**0**4**9—E**  **(D**R**A**F**T**  **R**P**T.** 5**6**3—1,**1**9**8**1)**

C**I**N**P**U**T**  **P**A**R**A**M**E**T**E**R**S:**

FREQ =  **F**R**E**Q**U**E**N**C**Y**  **(G**H**Z**)
ELEV =  **E**L**E**V**A**T**I**O**N**  **A**N**G**L**E**  **O**F**S**L**A**N**T**  **P**A**TH**
LAT =  **L**A**T**I**T**U**D**E**  **O**F**E**A**R**T**H**  **S**T**A**T**I**O**N**
HO =  **A**L**T**I**T**U**D**E**  **O**F**E**A**R**T**H**  **S**T**A**T**I**O**N**  **(M**E**T**E**R**S**)
REGION =  **R**A**I**N**  **C**L**I**M**A**T**E**  **R**E**G**I**O**N

1=A  5=E  9=J  13=N
2=B  6=F  10=K  14=P
3=C  7=G  11=L
4=D  8=H  12=M
LABEL =  **O**P**T**I**O**N**A**L**  **A**L**P**H**A**N**U**M**E**R**I**C**  **S**T**R**I**N**G**  **(2**2**  **C**H**A**R.**  **M**A**X.**)

C**D**I**M**E**N**S**I**O**N**  **T**(7)**,**R**A**I**N(7,14)**,**L**A**B**E**L(6)**
REAL LAT,L
INTEGER REGION
C**I**N**I**T**I**A**L**I**Z**E**  **R**A**I**N**R**A**T**E**  **E**X**C**E**D**A**N**C**E**  **D**A**T**A**  **(F**R**O**M**CC**I**R**  **D**O**C.**5**/5**0**4**9—E**  **T**A**B**L**E**I)**
DATA T/.001,.003,.01,.03,0.1,0.3,1.0/
DATA RAIN/22.,14.,8.,5.,2.,1.,0.,

$ 32.,21.,12.,6.,3.,2.,1.,
$ 42.,26.,15.,9.,5.,3.,0.,
$ 42.,29.,19.,13.,8.,5.,3.,
$ 70.,41.,22.,12.,6.,3.,1.,
$ 78.,54.,28.,15.,8.,4.,2.,
$ 65.,45.,30.,20.,12.,7.,0.,
$ 83.,55.,32.,18.,10.,4.,0.,
$ 55.,45.,35.,28.,20.,13.,0.,
$ 100.,70.,42.,23.,12.,6.,2.,
$ 150.,105.,60.,33.,15.,7.,0.,
$ 120.,95.,63.,40.,22.,11.,4.,
$ 180.,140.,95.,65.,35.,15.,5.,
$ 250.,200.,145.,105.,65.,34.,12./
C**R**E**A**D**  **T**H**E**  **I**N**P**U**T**  **D**A**T**A**  **V**A**L**U**E**S
READ (5,5) FREQ,ELEV,LAT,HO,REGION,LABEL
5 FORMAT(4F10.3,1X,I2,7X,5A4,A2)
C* CALCULATE SPECIFIC ATTENUATION COEFFICIENTS
IF(FREQ.GE.1 .AND. FREQ.LE.1000.) GO TO 20
WRITE(6,10) FREQ
10 FORMAT(1H1,' FREQUENCY=' ,F10.4, ' IS OUT OF PERMITTED RANGE', $' - - PROGRAM STOP')
GO TO 999
20 A1=6.39E-9*FREQ**2.03
IF(FREQ.GE.2.9) A1=4.21E-5*FREQ**2.42
IF(FREQ.GE.54.0) A1=0.0409*FREQ**0.699
IF(FREQ.GE.180.) A1=3.38*FREQ**(-0.151)
B1=0.851*FREQ**0.158
IF(FREQ.GE.6.5) B1=1.41*FREQ**(-0.0779)
IF(FREQ.GE.25.0) B1=2.63*FREQ**(-0.272)
IF(FREQ.GE.164.0) B1=0.616*FREQ**0.0126
C* INITIALIZE RAIN DISTRIBUTION PARAMETERS
GAMMA=1./22.0
C CALCULATE AVERAGE ZERO-DEGREE ISOTHERM HEIGHT
HI=4.8
IF(LAT.GT.30.) HI=7.8-0.1*LAT
C SUBTRACT EARTH STATION ELEVATION
HI=HI-(HO/1000.0)
ELEVR=ELEV*3.14159265/180.
C* PRINT OUTPUT HEADER
WRITE(6,25) LABEL
25 FORMAT(1H1,/,11X,'SAM - - SIMPLE ATTENUATION MODEL'/,5X,5A4,A2)
WRITE(6,30) FREQ,ELEV,LAT,HO,REGION
30 FORMAT('O',4X,'FREQUENCY: ','F5.2', ' GHZ'/,5X,'ELEVATION: ','F5.2', $' DEGREES'/,5X,' LATITUDE: ','F5.2', ' DEGREES'/, $5X,' ALTITUDE: ','F5.1', ' METERS'/5X,'RAIN CLIMATE REGION: ','I2)
WRITE(6,35) A1,B1
35 FORMAT('O',4X,'SPECIFIC ATTENUATION COEFFICIENTS: A1=','F8.5',/,$40X,'B1=','F6.5')
WRITE(6,40)
40 FORMAT(1H1,7X,'PERCENT'/'/,9X,'TIME RAINRATE ATTENUATION'/)
C* CALCULATE ATTENUATION
DO 70 J=1,7
N=8-J
R=RAIN(N,REGION)
RE=HI
IF(R.GT.10.) RE=HI+ALOG10(R/10.)
L=RE/SIN(ELEVR)
ALPHA=A1*R**B1
IF(R.GT.10.) GO TO 45
A=ALPHA*L
GO TO 50
45 ARG=GAMMA*B1*Aalog(R/10.)*COS(ELEVR)
A=ALPHA*(1.-EXP(-ARG*L))/ARG
50 WRITE(6,55) T(N),R,A
55 FORMAT(9X,F5.3,5X,F5.1,7X,F6.2)
70 CONTINUE
999 STOP
END
6.2 SINGLE RAINDROP SCATTERING PROGRAM

The COEFF program was written based on the algorithm developed in Section 4.2. It computes the scattering coefficients of a raindrop. In this section we will describe the main subroutines of the program.

1. Subroutine GENLGP.

This subroutine calculates the associated Legendre polynomials. It uses the recurrence formulas

\[ P_0^0(x) = 1.0 \quad P_1^0(x) = x \quad (1) \]

\[ P_n^m(x) = \frac{(2n-1) P_{n-1}^m(x)x - (n+m-1) P_{n-2}^m(x)}{n-m} \quad m < n \quad (2) \]

\[ P_n^m(x) = \frac{(2n)!}{2^m m!} (1-x^2)^m \quad (3) \]

\[ P_n^m(x) = 0 \quad m > n \quad (4) \]

2. Subroutine SHEPBES.

This subroutine calculates the spherical Bessel functions of first and second kind. Quadratic precision is necessary in order to match results
First we compute the \( P \) and \( Q \) polynomials, then we compute the spherical Bessel functions and \( h_n^1(x) \). \( P \) and \( Q \) are given by

\[
P(n + 1/2, x) = \sum_{k=0}^{[1/2 \cdot n]} (-1)^k Q(n + 1/2, k) (2x)^{-2k} \quad (5)
\]

\[
Q(n + 1/2, x) = \sum_{k=0}^{[1/2(n-1)]} (-1)^k (n + 1/2, 2k + 1) (2x)^{-2k-1} \quad (6)
\]

where

\[
(n + 1/2, k) = \frac{(n + k)!}{k! \Gamma(n - k + 1)} \quad (7)
\]

Then \( j_n(x) \), \( y_n(x) \) are given by

\[
j_n(x) = x^{-1/2} [P(n + 1/2, x) \sin(x - \frac{\pi n}{2}) + Q(n + 1/2, x) \cos(x + \frac{\pi n}{2})] \quad (8)
\]

\[
y_n(x) = (-1)^n x^{-1/2} [P(n + 1/2, x) \cos(x + \frac{\pi n}{2}) - Q(n + 1/2, x) \sin(x + \frac{\pi n}{2})] \quad (9)
\]


-113-
Then

\[ h_n^1(x) = j_n(x) + j y_n(x) \]  

(10)

3. Subroutine GENGEN.

This subroutine calculates Gegenbauer polynomials using the recurrence formula

\[ C_0^1(x) = 1.0 \]  

(11)

\[ C_1^1(x) = 2. \times x \]  

(12)

\[ C_n^1(x) = C_1^1(x) \times C_{n-1}^1(x) - C_{n-2}^1(x) \]  

(13)

4. Subroutine VMATR.

This subroutine calculates \( V(\hat{k}_1, \hat{k}_2) \) as

\[ V(k_1, k_2) = 4\pi abc \gamma \frac{\sin|\hat{k}_1 - \hat{k}_2| - \cos|\hat{k}_1 - \hat{k}_2|}{|\hat{k}_1 - \hat{k}_2|^2} \]  

(14)

Note when \( \hat{k}_1 = \hat{k}_2 \) we divide by 0 so we must take the limit \( \hat{k}_2 \rightarrow \hat{k}_1 \) giving

\[ U(\hat{k}_1, \hat{k}_1) = \frac{4}{3} \pi abc \gamma \]  

(15)
5. Subroutine ZMATR.

This subroutine calculates the integrand of (27).

6. Subroutine KNTGR.

This routine performs a numerical integration over \( x \) in (27) using a Clensaw-Curtis quadrature. Then it calculates matrix \( K(k_1, k_2) \)

\[
K = \varepsilon_r \mathbb{I} \mathbb{V}(\vec{k}_1, \vec{k}_2) - \mathbb{Z}(\vec{k}_1, \vec{k}_2)
\]  

The seven point Clensaw-Curtis quadrature is given as:

\[
\int_{-1}^{1} f(x) \, dx = \sum_{n=1}^{7} c_n f(x_n)
\]  

where:

\[
c_1 = 1/35 = c_7 \quad c_2 = c_6 = 16/63 \quad c_3 = c_5 = 16/35 \quad c_4 = -164/135
\]  

\[
x_1 = -1, \ x_2 = -\sqrt{3}/2, \ x_3 = -0.5, \ x_4 = 0.0, \ x_5 = 0.5, \ x_6 = \sqrt{3}/2, \ x_7 = 1
\]

In the main program we develop the matrix equations to solve for \([G(\vec{k}_1)]\) and then calculate for the scattering tensor \( \mathbb{F}(\vec{k}_1, \vec{k}_2) \).
Inputs to the program are: the equivolumetric radius of the raindrop, the length of the major axis, frequency of incident wave, relative dielectric constant of raindrop, and the directions of the incident and scattering waves. The output is the scattering matrix of the rain drop. The listing of the program follows.
THIS PROGRAM CALCULATES THE SCATTERING TENSOR OF A DIELECTRIC SPHEROID. THE VARIABLES ARE AS FOLLOWS:

THE PHI : THE DIRECTIONS OF THE INCIDENT WAVE
THE S,PHI : THE DIRECTIONS OF THE SCATTERED WAVE
AB: THE EQUIVLUMETRIC RADIUS OF THE SPHEROID
AK: THE WAVE NUMBER OF THE INCIDENT PLANE WAVE
CES:THE DIELECTRIC CONSTANT OF THE DIELECTRIC
THE PROGRAM IS AN APPLICATION TO A THEORETICAL
FORM FIRST ESTABLISHED BY HOLT ET ALL.
THE PROGRAM WAS WRITTEN BY ANASTASIOS TSOLAKIS.
THIS PROJECT WAS SUPERVISED BY DR. W. L. STUTZMAN

S IS THE NUMBER OF THE INTERVALS USED FOR THE INTEGRATION
IN THE X DIRECTION.

PHI : IS THE NUMBER OF THE INTERVALS USED FOR THE INTEGRATION
IN THE PHI VARIABLE.

IS THE ORDER THAT THE INFINITE SUMMATION WAS TRUNCATED

THE VARIABLES

ISN 0022
ISN 0023
ISN 0024
ISN 0025
ISN 0026
ISN 0027
ISN 0028
ISN 0029
ISN 0030
ISN 0031
ISN 0032
ISN 0033
ISN 0034
ISN 0035
ISN 0036
ISN 0037
ISN 0038
ISN 0039
ISN 0040
ISN 0041
ISN 0042
ISN 0043
ISN 0044
ISN 0045
ISN 0046
ISN 0047
ISN 0048
ISN 0049
ISN 0050
ISN 0051
ISN 0052
ISN 0053
ISN 0054
ISN 0055
ISN 0056
ISN 0057
ISN 0058
ISN 0059

CALCULATE THE JAI TENSOR IN THE DIRECTION OF THE INCIDENT WAVE

CALL AJMA(PHI1,HE1,AJ)

EStimate the matrix equations that the two coupled integral equations have been reduced. The dimension of the DKK matrix is Nx*NPH*49*3

ISN 0060
ISN 0061
ISN 0062
ISN 0063
ISN 0064
ISN 0065
ISN 0066
ISN 0067
ISN 0068
ISN 0069
ISN 0070

LHL RF(1,X1,CAK1,CAK2,PHI1,PH2,X1,X2,CAK0,N,CMATR)
PURGE FOR THE C(K) MATRIX AND THEN CALCULATE THE CF(3,3) SCATTERING TENSOR IN THE DIRECTION OF THE SCATTERED WAVE.

**FORTRAN Code:**

```fortran
C 30 DKK(ICOUN2+1K,ICOUN1+1J)=CKMATH(1K,1J)
20 CONTINUE
600 FORMAT(5X,5HKNTGH)
ICOUN2=3
THI=DEG2RAD(X1)
CALL UMAT(CAK1,PH1,TH1,CAK0,PH1,THE1,CU)
CALL CMULT(AJ,3,3,CU,CAJ)
DO 50 IK1=1,3
DO 50 IJ1=1,3
50 CONTINUE
ICOUN1+IK1,1J1)=CAJ(1K1,1J1)
```

**Comment:**

The code is designed to solve for the C(K) matrix and then calculate the CF(3,3) scattering tensor in the direction of the scattered wave. The code uses FORTRAN syntax and involves several subroutines for matrix operations and calculations, ensuring accurate scattering calculations.
SUBROUTINE ZMATRX(PH1,X1,PH2,X2,CAK1,CAK2,CAK0,X,N,CZ)

THIS SUBROUTINE CALCULATES THE ZI MATRIX

1 = PL1CA14 HEAL*8 (A-B,D-H,0-2), COMPLEX*16(C)
I5H 0005  REAL*16 FAC(20)
I5H 0006  DIMENSION CZ(3,3),CAK1J(10),CAK2J(10),CYKOV(10),CYK0J(10)
I5H 0007  C,CSUMM(3,3)
I5H 0008  DIMENSION SUM(3,3),PCH1(10,10),PCH2(10,10)
I5H 0009  C,GENM(10),4*(FACT(20)
I5H 0010  COMMON/ACT,AFACT,FACT
I5H 0011  COMMON/PAR/ AC,CGAM,PI,CEPSIL
I5H 0012  CJ=AI=0.0,1.0
I5H 0013  S=S=A**2
I5H 0014  ZCS=A+*2-A**2
I5H 0015  DO 5 IK=1,3
I5H 0016  DO 5 IJ=1,3
I5H 0017  5 CZIK(IK,IJ)=(0.0,0.0)
I5H 0018  ACH1=AC+X1/DSORT(SA+ACS*(X**2))
I5H 0019  IF( ACH1.EQ.1.0) RETURN
I5H 0020  ACH2=AC+X2/DSORT(SA+ACS*(X2**2))
I5H 0021  IF( ACH2.EQ.1.0) RETURN
I5H 0022  CACK1=CAK1*DSORT(SA+(AC)*X1)**2)
I5H 0023  CACK2=CAK2*DSORT(SA+(AC)*X2)**2)
I5H 0024  XDSORT(SA+(AC)*X1)**2)
I5H 0025  CYK0=CAK0+Y

CALCULATE THE LEGENDRE FUNCTION AND THE SPHERICAL

BESSEL FUNCTIONS OF ORDER N+1

CALL GLFLGP(PCH,ACH,NN)
CALL GENFLGP(PCH1,ACH1,NN)
CALL GENFLGP(PCH2,ACH2,NN)
CALL SHFLGP(CAK1J,NN,CAL1J,CYKOV)
CALL SHFLGP(CAK2J,NN,CAL2J,CYKOV)
CALL SHFLGP(CAK0,NN,CYK0J,CYK0Y)
WRITE(6,300) NN
FORMAT(5X,' THE ORDER IS ',I3)

CALL GENHE(PH1-PH2)

C 300 FORMAT(5X,' THE ORDER IS ',I3)

CALL GENPH(N+1,DCOS(PH12),N+1)

CALCULATE THE GEIG-HER POLYNOMIALS

CALL GENHE(N,DCOS(PH12),N+1)

TO CALCULATE THE INFINITE SUMMATION TO ORDER N AND DO
ALL THE COMPUTATIONS TO FIND THE ZI MATRIX

1 = N+1
1 = 11
1 = 11
IM=1-1
MK=1-1

IF(((IM+1)/2)*2.+NE. IN+1d) GO TO 100

DO 20 IM=1,3
DO 20 IN=1,3
SUM(IN,10)=0.0

20
DO 30 K=1,1
DO 30 L=1,1
KS=K-1
LT=L-1
ACON1=(KS+1)*AFACf1+IN-KS)*(L+1)*AFACT(1+IM-LT) /
C(FACT(I+K)+3)*FACT(I+IM-LT+3))
(CON2=ACON1*PCH(IN+1,KS+1)*PCH(I+1,LT+1)
C*PCH1(I+1,KS+1)*PCH2(I+1,LT+1)
IF(KS,GE,LT) PHP=PH1
IF(KS,LT) PHP=PH2

!41=IT1NO(KS,LT)
G=2.*P1*GEN(I+1,1+1)

EVALUATE THE I1, I2, ..., I16 INTEGRALS DEPENDING ON THE SUM KS, LT
BEING EVEN OR ODD

IF(((KS+L1)/2)*2.+NE.(KS+KT)) GO TO 100

A11=G
A13=0.0
A15=(LSIN(PHB))*2)
A16=G+(DCOS(PHB)*2)

IF(KS,NE,LT) GO TO 200
A16=A16-FI*DCOS(KS+PH12+2.*PH1)
A16=A16-FI*DCOS(KS+PH12+2.*PH1)

.. TO 200

100
II=1.0
I1=0.0
I1=0.0
I1=0.0
I1=0.0

LT2=G*DSIN(PHB)
I3=4*DCOS(PHB)

200
SY=1-X**2
SSH=DSQR1(SY)

CALCULATE THE Q(S,T) MATRIX

Q(1,1)=AI1-SY*AI1
Q(1,2)=SY*AI5
Q(3,1)=AI3
Q(3,2)=AI3
Q(3,3)=S1*AI11

CALL ALL IC(0,3,3,ACO12)

Q(1,1)=Q(1,1)+(SIN(3,1,1,0))
SUBROUTINE GENLGP(P,X,N)

THIS SUBROUTINE CALCULATES THE LEGENDRE FUNCTIONS

1. PL1CN REAL*A-H,0-Z
   REAL F16,F=20
   REAL N,PI,FACT(SIGMA)
   REAL ASIN=2SQRT(1-x**2)
   DO S I=1,N
      DO S J=1,I
         IF(S ASD EQ 0.0) RETURN
         P(I,J)=1.0/ASIN
         P(2,1)=X/ASIN
         IF(I J) GO TO 20
         P(I,J)=1+(J-I)*ASIN**((I-2)/(2*(I-1))*AFACT(I))
      END
      IF(1 J=1,I)
      IF(J EQ 1) GO TO 20
      C(I,J)=C(I,J-1)-J*(P(I-1,J-1)+(I-J)*P(I-2,J))
      GO TO 10
   END
   CONTINUE
   RETURN
END
**ISN 0095**
\[ T^\prime\text{IN} = \text{MIN}(\text{IM}_1, \text{IN}) + 1 \]
**ISN 0096**
\[ \text{CONI} = (2 \cdot \text{IN} + 3) \cdot (2 \cdot \text{IN} + 3) \cdot \text{CAK1J}(\text{IN} + 1)/\text{CAKK1} \]
**ISN 0097**
\[ \text{C_CK2J}((\text{IM} + 1))/\text{CAKK2} \cdot \text{CYKOJ}(\text{IMAX}) \cdot (\text{CYKOJ}(\text{IMIN}) + \text{CJAI} \cdot \text{CYKOY}(\text{IMIN})) \]
**ISN 0098**
\[ \text{CALL CCMULT}(\text{SUM}, 3, 3, \text{CON1}, \text{CSUM}) \]
**ISN 0099**
\[ \text{CONTINUE} \]
**ISN 0100**
\[ \text{CONY} = \text{CJAI}/(Y ** 2) \]
**ISN 0101**
\[ \text{CALL CCMULT}(\text{CZ}, 3, 3, \text{CONY}) \]
**ISN 0102**
\[ \text{RETURN} \]

**ISN 0002**

**SUBROUTINE GENLGP(P, X, N)**

*THIS SUBROUTINE CALCULATES THE LEGENDRE FUNCTIONS*

**ISN 0003**
\[ \text{PLC111} = \text{REAL}(A-H, 0-Z) \]
**ISN 0004**
\[ \text{REAL} F 16 = \text{FACT}(20) \]
**ISN 0005**
\[ \text{FACT} \cdot \text{IN} \cdot \text{P}([N], N), \text{AFAC}(20) \]
**ISN 0006**
\[ \text{COMMON} / \text{FACT} / \text{AFAC1, FACT} \]
**ISN 0007**
\[ \text{ASIN} = \text{DSQRT}(1.0 - X ** 2) \]
**ISN 0008**
\[ N = 5 \]
**ISN 0009**
\[ S = 1 = 1, \gamma \]
**ISN 0010**
\[ S(1, J) = 0.0 \]
**ISN 0011**
\[ IF(\text{ASIN} < E Q. 0.0 \text{RETURN} \]
**ISN 0012**
\[ P(1, 1) = 1.0 / \text{ASIN} \]
**ISN 0013**
\[ P(2, 1) = X \cdot \text{ASIN} \]
**ISN 0014**
\[ N = 10 \]
**ISN 0015**
\[ I = 1 = 2, \mu \]
**ISN 0016**
\[ J = 1, \gamma \]
**ISN 0017**
\[ IF(1, E Q. 1, \text{AND}, J, E Q. 1) \text{GO TO 10} \]
**ISN 0018**
\[ IF(1, E Q. 0) \text{GO TO 20} \]
**ISN 0019**
\[ P(1, 1) = \text{AFAC}((1 + 2 \cdot (1 - 1)) \cdot \text{ASIN} ** (I - 2) / ((2 ** (I - 1)) \cdot \text{AFAC(I)}) \]
**ISN 0020**
\[ G = 1 \]
**ISN 0021**
\[ \text{GO TO 10} \]
**ISN 0022**
\[ P(i, j) = (((2 \cdot 1 - j) \cdot X \cdot P(i - 1, J) - (1, j - 3) \cdot P(i - 2, j)) \]
**ISN 0023**
\[ C \cdot (1 - J) \]
**ISN 0024**
\[ \text{CONTINUE} \]
**ISN 0025**
\[ \text{RETURN} \]
**ISN 0026**
SUBROUTINE SHBES(DARG,N,OJSH,DYSH)

THIS SUBROUTINE CALCULATES THE SPHERICAL BESSEL FUNCTIONS.
THE METHOD USED IS THE ONE DESCRIBED IN THE ABRAMOWITZ,STEGUN
HANDBOOK OF MATHEMATICAL FUNCTIONS. QUADRATIC PRECISION IS
NECESSARY.

COCOCC

I NPLICIT REAL *16(A-D,H-P-Z),COMPLEX*32(C),COMPLEX*16(0)

REAL*8 AFAC(20)

DIMENSION OJSH(N),DYSH(N),FACT(20)

COSHIN/ACT/AFAC,FACT

CARG=DARG

DO 20 J=1,N

CP=(0,0,0,0)

CN=0

CN=1/2+1

20 CONTINUE

DO 30 J=1,N

CP=J-1

CP1=((-1.)**K)*FACT(1+1+2*K)/(FACT(1+2*K))

C*FACT(1+1-2*K))

CP=CP+CP1/((2.*CARG)**(2*K)).

CONTINUE

25 CONTINUE

DO 30 J=1,N

CP=CP1/(FACT(1+2*K+2)/(FACT(2*K+2))

C*FACT(1+2*K))

CP=CO+C01/((2.*CARG)**(2*K+1))

CONTINUE

30 CONTINUE

CARG=1/4.

CARG=1/4.

CARG=1/4.

CARG=1/4.

CARG=1/4.

CARG=1/4.

CARG=1/4.

CARG=1/4.

CARG=1/4.

CARG=1/4.

CARG=1/4.

CARG=1/4.

CARG=1/4.

CARG=1/4.

CARG=1/4.

CARG=1/4.

CARG=1/4.

CARG=1/4.

CARG=1/4.

CARG=1/4.

CARG=1/4.

CARG=1/4.

CARG=1/4.
REAL FUNCTION AFAC1*8(N)
THIS SUBROUTINE CALCULATES THE N FACTORIAL USING DOUBLE
PRECISION.

REAL FUNCTION FACT1*16(N)
THIS SUBROUTINE CALCULATES THE N FACTORIAL USING
QUADRATIC PRECISION.

SUBROUTINE GIEHGE(C,CARG,N)
THIS SUBROUTINE CALCULATES THE GENGERBAUER POLYNOMIALS
USING THE RECURSIVE FORMULAS.
SUBROUTINE MULT(AJ,N,J,CAJ,M1,CF)

This subroutine multiplies a real matrix with a complex one.

SUBROUTINE SUB(CKMATR,N,J,CI2)

This subroutine subtracts two complex matrices.

SUBROUTINE ADD(CZ,N,J,CSUM)

This subroutine adds two complex matrices.
SUBROUTINE MULT(Q,N,M,A)
THIS SUBROUTINE MULTIPLIES A REAL MATRIX WITH A REAL
CONSTANT.
I C 0 0 0 3
IE 0 0 0 4
E 10 I=1,N
I E 0 0 0 5
E 10 J=1,M
I E 0 0 0 7
I 10 Q(I,J)=Q(I,J)*A
I E 0 0 0 8
I E 0 0 0 9
E 0

SUBROUTINE CMULT(SUM,N,M,CM,N,CSUM)
THIS SUBROUTINE MULTIPLIES A REAL MATRIX WITH A
COMPLEX CONSTANT.
I C 0 0 0 3
ECOMPLEX*16 CM,N,CSUM(N,M)
I C 0 0 0 4
E 10 I=1,N
I C 0 0 0 5
E 10 J=1,M
I C 0 0 0 7
I 10 CSUM(I,J)=CM*SUM(I,J)
I C 0 0 0 8
I E 0 0 0 9
E 0

SUBROUTINE MSUM(SUM,N,M,Q)
THIS SUBROUTINE ADDS TWO REAL MATRICES.
I C 0 0 0 3
ECOMPLEX*16 (A-H,D-Z)
I C 0 0 0 4
EDIMENSION SUM(N,M),Q(N,M)
I C 0 0 0 5
E 10 I=1,N
I C 0 0 0 7
I 10 SUM(I,J)=SUM(I,J)+Q(I,J)
I C 0 0 0 8
I E 0 0 0 9
E 0
SUBROUTINE CCMULT(CZ,N,M,CY)

THIS SUBROUTINE MULTIPLIES A COMPLEX MATRIX WITH A COMPLEX CONSTANT.

COMPLEX*16 CY,CZ(N,M)

DO 10 J=1,M
  DO 10 I=1,N
    CY(I,J)=CZ(I,J)*CY

RETURN

END

SUBROUTINE AJHA(PHI,THE,AJ)

THIS SUBROUTINE CALCULATES THE JAI TENSOR IN THE DIRECTION PHI,THE.

REAL*8 AJ(*),AJ(3,3)

* = DCOS(3*THE)

* = DCOS(1.*X**2)

* = 1. - DCOS(PHI)**2

* = 1. - SY*(DCOS(PHI)**2)

* = 1. - SY*(DCOS(PHI)**2)

* = 1. - SY*(DCOS(PHI)**2)

* = 1. - SY*(DCOS(PHI)**2)

* = 1. - SY*(DCOS(PHI)**2)

* = 1. - SY*(DCOS(PHI)**2)

* = 1. - SY*(DCOS(PHI)**2)

* = 1. - SY*(DCOS(PHI)**2)

* = 1. - SY*(DCOS(PHI)**2)

* = 1. - SY*(DCOS(PHI)**2)

* = 1. - SY*(DCOS(PHI)**2)

* = 1. - SY*(DCOS(PHI)**2)

RETURN

END
SUBROUTINE K habits(nX, CAK1, CAK2, PH1, PH2, X1, X2, CAKO, N, CUNIT)

THIS SUBROUTINE CALCULATES THE KAI MATRIX.

IMPLICIT COMPLEX*16(C), REAL*8(A-E, D-H, O-Z)
DIMENSION CI1(3,3), CZ(3,3), CUNIT(3,3)
COMMON/WEIGHT/ CW(7), YY(7)
COMMON/PARAMETER, AC, CGAM, PI, CEPS1L

DO 10 J = 1, N
10 CI1(J, J) = (0, 0, 0, 0)
DO 20 I = 1, N
20 AA = (I - 1)*1.0/HX
BB = I - 1.0/HA
X = (BB - AA)/2.0 + ((BB - AA)/2.0)*YY(J)
CALL ZPH1PX(PH1, X1, PH2, X2, CAJ1, CAK2, CAKO, X, N, CZ)
WRITE(6, 300)
300 FORMAT(5X, 6HZ, MATKX)
CALL CCMULT(CZ, 3, 3, CW(J))
20 I = MSUM(C12, 3, 3, CZ)
WRITE(6, 400)
400 FORMAT(5X, THE C IS, 2F15.8)
WRITE(6, 400)

CALL UMATR(CAK1, PH1, TH1, CAK2, PH2, TH2, CU)
SUBROUTINE UMATR(CAK1, PH1, TH1, CAK2, PH2, TH2, CU)

THIS SUBROUTINE CALCULATES THE U((1,*2)

IMPLICIT REAL*8(A-E, D-H, O-Z), COMPLEX*16(C)
DIMENSION CI1, PI, CEPS1L

CALL CMUL(CAK1, PH1, TH1, CAK2, PH2, TH2, CU)
CALL UMATR(CAK1, PH1, TH1, CAK2, PH2, TH2, CU)
CALL CMP3(CAK1, PH1, TH1, CAK2, PH2, TH2, CU)
RETURN
END
6.3 MULTIPLE SCATTERING RAIN PROPAGATION PROGRAM

The multiple scattering formulation for the rain problem as developed in Chapter 5 has been coded into Fortran. The block diagram of the Rain Multiple Scattering Program (RMP) is shown in Fig. 1. The corresponding analytical development and examples of computer results are discussed in Section 5.3.

The statement listing of the program follows.
Input parameters of rain medium and incident wave

Calculate $E_x$, $E_y$ components of incident wave

Output input parameters

$R_0 = 10, 160, 10$
$R_0$ rain rate in mm/h

Calculate medium scattering tensor $\bar{K}$

Find eigen-values, vectors of $\bar{K}$

Calculate $e^{-j\bar{K}}$

Calculate isolation, attenuation

Plot isolation, attenuation vs. $R_0$

STOP

Figure 1. Block diagram of RMP program.
THIS PROGRAM CALCULATES THE E VECTOR FIELD THAT COMES OUT FROM A RAIN CELL. IT ALSO CALCULATES THE POLARIZATION DIRECTIONS OF THE INCIDENT WAVE THAT WILL PASS THROUGH THE RAIN CELL UNCHANGED.

EI IS THE INCIDENT FIELD TO THE RAIN CELL
IFIV IS THE VECTOR FIELD COMING OUT OF THE RAIN CELL
L IS THE THICKNESS OF THE RAIN CELL IN METERS
LOKANG IS THE ELEVATION ANGLE OF THE SATELLITE
FREQ IS THE FREQUENCY OF THE WAVE IN GHZ
SIGM IS THE STANDARD DEVIATION OF THE CANTING ANGLE OF THE RAIN DROPS
THE IS THE AVERAGE CANTING ANGLE

COMPLEX F(2,2),EIGV(2),EIGVC(2,2),WK(2),DIAG(2,2),UNIT(2,2)
C,WA(2),E1(2,1),EFIN(2,1),EGVC(2,2),MATR1(2,2),MATR2(2,2)
C,MATR3(2,2)
COMPLEX FH,FV,FSH,JA1,SCTHE,DIFF,ER1,ISOL,ATT
C,ERO,EL0,FV1,FV2,FH1,FH2,D1FF1,D1FF2,FSH1,FSH2
C,MINUSJ,EXC,EYC,EXX,EYX
REAL NO, KO, LOKANG, L, LAM, ISOLDB, ISD(52), RATE(52)
C, AMODE(6), ATID(52)
DATA AMODE/0.0, 0.25, 1.0, 2.0, 2.5, 3.5/
COMMON/VAR/ ISD, RATE, ATID
COMMON/BLOC1/ MINUSJ, CONV
COMMON/BLOC2/ V/A/C/M
MINUSJ=(0.0, -1.0)
P1 = 3.1415927
CONV = PI / 180.0
JAI = (0.0, 1.0)
P1 = 0.4
P2 = 0.6
C READ IN THE VARIABLES OF THE MAIN CELL
C
15 READ(5, 999) LOKANG, THE1, SIGM1, L, NO, FREQ
   IF(LOKANG.EQ.0.) GO TO 88
   READ(5, 977) EPSW, TAUW, EPSC, TAUC, EPSX, TAUX
977 FORMAT(6F10.0)
   WRITE(6, 93)
   WRITE(6, 92) THE1, SIGM1, L
C
C READ THE INCIDENT VECTOR FIELD
C
C READ(5,91) (EI(J,1),J=1,2), ISTAT
C 91 FORMAT(4(F4.1,1X),1X,11)
LOKANG=LOKANG*PI/180.

THE=THE1*PI/180.
SIGM=SIGMT*PI/180.
LAM=0.3/FREQ
KO=2.*PI/LAM
CALL COMPNT(EPSW,TAUW,EL(1,1),EL(2,1))
CALL COMPNT(Epsc,TAUC,EXC,EYC)
CALL COMPNT(EPSX,TAUX,EXX,EXY)
EYC=CONJG(EYC)
EXY=CONJG(eyx)
VWACME=CABS(EXC*EI(1,1)+EYC*EI(2,1))
CALL ERROR(SIGM,ER1,2.)
SCTHE=CEXP(JAI*2.*THE)*ER1*EXP(-2.*SIGM**2)/2.

C
C CALCULATE THE AVERAGE OF COS(2.0*THETA), SIN(2.0*THETA)
CTHE=REAL(SCTHE)
CTHE=AIMAG(SCTHE)
STHE=0.0
CTHE=EXP(-2.*(SIGM**2))
WRITE(6,777) CTHE
777 FORMAT(1X,F15.5)

IK=9
DO 50 IJK=1,50
RO=10.+145.*(IJK-1)/50.
IK=IK+1
DO 66 I=1,2
DO 66 J=1,2
66 F(I,J)=0.0,0.0)
DO 65 J=1,2
AL=0.8*L
R=RO*((RO/10.)**(-0.66))
IF(J.EQ.2) AL=L*0.2
IF(J.EQ.2) R=RO
DO 65 I=1,5
AMODE1=AMODE(1)+0.001
AMODE2=AMODE(1+1)
CALL COEF(FREQ,AMODE1,FV1,FH1,FSH1,DFF1,LOKANG,R)
CALL COEF(FREQ, AMODE2, FV2, FH2, FSH2, DIFF2, LOKANG, R)
FV = FV2 - FV1
FH = FH2 - FH1
FSH = FSH2 - FSH1
DIFF = DIFF2 - DIFF1
F(1, 1) = F(1, 1) + ((P1 * FSH + P2 * ((FH + FV)/2. - DIFF
C * CTIE/2.))/2.)*AL*NO
F(2, 2) = F(2, 2) + ((P1 * FSH + P2 * ((FV + FH)/2. + DIFF
C * CTIE/2.))/2.)*AL*NO
F(1, 2) = F(1, 2) + (P2 * DIFF )*AL*NO*STHE/2.
F(2, 1) = F(1, 2)
65 CONTINUE
F(1, 1) = 2. * PI * F(1, 1)/KO
F(2, 2) = 2. * PI * F(2, 2)/KO
F(2, 1) = 2. * PI * F(2, 1)/KO
F(1, 2) = F(2, 1)

C
C FIND THE EIGENVALUES AND EIGENVECTORS OF THE PROPAGATION TENSOR F
C
CALL EIGCC(F,2,2,1,EIGV,EIGVC,2,WK,IER1)

DIAG(1,1)=CEXP(-JAI*EIGV(1))
C
DIAG(1,1)=1.-JAI*EIGV(1)
C
DIAG(2,2)=1.-JAI*EIGV(2)

DIAG(2,2)=CEXP(-JAI*EIGV(2))

DO 10 I=1,2
DO 10 J=1,2

IF(I.EQ.J) GO TO 10

DIAG(I,J)=(0.0,0.0)

10 CONTINUE

DO 20 I=1,2
DO 20 J=1,2

UNIT(I,J)=(0.0,0.0)

IF(I.EQ.J) UNIT(I,J)=(1.0,0.0)

20 CONTINUE

DO 30 I=1,2
DO 30 J=1,2

30 EIGVC(I,J)=EIGVC(I,J)

C

FIND THE INVERSE OF THE MATRIX OF EIGENVECTORS
C

AND THEN CALCULATE EXP(F*L) * INCIDENT VECTOR FIELD
CALL LEQTIC(EIGVC,2,2,UNIT,2,2,0,WA,IER)
CALL MULT(EGVC,2,2,DIAG,2,MATR1)
CALL MULT(MATR1,2,2,UNIT,2,MATR3)
CALL MULT(MATR3,2,2,E1,1,EFIN)
IF(IK.LT.10) GO TO 150
WRITE(6,97) RO,FREQ
97 FORMAT(1X,/, 'FOR RAIN RATE', F5.1, 'MM IHR AND FREQUENCY', F5.1,
   'GHZ THE UNDEPOLARIZED POLARIZATION DIRECTIONS ARE:')
DO 55 J=1,2
   WRITE(6,96) (UNIT(I,J),I=1,2)
96 FORMAT(1X,'(',F5.2,'+JA ', F5.2,') XO + (' ,F5.2,
   '+JAI', F5.2,') YO')
55 CONTINUE
IK=0
150 CONTINUE
   CALL OUTANT(EFIN(1,1),EFIN(2,1),EXG,EYG,EXX,EYX,ISOLDB,ATTDB
C,PHAS)
   ISD(IJK)=ISOLDB
   ATTD(IJK)=ATTDB
   RATE(IJK)=RO
50 CONTINUE
   CALL MAP
WRITE(6,8) (ISD(J),ATTD(J),RATE(J),J=1,20)
8 FORMAT(5X,3F10.3)
GO TO 15
999 FORMAT(3F5.2,F8.2,F12.3,F6.3)
92 FORMAT(5X,'THE AVERAGE CANTING ANGLE:',F5.2,5X,
C'THE STANDARD DEV. OF THE CANTING ANGLE:',F5.2,/, 
C5X. THE EFFECTIVE LENGTH',F8.2)
93 FORMAT(110,15X,'THE VARIABLENESS OF THE RAIN CLOUD ARE'//)
88 STOP

END
C
C SUBROUTINE  MULT(A,N,M,B,M1,C)
C
C THIS SUBROUTINE MULTIPLIES TWO COMPLEX MATRICES
C
COMPLEX A(N,M),B(M,M1),C(N,M1),SUM
DO 10 I=1,N
DO 10 J=1,M1
SUM=(0.0,0.0)
DO 20 IJ=1,M
20 SUM=SUM+A(I,IJ)*B(IJ,J)
10 C(I,J)=SUM
RETURN
END

SUBROUTINE ERROR(SIGM,ER,ALFA)

C

C THIS SUBROUTINE CALCULATES THE ERROR FUNCTION OF
C A COMPLEX VARIABLE AND IT USES THESE RESULTS TO
C CALCULATE THE COMPLEX COEFFICIENTS OF THE AVERAGE
C COS(ALFA* PHI) AND SIN(ALFA* PHI) WHERE PHI IS
C A RANDOM VARIABLE WITH NORMAL DISTRIBUTION (0,SIGM)
C
COMPLEX ER,JAI,Z1,Z2,Z,ZS,W1,W2,X3
JAI=(0.0,1.0)
Z1=3.3553-JAI*ALFA*SIGM/SQRT(2.)
Z2=-3.553-JAI*ALFA*SIGM/SQRT(2.)
Z=JAI*Z1
ZS=Z*Z.
\[ W_1 = -Z_1 \left( \frac{0.4613135}{ZS - 0.1901635} + \frac{0.099999216}{ZS - 1.7844927} + \frac{0.002883894}{ZS - 5.52531137} \right) \]
\[ W_2 = 2 \cdot \text{CEXP}(JAI \cdot 5 \cdot \text{ALFA} \cdot \text{SIGM}) \]
\[ X_3 = JAI \cdot \text{AIMAG}(Z2 \cdot Z2) \]
\[ ER = W_2 \cdot \text{CEXP}(-X_3) - \text{CONJG}(W_1) \cdot \text{CEXP}(-Z_2 \cdot Z2) - W_1 \cdot \text{CEXP}(-Z_1 \cdot Z1) \]

RETURN

END

C

SUBROUTINE MAP

C

THIS SUBROUTINE PLOTS ATTENUATION AND

C

ISOLATION VERSUS RAIN RATE

C

REAL ISD(52), RATE(52), ATTD(52)

COMMON/VAR/ ISD, RATE, ATTD

CALL PLOTS(0,0,50)

CALL SCALE(RATE,8.0,50,1)

CALL SCALE(ISD,6.0,50,1)

CALL SCALE(ATTD,6.0,50,1)

CALL PLOT(2.0,2.0,-3)

CALL AXIS(0.0,0.0,9,RAIN RATE,-9.8.0.0,RATE(51),RATE(52))
CALL AXIS(0.0,0.0,9,8,0,90.0,ISD(51),ISD(52))

CALL LINE(RATE,ISD,50,1,0,0)
CALL PLOT(0.0,0.0,+999)
CALL PLOTS(0,0,50)
CALL PLOT(2.0,2.0,-3)
CALL AXIS(0.0,0.0,91RAIN RATE,-9,8.0,0.0,RATE(51),RATE(52))
CALL AXIS(0.0,0.0,11ATTENUATION,11,6.0,90.0,ATTD(51),ATTD(52))
CALL LINE(RATE,ATTD,50,1,0,0)
CALL PLOT(0.0,0.0,+999)
RETURN
END

SUBROUTINE COEF(FREQ,AMODE,FV,FH,FSPH,DIFF,LOKANG,R)

THIS SUBROUTINE RETURNS TO THE CALLING PROGRAM THE SCATTERING
COEFFICIENTS FOR SPHERICAL AND OBLATE RAIN DROPS.
THE COEFFICIENTS ARE A FUNCTION OF FREQUENCY AND DROP SIZE
AND ELEVATION ANGLE. THE COEFFICIENTS USED ARE THOSE OF UZUNOGLU,
EVANS AND HOLT. THIS IS A MODIFIED VERSION OF THE
SUBROUTINE DEVELOPED BY PRESINGER AND STUTZMAN.

COMPLEX CMPLX
REAL IOKANG

COMPLEX FV, FI, FSPH, IFF
DOUBLE PRECISION U22, U33, U44, U55, AK1, AK2, AK3, AK4, AK5
AK = -8.2 * (R**(-0.21))
AK1 = EXP(AK * AMODE) / AK

IF (AMODE .LT. 0.25) AMODE = 0.25
IF (AMODE .LT. 0.25) GO TO 100
IF ((INT(FREQ).EQ.11).AND.(AMODE .GT. 3.5)) AMODE = 3.5
IF ((INT(FREQ).EQ.14).AND.(AMODE .GT. 3.5)) AMODE = 3.5
IF ((INT(FREQ).EQ.20).AND.(AMODE .GT. 3.0)) AMODE = 3.0
IF ((INT(FREQ).EQ.30).AND.(AMODE .GT. 3.0)) AMODE = 3.0
IF ((INT(FREQ).EQ.20).AND.(AMODE .LT. 3.0)) GO TO 100
IF ((INT(FREQ).EQ.30).AND.(AMODE .LT. 3.0)) GO TO 100

U11 = AMODE
U22 = AMODE**2
U33 = AMODE**3
U44 = AMODE**4
U55 = AMODE**5
AK2 = AK**2
AK3 = AK**3
AK4 = AK**4
AK5 = AK**5
U1 = (U11 - 1./AK)
U2 = (U22 - 2.*U11/ AK + 2.0/ AK2)
U3 = (U33 - 3.*U22/ AK + 6.*U11/ AK2 - 6.0/ AK3)
U4 = (U44 - 4.*U33/ AK + 12.*U22/ AK2 - C24.*U11/ AK3 + 24./ AK4)
U5 = (U55 - 5.*U44/ AK + 20.*U33/ AK2 - C60.*U22/ AK3 + 120.*U11/ AK4 - 120./ AK5)

GO TO 101

100 U1 = AMODE
    U2 = (AMODE**2)
    U3 = (AMODE**3)
    U4 = (AMODE**4)
U5=(AMODE**5)
101 CONTINUE
C
C
C
C 11.0 GHZ COEFFICIENTS
C
IF(INT(FREQ).NE.11) GO TO 1
C
C SPHERICAL DROP COEFFICIENTS
C
IF(AMODE.GT.1.00) GO TO 10
C
EOR=-0.0020548+0.01638947*U1-0.0417568*U2+0.08832213*U3
EO1=-0.0025154+0.01928553*U1-0.0456816*U2+0.03655147*U3
GO TO 11
10 CONTINUE
C
EOR=-1.28155706+2.83287718*U1-2.07390078*U2+0.60190887*U3
EOR=-0.0096194+3.01096165*U5
EO1=2.60278025-7.52434662*U1+8.14691632*U2-4.12133971*U3
EO1=0.99089467*U4-0.08731788*U5
OBLATE DROP COEFFICIENTS

\[ EV90R = -0.001322 + 0.010368 U1 - 0.025372 U2 + 0.070725 U3 \]
\[ EV90I = -0.0024306 + 0.018619 U1 - 0.0440232 U2 + 0.03507413 U3 \]
\[ EH90R = -0.0023684 + 0.01878307 U1 - 0.0473704 U2 + 0.09255573 U3 \]
\[ EH90I = -0.0030366 + 0.02320527 U1 - 0.0546296 U2 + 0.04299093 U3 \]
\[ DIFFR = -0.0010464 + 0.0084144 U1 - 0.0219984 U2 + 0.0218304 U3 \]
\[ DIFFI = -0.000606 + 0.0045856 U1 - 0.0106064 U2 + 0.0079168 U3 \]

GO TO 12

11 CONTINUE

GO TO 1000

12 CONTINUE

\[ EV90R = -0.3653892 + 0.32540943 U1 + 0.45280976 U2 - 0.53907398 U3 \]
\[ + 0.20309215 U4 - 0.02432204 U5 \]
\[ EV90I = 2.20618555 - 6.19251766 U1 + 6.43873903 U2 - 3.090414 U3 \]
\[ + 0.70600211 U4 - 0.0607173 U5 \]
\[ EH90R = 2.09022706 - 7.07345119 U1 + 9.03639726 U2 - 5.33156215 U3 \]
\[ + 1.49716423 U4 - 0.15747063 U5 \]
\[ EH90I = 3.28654422 + 9.68217951 U1 + 10.71102231 U2 - 5.5491184 U3 \]
1+1.36694565*U4-0.12512466*U5
DIFF1=1.08034369-3.48962081*U1+4.2722407*U2-2.45868344*U3
1+0.66093861*U4-0.06440692*U5

IF(AMODE.GT.2.0) GO TO 120

DIFFR=-0.32599997+0.7531995*U1-0.57039996*U2+0.15039999*U3
GO TO 1000

120 CONTINUE

DIFFR=11.94200847-14.59334299*U1+5.80600359*U2-0.7346671*U3
GO TO 1000

1 CONTINUE

14 GHZ COEFFICIENTS
IF(INT(FREQ).NE.14) GO TO 2

C SPHERICAL DROP COEFFICIENTS

IF(AMODE.GT.1.00) GO TO 20

C

EOR=-0.001376+0.012776*U1-0.040136*U2+0.128736*U3
EOI=-0.008796+0.06731467*U1-0.1588*U2+0.12418133*U3

C GO TO 21

20 CONTINUE

C

EOR=-12.13707993*4.85683676*U1-37.84887378*U2+19.4895359*U3
1=4.69149894*U4+0.42548477*U5
EOI=-8.4550178+22.97909617*U1-23.38444001*U2+11.09553161*U3
1=2.41694538*U4+0.19907664*U5

C GO TO 22

21 CONTINUE

C

C OBLATE DROP COEFFICIENTS

C
EV90R = -0.000248 + 0.00335467 * U1 - 0.013928 * U2 + 0.10002133 * U3
EV90I = -0.008436 + 0.06455867 * U1 - 0.152256 * U2 + 0.11893333 * U3
EH90R = -0.000656 + 0.007656 * U1 - 0.029656 * U2 + 0.122656 * U3
EH90I = -0.010366 + 0.079154 * U1 - 0.18596 * U2 + 0.143872 * U3
DIFFR = -0.000408 + 0.00430133 * U1 - 0.015728 * U2 + 0.02263467 * U3
DIFFI = -0.00193 + 0.01459533 * U1 - 0.033704 * U2 + 0.02493867 * U3

GO TO 1000

C

22 CONTINUE

C

EV90R = -4.48493663 + 12.45481829 * U1 - 12.90182271 * U2 + 6.32901913 * U3
1 - 1.42805671 * U4 + 0.11875301 * U5
EV90I = -0.1923376 + 0.342532 * U1 - 0.196242 * U2 + 0.071168968 * U3

C

IF (AMODE GT 2.5) GO TO 24

C

EH90I = 1.1028458 - 3.74696237 * U1 + 4.48042001 * U2 - 2.22964317 * U3
1 + 0.42010037 * U4

DIFFR = -0.15268404 + 0.39830845 * U1 - 0.3527577 * U2 + 0.11767014 * U3
DIFF1 = -1.29960041 + 2.93303524*U1 - 2.15255009*U2 + 0.5206384*U3

IF (AMODE.GT.2.00) GO TO 25

EH90R = -1.02599992 + 2.30733317*U1 - 1.60799988*U2 + 0.4266664*U3

GO TO 1000

24 CONTINUE

EH901 = -2.51000033 - 2.03000022*U1 + 0.62000004*U2
DIFFR = -15.85152202 + 18.27189723*U1 - 6.68140666*U2 + 0.79411153*U3
DIFF1 = 22.32321586 - 44.48681458*U1 - 30.17926125*U2 - 8.46925565*U3 + 0.85300427*U4

GO TO 1000

25 CONTINUE

EH90R = -19.65 + 20.6567*U1 - 6.66*U2 + 0.6933*U3

GO TO 1000

2 CONTINUE

C

20 GHZ COEFFICIENTS
C
IF(INT(FREQ).NE.20) GO TO 3

C SPHERICAL DROP COEFFICIENTS
C
IF(AMODE.GT.1.0) GO TO 30
C
EOR=0.020296-0.145276*U1+0.297656*U2+0.008224*U3
C
EO1=-0.015488+0.12709133*U1-0.334568*U2+0.30583467*U3
C
GO TO 31
30 CONTINUE

C OBLATE COEFFICIENTS
C
EOR=3.35567152-8.61818659*U1+7.81579869*U2-2.68217917*U3
1+0.3108073*U4
E01=1.85636463-3.70750898*U1+2.19599302*U2-0.25148145*U3
C
GO TO 32
31 CONTINUE

C OBLATE COEFFICIENTS
C
00

\[ EV90R = 0.02454800 - 0.17912133U_1 + 0.3844118U_2 - 0.07447467U_3 \]

\[ EV901 = -0.013492 + 0.11190533U_1 - 0.299032U_2 + 0.27853867U_3 \]

\[ EV90R = 0.02282 - 0.16596667U_1 + 0.34976U_2 - 0.03061333U_3 \]

\[ EV901 = -0.015178 + 0.12623933U_1 - 0.33848U_2 + 0.31533867U_3 \]

\[ DIFFR = 0.000072 + 0.001751167U_1 - 0.015488U_2 + 0.03426133U_3 \]

\[ DIFFI = -0.001686 + 0.014334U_1 - 0.0391148U_2 + 0.0368U_3 \]

\[ Go TO 1000 \]

\[ EV90R = 1.56037246 - 3.97019757U_1 + 3.66524972U_2 - 1.24526662U_3 \]

\[ EV901 = 1.77376163 - 13.65610787U_1 + 11.97374109U_2 - 0.1790381U_3 \]

\[ EV90R = 4.63026679 - 11.973711109U_1 + 11.0254653U_2 - 4.0050613U_3 \]

\[ EV901 = -1.5390057 + 6.3417866U_1 - 9.35328879U_2 + 6.20987895U_3 - 1.74544867U_4 + 0.17820925U_5 \]

\[ DIFFR = 3.069891128 - 8.003511339U_1 + 7.36021547U_2 - 0.0000072 + 0.001751167U_3 - 0.015488U_4 + 0.03426133U_5 \]

\[ DIFFI = 0.001686 + 0.014334U_1 - 0.0391148U_2 + 0.0368U_3 \]
1 - 2.76047886 * U3 + 0.3571771 * U4
1 - 3.71425705 * U4 + 0.3757024 * U5

GO TO 1000
3 CONTINUE

IF (INT(FREQ) .NE. 30) GO TO 2000

30 GHZ COEFFICIENTS

SPHERICAL DROP COEFFICIENTS

IF (AMODE .GT. 1.0) GO TO 40

EOR = 0.028004 - 0.221564 * U1 + 0.530744 * U2 + 0.022816 * U3
EO1 = -0.007072 + 0.09329866 * U1 - 0.390112 * U2 + 0.55688533 * U3

GO TO 41

40 CONTINUE

EOR = -1.95096901 + 3.4107597 * U1 - 0.82790307 * U2 - 0.39982485 * U3
1+0.1291964*U4
E01=5.77798866-16.3876166*U1+16.1012407*U2-6.06482662*U3
1+0.82747918*U4

GO TO 42
41 CONTINUE

C OBLATE DROP COEFFICIENTS

EV90R=0.03542-0.2838733*U1+0.7038*U2-0.15834666*U3
EV901=0.013876-0.064756*U1-0.026904*U2+0.290784*U3
EI90R=0.031652-0.252652*U1+0.614952*U2-0.049952*U3
EI901=-0.000532+0.04746533*U1-0.299512*U2+0.50957867*U3
DIFFR=-0.003768+0.03122133*U1-0.088848*U2+0.10839467*U3
DIFF1=-0.014408+0.11222133*U1-0.272608*U2+0.21879467*U3

GO TO 1000
42 CONTINUE

EV90R=3.93161268-10.97208846*U1+11.43870068*U2
EV901=3.97208846*U3+0.69447892*U4
EV901=3.12729055-9.08249632*U1+9.16246329*U2
1-3.47227982*U3+0.47789632*U4

\[
E_{90R}=-6.97583584+16.79179963*U1-13.53607686*U2+4.63811851*U3-0.57535653*U4
\]

\[
E_{90I}=-1.39373246+1.72736066*U1-0.14076091*U2+0.05474057*U3
\]

\[
D_{1FFR}=-10.9074451+27.76388807*U1-24.97477753*U2+9.11216119*U3-1.26983511*U4
\]

\[
D_{1FFI}=5.33984552-17.20920477*U1+20.7812541*U2-11.64360435*U3+3.07942984*U4-0.30370378*U5
\]

C

1000 CONTINUE

C

\[
\text{ALPH}=1.576796-\text{LOKANG}
\]

\[
\text{CSLA}=0.001*\text{COS}(\text{ALPH})^2
\]

\[
\text{SNLA}=0.001*\text{SIN}(\text{ALPH})^2
\]

\[
\text{FVR}=\text{CSLA}E0R+\text{SNLA}E90R
\]

\[
\text{FV1}=-\text{CSLA}E01-\text{SNLA}E901
\]

\[
\text{FIR}=\text{CSLA}E0R+\text{SNLA}E90R
\]

\[
\text{FII}=-\text{CSLA}E01-\text{SNLA}E901
\]

\[
\text{DIFF}R=-\text{SNLA}DIFFR
\]
DIFFI=SNLA*DIFFI
EOR=0.001*EOR
EO1=-0.001*EO1

FV=CMPLX(FVR,FVI)*AK1
FH=CMPLX(FHR,FHI)*AK1
FSPH=CMPLX(EOR,EO1)*AK1
DIFF=CMPLX(DIFFR,DIFFI)*AK1

GO TO 3000

2000 WRITE(6,2001)
2001 FORMAT(//,3X,'FREQUENCY NOT ALLOWED, ONLY 11,14,20,30 GHZ ALLOWED'
   1)

STOP

3000 CONTINUE

RETURN

END
SUBROUTINE OUTANT(EXN,EYN,EXC,EYC,EXX,EYX,ISOL1,ATTEN1,PHASE1)

C THIS SUBROUTINE TAKES THE X AND Y COMPONENTS OF THE WAVE EXITING
C THE RAIN CELL (EXN,EYN) AND USES THE COMPLEX VECTOR METHOD
C TO COMPUTE VALUES FOR ATTENUATION, ISOLATION, AND PHASE AS A
C RESULT OF THE RAIN MEDIUM AND POLARIZATION MISMATCH EFFECTS OF THE
C RECEIVE ANTENNA
C THIS DATA IS STORED IN PROGRAM MEMORY FOR LATER OUTPUT
C THIS SUBROUTINE WAS WRITTEN BY PRESINGER.

REAL ISOL1
COMMON/BLOC1/MINUSJ,CONV
COMMON/BLOC2/ VVACM
COMPLEX MINUSJ
COMPLEX EXC,EYC,EXX,EYX

COMPLEX VWPAC,VWPAX
COMPLEX EXN,EYN
REAL VHPACM,VHPAXN
C
VWPAC = EXN*EXC + EYN*EYC
VWPAX = EXN*EXX + EYN*EYX

C

VWPACR = REAL(VWPAC)
VWPACI = AIMAG(VWPAC)
VWPAXR = REAL(VWPAX)
VWPAXI = AIMAG(VWPAX)

VWPACM = CABS(VWPAC)
VWPAXM = CABS(VWPAX)

IF(VWPAXM .EQ. 0.0) GO TO 10
VWPAXR = ATAN2(VWPAXI, VWPAXR)
VWPAXP = VWPAXR / CONV

IF(VWPAXM .LE. 0.000001) VWPAXP = 0.0

ISOL1 = 20. * ALOG10(VWPACM / VWPAXM)
GO TO 11

10 CONTINUE

VWPAXP = 0.0
ISOL1=999.99
11 CONTINUE
C
PHASE1=WPAKP-VWPACP
C
IF(PHASE1,LT.0.0) PHASE1=PHASE1+360.0
C
ATTEN1=20.*ALOG10(VWACM/VWPACM)
C
RETURN
END

SUBROUTINE COMPNT(EPS,TAU,EX,EY)
C
THIS SUBROUTINE RETURNS THE X AND Y COMPONENTS GIVEN AN EPSILON
AND TAU (IN DEGREES) DESCRIBING AN ARBITRARY POLARIZATION STATE
C
COMPLEX EX,EY
COMPLEX MINUSJ
COMMON/BLOC1/MINUSJ,CONV
C
EPSR=EPS*CONV
TAUR=TAU*CONV

C
IF(ABS(EPSR).EQ.(45.*CONV)) GO TO 1
IF(EPSR.EQ.0.) GO TO 2
IF(TAUR.EQ.0.) GO TO 3
IF(TAUR.EQ.(90.*CONV)) GO TO 4

C
T1=TAN(2.*EPSR)
T2=SIN(2.*TAUR)
DELTR=ATAN2(T1,T2)
GAMR=0.5*ARCSIN(COS(2*EPSR)*COS(2*TAUR))
GO TO 100

1 DELTR=2.*EPSR
GAMR=45.*CONV
GO TO 100

2 DELTR=0.
GAMR=TAUR
GO TO 100
3   DELTR=SIGN(1.,EPSR)*90.*CONV
    GAMR=ABS(EPSR)
    GO TO 100
4   DELTR=SIGN(1.,EPSR)*90.*CONV
    GAMR=90.*CONV-ABS(EPSR)
100  CONTINUE

C
EX=COS(GAMR)
EY=SIN(GAMR)*CEXP(-MINUSJ*DELTR)

C
RETURN
END