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0. SUMMARY
0.1. INTRODUCTION

This document represents the final report for the Ku-Band System
Design Study and TDRSS Interface Analysis performed under Contract
NAS9-16097 (Exhibit C) and directed by William Teasdale. It represents
a portion of the work accomplished during the reporting period April 14,
1980, through March 19, 1983.

The objectives of this contract were to expand the capabilities
of the Shuttle/TDRSS 1ink simulation program (LinCsim) to account for
radio frequency interference (RFI) effects on the Shuttie S-band Tinks,
to update the channel models to refiect the RFI related hardware
changes, to review and evaluate the ESTL hardware modeling of the TDRS
communication payload, to model in LinCsim the Shuttle/TDRSS signal
acquisition, to upcrade LinCsim, and to evaluate possiblie Shuttle
on-orbit navigation techniques.

In this chapter of the report an overall description of the
accomplishments is given. The remaining chapters and the attachments
provide a more detailed description of the analysis and modeling
performed under this contract during the period June 1, 1981, through
March 19, 1983.

0.2.. SUMMARY OF WORK ACCOMPLISHED

This report documents the analysis and modeling performed by
LinCom under the six tasks ccntaired in the Statement of Work. The
effort for the period April 14, 1880, through May 31, 1981, was fully
documented in [1], so the remainder of this report deals only with

the work for the period June 1, 1981, through March 19, 1983/

LinCom—
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Task 1: Refinement of Shuttle/TBRSS Link Simulation Models

This task required the refinement of the Shuttle/TDRSS S-band
and Ku-band 1ink simulation models for specific Shuttie signal designs
and revised Shuttle and TDRS parameters. The simulation capability
refined and upgraded under this task allows the prediction of
communications 1ink margins, the analysis of performance sensitivity
to various Tink parameters, user constraints, and the study of _
performance tradeoffs between different hardware implementations.

The major accomplishments under this task are fully described
in Chapter 1 of this report. Briefly, they were as follows:

(1) Update of the Shuttle and TDRSS 1ink power budget vaiues
used in LinCsim to reflect the latest available information from
the hardware vendors.

(2) Analysis and performance predictions for the digital data
transition tracking Toop in the Shuttle S-band Demodulator/Bit
Synchronizer. Two implementations of the Toop were treated.

Task 2: S-band and Ku-band Communication Link Performance Analysis

The performance of the Shuttle/TDRSS S-band and Ku-band
communications uplink and downlink channels was evaluated using
the Tatest Shuttle Ku-band and TDRSS parameters available from
the hardware vendors and the upgraded simulation models. Link
budgets and critical parameter effects were determined.

The major accomplishments under this task are fully described
in Chapter 2 of this report and Attachments 1 and 2. Briefly, they

were as follows:

can@m —
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(1) The Shuttle's contribution to the phase noise performance
of the TDRSS Ku-band autotrack system was assessed.

(2) The false-lock problem at high SNR in the Shuttle/TDRSS
S-band PN-code tracking Toop was analyzed and solutions were proposed.
(3) The CNR degradation to bit error rate duevto RFI an fhe

Shuttle/TDRSS S-band return 1ink was predicted. .

(4) The RFI effect on the acquisition performance of the Shuttle
S-band Demodulator/Bit Synchronizer was analyzed and predictions of
its impact were made.

{5) The false-Tock problem of the Shuttle's Payload Signal
Processor was assessed and solutions proposed.

(6) possibilities were raised for the mitigation of the RFI
effect on the Shuttle/TDRSS 1inks.

Task 3: Evaluation of ESTL Simulator and TDRSS Flight Hardware

Characteristics

Under this task the basic differences between ESTL simulation
hardware and TDRSS system design were assessed and NASA was orovided
with a summary report identifying the basic differences and recommending
the required ESTL TDRSS simulator modifications to provide greater
fidelity. The recommended TDRSS simulator modificaticns are designed
to model the TDRS hardware changes implemented to combat RF] effects.
The ESTL test channel conditions and repeater parameter settings were
reviewed for fidelity to TDRSS operational wodes and performance

predictions were provided for ESTL communication system testis.
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The major accomplishments under this task are discussed in
Chapter 3.and Attachment 3 of this report. Briefly, they were
as follows:

(1) A method was given by which RFI enviroﬁments may be
approximated by ESTL's RFI Test Generator.

(2) Several sets of predictions of the RFI degradation to
bit error rate for the ESTL tests were made.

{3) An attempt was made to explain the discrepancy between
prediction and observation of the RFI degradation,

Task 4: TDRSS RFI Model and Simulation

I

Under this task the.analytical 1ink models were modified to

describe the effects of the TDRSS RFI environment on Shuttle
communications tinks based on RFI models provided by Goddard Space
Flight Center. The LinCsim analytical simulation package was modified
to include the updated RFI models.

The major accomplishments under this task are fully documented
in Chapter 4. Briefly, they were as follows:

(1) The analytical simulation wodel of the effect of RFI on
bit error rate was considerably refined.

(2) A Monte Carlo-type simulation that modeled the effect of RFI
on bit error rate has been developed.

(3) An analytical simuTlation model of the effect of RFI on the
performance of the synchronization systems and Doppler tracking system

was developed.

LinCom—
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Task 5: Shutt{le/TDRSS Acguisition

Anzlytical models for the processes of PN/carrier/clock
acquisition were derived. An anaglytical simulation package was
produced capable of predicting the acquisition time distribution
for individual subsystems as well as for the complete system.
These simulation models inciude the effects of RFI on acquisition.

The major accomplishment under this task is described fully
in Chapter 5 of this report. Briefly, it is as follows:

(1) An analytical simulation package that is capable of
predicting the acquisition performance of the entire Shuttie/TDRSS
link (including Ku-band autotrack) was developed. It models both
forward and return 1inks. The RFI effect modeling is mostly complete.

Task 6: LinCsim Upgrading and Maintenance

The LinCsim analytical simulation model was refined as the hardware
evolved subject to RFI model updates and the sensitivity analysis and
user constraint parameter modeling was extended to new parameters on
request by J4SC. Performance and user constraint parameter sensitivity
data were generated by Lansim for various parameters and channel
conditions selected by JSC as the Ku-band and S-band system implementa-
tion evoived.

The major accomplishments under this task are fully documented
in Chapter 6 of this report. Briefly, they were as follows:

(1} The effect on bit error rate of the user constraint parameter
spurious phase modulation was modeled in LinCsim.

(2) The effect on bit error rate of the user constraint parameter

incidental amplitude medulation was modeled in LinCsim.
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1. REFINEMENT OF SHUTTLE/TDRSS LINK SIMULATION MODELS

1.1 INTRODUCTION '

This chapter documents the work accomplished under Task #1,
which calls for the refinement of the Shuttie/TDRSS link simulation
models. Section 1.7 describes the update of the Shuttle and TDRSS
1ink power budget values used in LinCsim. Section 1.2 presents
analysis and performance predibtions for the digital data transition
tracking lTeop in the S-band Shuttle Demodulator/Bit Synchronizer,
Analysis is presented for two possible implementations of the Tcop
since it is not clear which is actually used, and performance
predictions are made for the more 1ikely candidate.

1.2 UPDATE OF THE SHUTTLE AND TDRSS LINK POWER BUDGET VALUES

The Shuttle and TDRSS 1ink power budget values have been updated
to those values given in "Tracking and Data Relay Satellite System
Telecommunication Performance and Interface Document SE-09 {TPID)," TRW
DSSG, Redondo Beach, CA, 12 September 1881, and "Space Shuttle Communi-
cations and Tracking RF Link Circuit Margin Data Book," EE8-6/81-069,
by S. W. Novosad and Y. S. Kuo, Tracking and Communications Development
Division, NASA/JSC, Hoﬁston, Texas, August 1981. The values are part
of the data base stored in LinCsim which supplies default values for

program execution.

cl}nam o



2.

“‘“"c:lf}rz(ifZ)rwg

1.3 PEREORMANCE OF SYMBOL -SYNCHROMIZER .IM.S-RAND SHUTTLEPEMODULATOR/

1. INTRODUCTION

BIT SYNCHRONIZER

implemented in the S-Band Shuttle Demodulator/Bit Synchronizer (SSDBS)
[1] is analyzed in detail below, The loop S-curve and the equivalent
noise spectral density required for performance analysis are derived.
Typical performance parameters, clock jitter and symbol sTip rate, are
provided for eva]uatioq'purposes.

SYSTEM MODEL

The digital data-transition tracking lcop for biphase symbols

integrator I, is used to estimate the symbol polarity over each symbol
interval T. The input to Il is multiplied by the Manchester pulse and
is thus matched to input signal modelation. Integrater I, integrates
across the midsymbol fransition and integrator 13 integrates the
transitions between adjacent symbols. The output signals, properly
delayed, are combined to form an error signal e, . We are not sure of
the signs with which the outputs of I, and I3 are combined. We first
analyze the case where the signs are as shown in Fig. 1, which we

believe is preferable, and then the case where both signs are positive.

is given in Fig. 2. The main task is to find the loop cross-correlation
function (loop S-curve} g(A) and the equivalent noise nA(t) power
spectral density S(w,A). During the steady state operation of the
symbol sync, S{w,A) is closely approximated with $(0,0). Assuming a
first order loop, F(s? = Kp, the probability density function of the

normalized timing error A is given by [2]

The SSDBS symbol synchronizer is modeled in Fig. 1 [1]. The

The equivalent phase-locked loop model for the symbol synchronizer

) c>1f%11<:j;l7l'_"i_
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Figure 1. DTTL Model for Biphase Signal.
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Figure 2. Equivalent Phase-lLocked Loop Model.
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N OF PCOR QUALITY

p(x) = ¢ exp[ﬁf—gﬁy IU g{x}dx] o (1)

where { is a normalization constant and K = KVKp'

3. LOOP S-CURVE

The Toop S-curve g{A) is defined to be

g(x) £ g, le | (2)

b

-

where the expectation is averzged ouver both additive noise and signal
pattern. Decompose the integrator I, output yq, into the signal ¢, and

noise v, components.

Yie T &% (3)
where

L [ (t)dt (4)

¢, = 7 s

kT Tyt
1M (t)dt (5}

T Ty ™
s (8) = s(E)p(t-(k-1)T) (6)
ny(t) = n(tpE-(-1)T) (7)

1: 0«<t <T/2
p{t) = -1; T/2 <t <T (8)

0 ; otherwise

-11-
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s(t)

q(t)

The data dk = +1 is assumed

timing epoch. Similarly the integrator outputs Yo and yq are

decomposed to

where

1k

Hik

and

23

Hok

I

K

to be equaily probable. & is the random

-

—if =

A
0

|

d q(t-kT-

; 0 gt

e)

< 7T

; otherwise

(k-1)T+

(k-1)T-

(k-1)T+

(k-1)T-

e IR L B RN

B Biw
| I__l

45 -phﬁ

s(t)dt

n{t)dt

s{t)dt

n{t)dt

ORIGINAL PAGE 2
OF POOR QUALITY

(9)

(10)

(11)

(12)

(13)

(14)

(15)

(16)

=12~
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The timing estimate ¢ is arbitrarily set to be zero. For convenience,

the following quantities are defined
ORIGINAL PAGE 1§
OF POOR QuALITY

(k-1)T+ % (k-1)T+ }
1 1
Mlk = T‘f ﬂl(t)dt, le = T‘f n(t)dt
(x-1)T (k-1)T
(k-1)T+ Z%T- (k-1)T+ .21
My =-lTj i nyt)de , Ny = 7 - n(t)dt
(k-1)T+ k-1)T+ 7
kT , KT
Mg, = TJ’ ar np(t)de , " Ny = —T-j 3Tn(t)dt
(k=-1)T+ 7= (k-1)T+ 7
(17)
(k-1)T+ & (k-1)T+ J*
Ny = T J n(t)dt, N = %[ a(t)dt
(k-1)T+ -} ‘ (k—l)T’r{r

The additive noise n{t) is assumed to be zero-mean white Gaussian noise
with two-sided power spectral density NO/Z watt/Hz. The variances of

the quantities in {(17) are given by

2 .2 _2 _2 _2 _2 _M 2
M Ny Mg Ny Ny Ng 8
: : (18)
2
oﬁ = di = 2g
2k 2k

If the symbol time-loop bandwidth product is small, i.e., T << 1, the

time delays in y,, and ygy signal paths can be neglected in analysis.

-13-
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& T Yl T Yydy (19)
We first average e, over the noise for a fixed A
En[eku:I
= + + M
By Loy sonle, iy sty My ) & Ny sonle M, ity M) )] 2]
1
=7 by Epsonley 1My oy 1y gy My (g )t Esan (e, My sy, 4y, )| A]
1 E_[N sgn{c, -+M +M +M )
Z "n3(k-1)39M 1Y (k-1) M2 (k-1) T (k1)
* g (o) SO My Hy g )2
L E N, son(e, (M Y Y )
7 ntlik k-1"1(k-1)"2(k-1) " 3(k-1)
BNy senlo M, My 4 )] A]
(20)
Evaluating term by term, (18) is simplified to
1
£ [e,|A] —
n kl of8
- R 1
= '{Rs{bnlk erf[a/RS an} -3 bn2k[erf(JR'; Cn(k—l))+%rf(_’,’R;an)j}
1 2 2
+ ?371_; {exp[-Rscn(k_l)] - exp[-RScnk]} (21)
where
2 3
A=T b
R, = =4 = 2 (22)
5 N0 N0 '
oﬁnam
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bk = P/A
CRIGINAS -
) Zxdk 0 < <z OF PooOR QUALITY
1 1 1
Dok = Pa/A
1 1
7 (dy-dy_g)-Mdyrdy ) 0<a<qg
) 1 1
d,_(2x-1) ; I<A<y
(24)
cnk = ck/A
(25)
- ) 1
= dk-A(dk_1+3dk) : - 0<ix<3

Averaging over the signal pattern, g{i) is given by

3(3) - £, [e,[a]
AL(100- Perf(RL(1-22))+ (14x5)erf (RS (1-42))T; 0<x< 3
MerfIR(1-23) J+4(1-2)erfL R (1-42) 1} e

(26}

We note that g(a) has period 1. The normalized loop S-curve is defined

by
- gl = 9N
5, () = 3, 2 (27)
_}.w
s
Its slope at x=0 is given by
{0) = erf(RD) - L W TF e s (28)
%n - 3 12 s

CDZC}IIECji;iTl'___:_
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We now analyze the case where the outputs of the I2 and 13
integrators are combined with positive signs, as the loop is drawn in

[1]. The S-curve is then given by

& [(6x+ Prert (R (1-22))+(2x~ Herf(FR_ (1-42))1; O<xsl/4
G(a) = (29)

& erf(/R_(1-21)) ; 1/4<a</2

Fig. 3 plots the S-curves (divided by A} for the two cases. The S-
curve for the implementation with opposite sign has a higher peak and a
slope which is 3 times larger at A=p, which in turn will yield a better
performance. However, it also possesses an undesirable stabie lock
point at »=0.5. It is not clear which implementation (same sign or
opposite sign} is used in the SSDBS.

4, NOISE SPECTRAL DENSITY

For both Toop implementations, the equivalent additive noise

spectral density S{w,}) at zero frequency is given by

S(0,0) = TR0, +2 ) Ry(m2)] (30)
m=1

where
Ro(m2) = E, Tepe, 10 = 97 (%) (31)

After some tedious evaluation, we obtain

ORIGINAL PAGE 18
OF POOR QUALITY
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0'4— T 1 T 1 l 1 1 i 1§ { § 1 T 3 ] 1 KN T I l I [ ! 2 )
. RS = 5 dB -
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L. -
B2l _
< i SAME SIGN
~ L -
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w —
g1l -
. .
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ORIGINAL PAGE I8

Ry (0,0) OF POOR QUALITY
R -R -2R
2 1 2 5 S o s 1 S
o {3 +5 R [1 - erf {/R))] - /{;— erf(/R le ~ -5-e }
(32)
RO(I,D)
02 2 s z
= . = -2 -
e 2 + 4/ erf(ﬁf— _Rs[l erf (VR';):I}
(33)
it can be shown that Rp(m,0)=0 for all m > 1. Therefore,
’ 1 -R 1 -ZR
$(0,0) = 3°T{1 +—R [1-ert? (R -/ erf(R)e - e °)
(34)
Define the normalized noise spectrum h(0) to be
h(0} = S g(gso) = S(gao} (35)
PTHRg e 3o T

5. CLOCK JITTER

In the steady state, A = 0, so g(A) can be approximated by the

first two compnents of its Taylor expansiaon

g(x) = g(0) + g'(0)x

1

= g'(0)a : (36)

Substitute (36) into (1), we have

' 2
o(x) = C exp[_gs(gzg] (37)

The'variance of A is given by

-18-
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ORIGINAL pAgE 10
= (S
OF FOOR QuaLTy

> s(0.0) W, gTh(0) B, Th(0) 8)
d - = =
A gy &g 12RS[<_;|:](0)]2
where
W = KA B, = = Kg'(0) (39)
Lo 7 ’ L g "9

The clock jitter o, is readily obtained from (38). Fig. 4 plots the

A
normalized clock jitter (in % of symbol) as a function of Ep/Ng (in
dB). The Toop impliementation which gives the S-curve with the greater
siope at the origin is assumed. The standard DTTL [2] performance for
NRZ format (gp= 1.0, 0.5, 1/6) are also shown as a comparison.

6. SYMBOL SLIP RATE

We make the approximation that the rate of symbol slipping events
for a second-order loop is the same as the symbol-slip rate for a first-

order loop. Then the expected time between two siipping events is given

~ by [3]

X /2 x /2
- > P p X
T=S[ U exp(a [ g{y)dy)dx
0 A x
/2 X
+ [ expl-a [ gly)dy)dx]da (40)
A A
where
Ap = pericd of g({a) =1
_ 2
¢ = ¥s{0,0)

L - 5(0,0)K*

Let u’gn(l) = og{1), then Eg. (40) becomes

LinCom—
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Figure 4. Data Transition Tracking Loop Performance.
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172 172 X ORIGINAL PAGE &
T =27 [ ewleS g (v)dy Jdx OF POOR QUALITY
T 0 A A
1/2 %
+ [+ exp(-o' [ gly)dy)dx]Jda (41)
A A

The symbol slip rate is defined as

= T 42
Pog = T/T {(42)

witere T = 1/symbol rate.

C>Zf}fli:jz)171 _H—;—
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2. S-BAND AND KU-BAND COMMUNICATION LINK PERFORMANCE ANALYSES

2.1. INTRODUCTION.

This chapter is. a report on the work done under Task #2, which
requires the'evaluatﬁon of the performance of the Shuttle/TDRSS S-band
and Ku-band:communications Tinks. Such evaluations were pérfosmed on
several aspects of the links. They are reported on in the fokiowing
sections and jn Attachments 1 and 2 of this final report.

The sections to follow in this chapter are these. Section 2.2
is an assessment of the Shuttle's contribution to the phase noise
performance of the TDRSS Ku-Band autotrack systeml Section 2.3 presents
a first study of the false lock phenomenon. in the Shuttle/TDRSS S-band
PN-code tracking Toop. .The phendmenon is observed at high SMR. Several
fixes are proposed in the section. In Section 2.4 further analysis
of the same problem is given. One particular false-lcck mechanism is
identified and the loop behavior is quantified. LinCsim's predictions
of the CNR degradation to bit error rate due to radio frequency ~
interference (RFI} on the Shuttle/TDRSS S-band return 1ink are given
in Section'Z.S. (The model used in LinCsim is described in Section 4.2
of th%s tinal report.) Finally, in Section 2.6 a prediction of the RFI
effect on acquisition of the Shuttle S-Band Demodulator/Bit Synchronizer
is made, with supporting analysis presented.

Some ‘other avaluations of the Shuttle/TDRSS communications Tinke
performance are documented in Attachments 1 and 2. Attachment 1 is a
memo written on June 10, 1982, about the false-Tock problem of the
Shuttle's Payload Signal Processor. It gave LinCom's understanding of
the problem, possible souréés of éhe problem, and potential sé1ut10ns.

Attachment 2 is a memo written on October 14, 1982, which addressed

o[:'nc;m T
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addressed two areas, the measurement and mitigation of the RFI on the
ShuttTe/TDRSS S-band return 1ink and the maximum user spacecraft

dynamics which can be handled by the Wide Dynamics Demodulator.

LinCom—
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2.2 SHUTTLE CONTRIBUTION TO PHASE NOISE PERFORMANGCE OF KU-BAND .
AUTQTRACK SYSTEM

1. Intreduction
The Shuttle uses TDRSS to relay data to the ground via a Ku-band
unbalanced QPSK (UQPSK)  <ignal format signaling scheme  {e.g., .mode 1

transmission in the return 1ink}. In order to point the KSA antenna

properly at +the Shuttle source, the TBRSS wuses a single channel
monopulse autotrack system. The Shuttle YCO used for the qeneration-of

the signal introduces noise into the phase of the signals,

Although analyses for TDRSS autotrack noise performance
have been made in the past, they have not explicitly included the phase

noise in the user received signal. Figure 1 shows the phase noise

profile of the Shuttle VCO at 1.875 GHz. 1.875 GHz is the frequency
used for UQPSK signals. As the figure shows, most of the phase noise
power, i.e. Tfrem 0 dB to -50 dB,Ties in the Tow frequency offset (0 Hz

to 10 Hz) from the carrier. Since the performance of the TDRS autotrack

system -degrades in the presence of various noises suéh és the thermal
noise, incidental MM, ete., it is qesirable to obtain the effects of the
phase noise in the region of low frequency offset from the carrier on
the performance of the autotrack system if any.

2. Summary

The pertormance of KSA single channel monopulse system is analyzed

against the phase noise added by the Shuttle VCO. After the analysis it

becomes clear . that the Tow frequency phase noise added by the Shuttle

VCO will not affect the autotrack system mainly because the autotrack

‘c:lf}fl<ij;l1l'—ﬂ__
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error signals are in the amplitude of the signal while the phase noise
added is in the phase of the signal. The phase noise, the thermal noise
and the signal, after passing through the square law ampiitude detector
produée respective components of signal and noise. = The slowly varying

component of phase noise appears as a constant as compared to the

accompanying fast varying.therma] noise component because the bandwidths

of the filters foliowing the square law device 1s much larger than

bandwidtk of the slowly varying phase noise. Since the phase noise is

in the phase of the signal which multiplies the thermal noise
components, the correlation and-consequently the power spectrum of the
noise output of the square Taw- detector 1is independent of the slow

varying phase noise. This does “not hold for fast varying phase noise
and an expression is derived for ‘the power spectrum of noise.

3. TLRS Single -Channel Monopulse Signal Generation .

Figure 2 .shows the single channel monopulse signal denerating

system. As shown in the figure, the autotrack system uses a five horn

feed. Energy collected by four of these horns is compared to form two
autotrack errof.signals. The azimuth channel producing azimuth error

and the elevation channel yielding the elevation error. These errors

are in the amplitudes of the respective signals.

The phase noise riding on the phase of the received UQPSK signal

stays in the phase of the signals whose amplitudes carry the azimuth and

elevation error signals. These error signals are time multiplexed or

biphase modulated by the orthogonmal switching signals S, (t) and SB(t).

This operation is indicated by a switch in Figure 2.- Figure 3 shows the

So{t) and Sg(t) pulse trains and their respective line spectra.

LinCom—
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Received signal

v.(t) = ,FZADZ(t)cos(ubt+ez(t))- vz aDl(t}sin(uht+Bl(t))
| = ﬁAR(t)cos[ubth(t)w(t)]
where ORIGINAL PAGE I3
OF POOR QUALITY
R(t) = Y1+ @)F - 20D, (1), (t)sin o(t)
[ aD, (t)
1
" E'TZ—(t—} cos G(t)
¥(t) = tan E!Dl(t} -
1- EEETET sin 6(t)

5(t) = 8,(t) = 8 (t)

6 (t) and 8(t) are the phase noise added by Shuttle to the two data

train carrier.. In order to use this signal for an AM mc.>nopu1se signal

we rely on constant envelope property of this signal which implies that
8 (t) ¥ 8,(t) giving 8(t) = 0.

The elevation and azimuth errors M(t) are in the amplitude of
signal vj(t) in Figure 2. The amplitude and the spectrum associated
with it s shown in Figure 3. This composite single channel signal
vi{t) is ampiitude moduTated by the PN waveform P(t) at a rate somewhat
higher than f_, the swtiching rate of the switch. The code used is a
Manchester code and the spectrum of the code is shown in the Figure 3.

The basic purpose of the code is to spread the spectrum of vy (t).

rigure 3 shows the spectrum of M(t)}P(t).

The single channel monopulse signal is obtained here, as an AM

(coupling) a small fraction of

| oﬁn&m -

modulation system by adding, in phase,
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the single channel difference signal to the sum channel signal to,
produce the output of the directional coupled. This. signal, shown in

Figure 3 as v,(t) and has the form

va(t) = JZACR(t) (1+KLP(t)M(t))Icos(th +8,(t) + ¥(t))
h! F SN 7 S T,
N v N
system angle error -  phase noise term
constants term

This s%gna] is amplified and radiated to ground fcr processing.

4. @round Processing of Monopulse Signals

_The single chanpel monopulse signalas AM modulation on the Qideband
data signal is transmitted to the ground station. The ground station
receijver tracks the signal, provides AGC and démodu?ates the data. At a
convenient IF frequency the signal is taken for square law detection.
The bandwidth of this signal, BIngS 4 MH&:Q BIF_S_ISO MHz. Actually it
is a bank of bandpass filters and the selection is made‘depen&ing on

user signal dynamics. Figure 4 depicts the ground processing of the
auto??gck signals. QOutput vgl(t) of the IF amplifier, is a wideband
signal with By > 4 MHz.'

This wideband signal with the autotrack error signals 1in the
ampTitude is'passed through -an amplitude detectof which‘is functionally
a square law device with AGC. This AGC does not track the faster moving

components of the amplitude with frequency fe. Hence the output of the

square law device has the form.

Vg (t) = vg (t) = signal x signal + signal x nojse + noise x noise
2 1 - :
2
= 2AGK P(t)M(t) + ;—C—Z_ (14K, M(t)) n () + n_ (t)
—— (1+r ) ~ Y g
desiged noise containing ..
signal phase noise 8(t)
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where

nen(t) = 0, (t)n, (t)cos 6(t) + n.(t)sin 8(t)]

+ 1Dy (6)[n_ (t)coso(t)-n_ (t)sin o(t)] -

where n.{t) and ng(t) are the usual narrowband representation of "the

noise. This noise has varjous components such as the thermal noise,

antenné noise, equipment noise, etc.

_ The bandpass filter after tée sqguare law device is made wide enough
to pass P{t)M(t), which is é’wfdeband process. The noise passes through
the filter heﬁce the bandwidth of the noise processes become equal to

the bandwidth of P(t)M{t). As shown in Figure 4, the PN code is now

removed by forming the multp]icétion vg3(t)R(t) to obtain the moncpulse

modulation term M({t). This multiplication -produces two new noise

processes, n;n(t) and n%m(t) which are the result of switching

relatively wideband noise processes by a re1atTVeﬁy narrowband periodic
waveform P(t). This implies that the specirum of n;S(t) will be the
spectrum of n,.(t) reproduced at every line of P(t) and similarly
spectrum of nhn(t) is the spectrum of n,,(t) reproduced at every Tine of
P(t). The resulting noise spectral densities o% nasﬁt) and nhm(t) are
of interest only near f=0 because these densities will be seen by the
demodulated azimuth and elevation error signals.

The elevation and azimutn channe] signals are obtained by switching
{t}. The switching for « as well as B channels is done at a rate

94
which is much 1e§s than the bandwidth of noise with similar results as

v

in the case of despreading operation described above

o[:'nam —
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demodulated elevation _ A ' '
channel output = oft) + nfpg(t) +on am{t)

ORIGINAL PAGE IS
) : OF POOR QUALITY
";as(t) = Dz(t)[nc(t)cos B(t)+ns(t}sin 8(t)]

!

+ t‘Dl(t)[ns(t) cos  6(t) - n_(t)sin e(t)]

The bandwidth of n;ls(t) i5 now equal to the bandwidth of the

Towpass fﬂtér: designed to pass M(t) hence it is about 1 KHz. The

Shuttle phase noise ©(t) appears in the cross noise term only. This
phase noise is a very slowly varying term as compared to the nc(t) and
'ns(t) because most of the power of 8(t) is in low offset from the
carrier- (see Fig. 1). Let u$ say ett) = 8,(t) + 8p(t) where es(t) is
the stowly varying component of e(t)' and 6¢(t) is fast varying compor;ent
“of B(t). Ses(f) + Sef(f) gives us the power‘:ﬁs’péc:trum of Fig. 1. The
Tastness and slowness is as compared to the n.(t) and nc(t) noises.

. Computation of the correlation function of n;s(t) gives us

R, (1) = Rn(T)ERDZ(r)*-rZRDl(T)][1~ o%f(1+ I J+%R29f(t>+aef(r)1

s f

Note that there exists no slow frequency term at all. Since Most of the

~

phase noise power is concentrated in the region at 1ow' frequency offset
from the carrier,

- \ 2
Rn, = RalolRp (9 + r Rp, (7)1

n
S

c:-[z.n‘ Nt -
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spectral density near =0 is given by ORIGIMAL PARE g
OF POOR QuaiiTy

S () = S,(a)ISp () + 7Sy ()]

5. Conclusion

The . slow frequency component (|f] < 1 KH) of the Shuttle phase

noise does not affect the pérformance of the KSA amplitude monopulse

autotrack system. The fast frequency component 8¢ of the phase noise

does affect the modulation of the monOpu1sé signal but the effect is

small because very little power of the phase noise is present at these

frequencies.
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~ 2.3 A FIRST STUDY OF FALSE LOCK PHENOMENON IN SHUTTLE/TDRSS
-1, S-BAND'PN" CODE TRACKING LOGP

Athgt
—in

e purpose of this report is to present and verify the
conjecture that the PN code tracking Tcop in the Shuttle S-band
receiver can exhibit false code Tock phenomenon {stable false lock
points} at high signal-to-noise ratios due to precorrelation and
pogtcorreiation RF/IF filtering. At Tow SNR's these stable points
would seem to have 1ittle effect. Another possibie i1l effect at
high SNR's is crossing of the Tow threshold setting in the "on-time®
acqguisition channel. Further analysis, computer programming and
numerical work for the specific Fi]t;}s implemented is required
before the actual phenomenon exhibited by pre- and post-correlation
filtering in the Shuttle S-band PN despreader {forward 1ink) can be

fully quantified. Finally, in this report several approaches to

fixing this probiem are presented.

-36-

c:Z{}lltii;iaz.”""‘



_*"o[énc)om

1.0 INTRODUCTION

Code acqui§1tion'on-the Shuttle's forward link involves performing

search for the correct code phase position with the Tocally generated

. code until sufficient correlation exists to announce code acquisition
with a high degree of confidence. This correlation concept is depicted
in Figure 1 where the RF/IF output is despread by the lccally generated
PN code and further processed in a bandpass filter. At the output of
this filter an energy measurement s made to dete}mine the degree of
correlation for the particularly chosen code phase position. When this
correlation, sayc(t—?) exceeds a certain va]ue; code acquisition is
announced and handover to the PN code tracking loop is made. The actual
code used is a maximal length shift register sequence of length L = 1023
chips and the integration time, TI’ is greater than one code period.
Therefore, it would appear that false acquisitions due to partical
correlations would not be a problem.

In the handover mode the FN code tracking loop, a 1-dither
mechanization, is designed to compliete the Tine acquisition process
(pul1-in) and maintain track of the input code phase relative to the
locally generated code epoch. .(See Figure 2 for a concepiual functional
model of despreading process.) Here the received spread spectrum signal
is down converted and effectively filtered by the cascade of bandpass RF
and IF filters before application to the PN code tracking loop. The
output of the code tracking loop serves as the "on-time" reference PN
signal for despreading the input signal. This despread signal is then
applied to the carrier synchronization system (CSS) for demodulation and
symbol detection and decoding for message recovery.

The effectiveness of the frequency spreading is limited by the

LinCom—

-37-



_88—

— wo(jugo

Figure 1.

CROSS-
| CORRELATION
PROCESS

-
N

Techniques for Generating Decisions to Drive Code

Sync Algorithm.

YES

NO

ALITYNO HOO0d 40
Bl IOVd TVNPRO

wuf 097/{.:70_____




-.62—

INPUT

PN

YES

2
BPF B, (Hz) w-(} o] L _fI | THRESHOLD
' B, (Hz

Figure 2. Noncoherent Correlation Process.

/N

NO

D0

ALIYNO HOOd =y,
Bl 30V 1w

s OJU:(I]C’

o




‘ c:lfzfl(ii;iTl

frequency response of the RF/IF filtering and more generally the overall
freqqenb& re;pﬁgég.é% the channel. This end-to-end frequency response

_of tﬁé c%énnei ma; be Timited by the bandwidth attafnabIe in these
filters as well as their amplitude and phase response.

Tha purpose of this report. is to investigate the conjecture that.
filtering of transmitted and recetved signal (pre- and post-corre]ationf
followed by noncoherent detection of the ccrrelation process to form an -
error signal in the code tracking loop can lead to’partial correlations
in the code loop S-curve. These partial correlations can then serve as

stable lock points at high signal-to-noise ratios. Such lock points

constitute false code phase lock points.,

The functional diagram of the time-shared (t-dither) delay locked
Toop (DLL) is illusirated in Figure 3. The Toop generates the S-curve
or error signal E(T-;) for purposes of maintaining code track. It is
desired to have the design work such that this error signal E(T—;) will
be non-zero on the average for small synchronizaticon errcors. During
initial acquisition the hypothesized code epoch ; is varied and the on-
time correlation C(T—;), illustrated in Figure 2, is observed to
determine coarse correct synchronizatiop.

The effect of the pre- and post-filtering on the
correlation C(r-;) and the loop error signal E(Ta;) is largely
determined by the impulse resoponse of the RF/IF filtering. For a
noncoherent delay-locked loop a computer program must be written to
determine the exact effects; however, considerable insight into the zero
crossings of the loop S-curve can be found by studying the zero
crossings of the S-curve in a coherent <-dither Toop. In what follows

LG —

results of this work are presented.
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2.0 MODEL AND NUMERICAL RESULTS

The functional diagram of the problem under consideration is
provided in Figure 4. The analysis assumes that the PN-sequence has a
two-level autocorrelation function with negligible out-of-phase
correlation prior to filtering. Maximal length linear shift register
sequences have these properties. The receiver recovers the carrier and
generates the observables C(T—;) and E(r-;). The effect of the
prafilter H{s) on the correlation and error signals can be determined
using the computer to generate numerical data and graphs.

Figure 5 illustrates the amplitude response of Butterworth and
Tchebycheff bandpass filter which have a 10 MHz center frequency a 2 MHz
3 dB bandwidth. Figure 6 shows the “"on-time" carrelation function as
seen by the data channel, Tor the two filter responses illustrated in
Figure 5. For comparison purposes the case of zero filtering (no
distortion) is also illustrated. Figure 7 illustrates the error channel
response for the filter responses shown in Figure 4 and for comparison
purposes the case of.no filtering is also shown.

3.0 ANALYSIS OF RESULTS

There are four significant features caused by channel fiitering of
the spread spectrum signal. Two of these are illustrated in Figure 6.
First, there is a reduction in peak correlation available for carrier
foop lock-up and data detection (processing loss). Second, there is
partial correlation ocutside of the desired region which allows for
carrier 10ck*up at high signal-tc-noise ratios.

The remaining two effects due to éhanne] fitering have to do with
the error signal shown in Figu%e 7. First the partial correlation alse

shows up in the error signal which drives the t-dither deiay-locked

LinCom—
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'1oop. In particuliar, the Tchebycheff filter causes zero crossings of
the loop S-cruve in such a position as to give rise to the undesirable
stable false lock points. These are seen by the loop at high signal-to-
noise ratios., Finally, the desired phase lock poin£ has been shifted
causing a delay which will manifest itself as a bias or systematic range
error in ranging measurements. ‘

Further work is required in order to quantify the effects which
would be seen at high SNR in the actual Shuttle S-Band despreader

mechanization.

4.0 Fixes of the Problem

There are several figes to the problem and, as usual, some simple
and others more complex. I will briefly discuss these in what follows.

Fix One: At the expense of system threshold performance (perhaps
50 to 51 dB-Hz) the simplest fix which might work would be to raise the
threshold setting in the "on-time" energy detection channe]iso that the
probability of detection of the partial "off-time" correlation is
extremely small at ﬁigh SNR., MWith this fix the pepalty will be the
inability to detect code correlation at low gigna¥~to-noise ratios.
Hopefully, the "on-time" channel would always force the code Tocp to
lock at the «correct lock point.

Fix Two: Use a "two threshold" acquisition detector; one for high
SNRs and one for Tow SNRs. This switching decision might be driven from
the noncoherent AGC in the Costas loep. This fix might avoid giving up
acquisition threshold performaﬁce at lTow SNRs.

Fix Three: 1f Fix One does not avoid false code lock, one may be

forced to redesign the pre- and post-correlation filters in the

CDZf%f;(sz)PTl —
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“on-time/early-late" channels and reoptimize the threshold setting. The
penalty will be code acquisition threshold performance.

Fix Four: ‘Leave system filters as designed and re-design search
strategy so as to continue to search over false-code lock regions after
initial acquisition and detect the peak correlation, j.e., decide
partial (false) correlation vs peak (true) correlation. Itiw0u1d seem
that no penalty in system acquisition threshold performance would be
paid.

Fix Five: Redesign pre- and/or post-correlation filters, use two
code acquisition threshold settings driven by the Costas loop's
noncoherent AGC. It would appear that no acquisition threshold
performance has to be given up.

The system (carrier/code Toop combined) acquisition performance at
ESTL in late 1979 had the generic characteristic‘1}1ustrated in the

figure below.

Combined PN/Carrier Loop Acquisition‘Penformance

PROB. OF
ACQUISITION L . =

~
054 ¢ 4 FALSE CODE
: i | LOCK REGION
' g
L
0 ﬂ :_T \
48 65 69
C/N,» dB-Hz ,

ORIGINAL PAGE
OF POOR QUALITY
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2.4 FURTHER ANALYSIS OF FALSE 1.OCK PHENOMENON IN SHUTTLE/TDRSS S-BAND
PN CODE TRACKING LOOP

1

This study of the false lock preblem 1in the Noncoherent Delay Lock
Loop {(NDLL) is motivated by the false lock phenomenon manifeste@ in the
S-Band PM direct up/down link (MILA-SLS5S Mode*). There is a po;sibi1ity
of false iock in the PN code loop during launch and ascent when MILA is
in the TDRS Mode. According to the assessment report, the strong signal
from MILA produces false lock. This report identifies one particular
false lock mechanism, quantifies the behavior as well as the degradation
in signal proceséind“gain degradation due to differential path delays
and IF filtering.

Computer simulations of loop S-curve and on-time correiation
function are performed to quantify the loop S-curve lock points and the
degradations in signal processing gain. Finite bandwidth prefiltering
causes timing offsets in the NDLL loop S-curve and on-time correlation
function. It appears that this offset is mainly due to the group delay
present in the IF filter.

Undesired stable false Tock points are shown to exist in the loop
S-curve after prefiltering. These lock points cause Toop “hangup"
during acquisition at high signal-to-noise ratios it the oan-time
correfation functicn falls below the ]ock‘detection threshold when the
timing error lies in the vicinity of these lock points.

The degradation in magnitude of the on-time correlation function
gives rise to a signal processing gain 15552 i.e., signal power

degradation. This degradation, which is modulation dependent, is shown

*Refer to the Problem Assessment Report Line Item 3C, July 17, 1980.

—LinCom—
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in Table 2. The S-curve and on-time correlation function are provided
by two separate subsystems. Any timing offset between the desirad lock
pqint and the peak of the on-timercorre1ation function developed in two
different multipliers could exist due to differential delay mismatched
between channeis. This degradation, shown in Table 3, is significant
even for an offset of a fraction of a chip time. Therefore, Ea]ibration

and maintenance of this differential path delay must be maintained.
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1.

2.

INTRODUCTION

(NDLL) is motivated by the false lock phenomenon in the S-Band PM direct
up/down link (MILA-SLSS Mode). There is a possibility of false lock
during launch and ascent when MILA is in the TDRS Mode. The sthng

signal from MILA produces false lock.

~an offset of NOLL loop stable Tock point. It also degrades the NDLL S-
curve and signal processing gain. It is the purpose of this study to
quantify this effect of finite filtering on false lock and data power
degradation. Since analysis of these effects seems to be formidable,
computer simulation of loop S-curve and on-time cross correlation

function are simulated for this purpose.

this study noise is not considered here. The input signal s(t) is

modeled as

where

. This study of the false lock problem in nconcoherent Delay Lock Loop

It is known that finite bandwidth filtering on signals will cause

SYSTEM MODEL

The loop structure of NDLL is shown in Fig. 1. For the purpose of

s(t) = /25 s (t?r)m(t-m)cos(m0t+s) (1)

PN

S = average signal power

SPN(t-T) = received PN sequence with transmission delay =
m{t-t) = data modulation with delay t

wy = carrier radian frequency

8 = random carirer phase

oﬁnam —
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Figure 1 Noncoherent Delay Lock Loop
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The prefilter G(s) is a bandpass filter centered at uy with one-sided
half~power bandwidth fg = 1/a, where A is the PN chip time., The arm-
filter H(s) is a bandpass filter centered-at wy With one-sided half-
power bandwidth f, << fg. Thé error signal £(t) contains the loop S-
curve (discriminator characteristic) used to drive the clock. 7 is the
delay estimate generated by the local PN'code generator. In simulation
the baseband equivalence of the signal and filters are used. Obviously,
s{t) is modulation dependent, and so is the loop S-curve and the on-time
correlation function C(Tz) defined as
1 pA -
c{t,) = o% IO spy{t-TIm(t=)sp, (t-T)dt (2)

where

T, = T- T (é)

3. SIMULATION

The PN code in s{t) is of length 1023. The ccde with feedback taps
2011 (Shuttle Code Assignment 4) is picked arbitrarily. However, in
simulation, a code of length 1024, formed by the above 1023 code padded
with a zero, is used for the purpose of -programming simplicity and
computer time saving. It has been verified that both cases yield close
results.

Sixteen samples per chip are taken in simulation. The baseband
equivalence Gg(s) of prefilter G(s) are Chebyshev filters of orders 2
and 4, with 1 dB ripple. The baseband arm-filters are Butterworth
filters of order 2. Therefore, the equivalent bandpass filters are of
order 4, B, and 4 respectively. The S-curves are simulated for false

lock analysis while the corresponding PN code correlation functions

CDZ(}fZ;Cfi)f7l —
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c(rz) are simulated for performance study. The on-time correlation
function c(t,) is obtained as fin Fig. 2’in simutation. In Shuttle S- /
band modulation, the arm filters have 520 KHz IF two-sided bandwidth.

Chip rate is 11.232 Mbps. Therefore

3
f = %- 520x10 Hg = 0.0231 (4)
11.232x10° Hz
»

Table 1 summarizes the baseband filter parameters used in simulation.
The simulations are run with and without modulation., Without modulation
m(t) is set to 1. Alternating data, m{t) = tl, is used in the case of
modulation is present. The data rate in Shuttle S-band is 432 Kbps, so
there are 26 chips per bit of data. The data is set to be a square wave
sequence. The whole (modulated) PN sequence is assumed periodic of
length 10244A.

4. NUMERICAL RESULTS

Fig. 3 shows the ideal S-curve and correlation function without the
prefitter G,(s). The arm filter bandwidth is assumed to be small {fya =
0.0001). These curves are plotted as a compﬁrison for those with
prefilter. Figs. 4 and 5 are plotted for Gy{s) to be a second order
Chebyshev filter with and without modulation. Figs. 6 and 7 are plotted
for G,(s) to be a fourth order Chebyshev filter with and without
modulation. It can be seen from the S-curves that the lock points
experience offsets from 7, = 0. However, the peak of the correlation
functions experience approximately similar offset. Therefore, the
performance degradation is mainly due’ to the decrease in the magnitude
of the on-time corrzlation function C(Tz).

The powef degradation for each case is shown in Table 2, It is

C:J{}I;<ij;ITl'_—:"

-52- :



inam

ORIGINAL PRGE ¥
OF PCOR QUALITY

Correlation

S0 g NVt aRIE:
YN i1
v SPN(t-‘r )

NDLL

Figure 2. On-Time Correlator in PN Tracking.

-53.

LinCom—



cr[}n om

ORIGINAL PAGE 15
OF POOR QUALITY

Prefilter G,(s) Arm Filter H,(s)
. Chebyshav Butterworth
order 2,. 4 order 2
: fGAf].O fHA=U.0231
1 dB Ripple

Tahle 1 Filter Parameters

LonCom—

-54-



—_"oﬁna)m

CRIGINAL PAGE g
OF POOR QUALITY

LTI nmmtprn‘nmrmmmm‘rm‘pww?

1.4

rezeererbissiteteady it tnniiasanetags

ﬁ.BE.
S \
0.5 &5 Curve
E Correlatian
g.4E \
g.2F

\

i
=
-
=

&
N

rrfrmrrllllllllllllllIIHI'FIHHHHI TrT T

DLL. S CURVE, CORRELATION

1
=
o
—n"“-‘-

1
=]
)

-2.8

E_LLL.LUJ.IJ.L]_IJJJJJ.L]JJJJJJIHIHIIHIIIIHU_LllIl peerii e e e doangaal

Vo n b b busnn ot
-2.6 -1.5 -1.8 -85 &8 45 L9 L3 28 235 28

Ta
Fig. 3 DLL S-Curve, correlation function without
prefilter, fH AL .

LinCom—

 _Bh.



inCom : |

Fi ﬂ f;ﬁﬂ: ﬁb‘
i?@f—kja =

of POOR

1.7 TR AT AT A i I U MmN G amny

=
@

i

=
[=>]

<S Curve’

orrelation

= =
48] .

=
=3

T pTr eI T T T TR T 11Trrn'rr]'n'rmﬂ1'rrrnﬂ'n'g

prefilter: Chebyshev order 2

T dB ripple,
fG A= ]‘0

DLL S CURVE, CORRELATION
&
jaN]

arm filter: Butterworth order
2
fHA=0.023]

STTSTTITILINARYAININSTTRINT] INUNTEITRIRSIRRINATILITINSIIN) INEN RN

! 1
sﬁ
o
T * I

]
=
0

!
jass]
m

E’VTFI'HTI'[‘IT [REARTRN LA

FRARSARSYUNNRALE!

-1.8 abrordaendirobres s lisinedoa el poetd uu.uuxhuuut.a

2.8 -1.5 -1,8 -5 8.8 85 LB L3 28 23 3.0
Ts

Fig. 4 DLL S-curve, correlation function with no modulation

= ‘ o[:nC)m"_"

-56- .


http:nn6[m.pn

c:Jg}rziifi)rrz N

CRIGINAL PAGE {8
OF POOR QUALITY

|
=
L ]
=

=
[AS]

|
(=)
o
n‘rrrrxrrrnm-[ T‘I'I'ITIT'H']TTTTT'ITT'J'[WFI"TTTT1 i

!pref11ter: Chebyshev order 2
! 1 db ripple.

5 foa=1.0

' v ]

A 1.9 Em'lTrTrrirmrmm'rrmn]nmmrp‘rmﬂnpmmTrpTrmrnrn im nT;rmrn\Tm‘nTvrg

B.8E / 3

: M j

: ]

@-SE- S-Curve -3
£ .

—

.k 3

2. 4E =

= orrelation :31

: E

E 3

ﬂl 2 .l:- —j

o

.

=]

3

4

3

_f

3

‘3

=

P

DLL S CURVE, CORRELATION

"arm filter: Butterworth
order 2

'FH.'FO.OZBT

|
=)
u
=]

[
=
o)

1, Ghuounboneydstnon bl eeioura o aingg
2.6 -5 -1.8 -8.5 8.8 B85 L8 1.3 28 25

Le

fa E.LLLJJ.LLL[.IJ JRUNRETRRRNNRETANA

B

Fig. 5 DLL S-curve, correlation function with modulation

c:Z(}f1(23;rrl"'“'

-57-



" z'nC)om

™= o
o =)

=
=)

m
o
T ATy oY [ I e T T VT T T

=
N
TR T

=
=

AT IO T [ T O

ORIGINAL PAGE 19
OF POOR QUALITY

AT AT AT AT

Correlation

<S5 Curve

"

DLL § CURVE, CORRELATION
&
™

1
=)
-
L

-8.8

—i.HE.mu_um

2.6 -1.5 -1.8 -0.5 0.8

1
=
L]
th
TTUTTOIITIT i"m'jTl'TﬂTﬂ"l"lT'l LERERRNRRXENRNTRRY

prefilter:

arm filter:

2.5 LB L35 280

[

%

Chebyshev

order &

1 dB ripple,

.4 =1.0

G

Butterworth

order 2

f,2=0. 0231

E;
|
E
E
E
|

Fig. 6 DLL S-curve, correlation function with no modulation

25 3,8

| -5B-

AR RNy N EyERNN AT NTNANSRNNRENFYTNRRES

IERRERANR AN NNR NN SRR ETR AR RSN ERIS TN ET

J&Cm¥



[___ inﬁ)m

ORIGINAL PAGE 13
OF POOR QuALITY

1- ﬁ ET[T[TI UM AT T LT R TR I AT e aninjnIming nnnmrn‘rr.mg

/\:—Corre]ation

= =
[} oa)
[LLRARRERER RN e o e T

=
o
AN TINEEYRRR Y NN RRRARIRIRENNIRARE

!
=3

£

=
YUITITTIT

|
o]
b
(]

‘prefilter: Chebyshev orde
4
1 dB rippTe,

DLl & CURVE, CORRELATION

=
e

TR OF [T 7T AT T AT T £ e

'FGA=1.
arm filter: Butterworth
order 2
fH‘A=0.0231

1
=
-
[=3]

1
=
e o]

i
1
f
|
1
b
i
I
!
!
¢
i
H

AEB AR NN AREN AR R RRASANRORTY JJ.LIJ-LLLLI-HJJJJ FARERE

¥

-1, ARty b 1l I PIT, ouuLLul.ulLu;umluJ.LuLLLILLuJ_LuH
2.8 -1.5 -L.B -6.5 2.8 8.5 L8 L5 28 25 ap

Tx

Fig. 7 DLL S-curve, correlation function with modulation

oﬁné)m -

_Ra



""'c:l{}fziifz)irz

ORIGINAL PAGE I8
OF POOR QUALITY

Table 2. Power Degradation with Prefilter Distortion.

H (s) He(s) ' POWER
CASE | BUTTERWORTH | CHEBYSHEV, 1 dB RIPPLE| MODULATION | DEGRADATION
| fua = 0.0231 fob = 1.0 (dB)
1 . ‘ NO .0.036
2" GRDER
2 o1 GRDER ALTERNATING 1.3
3 NO 0.36
ath orper
4 ALTERNATING 1.7

c>l.ifz(zji;iiz‘f"';
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obvious that the major degradation is due to the modulation. The power
degradation will depend on specific modulation and therefore time
varying.

. With the .parameters cons%dered here, the power degradation is below
2 dB. Further degradation can be expected if fga is less than 1. 1In
the presence of noise and quantization error the Toop will operate
arcund the stable Tock point. This further offset will cause additional
pover degradation.

Undesired stable false lock points are shown to exist in the loop
S-curve after prefiltering. These Tock points cause locp "hangup"
during acquisition at high signal-to-noise ratios if the on-time
correlation function falls below the lock detection threshold when the
timing error lies in the vicinity of these lock points.

The degraﬂation in magnitude of the on-time correlation function
gives rise to a signal processing gain loss, i.e., signal power
degradation. This degradation, which is modulation dependent, is shown
in Table 2. The S-curve and on-time correlation function are provided
by two separate subsystems. Any timing offset between the desired lock
point and the peak of the on-time correlation function developed in two
different multipliers could exist due to differential delay mismatched
between channels. This degradation, shown in Table 3, is significant
even for an offset of a fraction of a chip time. Therefore, calibration

and maintenance of this differential path delay must be maintained.
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Table 3. Power Degradation Due to Timing Offset Between
S-Curve and Correlation Function.
POWER DEGRADATION (dB)
OFFSET -
{A) CASE 1 CASE 2 CASE 3 CASE 4
‘ 0 0.36 1.3 0.36 1.7
1/8 0.72 1.9 0.72 1.9
1/4 1.7 4.0 1.4 3.1
3/8 3.3 6.9 3.1 6.2
1/2 . 5.7 13.2 5.5 11.1
Note: Parameters in each case correspond to the same case
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2.5 PREDICTED CRN DEGRADATION TO BER ON SHUTTLE/TDRSS S-BAND RETURN LINK

Table 1 gives LinCsim's predictions of the CNR degradationlto BER due
to RFI for both modes of the Shuttle/TDRSS S-band return link. The RFI
environments treated are Models C, D, E, and F of [1]. The LinCsim
program computes results assuming an interteaver. Shuttle will not have
an interleaver. The increased degradation due to that fact is=estimated
from the results with interieaver and from Harris Corporation hardware
results, the references for which are given in Table 1. Mode 2 is much

more affected by the interieaver absence thatn mode 1 is.

REFERENCE

1. John J. Schwartz, "Simplified Radio Frequency Interference (RFI}
for the TDRSS S5-band Return Link Evaluation;" GSFC, MD, 5
November 1981.
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Table 1.

Model € - Q°

1.5°
4°

Model D 0°

1.5°
40

Model E - 0°

1.5°
40

Madel F - 0°

1.5°
4Q

Predicted CNR Degradation for Shuttle/TDRSS S-Band
Return Link.

With Interleaver Without Interleaver*
Mode 1 Mode 2 Mode 1 Yode 2
1.72 d8 1.95 dB 2.6 4.0-7.0

59 .7 1.0 1.4-2.5
.16 .20 .2 .37
1.62 1.72 2.4 3.5
.45 A7 .8 1.0
.10 M 1 ‘ .2
R .45 .8 9-7.6
d0 13 1 2-.4
0 0 _ 0 1=-.2
.51 .54 .9 1.4
.07 .08 ’ L1 . .2
0 0 0 .1

*Effect of interleaver absence is estimated from results given in
"RFI Test Study Final Report " by Harvris Corp., Government Systems
Group Communications Systems, Melbourne, FL, 29 April 1980.

Where a range of degradation values is shown, the minimum is estimated
from the report just cited and the maximum is estimated from

"RFT Test Study Second Interim Report" by Harris Corporation,
Government Systems Group Communications Systems, Melbourne, FL,

26 February 1980,
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2.6 RFI EFFECT ON ACQUISITION OF SHUTTLE/TDRSS S-BAND RETURN LTINK

1. Introduction

We would Tike to be able to say how much longer or shorter acquisition of the

Shqttie/TDRSS S-Band return 1ink takes in the presence of RFI. Unfortunately, the .
theory of noisy acquisition of loops is almost nonexistent. Fortunately, even in
the presence of RFI the SNR at input to the S-band Shuttle

Demodulator/Bit Synchronizer is greater than the minimum required for

normal acquisitién, as will be shown through numerical resuits in

Section 3. We proceed in Section 2 to obtain an expression for SNR.

2. SNR in the Carrier Loop Bandwidth

The overall 1ink diagram is shown in Fig. 1. We derive expressions
for the signal at input to the demodulator and then calculate SNR in the
carrier loop bandwidth.

The signal + noise + RFI before the nonlinearity is

yz(t} = {?[/?'let) + nul(t) + wl(t)]cos(mt+¢1)

- Y2 [n (t)tw,(t) Isin{wt+y, )
U, 2 1
where the signal is BPSK and nu_(t) and wi(t) are quadrature components
i
of the uplink noise and RFI, respectively. y,(t) can also be written as
-1 B(t)
L

Yo(t) = YZ r{t)cos(wt + g+ tan KT } (2)‘

where

r=

——
ct

——
L}

Jﬁal(t)-+nul(t) + iy (t)

B(5) =, () # v, (t)
3
ret) = 7 AS(t)+BA (L) 3)
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After the nonlinearity, because of the AM-AM (f(r)) and AM-PM

(g(r}) conversions, we can write y3(t) as

) ORIGINA e -
5’3“3) - ﬁf(r(t))COS(tﬂt + 1]';1 + tan L %E%} + g(r(t))) OF POO;gﬁfﬁﬁ
= /2 [hy(r)-A-h,(r)-Blcos(wt+p,)
- YZLh, (r)+Arh, (r)-Blsin(ut+y,) )
: (4)
where hy(r) = f(r) cos{g(r)}/r
h,(r) = f(r) sin{g(r)}/r (5)

At this point, downlink noise must be added. But since the amount of
downlink thermal noise is small, it is neqlected from here on. Its
inclusion is straightforward and could be implemented if necessary.

ys(t) can be further separated into signal and noise components

ySS(t) = J?[hllﬁﬁl(t)]cos(mt+w1) - /?[hledl(t)]sin(wt+¢1)

and
Yoy (E) = J?[hl(nul+w1) . Hz(nu2+w2)]cos(mt+¢l)
- J?[hl(nu2+w2)+h2(nul+w1)]sin(mt+¢l) (6)
where
y3(t) = ya (t) +yq (t) (7)

Expressions for signal and noise power are given by

LinCom—
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£f (h/Pd;) + (hy/Pd )%

pe((Hichy? E(nul+w1)2+(nuz+w2)2]} 9)

where P. is signal power and P, is noise power.

The SNR in the carrier loop bandvidth can be calculated as
follows. Conditioned on all the RFI'processes and on the no-RFI
condition, we compute a set of Psi and Pni. Then the average signal and
noise power can be obtained simply by weighting the Psi and Pni by the
corresponding duty ngle§ and summing, This averaging can be justified
by the fact that the demodulator loop bandwidth (28.8 KHz) is éma]i
compared to the inverse of the RFI pulse duration (3.5 usec) so that RFI

is effectively spread in time. Thus, the average SNR can be obtained as

SNR = i (10)

where the noise power is that which enters the carrier Toop bandvidth
only.

3. Numerical Results

Numerical calculation has been performed of the SNR degradation due
to RFI for both mode 1 and mode 2. The RFI environment used Model C from
1], which is the worst enviromment -LinCom has for Shuttle. The
results are given in Table 1. The degradation is about 1.2 dB for the
given RFI environment.

From [2], the minimum SNR required for normal demodulator

acquisition is
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Table . Average SNR in Carrier Loop Bandwidth.

T 3 dB CLIPPER 9 dB CLIPPER

NO RFI RFI NO RFI RFI
MODE 1 | 14.1 dB 12.9 dB 13.2 dB 10.7 dB
MODE 2 17.1 15.9 | 16.2 13.6

LinCom—
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9.70 dB for Mode 1

12.71 dB for Mode 2

With the given RFI enviromment, the SHR in the demodulator is still
well above the minimum required. Thus we expect that even under severe

RFI enviromments, the acguisition process will be Tittle affected.
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3. ASSESSMENT OF ESTL SIMULATOR AND TDRSS FLIGHT HARDWARE CHARACTERISTICS

3.7 Introduction

This chapter documents the weork accomplished under Task.#3, which
requires asgessment of the differences between the ESTL simulation
hardware and the TDRSS system design. The work dealt with ESTE tests
involving simulated radio-frequency interference (RFI). Section 3.2
gives the method by which the RFI environments provided to JSC and
LinCom on December 8, 1981, were approximated by the RFI Test
Generator. This method is also applicable to future reprogrammings
of the RFI Test Generator. Attachment 3 of this final report documents
one of the sets of predictions made by LinCsim of the RFI degradation
to hit error rate seen by the FSTL equipment. Section 3.3 presents
an attempt to explain the discrepancy between prediction and

observation.
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3.2 PROGRAMMING OF RFI TEST GENERATO&“

1. Intrecduction

On December 8, 1981, a new set of RFI envircnments was provided to
"JSC and LinCom [1]. This report shows how these environments can be
approximated by the RFI test generator (RTG) and furnishes all the
information required to reprogram the RTG for the new environments.

Section 2 gives some background infermation about the restrictions
on the RFI modeling in the RTG. Section 3 contains tables of data which
must be stored in the RTG's PROMS and explains how these tables are to
be used. Section 4 compares the modeling performed here with the PROM

data in [11.
2. Modeling of RFI Environments in the RTG

The RTG uses two kinds of storad tables to define one RFI
environment.

The first table defines the probabi]ity'Pp that a given interval of
duration t (the RFI pulse duration) contains an RFI pulse (either noise
or CW). In the RTG manual it is called the Probability PROM table.

This table contains one value for CW pulses and another for noise pulses
for each ﬁFI environment and each pulse duration. The relationship

between teble entry C and pulse probability Pp is
C = 128 Pp
or, since there are 1 intervals per second, the tabte entry is related
to the pulse rate PPS = PP/T by
C = 128-PPS-x
C must be an integer in [0,127], hence the quantization of the pulse
rate is quite coarse. Table 1 Tists the minimum increment of PPS for

various values of T.

The second kind of table stored in the RTG defines the relative
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frequency of the varicus power levels given that a pulse is generated.
It is called the amplitude PROM table in the RTG manual. h

The modeling of the RFI environment consists of the determination
of the entries for both types of tables. In crder to obtain accurate
results it is best to start out with the determination of the table
entry C. A problem which arises in this process is that PPS will take
on a different value for each pulse duration T. This problem was dealt
with here by modifying the pulse power distribution curves at the Tow
power levels (20 dBW and less) to result in very similar values of PPS
for all values ¢f . _The result is, however, that the pulse rate for
the lowest power Tevel differs in some cases substantiaily from the
Tevels suggested by the environments in [1]. This difference is only
substantial on a relative scale, however. The maximum error is 1.6
Kpulses/sec and from simulations it was determined that this error has a
negligible effec£ on the expected link performance. The second step in
the modeling is then the quantization of the modified pulse power
distribution curves. The resulting approximation to the original RFI
environments are shown in Figures 1 to 8. The modifica}ion of the
environments is hardly noticeable except for the two nonzero CW
environments. The it above 20 dBW is always very good.

3. Data Required for RTG Programming

3.1 Probability PROM Table

The probability PROM Table is stored in three PROM chips of the
type HM-7603: One for noise pulses and two identical ones for CW
pulses. The noise chip should be programmed according to Table 2 and
the two CW chips according to Table 3. '

The amplitude PROM tables require a total of 32 PROM chips of the

. . Lo —
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Table 1. Increment of Pulse Rate,

PULSE DURATICN INCREMENT ON PPS
(u sec) (K Pulses/sec)
2 3.9
3 2.6
~ 4 2.0
5 1.6
6 1.3

ORIGINAL PAGE [§
OF POOR QUALITY
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Table 2.

ORIGINSL PAGE 19
OF POCR QUALITY

ADDRESS CONTENTS
_DEC _ HEX DEC _ HEX_
3 95 255 PF
1 9l 255 FF
2 02 255 FF
3 3 255 FF

4 14 255 FE
5 95 255 FF
8 96 255 FE
7 q7 255 FF
8 38 24  -18
9 39 58 3a
16 9n_ 69 3
11 58 24 18
12 3¢ 29 14
13 . 6n 48 34
14 9E 59 32
15 OF 29 14
16 14 16 10
17 11 38 26
18 12 48 28
19 13 16 10
26 14 12 6C
21 - 15 29 1D
22 16 34 1E
23 17 12, 8C
24 18 8 98

25 19 18 13
2% 13 29 14
27 iB 8 88
28 1C 2558 PrE
29 1D 255 FF
33 1E 255 FF
31 g 2.55 EE

Contents of Probability PROM for Noise.

-83-
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Table 3.

ORIGINAL PAGE (S
OF POOR QUALITY

ADDRESS CONTENTS
DEC HEX DEC HEX
0 q9 255 FE.
1 g1 255 FF
2 a2 255 FF
3 a3 255 F¥
4 94 255 FF
5 a5 255 FF
5 a6 255 FF
7 a7 255 FF

R 43 i an

9 79 24 18
10 GA 0 03
S ap & a5
12 518 4] 03
i3 6D 28 14
1.4 g8 4 55
15 gF 5 g5
16 140 ] 44
17 11 16 14
18 12 5] a4
19 13 4 54
- 23 14 G a4
21 15 12 ac
22 16 3 ng
23 17 3 a3
24 18 g 34
23 19 g 03
26 13 a 04
27 1B 2 a2
23 ic 255 FF
_ 29 1D 285 EF
39 1E 255 FF
31 iF 255 FF

Contents of Probability PROMs for CW,

-84~
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type HM-17611. These are 256x4 bit memories. Since the numbers to be
stored are between 0 and 50 (HEX 32) there are two chips required to
store one table: one contains the most significant (HEX) digit (MSD)
and the other'the lTeast significant (HEX) digit (LSD). Each of the four
environments requires one table for noise pulses and one for CW pulses
and each table has a duplicate, resulting in
4 x 2 x 2 x 2 = 32

{environments) (noise/CW) (duplicate) (chips/table)
chips. The memory contents of these chips is Iistgd in Tables 4 through
11. As pointed out, the MSD of the HEX number goes into one chip
(suffix 1) and the LSD goes into another (suffix 2) and a duplicate is
to be programmed for each. |

4. {Lomparison with Previous PROM Data

The PROM tables given in [1] for the same RFI environments differ
in two aspects from those presented in this report:
(1) The values in the-probability PROM tables are approximately
one-half of the values given here.
(2) fhe values in the amplitude PROM tables are approximately 20
units Targer than the values shown here.
In both cases the source of the difference could be traced to the poor
documentation for the RTG. The values given here supersede the ones

. previously documented in [1].

oan&m -
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3.3 COMPARISON OF ESTL RFI TEST RESULTS AND LinCsim PREDICTIONS
1. Introduction

In early May 1982 tests were performed at ESTL of Johnson Space
Center to measure the performance of the simulated S~band Shuttle/TDRSS
return links in the presence of simulated pulsed radio-frequency
‘interference [1]. The performance measures obtained which are of
concern in this report are symbol error rate (SER, at matched-filter
output) and bit error rate (BER, at Viterbi decoder output). LinCsim was
used to obtain predictions of the performance to compare with the
measurement. The BER comparison is bad. The SER comparison is good for
a certain range of Shuttle-to-TDRSS CMR's but unfortunately not for the
range of interest. Eﬁ this report we attempt fo explain the -
discrépancy.

The sections that follow are these. In Section 2 some actual and
predicted results are compared. In Section 3 analysis in support of our
predictions is summarized, which assumes that the receiver losses are
the same with and without RFI., In Section 4 the symbol synchronizer
performance with and without RFI is studied. Finally, in Section 5 some
conclusions are presented.

2. Comparison of Hardware Results and Predictions

Since predicted BER does_not compare well with measured BER, in
this report a more basic comparison is made, that of SER. Measured and
predicted values of SER as a function of delta CNR are presented 1in
Figures 1 and 2. Link characteristics are listed in Table 1. Figure 2
is a continuation upward of Figure 1. As a reference the link
performance without RFI is also shown. The delta CNR {s relative to the
CMR at which SER = 1072 without RFI. The RFI environment used in

obtaining these results is the most severe of those used in the ESTL

a

Lin
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Table 1. Link Characteristics.
Shuttle mode 1
Equivalent Thermal Noise‘EIRP 27.6 dBW in 20 MHz
One-sided IF bandwidth of TDRS input filter = 17.5 Mz
TDRS nonlinearity = clipper followed by TWTA
Clipper characteristics:
o 1-dB compression point 6 dB above operating point

s output power 3 dB below saturation at 1-dB compression
point

e AM/PM distortion 1.2 deg/dB for inputs > 1-dB
compression point -.3 dB

TWTA characteristics:
¢ 18.5 dB input backoff
o maximum AM/PM distortion 5.5 deg/dB

o&nam T
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tests and incliudes both noise- and continuous-wave{CW)-type RFI. No
antenna off-pointing is assumed. RFI pulse duration is 5 usec. In our
predictions, channel losses {not including the effect of the TDRS
nonlinearity) are assumed to be the same with RFI as without RFI and the
same for ail CNR's,
It can be seen in Figures 1 and 2 that for SER's less than:.015 the
predicted SER is greater than the measured SER, as expected since the
Lipﬁsim program was written to be slightly conservative when it couidn't
be more accurate. However, fér SER's greater than .015 the prediction
is optimistic. Unfortunately, this is tﬁe region of interest, since at
least for a Gaussian channel an SER of about .10 corresponds to a BER of
10"5 with the rate-1/3 code. Our prediction is that an SER of .10
occurs with 2.4 dB less CNR than the measured resuits indicate.
The desire to explain this discrepancy led us to perform the
analyses described in the next two sections.

3. Analysis of Predictions

We have elsewhere performed an analysis of our predictions pf the
RFI effect on BER which supports the reasonableness of them. Reference
f2] is a study of our predictions of EIRP degradation due to RFI (i.e.,
increase in EIRP required to overcome the RFI effect) for the whole
range of SSA data rates. The Shuttie S-band data rates fall in this
raﬁge. The reasons for the shape of the degradation vs. data rate curve
are analyzed for the cases of a fairly severe RFI environment with noise
RFI and high-power CW RFI and of the same environment with ihe CW RFI
replaced by noise RFI. The differences between the two curves are also
analyzed. The analysis is in terms of the behavior of the eight-level-

quantized probability density function of the matched-filter output as a
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function of data rate and type of RFI.

For the predictions presented here and in [2], it is assumed that
channel losses (not including the effect of the TDRS nonlinearity) are
the same wiih and without RFI and the same for all CNR's. This was
found by analysis to be true for symbol rates about equal to those used
by the Shuttle, for a general SSA return-Jink user who emp]bys rate-1/2
coding. One source of losses, the symbol synchronizer, is studied in
the next section, to see if the assumption is good for the Shuttie, at
Teast for Tosses associated with 1;. '

4, Analysis of Performance of Symbol Synchronizer

Since the predicted SER and the measured SER behave so differently
around SER=.10, our Tink model must lack something. Aaron Yeinberg
suggested that perhaps the symbol synchronizer, a version of the digital
data-transition tracking loop (DTTL), doeg not behave as well as
expected. He pointed out that 16 points per symbol.are taken in the
digital symbol sync, s¢ perhaps what would be a small rms timing error
in an analog symbol sync could become a larger rms timing error in a
digital one. An error of slightly more than 3.125% would become an
error of 6.25% in the actual symbol sync. Although we were told by
people who ran the ESTL test that the carrier tracking Toop and the
symbol sync behaved as well with RFI as without, the point seemed worth
1nvestigéting.

The block diagram of our model of the DTTL is given in Figure 3.
It differs from the actual DTTL in two ways. First, the DTTL and
demodulator are actually integrated. Second, we show the quantities at
the output of I, Iy, an I3 as integrals, even though they are actually

sums of samples. We are not sure of the signs with which the ocutputs of

C>Zf}fliiji;f71'___;_
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and I., are combined. If the signs are as shown (one positive and one

. 3
negatfve), tﬁe traqking perfonmance is considerably better than if the
signs are as 'indicated ih"t3j:(both positive [2]. We think perhaps an
6versight was made in [3].

The full analysis of the performance of the DTTL is given in Section
1.3 of this final report.

The results to be presented are based on the following
assumptions. The superior implementation of the loop is the actual
one. The behavior of the DTTL is determired by an average of the
RFI/no—RFI conditions since in a correlation time of the loop many RFI
pulses occur. Different values of EIRP are used in the RFI and no-RFI
cases, but in each case the EIRP is used at which LinCsim predicts an SER
of .10 when the channel 1loss due to such things as imperfect carrier
tracking is at its no-RFI value. - ‘

With these conditions we predict that without RFI the rms timing
error is 1.2% of a symbol duration, while with RFI it is 1.4%.

Even though our analysis assumes that the timing error can take on
a continuous range of values instead of the actual discrete set, our
predictions indicate that the DTTL performance with RFI is about the
same as the performance without RFI and that in both cases the
performénce is probably good.
5. Conclusions

Two conclusions may be drawn from our analysis: first, that our
predictions are probably good wi%hin our model of the receiver, and
second, that the assumption of our predictions that the symbol -
syncnroﬂizer works as well with RFI as without is probably a good one.

We do not have the digital carrier tracking loop modeled, so we make no

o[:'n(?om T

statement regarding it.
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A possible source of trouble in the recejver that can be eliminated
by studying [3], if [3] is accurate, is overflows in the accumulators.

Since we Cannot explain the divergence between measurement and
prediction, we feel there is probably some element of the receiver which
does not act as expected when RFI.is present. We would like to know if

the receiver matches its description in [3].
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4. TDRSS RFI MODEL AND SIMULATION

4.1 INTRODUCTION

In this chapter we. report on the work done under Task #4, which
calls for the updating of analytical models to describe the effects
of the TDRSS radio-frequency interference (RFI) environment on Shuttle
communication links. During the last two years, the analytical
BER model was considerably refined. This is reproted on in Section
4.2, More recently, a Monte Carlo-type simulation of the RFI effect
on BER has been developed in order to better model the S-Band Shuttle
return 1inks, on which interleaving is not used. The modei, with a
comparison of some of its preliminary results with those of the analytical
model, is discussed in Section 4.3. Excellent agreement of the results
of both models at data rates where interleaving has little effect tends
to validate both models. Finally, in Section 4.4 the model of the RFI effect
on synchronization and Doppler tracking performance is presented.

4.2 ANALYTICAL MODEL OF RFI EFFECT ON BIT ERROR RATE

1. Introduction

The TDRSS S-band return Tink and, to a lesser extent, the other TDRSS
1inks (forward and return) will be subject to pulsed radio-freguency
interference (RFI) of two types: wideband Gaussian noise and continuous
wave (CW).

Supporting analysis of the model which has been developed to predict
the RFI effect on bit error rate (BER) is presented here.

The organization of the rest of this reprot is as follows. Section 2
describes the generalized 1ink which is treateé. Section 3 gives the RFI
environment model. Section 4 goes into general aspects of the medel. The

general approach had to be developed differently for the cases where more

LinCom—
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than one RFI pulses occurs in a symbol with significant and insignificatn
probability. The two developments are called the low- and high-rate
models, respectively, after the range of symbol rates in which they are
applicable, and are described in Sections 5 and 6.

2. Link .

2.1 General Link

The generalized Tink that is treated is sketched in Figures 2.1, 2.2,
and 2.5. ., We now describe each element in the Tink.

The transmitted signal has the following characteristics. The
modulation is BPSK. The data may be coded at rate 1/3 or uncoded, the
symbol format may be NRZ or biphase, and the channel may be PN-spread or
unspread. The modulator may exhibit gian and phase imbalance. There may
be data asymmetry.

Tc the transmitted signal are added thermal noise and, possibly, RFI.

The receiver is modeled as follows. The first element is a bandpass
filter which is assumed wide enough to pass the signal and PN seqltence
without distortion. Next is a composite nonlinearity which may be one
‘nonlinearity, a cascade of such, or a Tinear amplifier. THen there is
the PN-despreader, if appropriate, followed by the demodulator, matched
filter, and Viterbi decoder, %f appropriate. Post—n;n]inearity thermal
noise is negligible on the TDRSS Tinks so is ignored. The receiver
1osses on the signal compenent of the matched-fitler output, with no loss
on the random component due to pre-nonlinearity thermal noise and RFI.
The receiverflosses include those due to PN-despreading, demodulating,

bit synchronizing, and imperfect transmitted signal.
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2.2 Forward Link

For the forward 1ink, the range channel is ignored with Tittle
effect on the BER of the command channel. The transmitter that is
modeled is the one in the TDR satellite. We can ignore the uplink
because it is essentially noise-free. THe receiver that is treated
is the one in the user spacecraft.
2.3. Return Link

For the return link the transmitter is in the user spacecraft.
The receiver is a combination of the receivers in the TDR satellite
and the ground station. For the S-band and K-band 1inks the bandpass
filter is in the TDR satellite. The composite nonlinearity consists
of the composite nonlinearity in the TDR satellite and, if the filter
at input to the ground station receiver is at least as wide as the one
at input to the TDR satellite, any nonlinearity at cutput of the ground

receiver input filter.
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3. RFI Envirconment Model

The model of the RFI environments is as follows.

First, the RFI is of two types, Gaussian noise and (W. In the'
entire passband of the IF filter preceding the link nonlinearity, noise-
type RFI has flat power spectral density and the freguency of CH-type

RFI is uniformly distributed.

Second, the correlation time of the IF filter preceding the Tink

_honlinearity is less than the RFI pulse durations.

Third, the number of RFI pulses of any one type and power arriving

in an interval of fixed duration is Poisson distributed.

ofin(fo;ﬂ T
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4, General Approach

4,1 Introduction

In this chapter are discussed aspects of the model applicable at
all symbol rates. The first section describes aspects of the éamp1e—sum
approach to approximating the matched~-filter output, namely, the basic
sample-sum approach, the basic sample description, sampling at less than
the Nyquist rate, and sample descriptions in the PN-sprzad case. The
next section tells how the (W-RFI frequency points are chosen over which
averaging is done. The next section tells how that part of the matched-
filter output corresp?nding to a CW.RFI pulse is modeled for RFI
frequencies which can&ot be modeled by the sample-sum approach. The
last sections describe how decoder quantization step size is set, how a
non-Gaussian quantized probability density function (pdf) is calculated,

and how the coded BER is computed.

4.2 Sample-Sum Approach
4.2.1 Basic Sample-Sum Approach

In the sample sum approach the matched-filter output z is
approximated by the sum of independent samples of the filter input taken

at rate B, the one-sided IF frequency of the pre-nonlinearity filter,
and scalad by 1/8T, as follows [2]:

r

BT
)) Zss NRZ symbols
el
z = <. (1)
BT/2 8T
Y z, - y z., biphase symbols
L 1=1 i=BT/2+1

where 1/T is the symbol rate (=data rate divided by code rate) of

channel 1, the channel of interest, and where the channei-1 symbol

o[:'n&’m S
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format is as indicated. B is the Nyquist sampling rate., The samples
are mutually independent if thermal noise and noise RFI are present
during any or all of the samples and if when CW RFI is present its
frequency and phase at the beginning of the pulse(s).are known. It is a

good approximation to assume that the phase of CW RFI is constant during

a sample duration.

Since the samples are independent, then the characteristic function

& of z can be written as the product of the characteristic functions &;

of z;:
BT
n @ (ju/BT), NRZ
i=1
a(ju) = < (2)
BT/2 BT
@ (ju/BT) I o* {(ju/BT), biphase
L=l T i=BT/2+1

4.2.2 Description of Samples Taken at MNyquist Rate

When sampling is dene at the Nyquist rate, a sampie is the in-phase
component of the nonlinearity output, adjusted for receiver loss and
ol scaled byllfBT. Post-nontinearity thermal noise is negligible on the
TBRSS Tinks.
The input to the nonlinearity at any given time t is of the form
(S+nyq1)cos(wgt+a) - n, o sin{egt+a), where uy is the carrier radian
frequency, S and o« are the amplitude and phase, respectively, of the
signal plus CW RFI, if present, and n,y and n,, are independent Gaussian
random variables representing thermal noise plus noise RFI, if
present. The nonlinearity irput can be rewritten ORIGINAL PAGE S
OF POOR QUALITY

(S+nu1)cos(m0t+a) -, sin(ubt+a) =R cos(wbt+a+n) (3)

c:#!f%ﬁl{:jZ)i?l —
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where
2 _ 2 2
R™ = (S+nu1) RN :
ORIGINAL PAGE IS
nu2 OF POOR QUALITY
tan n = T
ul

The output of the nonlinearity is f(R)cos(ugt+etn+g(R}), where f
and g are, respectively, the AM-to-AM and AM-to-PM Ffunctions of the
nonlinearity.

In the receiver the signal is demodulated. The in-phase sample w;

is given by

W, = f(R)cos(etntg(R)-0) (4)
where g is the phase tracked out by the demodulator.

Now the receiver losses must be accounted for. This is done by
multiplying the signal component ot w; by a constant less than one. The =
receiver losses due to imperfect synchronization of the PN-despreader,
demodu]atbr, and symbol synchronizer and those due to imperfect
tfansnitted signal can be well modeled this way. The RFI component is
not similariy degraded. The receiver losses just described have either
no effect or on the average no effect on the RFI component. The pre-
nonTinearity thermal noise component of Wy is also Teft unaltered. The
problem that remains is how to define the signal component s; of w,.
Basically, s; is defined by

S; T Ex-.r~i (5)

where the expectation is taken over the independent quadrature

components (g.c.) of pre-ncnlinearity thermal noise if no RFI occurs

c[i.l'l@in

-103-



tnl_om

when the sample is taken, over the independent g.c.'s of pre-
nonlinearity thermal noise plus RFI if noise-type RFI occurs, and over
the 5ndepenQent’a;q.'s of pre-nonTinearity thermal noise and over the
phase (which is uniformly distributed from -= to =) of the RFI if CW-
type RFI occurs.

Finally, the sample must be scaled by 1/BT.

Thus, the sample z; is defined by

z; = %T-(ysi +ws - Si) (6)

-

where the receiver Toss in dB is -20 logy45(2).

The BER/RFI computer program calculates statistics of the sample
z;5 which depend on_signal phasor, power of RFI process, type of
process, and, for a Cl-type process, RFI phase.

4:2.3 Sampling at-Less than Nyquist Rate

For some signals it is practically necessary to sampie_at_a rate
less than the Nyquist rate. The samples are independent, just as
before. A Tower sample rate is used for a signal with PN-spread
channel, The mean and variance of the sample are the mean and
variance of the Nyquist-rate sample scaTéd by B/RS and (B/RS)Z, respectively,

where Rg is the. Tower sample-rate.

o[}ncwﬂ T
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4,2.4 Samples in the PN-Spread (ase

In the case where the channel is PN-spread, the sample descriptions
must be further developed. Over each of the sample durations (=inverse
of PM-chip rate Rc) it is equally likely that the PN chip haq,positive
and negative sign. Therefore, if M, and V, are the sample mean and
variance, respectively, when the data and chip have the same
sign and M_ and V_ are for different signs, then after despreading the

sample mean and variance are given by

Mean = .5%(M -M_)

Yariance = .5*(ME+V++Mf+V_) - Mean2 (7)

when the data has positive sign. When the data has negative sign the

mean is the opposite of that given above and the variance is the same,
CW RFI frequencies more than RC/4 away from the carrier frequency

cannot be repregented in the sample-sum approach. This point is

addressed in Section 4.4.

4.3 Frequency Points Taken in QW-RFI Averaging

Some (W RFI freguencies are more damaging than others. (Gonsider
the matched-filter output when an RFI pulse which_is much more powerful

than signal plus pre-nonlinearity thermal noise occurs during the entire

symbal. Roughly speaking, if the RFI frequency is near the carrier then for a
good portion of the possible initial RFI phases the matched-filter output
will fall in the soft-decision quantizatioﬁ level farthest from zero and

on the opposite side of zero from the symbol, indicating a heavily

caéf}:zéf:i;fvz -
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weighted incorrect symbol to the decoder. In general, for a nonlinear Tink, if
the RFI frequency is far from the carrier then for all values of initial RFI '
phase the matched-filter output will almost always fall in one of the
two middie quantization levels, indicating a 1ightly-weighted symbol to
Ehe decoder, which is desirable under the circumstaﬁces.

The relative effect of the various frequencies depends on the pulse
duration, symbol duration, symbol forman and whether -
the thannel is PN-spread or not. ". Figures 4.1 to 4.5 give curves
of a function of the RFI frequency relative tc the carrier. In general,
the larger the functign's absolute value at a particuiar RFI freguency,
the more harmful that frequency is to ¢commnication. Figures 4.1 and
4.2 show the matched-fiiter (M.F.) output when C RFI and neither signal
nor noise occur over the symbol duration, the channel is not spread, and,
respectively, the symbol format is NRZ and biphase. Figure 4.3 shows
the matched-filter output when the input over the symbol duration is all
zero except for é W occurring in a pulse short encugh to be_wholly
contained in an NRZ symbol or in the first or second half of a biphase
symbol and when the channel is not spread. Figure 4.4 shows the
variance of the matched-filter output when a despread €W over the symbol
duration is the matched-filter input. Figure 4.5 is the same as Figure
4.4 except that the despread CW occurs only in a pulse wholly contained
in a symbol.

The other considerations in choosing a set of frequency points to
be averaged over are accuracy and computation time.

Therefore, in general more points are used in the ranges over which
the appropriate curve (of those given in Figures 4.1 to 4.5) has large

magnitude than in the ranges over which the magn%tude is small. Also,

oﬁnC)m_f -
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M.F. INPUT:

M.F. OUTPUT:

cos(2nftte), 0 < t < T, where T = symbol duration

sin{xfT)
pa S E {nfT+a)

Figure 4.1. NRZ Matched-Filter Output When Input Is CW for Symbol Duration.
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M.F. INPUT: cos{2rftta}, 0 < t < T, where T = symbol duration

: . 2 e
M.F. OUTPUT: 51”“§$j;/2 sin(nfT+g)

: . sin®(xfT/2)
T nfT/2
0 /T
Figure 4.2, Biphase

Matched-Filter Output When Input I5 CW for Symbol Duration.
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M.F. INPUT: cos(2nftta) for 0 <t < v < T/2 and 0 for ¢ < t < T/2

where T = symbol duraticn and v = RFI pulse duration

M.F. OUTPUT: %5—‘—”57‘1%11 cos (nfrta)

T sin(nfr)
T nfr

Al

0o YT 1/V

2/ 3/t 4/

\ Q/\EW%’

Figure 4.3,

~

¢nd ¥o0d 40
M andd TYNIDRO

511

Matched-Filter OQutput When Input Is A1l Zero Except for a CW Pulse.
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M.F. INPUT: PN-sequence times cos{2rftta), 0 < t < T, where T = symbol duration

s 02 Lz} .(7]‘-:7

. 2

. T sin{«fT ) 2nfT . :

. C ¢’y 1 ¢ $in{2nfT}

VARIANCE OF M.F. OUTPUT: 7 (-—n-%?fz——) > [& + sin(Zﬂch) 5T cos(?nfT+2§)]

/
vhere TC = PN-chip duration

Ig— s1'n(nfTC) 2
T ﬂch

PN3j -

Figure 4.4, Variance of M.F. Output When Input Is Despread CW for Symbol Duration.
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PN-sequence times cos(2nft4a), 0 <t < ¢ < T,
M.F. INPUT: T
6, 1<t «<T

where T = symbol duration and ¢ = pulse duration

: 2
1T sin{ufT ) 2nfT .
M.F. OUTPUT: —& [ ——C°} 1 sc sin(2nfx)
_!_2 ( T[f'['c ) ? 1+ Sin(ZTrch) 2t COS(ZTI{I"ZO&)
1 e
2 T |
- N i . 2
\“‘ 1 TTC (sm(waC )) o g
AV 2 q2 LA § %
s_"l 5 iE'
2 E%‘E
2 wfT ST(ZnfT_) ~ 2nft “
/\/{«:/ I
T "'r-. " B e A o
o_f L1 T
1 1) 47 T
2r 2t ¢ ¢

Figure 4.5. Variance of M.F. Output When Input Is A1l Zero Except for a Despread CW Pulse,
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in the PN-spread cases, represented in Figures 4.4 and 4.5, more

frequencies are chosen between 0 and approximately 1.5/min(<,T), where
the curve fluctuates significantly, than between 1.5/min(t,T) and R./a,

where the fluctuation is less. Here, T is an RFI pulse duration.

.4 Matched-Filter Output When Sample-Sum Approach Cannot Be Used

The sample-sun appfoach can be used to approximate the part of the
matched-filter output dﬁe to periods of time when no RFI or noise RFI or
CW RFI of some frequencies is occurring. When the sample rate is the
Nyquist rate all (W RFL frequencies can be represented, since at least
two samples per periog are needed in the case of channel 1 unspread.
However, when the sample rate is lower, the CW RFI frequencies farthest

from the carrier cannot be represented, as is described in Sub-Section:
4.2.4. The pessimistic assumption is made that for those frequencies,
during the CW RFI pulse no signal and no noise are present, which is
close to the truth for the RFI environments seem so far. Then the mean
of that part of the matched-filter output due to an RFI pulse is zero and
the variance can be analytically obtained, as given in Figures 4.4 and
4.5, with the part of the result dependent on RFI initial phase

neglected.

4.5 Decoder Quantization STep Size

The step size of the 8-level quantizer at input to the Viterbi
decoder will be based on a coherent or non-coherent power measurement at
some point in the receiver. The step size we have chosen yields good
results but is by no means universally used.

The step size is a’fraction of the matched-filter output mean when

LinCom—
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no RFI occurs during the symbol duration. The fraction depends on the
code rate and the BER for which the decoder is designed. If the channel
‘were linear with only additive white Gaussian noise, the step size would
equal o/2, where 02 is the variance of the matched-filter output, which
is the optimal step size under such conditions. Y

It was found that this step size yields smaller EIRP degradations
due to RFI than a step size which equals half the variance of the non-
RFI matched-filter output. The improvement is 0.1, 0.9, and 2.6 dB on
degradations of 2.3, 5.8, and 12.6 dB, respectively.

4,6 Calculation of Hon-Gaussian Quantized Pdf

Calculation of a non-Gaussian quantized pdf is called for in two
cases, one, for the high-rate model when one wishes to treat non-
Gaussian conditional pdf's and, two, for the Tow-rate model always. In
general, to obtain the quantized pdf the probability must be calculated
that the matched-filter output z is in three types of intervals, finite,
infinite on the 1eft, and infinite on the right. From [3], the

expressions for such probability are:

‘ ® 1.+ Z,-L
Pr(Z<xKZ,) = -% ID %—R(u)cos[ 12 g u-e(u)]gin( 22 1 u)du/ (8)
Pr(z(Zl) = %-—-% j:-%-R(u}sin(e(u)-Zlu)du (9)
Pr(Z,2) = 3+= IO%R(u)sin(B(u)-Zzu)du (10)

where R and 8 are, respectively, the radius and phase functions of the

characteristic function of z.

ORIGINAL PAGE 13
OF POOR QuALITY
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4,7 Caleculation of BER From Quantized Pdf

For both the coded and uncoded 1inks the BER is calculated from the

two quantized pdf's of the matched-filter output, one for pesitive and

one for negative symbol. ) .

In the uncoded case the BER is the average of the smaller of the

probabilities for each polarity of the symbol.
In the coded case, the BER computation is based on the model that

if two different information channels have the same cut-off rate RO and

the same coder/decoder, then the BER will be the same on both. Ry is

given by [3]

& PG + P11 (11)

N CO

RD = -1092

i=1

where P,_(i) is the probability that the matched-filter output is
contained in the i-th quantization level when a positive symbol is
transmitted and P_{i} is the same for negative symbol. By curve-fitting
to data points obtained for the linear additive-Gaussian-noise channel,
the following relationship was obtained [31:

1-R

Tog,nBER = To K(R)+£2ﬂ1og [ 2 =t 1 (12
%0 %0 ™1 R 10~ T+exp(a(Rg-B])

where R = code rate = 1/2 or 1/3
a = 3.017, b = 1.602
K1 = 102,31 K1 = 42,284
if R =1/2, if R =1/3
K., = 5.834 K2 = 5,918

-114-
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5. Low-Rate Model

5.1 Introduction

THe Tow-rate model is used when the probability of more than one
RFI pulse arriving in a symbol duration is significant and the average
RFL pulse duration is less than half the symbol duration for NRZ‘symboIs,
one fourth the symbol duration for biphase symbols. ’

The rest of this chapter is organized as follows. In the next
section the model assumptions are given. Then in the next two sections
the pulse types are described, on which the model is based. In the next
section the characteristic function of the matched-filter output is

derived. Lastly, the method of carrier phase recovery is treated.

5.2 Assumptions

The low-rate model is based on two assumptions:

e Cach RFI pulse is wholly contained in a symbol if symbol
format is NRZ and wholly contained in half a symbol if
symbol format is biphase.

® RFI pulse duration is negligible compared to pulse inter-

arrival time.

o[}né)m -
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5.3 Pulse Types

For each RFI process in the original environment description thére
is defined a pulse type. For each {U-type pulse type there are defiﬁed
many sub-typés, each corresponding to a pair from a discrete set of
pairs of RFI frequency and initial phase values.

In order to extend the applicability of the Tow-rate model to a
Tittle bit higher symbol rates, corresponding‘to gach pulse type with
the ratio of the pulse duration T to symbol duration T equal to at least
.33 a new pulse type is created. This is an attempt to account for the
fact that a sizeable portion of such long pulses will not Tie wholly
within one symbol (half symbol if biphase). The pulse duration of the
new type will be half that of the parent type. If X is the pulse -

arrival rate of the parent pulse type then the parent's arrival rate is

reduced by-%-% x and the new type's arrival rate is set to-% A
5.4 Pulse Description 2

A description of each pulse type or sub-type, conditioned on signal
phasor, is obtained in the following way. It is assumed that the signal
phasor stays the same throughout a pulse. The mean M; and variance Vi
of that part of a matched-filter output corresponding to the pulse is
obtained by summing up the mean and variance of samples occurring during
the pulse. The sample rate is the filter bandwidth in the unspread case
and the PN chip rate in the spread case. Phase of CW RFI is assumed
constant during a sample. Lastly, the mean My and variance Vg of that
part of a matchad-filter output correspending to no RFI during the pulse
duration are subtracted from the mean and variance with RFI.

We have in this way obtainéd a ratio ¥ of Gaussian characteristic

functions. Let b5 be the characteristic function for a pulse duration

o[t'n,éun“ —
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with RFI, @y without RFI. Then ORIGINAL PagE g
OF POOR QUALITY

o;(Ju) = exp(IMyu - Viu®/2) 13)
@O(ju) = exp(jMou - VSUZ/Z) (14)
v (Gu) = e (Gu)/eyliuw) = expli(n.-Myu-(vi-viu®s21 - (15)

]
P

5.5 Characteristic Function of Matched-Filter OQutput

To obtain the characteristic function ¢ of the matched-filter
output, functions ¥, and ¥_ have to be defined for the total RFI pulse
process and then the Poisson statistics have to be applied.

Sirce each of the RFI pulse types has a Poisson arrival process,
then all the types may be combined into one type which also has 2
Poisson arrival process. If A; 1s the arrival rate of the i-th pulse

type then we define the functions ¥_ and ¥_ as follows:

= 1 e ,
Y, = 71_2 MY (16)
-1
Y = MZ MY (17)
where
A= ) A
i 1

aﬁd‘Where ¥y; and ¥_; are ¥;-conditioned on, respectively, positive and
negative channel-1 symbol.

We need the-characteristic function of the matched-filter output : -
when there are no RFI pulses in tha symbol. Supposg ¢O+ is_the
characteristic function of the contribution to ap integrate-and-dump filter output
of one sample where the channel-1 signal is positive, ¢U_ the same but

for negative signal. Suppose that N ., and N, _ are the number of

oﬁit@)ﬁ; B
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positive~-signal samples that are, respectively, added and subtracted
intc the matcheé-fi]ter ohtpht‘and N_4 and N__ are the number of
negative-signal samples that are, respectively, added and subtracted
into the matched-filter output. Then the characteristic funct}on ¢ of
the no-RFI matched-filter output conditioned on a particular symbol
polarity and asymmetry situation (which determines N__, N__, N_., and
N__j is given by

N N

N N
++ SR S -—
& = & . (o~ ) o (¢*_) (18)
0 ot "ot 0" 0

\-

We now make the assumption that pulse duration is small compared to
pulse inter-arrival time and to symbol duration. We employ the Poisson

statistics of the combinad puise process to obtain the characteristic

function
. . Nyt . N+- .
e(ju) = QO(Ju)exp[A-wﬁ— TL¥, (Ju)-11¢A —= Tl (Ju)-1]
N . N
£ A TLY_(ju)-11 + A 5= Thv*(ju)-11}  (19)

wherel

N o= Ny o # N, +N__+N

RO e e e ORIGINAL PAGE 1§
T. = channel-1 symbol duration ) OF POOR QUALITY

5.6 Carrier Phase Recovery

The program calculates an approximate value of carrier phase offset

as the sum of two angles.
The first is that angle which brings the i-th signal phasor to the

i-th half-plane in such & way that the sum of the inner products of the

o[:fn‘C)o_m_ —

-118-



o[}ngom ‘ '

actual phasors with nominal (i.e., before any gain and phase imbalance
are imposed) is maximized.

The second angle is due to the RFI and the noniinearity and is
calculated as follows. Take a phasor with squared magnitude equal to
the average transmitted signal power and with zero phase. Obtadn the
average phasor out of the nonlinearity conditioned on no-RFI and on each
RFI process in the environment description. This‘is done for CW-type
processes in the manner of noise-type processes. Weight the conditional
phasors by duty cyclies and sun. The second angle is the phase of the
result. -

6. High-Rate Model

6.1 Introduction

The high-rate model is used when the low-rate model is not
applicable.

In the rest of this chapter we discuss the model assumptions, the
symbol types on which the model is based, the probability density

function (pdf) of the matched-filter output, and the carrier phase

recovery.
6.2 Assumptions
The basic assunptions of the high-rate model are these:
g There is no RFI pulse overlap.
o All of part of at most one pulse occurs.during a symbol.
¢ For coded links, the RFI effects on symbols which are
successive at the encoder output are independent; i.e.,
interieaving is used when the symbol rate is high enough so

that there is a significant probability that one RFI pulse

-119-
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~ may overlap successive symbols.

€.3 Symbol Types

Over the duration of a symbol, either no RFI or RFI of a - -
particular type, power, and duration occurs. Each such case is herein
called a symbol type.

The symbol types and their duty cycles are derived from the
description of the RFI environment as fcllows.

If an RFI process has t > T, where 7 is pulse duration and
T'is symbol duration, then the type of symbol which corresponds to
it has RFI occurring during the entire symbol and has the same duty
cycle as the process. For an RFI process for which v < T and duty cycle
is ¢, the symbol type has RFI occurring during t out of T and no RFI
during the rest and has duty cycle ¢T/T.

When t and T are roughly comparable, then.it will happen with
significant probability that RFI occurs during only part of a particular
synbol when t > T and that only part of a pulse occurs during-a symbol
when 1 < T. We take the range of affected rates to be thase for which
/4 < T <3t Anew symbol type is created. The new symbol has RFI
occurring during minL%T;%r] and no RFI occurring for the rest of T. Say
the duty cycle of the parent symbol type is c¢. Then the duty cycie of
the parent is decreased by %-%-c if ©> T and by %~% cif t< 7. In
both instances the duty cycle of the new symbol type is taken to be
twice the amount by which the parent is decreased.

6.4 Pdf of the Matched-Filter Output

The pdf of the matched-filter output is obtained as the weighted

sum of many conditional pdf's. For a particular -symbol polarity,
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set of preceding and following symbols when there is data asymmetry,
and epoch of RFI pulse within the symbol, the pdf is calculated as
follows:

P(-) = p(+]|symbol has no RFI) x (duty cycle of no-RFI symbal)

+ ) p(|symbol is i-th type with RFI)
1
% (duty cycle of i-th type of symbol with RFI) (20)

If the i-th type of symbol has CW RFI then p(.] symbol has i-th type of
RFI) is actually the weighted sum of pdf's conditioned on RFI frequency
and initial phase. This pdf is then averaged over the set of preceding
and following symbols if there is data asymmetry and over the epoch of
the RFI pulse, to obtain the final, unconditional pdf.

6.5 Carrier Phase Recovery

Just as in the low-rate model the carrier phase offset is calculated
as the sum of two angles.

The first angle is the same as in the lo-rate model.

The second angle is obtained by roughly modeling the Costas Toop
that would actually be used for phase tracking in the TDR satellite. The
angle is obtained as follows. Take a phasor with squared magnitude equal
to the average transmitted power with zero phase. For each type of loop
arm-Tilter output (i.e., no-RFI or with RFI from & particular RFI process
occurring during the appropriate fraction of the symbol) obtain the average
phasor out of the nonlinearity. These average phasors are then raised to

2, weighted, and summed. The phase of the result is the sacond angle.

oﬁn&m -
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4.3 MONTE CARLO-TYPE SIMULATION OF RFI EFFECT ON BIT ERROR RATE

1. Introduction

These sections describe cur Monte Carlo program that models the
effect of puised radio-frequency interfereace (RFI) on the bit error
rate (BER) of a convolutionally encoded signal when no interleaving is
done. Section 2 introduces the 1ink model used. Section 3 discusses
the simulation approach. Section 4 shows some resu]ts“obtaineﬂ by this
method and compares them with those obtained with the analytical CLASS
program documented in Section 4.2 of this final report.

2. " Link Model .

The Tink model i§ sketched in Figure 2,1. We proceed to write
expressions for the signal at various places in the link.

First we describe the transmitted signal. We assume the
information data are binary. Each data stream is coded with code rate
1/2. The symbol format is non—return-to-zéro (NRZ). A perfect signal
is assumed. Thus for each data bit d, a pair of symbols v = (V1>V2) are

generated. In this simulation we use only BPSK modulation. The

extension to QPSK is immediate. The signal is given by

s(t) = V2P (cos ot + 6) (1)
where 0, is determined by a symbol. Specifically, e,=0 for vi =0, 8, =

7 for vy = 1 where Vi denotes any symbol out of encoder; P is the signal i

power; wy is the carrier frequency.

The upiink noise process after filtering by the TDRS input bandpass

filter (BPF) can be represented as

o[:nann —
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= "_" -— 3
nu(t) V2 nc(t) cos wyt Jf'ns(t) sin o)T (23
nu(t) is a noise process with two-sided power spectral density N0/2.
Thus n_(t) and nc(t) are random variables with the distribution
N(0,N,B/2) where B is the one-sided IF bandwidth of the input fiiter.

Also in the uplink, RFI is added to the signal. The RFI
environment is composed of two types of processes, namely, the noise-

1ike process and CW processes. They can be represented respectively as

follows:
RF1 = - i 3
noise /e NC cos wot /E'NS sin abt (3)
RFICw = J?J'cos(m1t+e) cos mbt - ¥2J s1n(mlt+e) sin uht (4}
where Nes NS are Gaussian random variables with the distribution

N{0,N3B/2] and J is the power of a CW pulse. o is uniformly
distributed over (0,2n). w; is the frequency relative to the carrier
frequency within the bandwidth of BPF. wy is also a random variahble
uniformly distributed over the whole bandwidth. HNote that RFI does not
occur all the time. Its arrival process is expenentially distributed
with some rate. Details of RFI processes will be discussed in Section
3. MWe assume the BPF passes the signal without distortion.‘ Thus the

signal prior to the clipper can be represented as

x(t)

s{t) + nu(t) + RFI-1(t)

YZP cos(w0t+ev) + (f?'nc cos mot—¢? n_ sin ubt)

LinCom—
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- N i
+ Il(t)(JZ NC cos mOt 2 ¢ Sin wbt)
__ . ) . .
+ Iz(t)({ZJ cos(aht 8) cos ubt ¢?3'31n(uﬁt+e)s1n ubt)
(5)
where I(t), I;(t), Ip(t) are binary random variables, i.e. 0 or 1 with
the probabilities determined from arrival rates and pulse duration.
x(t) can be rewritten in complex form as

eJ(mbt+9v)

jubt . ) ju.\ot
x(t) = Re{V2P +(J2nc+j/?ns)e +Il(t)(J2NC+JJZNS)e

i(w,t+8) jo.t
+ 1(t)72T Statte Jut

I

Re{[(/?ﬁd+¢?hc+11(t)J?NC+12(t)J?I cos ¢(t))

Juw. T
+3(V2n_+1; (E)WZN_+1, (£) /2 sin g(t)) e O }

1t

) jont
Re{[xl(t)+jx2(t)]eJ 0 } (6)

where .

[N
I

-+

—

with equal probability,

¢(t) = w;t¥8, w; and 6 are random variables defined before

xl(t) = /2Pd + J?hc + Il(t)/?Nc + szt)ﬂZT cos ¢(t) (7)
xz(t) = fEnS + Il(t)m{s + Iz(t)/ZT sin o(t) (8)

LinCom—-
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Note that xj(t) and x,(t) are random variables and functions of t. QUALITY

Define
R(t) = xy (£)4x, (t) (9)
| ¥t) = tan"t (x, ()7, (¢)) (10)
So are R(t) and y(t) random variables. hA

We can represent x{t) in the following way:

<(t) = Re{R(t)ej‘p(t)eJubt} (11)

-

From now on, we suppress t in R{t) and y(t) for convenience. The

characteristics of the clipper are shown in Figure 2.2. We denote the
AM/AM characteristic as f(R) and the AM/PM characteristic as g(R). Then

we have the following signal representation after the clipper:

3 (upt+e(t)+g(R))
e }

z(t) = Relf(R) (12)

The-demédu]ated signal can be represented as
y(t) = Reff(R)ed WEVIRI-ON Y eipycos(yit)+g(R)-B)  (13)

where @ is the tracked phase.

In the next-step, the signal goes to the matched filter. The .

matched filter is modeled as an integrate-and-dump filtter which performs

as follows:

y(T} = —1T~j y{t)dt (14)
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where ty is the optimum time to start integrating. We assume an ideal
symbol synchronizer. Next, y{T) passes through the quantizer which is
eight-level with fixed step size. Finally, the signal enters the
Viterbi decoder yhich attempts to reconstruct the data stream. Note
that the Viterbi decoder in this simulation is only suboptimal because
of the RFI environment and the eight-Tevel quantizer being used.

3. Simulation Approach

Having presented the overall picture of the link model, we are now
ready to describe the simulation approach. In Section 3.1, the
comparisan of basebaqd and RF signal representatibns is discussed. In
Section 3.2; how the RFI processes are generated and added to the signal
is presented. 1In Section 3.3, how the output of the matched filter is
approximated is presented. In Section 3.4, the Viterbi decoder and
quantizer used in the program are discussed. In Section 3.5, How the
random number generator works is presented. Finally, in Section 3.6, a
flow chart is presented to show how the simulation works.

3.1 Comparison of Baseband and RF Signal Representations

Although we have carrier frequency involved in the derivation of
Section 2, we don‘t meed it in the simulation because we assume no
distortion in the BPF and ideal carrier recovery in the demodulator.
Thus baseband representation is used in the simulation. In baseband

representation the signal is represented as

S = (V2ZF v,0)

where v is a binary symbol (0 or 1) with equal probability. Its power

is 2P. In RF representation, the signal is represented as

LinCom—
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s(t) = v2P(cos m0t+ev) = +¢2P cos wyt

where 8, is either 0 or 7 with equal probability and its power is

T T

1 2 1
= s“(t)dt = 2P = [ cos

zwotdt = P

We see that the signal power in baseband representation is twice that in
RF representation. However, we can see that the noise powe: in baseband
representation is also twice that in RF representation. Thus we wind up
with the same SNR in both representations. As far as bit error rate is

concerned, both representations give the same answer.

3.2 Generating RFI Processes

RFI processes are characterized by power levels, arrival rates, and
pulse durations. The arrival processes of RFI are assumed to be Poisson
processes, Up to ten noise-like and ten CW processes may occur in this
simulation. Each pulse has the same puise duration. The product of
arrival Fate and pulse duration is duty cycle, which reflects the
traffic intensity of the RFI process. Since we are interested in the
steady-state behavior and the puise duration is constant, all
statistical features are determined by arrival rates. Two well-known
results in queueing theory apply to our model. First, the sum of
several Poisson processes yields another Poisson process with the new
rate being the sum of rates of each process. Second, the interarrival
times of a Poisson process with rate A are independently and identically
exponentially distributed with parameter XL, -These facts determine our

approach to generating RFI pulses.
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3.3 Approximation of Output of Matched Filter OF PooR QUALITY

which is rewritten as follows:
+
t0 T

y{1) = %f y(t)dt
o

We approximate this integration by summing samples taken at the-Nyquist

rate B, where B, is the bandwidth of the BPF., Thus,

3.4 Eight-Level Quantization and Viterbi Decoder

For binary input over the additive white Gaussian noise (AWGN)
channel, the VYiterbi.decoder is to find the data bit stream that

maximizes the metric

1§1 ;21 Y1373 )
where n is the inverse of the code rate; me[1,2,3,...,2M], M is the
memory length of code; L is the Tength of the code sequence, which can
be any integer. X1 is either 1 or.-1. Note that this metric is
optimal only when the channel is AWGN and Yij is a real number which is
the output of the matched filter. However, since the matched-filter
output must be quantized and since RFI is present, the Viterbi decoder
operation is suboptimal. An eight-Tevel quantizer is put in front of

the Viterbi decoder. We get the.decoded data after 4K bits where K is

the constraint length of the encoder.

c>£(}fl(ii;f?l
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3.5 Pseudorandom Number Generator

Theoretically, it is impossible to generate a random sequence jn a
digital computer; yet it fis possiBie to generate seguence of numbers
with very large period and fair randomness. The random sedquences we
need in this simulation are a uniform random sequence, a Gaussian random
sequence, and. an exponential random sequence. The latter two sequences
are obtained from the first one. In the uniform random sequence

generator, we use the muitipiicative congruential method [11.

3.6 Flow Diagram of Program

The whole flow diagram of the program is sketched in Figure 3.1.
This diagram shows the procedure fo? one data bit only.
There are two sources for the data needed in this program: IﬁPUT
and BLOCK DATA.. The content of each source is as follows:
INPUT: - Initial seed for random number generator, Eb/NO’ step size,
tracked phase and symbol rate.
BLOCK DATA: Pulse rate, pulse duration, the distribution of each kind
of pulse, the power level of each kind of pulse.

4. Results Compared with Those of Analytical RFI Program

In this section we present some results. We present a comparison
of results from the Monte Carlo program and the analytical RFI program
that shows two things: - one, that-under conditions.
where interieaving is not needed the two programs give results that are
very close, which tends to validate both programs; and, two, that under |
some conditions where interleaving is not currently used in TDRSS,
interleaving would improve the bit error rate (BER)}. We also give some
anaiytical upper bounds to the BER, whicﬁ when compared to the programs'

results also tend to validate the programs.
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Figure 3.1. Flow Diagram of Simulation Program.
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The results we present are in terms of five BER values.

The first is the BER compufed by the analytical program,

The second is the BER computed by the Monte Carlo simulation
program, ‘

Now, in the analytical RFI program the distribution of the eight-
level-quantized matched-filter output is computed, from which the cutoff
rate Ry [2] is computed The BER is then computed from Ry through
an empirical fTormula which is derived from the Gaussian, channel
assumption, A result shown in R.] is that for a general channel the
coded bit error rate can be decoupled into two factors. One of them is
the cutoff rate Ry and the other one is a function B(.). Ry is cmputed
from the channel statistics and B(.), which is determined solely by the
specific code, is a function to compute the BER from Rp. The empirical
formula used in the analytical program is indeed this B{.). In order to
check the validity of the BER computation in the anaiytica1 program,
given the distribution of the matched-fiilter output, the third quantity ‘
presented is the BER based on the matched-filter output distribution but
then computed as -it would be in the aha}ytical program.,

The fourth and fifth values presented are upper bounds on BER which are good
for any memoryless channel. They are the generating function bound, given
in.[2].- They are both computed as follows:

0 12 14 6

BER < -%[3501-+2110 +1204p 441163305+, . ] a

8
D = I vPr(a]0)pr(e, 1)
i=1 !

where £; is the i-th quantization Tevel of the matched-filter output.
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The fourth quantity is calculated from the distribution of the matched-
filter output obtained in the Monte Carle simulation and the fifth
quantity is calculated from the distribution found by the analytical
program.

For the sake of brevity, we define the following notatien. for the

five quantities about to be presented:

BERL = error rate of analytic RFI program.

BERZ = error rate obtained from the simulation.

BER3 = error rate computed with the empirical formula B(.) used
in analytical program form the distribution obtained from
the simulation.

BER4 = the generating function bound calculated from channel
statistics obtained from the simulation.

BERS = the Qenerating fdnction bound calculated from channel -

statistics obtained from the analytical program.

The error rates are tabulated in Table 4.1 and Table 4.2, which are
for RFI pulse durations of 5 psec and 2 psec, respectively. Both tables
have the.same Ey/Ng (6 dB) and same total RFI duty cycle (53%). The
ratios of RFI puise duration to symbol duration are also included in the
tables.

’

From these tabulated data, we can make the following observations,
where ¢ is defined as the ratio of RFI pulse duration to symbol
duration: : ) : <

(1) When o < 0.4, the results of the simulation and the analytical

RFI program are essentially identical. This is because

interleaving is not needed. The generating function bound is

conservative although it is still a valid bound.
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Table 4.1, The BER's for Different Data Rates.
E, /N, = 6 dB, Total RFI Duty Cycle = 53%.
RPI Bulse Duration = 5 5.
BER BERL BER2 BER3 BER4 BER5  {PULSE
DURATION
DATA SYMBOL
RATE DURATION
150K 6.668E-4 — - - F3,344E-3 1.5
75K 3.583E-4 | 1.057E-3 1§ 4.970E-4 | 2.458E-3 | 1.750E-3 .75
50K 2.964E-4 | 8.004E.4 | 3.679E-4 | 1.798E-3 — 0.5
Tablie 4,2.° The BER's for Diffarent Data Rates.
‘ £ /N, = 6dB, Total RFI Duty Cycle = 53%
RFI gu1se Duration = 2 us
BER. BER1 BERZ BER3 BER4 BERS PULSE
, _ DURATION
DAT SYMBOL
RATE DURATION
150K 8.520E-4 Z2.023E-3 1.069E-3 5.527E-3 |4.344E-3 0.6
75K 9.300E-4 ) 1.032E-3 ) 1.021E-3 | 5,264E-3 - 0.4
50K 1.000E-3 | 1.770E-3} 1.367E-3 | 7.702E-3 - 0.2
Notes:

(1} - The values obtained in both tables are with the parameter .
values in the clipper. Theay are as follows. AMPMSF = 1.2 dB,
ALPH1 = .9 dB, ALPH2 = 0.1 dB, SGPDB = -0.3 dB.

(2) The blanks (with --) mean irrelevant to our results.

~LinCom—-

-136-



_“"c[:'nam . ' -

(2) For larger o (say larger than .75), the bit error rate obtained
form the analytical program is less than the simulation
predicts. This is expected, since the analytical program
assumes ideal interleaving while the simulation uses no
interleaving,

The first observation suggests the following. For an RFI pulse
duration of 5 psec, for data rates below 40 K bits per seconz no
interleaver is needed. For the case of 2 ps, this critical rate is 100
K bits. per second.

The second observation can be interpreted as follows. The channel
statistic (cutoff raté Rg or D) does not reflect the degree of
correlation in the channel. As mentioned earlier, the empirical
function B(.) is obtained from the additive-white-Gaussian, memoryless
channel. For a o Targer than about .75, adjacent symbols into the
decoder are not indepéndent. Thus B(.) becomes not a good formula.- On
the other hand, the generating function bound is a union bound of all
possible error paths in the trellis diagram [31. This generating
function bound is insensitive to the memory in the channel since it has
included all possible error paths. Our second observation is consistent
with the above argument as o becomes large, the discrepancy of adjacent
symbols becomes greater and hence B{.) beccmes not a good approximation

while the generating function bound becomes closer to the actual value.
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4.4 RFI EFFECT ON SYNCHRONIZATION AND DOPPLER TRACKING

1. Introduction

The RFI will affect the performance of the synchronizers and the
Doppler tracking system in the TDRSS ground station. We predict that
in general the effect will be small because the signal EIRP will be
increased above what is recuired to achieve nominal performanée without
RFI. The TDRS clippers for the S-band 1inks work well to minimize the
RF1 impact. )

The sections that follow are these. Section 2 analyzes the RFI
impact on the rms phase error and cycle slip rate of both the carrier
tracking loops and symbol synchronizers. Section 3 describes how the
RFI effect on Doppler tracking is modeled.

2. Rms Phase Error and Cycle S1ip Rate of Carrier Tracking Loop and
_ Symbol Synchronizer for Shuttie/TDRSS Links with RFI

2.1 Introduction

The analysis described herein provides the rms tracking error and
mean time between cycle slipping events for boht the carrier Ioops‘and
symbel synchornizers for the Shuttle/TDRSS S-band and Ku-band return
Tirnks with RFI present. In Section 2.2 we breifly describe the
computation of the statistics in the absence of RFI. Then in Sections 2.3
and 2.4 we present models for the RFI effect in the high- and Tow-
symbel rate cases, respectively. If the average RFI pulse duration is
less than half the correlation time of the arm fitler, then the low-rate
model is tc be used. It has been Tound that the exact cut-off rate
between the two models is not important. The low- and high-rate models
are so different that they need to be discussed separately.
2.2 No-RFI Model

In the no-RFI model for the tracking performance of the carrier

c[:'nam .
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Toop or symbol synchronizer, first the derivative $'(0) at zero of the
loop S-curve, the one-sided power spectral density N0 of the equivalent
noise, and the S-curve as a function of phase error are obtained. Then

the Toop tracking error variance ci is given by

o2 = N3 /(5'(0))? (1)

where X is phase in radians for the carrier Toop and is timing error in
units of'syﬁbo] duration for the symbol sync and where By is the gne-
sided Toop bandwidth. The average time T between cycle slips is given

for a first-order loop by [1]

I y
1 1 S
T = —f d&x[ dyexp( 5[ < 23 dz) (2)
- 4BL0A 0 X o, X
A
where lp is the period of the S-curve. T can also be written
2m on Yy 2 A :
T ='E%— [ dx [ dy exp(p [ -I—gﬁrﬁy S(-EE z)dz) (3)
L 0 X X 'p
where
p = Toop SNR = > 1 (4)
cl(ZnYAp) )

. 2 . . .
Fer the same value of oy for the carrier lToops and symbol syncs, the

lecop SNR will be greater for the carrier Toop by a factor of wz.

LinCom—

-140-




rff'"czi{}rzfii;iwz

2.3 High-Symbol-Rate Model with RFI

In the high-rate modeil with RFI the loop's arm filter(s) is (are)
Assumed to do no averaging of RFI conditions. Thus, during a pulse of
RFI, we may assume that S'(0), NO’ and S(A) take on values conditioned
on the particular type of RFI. This is because for the symbol rates
treated here, the RFI pulse durations are comparable to or larger than the
symbol duration. The Toop‘s arm filter(s} has (have) bandwidth
comparable to the symbol rate, so at input to the Toop filters little

averaging over RFI/no-RFI conditions has occurred.

Thus, for a given time interval where a particular sequence of RFI

pulses occurs, S'{0), Ny, and S{x} may be computed as the sum of

2
A

be observed in experimental results [2] that the time between the start

conditional values and from them ¢ and 1/7 may be caleculated. It can

and completion of the first cycle slip in a slipping event of a second-

order loop is close to 2/8;. For this reason, 02 and 1/7 are comuted

A
for a whole set of possible RFI conditions in 2/BL and then weighted

with probability of occurrence and summed to yield unconditional 02 and

A
1/7.

A set of possible RFI conditions in 2/B, , instead of just one
average condition, is treated because the slip rate is related to Toop
SNR p in a highly nonlinear way and it is thought that the re1ativeiy

rare occurrence of many more than the average number of pulses in Z/BL

may be more important to the slip rate than the much more common

C:J{}il(:j;len___J
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occurrence of a nearly average number of pulses.

The set of conditions in 2/B is obtained as follows. The less
powerful half (in duty cycle) of the RFI 1is assumed to occur at its
average rate without pulse overlap. The rest of the RFI is treated as
one Poisson process with pulse duration T equal to the average in the
group, pulse arrival rate u equal to the sum, and power equal to first
the least value in the group and then the greatest value. {Two values
of each of ci and 1/T can thus be calculated which roughly bound the
actual va]ues.)‘ It is well known that the probability of there being N
pulses of the combina%ion bad RFI processes in 2/B is given by, since «
<< 2/8,

-u2/By N
PN = e uzsB) (5)

Now, given that there are N pulses, the fraction of 2/B; on which the

bad RFI s present must he computed. Since overlaps may occur, the
fraction is properly described by a probability distribution, but we

will just use its average value. To calculate it, consider the random
i

process I defined on 0 to 2/B by

0 if there is no pﬁ]se occurring at t
I(t) = { , (6)
1 othemwise

Then the arrival times Ty, i=l,....,N, of the pulses are independent and

uniformly distributed on 0 to 2/8L= So

1

Pr(1(t)=0)) Pr([t-T,| > ©/2 for all i=1,...,N)

{]

[Pr(ft-T,] > w2)T"

= (1= ) (7)

278, .
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The averagé fraction of the time during which bad RFl occurs is then

EI(t) = 1-Pr{I(t)=l) = 1~(1~{FE~L—)” (8)
It is assumed that the less powerful half of the RFI and the bad RFI do
not overlap in time, a somewhat pessimistic assumption.

A variation of the high-rate model is used when the arm filters do
no averaging of RFI conditions and the average number of RFI pulses
arriving in twice the inverse of the Toop bandwidth is Targe. Then all
the RFI processes are assumed to arrive at their average rate.

2.4 Low-Symbol-Rate Model with RFI

In the low-rate model it is assumed that the loop's arm fifter(s)
averages the RFI conditions. The average signa1-p6wer and noise Tevel
during the no-RFI condition and all the RFI processes are obfained,
weighted by duty cycle, and summed. In this way, the averaging effect
of the arm filters is approximated. The rms phase error and cycie-
slippling-event rate are computed for the appropriate loop, the latter
being based on the Toop S-curve and phase jitter.

3. RFI Effect on Doppler Tracking

3.1 Intropduction
The Dcppler estimate is derived in the TDRSS ground station from

the carrier tracking loop by integrating the recovered carrier frequency
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over the Doppler count time = and dividing the result by t. The RFI

contribution to the Doppler estimation error can, therefore, be braoken

into two components:
(1} The difference between the RFI-induced phase error at the
beginning and end of the Boppler count interval.
(2) The net number of RFI-induced cycle sTips {(number of clockwise -
. cycle slips minus number of counterclockwise cycle slips)
during the Doppler count interval.
These two components will be assessed separately below.

3.2 Phase Error Component of Doppler Error

Since the Doppler count interval is many orders of magnitude longer
than the RFI pulses and also considerably longer than the inverse of the
carrier tracking -loop bandwidth, the phase error at the beginning and
end of the Doppler count interval can be treated as independent,
identically distributed random variables. Denoting the RFI contribution
to the carrier tracking error variance by oé the contribution to the

variance of the Doppler frequency estimate is given by

, o 2
o] = 5 [Hz"]
(2w}
3.3 Cycle S1ip Component of Doppler Error

Denoting the RFI induced cycle stip rate by N and N~ for clockwise
and counterclockwise slips, respectively, and assuming that positive and
negative cycle slips are independent random events with Poisson
statistics the RFI induced cycle slip. contribution to the variance of

the Doppler estimate is given by
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2 _ N +N [sz]

Q
)
1
~

In addition, there is a coniribution to the systematic Deppler error of

e = NT-NTxe [Hz]
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5. SHUTTLE/TDRSS ACQUISITION ANALYSES

5.1 INTRODUCTION

This chapter documents the work performed under Task #5, which
requires analytical simulation models for the processes of antenna
pointing and PN-code, carrie}, and clock acquisition for the
Sauttle/TDRSS links. Such a package was developed, that can predict the
acquisition performance of the subsystems and also of the eﬁtire Tink.
Due to Tack of information on the Ku-band receivers, only the S-band
receivers were modeled. 1t is likely that some of the subsystems in the
Ku-band receivers are like those in the S-band receivers, in which case
at least a partial Ku-band model would exist as soon as parameter values
could be obtained. Section 5.2 presents a description of the package
and some sample outputs of it.

5.2 MODEL OF SHUTTLE/TDRSS LINK ACQUISITION PERFORMANCE

1. Introduction
a This report describes the analytical simulation model of the
performance of the TDRSS/Shuttle Tink acquisition that has been
developed. It also provides some sample outputs of the program.

In the‘total Tink acquisition, several systems must acquire, drawn
from the following: Ku-band autotrack, PN code, carrier, bit
synchronizer, ambiquity resolver, etc. Models were developed to
describe the probability density function (pdf) of each of these systems
except Ku-band autctrack. We assumz that these acquisition systems are
independent of each other. Thus the total receiver acquisition time is
the sum of the acugisition times of the individual systems and the pdf
of the total receiver acgquisition time is the convolution of the pdf's

[l

of the various acquisition systems jnvolved.
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In the following sections, we give descriptions of the analytical
models of the Shuttle/TDRSS acquisition systems and some performance
predictions in terms of the acquisition time pdf for various link
conditions. Only the §-band links are treated because of insufficient
information on the Xu-band forward-link PN-code acquisition system and
all the Ku-band return-Tink acquisition systems. Sections 2 and 3
present the models of forward- and return-link .acquisition. Section 4
presents some typical results.

2. Forward Link Acquisition

Shuttle forward 1ink acquisition can be divided into two parts:
carrig% acquisition and PN-code acquisition. Both of these acquisition
systems are individua]]y'modeled. Assdming that they are statistically
independent, the total acquisition time pdf is the convolution of the
pdf's of the two acquisition systems. It is possible that the forward
link will not be PN-code modulated. In this case, only the carrier
acquisition is required of tne total acquisition. The bit sync
acqusition time is relatively small so that it is neglected in the
following analysis.

2.1 PN-Code Acquisition Time Pdf

As described in [1], the PN acquisition algorithm of the Shuttle
forward 1ink is that of the fixed double dwell time system. Analysis on
tne double dwell time system is partly available in [1] in the fdrm of
the mean acquisition time but the complete statistical anmalysis is not
available in the iiterature. For single dwell-time systems, the
complete statistical analysis is-avdilable in [9]. However, the
computation involved is prohibitively complex. A simpler, approximate

algorithm was suggested by W. R. Braun [10]. We first show some analogy
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between the single dwell time and the double dwell time systems and then
utilize Braun's simplifying approach to obtain the acquisition time pdf
for the double dwell time system.

The double dwell time system can be considered as a special case of
the single dwell time system so that existing analysis on the single
dwell time can be utilized for the double dwell time.

Let us set 7y = first dwell time, Ty = second dwell time,. 3

[}

I

penalty time for false alarm, oq = first false alarm rate, and o

second false alarm rate. Let us define further notations.

Tgp = dwell time for correct dismissal
Ty = dwell time for false dismissal
Tig = dwell time for false alarm

T11 = dwell time for correct detection
vy = variance of correct dismissal time
Vo = variance of false alamm time

Then the statistics of the four mean dwell times Tpg. Tbl’ T10= Tll and
variances Vl, Vo can be obtained from the pdf of the dwell times.
For exaple, Tg; can be represented as in Figure 1, form which we

obtain

i

E[TOIJ (1-al)r1 + ozl('rl+-r +r )

2 3

Tl + o'.l( 1'2‘1*1'3)

aqd

Var[TOlj = V2

A

= (o -ELTgy 1) ey Pt LTy 1 g

* i
c:lf}11‘Cfi)ITl
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In the same way, we can write for Tyg

E[TIO] = (l-Bl)T1 + 81{T1+T2) =T + BT,
and for TOO
E[T00] = (l-—al)‘fl + al('rl‘l"rz) = 7 + aiTZ

and finally for T11 we merely let

because for correct detection, we spend only the time -

The egquivalent false alarm probability is set to a = o and the
equivalent detection probability Py is set to Py = Pp1*Ppo*Pgy where Po1
is the detection pFobabiTity of the first dwell time, PDZ is the
detection probability of the second dwell time and Pgy is the switch-
over probability to tracking mode which is also discussed in [1].

2.2 Carrier Acguisition Time Pdf

Shuttle forward link carrier acquisition is done by carrier
frequency sweep [2]. For sweep acquis%tion, a finite probability of
correct acquisition is associated with the sweep rate R in relation to
the Toop natural frequency mi and Toop SNR.

In his classical paper, Viterbi [5] has shown that under no-noise

conditions, the acquisition probability is 100% for R < %-uﬁ and
decreases fast for R 3_%-u%, reaching zero at R = u%.

Frazier further assumed that under finite SNR, the sweep rate
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should be reduced for 90% acquiistion probability as given by

2

= & - sy

Ro.9.

Gardner's proposition [7] is more conservative in that he claims

4

i1}
ot (1 - 2(sR) 72

R )

0.9

In view of these claims, we find that there is some discrepancy between
researchers for the sweep acquisition probability calculations.
Therefore, we felt that only a reasonable compromise between these
results may approximafely model sweep acquisition.

Our model is shown 1in Figure 2, where Ry o is given by

2 -1/2
Rg.g = u (1- 2(SNR)

)
For a given sweep rate, the probability of successful acquisiiton P can
be obtained from Figure 2. If acquisition is not successful at the

first triel, it must be repeated. Therefore the acquisition time pdf

will be given in a form shown in Figure 3, where T is the time taken for

a complete sweep and is given by

Zﬂmmax

R

where Bwgo is the maximum frequency difference in radians. When the

X
integral of the pdf up to nT is more than 0.99, it is truncated at that

point to avoid a pdf which is non-zero on an infinite interval, which is

c>ZE}ilkij;PTl'__;_
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impossible to handle numerically.

3. Return Link Acgquisition

The Shuttle S-band return 1ink has three modes of oquation. For
mode 1 and mode 2, the data is BPSK modulated and for mode 3, the
carrier is sent unmodulated. PN modulation is not superimposed on any
of the modes. For mode 1 and mode 2, total acquisition time is modeled
as the sum of carrier acquisition, bit sync acquisition and ambiguity
resolution times. For mode 3, only carrier acquisition time is
appropriate as there is no data modulaticn [2]. Again the total
acquisition time pdf is obtained as the convolution of the pdf's of the
acquisition times of these individual systems.

3.1 Carrier Acquisition Time Pdf

For mode 1 and mode 2, the carrier self-acquires. Analysis of
self-acquisition {pull-in) behavior has some theoretical difficulties
and only for a limited case is the result available.

Perhaps one of the most reasonable equations of puli-in is the

following [8]:
2
w( Aw)

Hi
ngif g2(¢)d¢

Tacq
“m
tor the arbitrary phase detector charcteristics gl ¢).

For a sinusoidal phase detector and a second order lead-lag type
loop with damping factor &£ = 0.707, we have the more simplified equation

[71
T - 3.2(af)°
ACQ
(8, )

This equation is utilized in our program which we believe is

adequate for most purposes. This equation is derived for the no-noise

c:z{}IZ‘iji;frl
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condition. Therefore, the effect of noise is considered using empirical
resuits.
The initial frequency uncertainty is assumed to be uniformly

distributed. Therefore the pdf of acquisition time shall have the

transform given by the equation

o5

y = ax2
where X.is the random variable with uniform distribution. This
transformation is implemented in the program.
For mode 3, the carrjer is acquired by sweeping. Therefore, the

analysis that is dene for the forward 1ink sweep acquisition is directly

applicable to this mode with only a change of parameters.

3.2 Bit Sync and Ambiguity Resolution

For the bit sync, the task of frequency acquisition can be
neglected due to the fact that the bit rate bias due to Doppler is very
sma11.. Therefore, only phase acquisition of the bit sync is of
importance.

From [11], the phase acquisition time Tg can be approximated by

5 r+l

P wL r

—
1

where r = (25)2 and £ = 0.707 is the loop damping .factor. By

" can be readily

substituting appropriate values of g and HL = ZBL, Tp

obtained for mode 1 and mode 2.
“For mode 1 and mode 2, the symbol format is biphase. Inherent to

all bi—ghase symbol sync is the tendency to achieve lock at mid-symbol

transition with probability comparable to locking at the between-symboi

(desired) transition. This uncertainty is resolved by the ambiguity
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resolution logic in the Shuttle received as described in [21.

The ambiguity resolution logic takes a fixed number of bit
durations to check for the transition probabilities. This amount of
time is the acquisition time. Therefore, the ambiguity resolution time

Ty can be expressed as

I = Number of Bit Durations for Ambiguity Resolution
R Bit Rate

The T, caiculation is impiemented for mode 1 and mode 2.

4, Typical Results

Typical numerical results onr acquisition statistics are shown in
this section for both forward and return’ 1ink acquisition. Parameter
values used are also snown below to identify the results.

4.1 Forward Link

Parameters for PN Acquisition

Doppler Chip Bias = 200 chip/sec

T = 547 psec

Ty = 12.6 msec

19 = 62.5 msec

@y = 0.03

ap = 0.05

CNR Toss in the acquisition circuit = 7.7 d8
Parameters for Carrier Acquisition

Maximum carrier frequency deviation = 50 KHz

Sweep rate = 40 KHz/sec {LinCom estimate)
B = 600 Hz

wﬁ = (BL*1.8857‘)2 = 1280111 rad/sec2 {(LinCom Estimate)

e

c:lf}izﬂiji;fwz“"‘;'
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Acquisition Performance

Forward link acquisition statistics are obtained in Fiéure 4 1o 9.
Figures 4, 5 and 6 are for mode 1 and Figures 7, 8 and 9 are for
mode 2. Figures 5 and '8 are for nominal EIRP eondition and other
Figures are for 2 dB EIRP variations. |
From these figures, it is clear that the acquisition time
decreases as the signal EIRP incrsases. MNote also that mode 2 has a
smaller mean acquisition time at nominal EIRP because it has higher
C/Mgy. These results cap be compared to the acugisition time
specification [3] which is tabulated in Table 1. This indicates that
our resuit is well below the specification.
4.2 Return Link
Parameters for Carrier Acguisition

wi = 2%45000 rad/sec

sweep rate, R.= 22.2475 KHz (mode 3)

max. freq. deviation, Af = +50 KHz (mode 1,2)

+2.2 KHz (mode 3)

toop BW,.B| = 28.8 KHz (mode 1,2)

E

112.5 Hz (mode 3)

Parameters for Bit Sync and Ambiguity Resolution

Number of bits for ambiguity resolution = 4096 bis.

Acquisition Time Performance

Return 1ink acquisition statistics plots are given in Figures 10,'11
and 12 for mode 1, mode 2 and mode 3, respectively. The EIRP's used
are the nominal EIRP. The results show that the received C/Ny 1s
sufficiently high to permit rapid acquisition.

For mode 1 and mode 2, fixed acquisition times such .as the

LinCom—
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ambiguity resolution time and the phase acquisition time dominate
the short carrier acquisition time so that thé pdf curve shows an
abrupt transition at the carrier acquisition.

These results can be compared to the predictions made in the
SSDBS description [2]. If is found that the current acquisition
time estimates based on the pdf give better and more detailed

information than the previous result [2].
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Tabie 1.

Acquisition Time Specification for

Forward Link.

CARRIER ACQUISITION:

ACQUISITION PROBABILITY > 0.9 IN 6 SECONDS

PN ACQUISITON:

PR/ (dB4z)

AVERAGE ACQUISITION TIME (SEC)

AVERAGE TIME
TO UNLOCK (SEC)

54

96 Ksps 216 Ksps
43.5° < 60 N/A > 3500
51 < 20 > 3600
© 53 < 30 > 3600
< 10 <10 ->* 3600

-1561-
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6. LINCSIM UPGRADING AND MAINTENANCE

6.1 INTRODUCTION

This chapter réports on some of the work undertaken for Task 6,
which requires the continued refinement of the analytical simulation
model which is LinCsim. The two remaining sections of this chapter
present the models for the effect of two previocusly unmodeled user
constraint parameters on BER, spurious phase modulation (Section 6.2)

and incidentatl amp]itudé modulation (Section 6.3).
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5_2 EFFECT OF SPURIQUS PHASE MODULATION ON RER

In th?s.section we present our model for the effect of spurious

carrier phase modulation (PM) on bit error rate (BER).

Consider a carrier sin (w0t+¢(t)) where the undesirable phase
variation is given by

¢(t) = PM spurs (Y(t))+ phase noise (6(t))’

Y{t) is discrete phase modulated components on the carrier

o{t) is random phase modulation.
We first obtain the.probabi]ity density funcfion (pdf) of ¢(t) and then
show how the pdf is appliied to the computation of bit error rate.

Each PM can be written as Bisi"(“ﬁt+¢i) for some w, and ﬁﬁ' The

resulting rms spurious PM will be

2
Bi/2

w
It
N ==

i=1

now, for the worst case, take N=1. Thus

3, = /28

1

were B is given., », is within the specified frequency range, say

1
(a,b). Usually the range is out of the bandwidth of the carrier loop.

Assume ) is a random variable uniformly distributed over (a,b). Let

X = wlt. Then x is also a random variable uniformly distributed over .z
(-w,7). Thus,
Y = B,sinwt

Then the pdf of Y is

LinCom—
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. Bl Iy -Bi T . .
E(eIM) ='% oty - l; joedBsIM gy Jg (28;)
B /g -
1

Now, for the second term of the undesirable phase variation, since

we assume 6(t) ~ N(D,az), its corresponding characteristic function is

2 2
g A

2

£ (ed Mlj) =@

Now, the characteristic function of the total undesirable phassa
variation ¢(t) is

2
02 A

E(ed?) = 3y (38) e 2

The pdf P{4) of ¢ is the inverse transform of its characteristic

function (p. 100 of “"Detection of Signal in Noise" by Whalen)

o 2 2
Plo) = —— 1 L) r s s - 8l

where 1Fy{a,b,x) is the confluent hypergeometric function defined by

3
1) (a+2
oy 3t o

a(a4l) x°
b(b+l) 2]

_ a x
151 (a,b,x) = 1+'5T+
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We apply this density to the computation of the bit error rate Pe by the
following relation:

-]

Pe = [ P(error| ¢)P(s}d¢

- O

Since this density function is not a closed form, only approximation can
s B12
be done., The number of terms taken is dependent on ¢ = —7 . The Tess

2o
Bi/zo2 is, the faster it converges., Fig. 1 shows the density function

P(x), where x =-§ » with o being a parameter, One can see that as o,
1.e. as the magnitude of the spur relative to the magnitude of the phase
noise, is getting bigger, the departure from Gaussian is more evident.

1

In fact, as o + =, P(x) » » which is singular at f1. There

7 /1-%
being singular- points and an infinite power series type function, we

have some computational restrictions on a digital computer for’

large o« . In order to overcome this problem, as « is bigger than a
certain number, which is set to 10, we use an analytical equa;ion
instead of the approximation. Fig. 2 shows there is no essential
difference between good approximated values and theoretical values. The
disagreement part accounts for the insufficient approximation for large
values of ¢ . Fig. 1 also shows that as o« + 0, p(x) approaches
Gaussian. Hence in order to save computation time, the Gaussian model
will replace .approximation approach as a is less than .0l1. Thus the
equations to compute the bit error rate can be summarized as follows:

For « > 10 ,
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wr B .
P =] P lerror|¢)P(6)ds = | BPe(error|¢)P(¢)d¢
e _ -8,

1
B, / P (error|B.e)P(B,s8)de
17 e 1 1
ORIGINAL PAGE 1€
OF POOR QUALITY

N i
. 81121 W, Pe(error[Blei)P(Blei)

where 8 = ¢/Bl

For .01<a<10,

2.2
0 o -9 f2o
P, = | P lerror|s)P(e)ds = [ P (error|e)P(s) S
-0 - e-q) /20’
o = .y P(¥2 ei e
= V20 | Pe(errorl/Zce) 02 e ~ de
© e-—B
_ N P(/?bﬂi)
= /20’121 w,i [—:?—]Pe(errorHZcBi)
o
where o = —&.
T
for a <.01,
Po 15 computed through the original formulation, which is through _

Gaussian assumption or Tikhonov density assumption.
Fig 3 shows the density function again with o being & parameter.
The abscissa is-% . Where ¢ is total phase error (i.e. PM spur + phase

noise) and ¢ is the standard deviation of phase noise.
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6.3 EFFECT OF INCIDENTAL AMPLITUDE MODULATION ON BER

" In this section we present our model for the effect of incidental

amplitude modulation (AM) on BER.

The incidental AM is represented by the second term in the

Tollowing factor to be applied to signal voltage:

N
M o= [1+ 7 M, sin(W.t+g,)]
. i i i
i=l
The worst case occurs when N=1 and the frequency w) /2w is less than the
symbol rate and greater than the speed of the receiver AGC. We model

the incidental AM as having a period equal to the period of the data

stream simultated in LinCsim.

LinCom—
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ATTACHMENT 1

S

INTEROFFICE MEMORANDUM

TM-0682-1080

Date: June 10, 1982

LinCom Corporation From: W. R. Braun

To: Jack Johnson

Subject: False Lock Probhlem of Shuttle Payload Signal Processor
cc: B. Batson, S. Novosad, J. Seyl, W. Teasdale

SUMMARY

Tnis memo summarizes LinCom's understanding of the PSP false lock

problem based on the meeting at TRW on June 4, 1982 and follow-up

discussions. Also included are seme preliminary conclusions about the

source of the problem and potential solutions.

1.

(1)
(2)
(3)

(4)

Briei Summary of the Problem

The PSP bit synchronizer uses a first-order loop configuration for
acquisition and then switches over to a second-order loop (bit rate

tracking). -

In its acquisition configuration, the synchronizer’tested at ESTL
always locked to the correct’ signal phase.

Removal of the data transitions or the carrier faziled to register
as a loss of clock sync in the equipment tested at ESTL.
Reapplying the signal or data resulted in a phase lock at either

the correct phase or one of three false-lock points.

The equipment under test at TRW showed a different false-1lock
mode: Tlock approximately 180 deg out of phase with considerable
Jitter and no clock sync indication (i.e. supposedly in its first

order Toop configuration).
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2. Discussion

There are three separate probltems observed in the equipment of ESTL

and TRW.
(L) Lock detector in ESTL equipment is inoperative after initial Tock-

up.

(2) ESTL equipment has three false-lock phases in second-order

(tracking) mode.

(3) TRW equipment has one false-lock phase in first-order (acquisition)

mode.

These three observed problems will be discussed in detail below.

2.1 TInoperative Lock Detector

The Tock detector is supposed to compare the outputs of two
integrators with each other. When Tocked, these integrators integrate
over the center of the symbol and over the transition between symbols,
respectively. Supposedly, a loss of lock is declared when the midbit
integrator measures less than 6.5 times the value recorded by the trans-
ition integrator. Mr. Brett Parrish of NASA/JSC pointed out, however,
that the transition integrator has' a five times greater gain than the
midbit integrator. In the absence of a signal the inputs of both
integrators are statistica11yithe same, hence the output of éhe transi-
tion integrator should be five times larger than the midbit integrator
output and Toss of lock should be declared. The fact that this does not
happen suggests that the lock detection algorithm does not operate as
described or is not executed at all after lockup (software problem).

2.2 False Lock Phases

Due to an earlier hardware modification, the signal into the PSP is

too strong for the A/D converter and the digital integrators. This
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results in a dead-zone in the bit synchronizer S-curve which seems to be
the cause of two of the three faise 1gck points. In other words, a
reduction of the input signal strength may result in only one false lock
point approximately 180 deg away from the correct lock point. An action
item to correct this hardware problem was taken by TRW at the meeting.

The Tast false lock point is harder to trace to its source. The
limited data available to LinCom do not permit a thorough analysis of
thiskproblem. However, this problem may not really have to be resolved
since a correctly working lock detector will prevent false-lock
altogether.

2,3 Problem with TRW Test Setup

The fact that the PSP tested at TRW shows a different type of false
lock is quite disturbing. However, the test setup at ESTL and TRW are
different, with the one at ESTL simulating the the operationa1
environment more closely. The test equipment itself or a spurious
signa1‘may be responsible for the observed behavior. Retesting TRW's

PSP at ESTL could give some insight into the source of this probiem.

3. Conclusions

(1) An error in the lock detetection algorithm is the.most Tikely
source of the faulty lock indication after removal of the signal.
Correction of this problem should also remove the false Tock
problem. |

(2) Reduction of the signal strength into the PSP will rémove the dead-
zone from the Synchronizer S-curve which will result in improved
tracking.

{3) The PSP presently at TRW should be retested at ESTL to ensure that

it cannot false-lock in the acquisition mode.
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ATTACHMENT 2

] :1,? INTEROFFICE MEMORANDUM
ANEN] ZeN
_:é_ = Date: QOctober 14, 1982
MK &9 £
1 LinCom Corporation From: Teresa McKenzie
Walter Braun
To: Distribution

Subject: Measuring and Reducing RFI Effect-on Shuttle and
User Spacecraft Dynamics,Allowed by Wide Dynamics Demodulator

This memo is in response to some of your questions of October 6, 1982.
The first topic addressed is the need for measurement data of the RFI
effect. The second topié is ways to possibly mitigate the RFI effect.
The third topic is the user spacecraft dynamics allowed by the Wide

Dynamics Demcdulator.

1. Need of Measurement Data of RFI Effect

The first topic discussed relative to the RFI problem was the need for
measurement data of the RFI effect to be obtaiﬁed from Shuttle flights.
Measurement data of the RFI effect on a simulated general TDRSS user
transponder located in Spain will be taken next year by GSFC. It might
be worthwhile for the Shuttle project to coordinate testing with this

affort.

II. Mitigating the RFI Effect

The second topic discussed relative to the RFI probiem was what
could be done in the Shuttle or-the ground station to mitigate the RFI
effect.‘ Several possibilites were raised.
- (1) The first was the inclusion of an interleaver after the convolutional
encoder in the Shuttle and a de-interTeaveé before the Viterbi decoder

in the ground station. In a telephone conversation, Aaron Weinberg of
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Stanford Telecommunications, Inc., in McLean, Virginia, said that his
preliminary results using a Viterbi decoder hardware simulator indicate
"that for a fairly benign RFI environment, a rate-1/2 code, and ratio of
RFI pulse duration to symbol duration as would be obtained with Shuttle '
mode 1, the lack of an interleaver causes a small increase in EIRP de-
gradation. Simitarly, from "RFI Test Study Fiﬁal Report" dated %ﬁri1 29,
1982, by Harris Corporation, Government Systems Group Communication
Systems, it can be seen that for a rate-1/2 code and a ratio of RFI pulse
.duration to symbol duration equal to that obtained with the longest -
RFI pulse tested by ESTL and with Shuttle mode 1 symbol rate, degradations
of .95 and 4.5 dB with interleaving correspond to about 1.35 and 6 dB
without interleaving. For Shuttle mode 2 interieaving is more important,
since the Harris results indicate that for the hjgheﬁ data rate, in
medium and severe RFI lack of interleaving roughly doubles the number
of dB's of degradation. It is expected that for rate-1/3 coding the
degradation with interleaving would be less than that for rate-1/2 coding
and the effect of no interleaving would not be as bad.

(2) The second possibility raised was to modify the ground station
equipment. We do not feel that we know enough about the present equipment
to recommend any change. We can only point out one area that could
affect performance with RFI while working properly without RFI, and about
which we don't know enough to rule it out as a problem source. We suspect
that there is a problem in the ground station equipment because our
prediction of error rate at the demodulator output with RFI is comfortably
pessimistic at Tow error rates but is quite optimistic at the high error

rate of interest. The area of concern is the AGC. Perhaps it is too fast
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and reacts to individual RFI pulses or small clusters of pulses.
It needs to be pointed out that if more tests are planned with

the RFEI test generator, it would be more meaningful to Took at the error

4 at the decryptor output,

namely about 10—1, rather than at an error rate of 1077,

rate at demodulator output that corresponds to 10°

(3} The thirdpossibi}ity.to minimize the RFI effect was to use
both SSA antennas on the TDR satellite. This improves the SNR by a
theoretical 3 dB minus about .5 dB Toss but also increases the RFI-to-
noise ratio by 3 dB, to be pessimistic. From results shown in "TDRSS
RFI Test Summary," EE7-82-301, ESTL, May 1982, this would not help in
the case of the most severe RFI environment and would help a Tittle in the
case 0f the more benign environments.

(4) The fourth possibility was to optimize TDRS antenna off-pointing.
Robert Godfrey of GSFC said that if the Shuttle is shifted out of the
center of the main lobe, the power received from ShqttTe will decrease
more than the RFI power will, so this option is not acceptable—

(5) The fifth possibility was not to encrypt the data. From results
in the "TDRSS REI Test Summary,” it can be seen that for the most severe
environment one-third of the dB's of EIRP degradation would be saved,
while for the more benign environments a smaller proportion would be
saved.

{6) A sixth possibility is to use only the higher transmit frequency,
thus avoiding the worse of the two environments observed by the TDRS
east satellite. Then the EIRP degradation due to RFI is within margin

(with rain) for mode 1 and about 4.5 dB over margin for mode 2.

IITI. Yser Dynamics Allowed by Wide Dynamics Demodulater

In response to your question about the dynamics allowed by the Wide
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Dynamics Demodulator (WDD), maximum values of line-of-sight speed,
acceleration, and jerk are given below. They are calculated using an SSA
frequency of 2287.5 MHz from "Prime Item Product Function Specification
for TDRSS SSAR Wide Dynamics Demodulator." Revised 20 May 1982, Contract
No. 76170, Harris Corp. Government Systems Group. The first set of
numbers is for tracking a powered user spacecraft. The second set is for
reacquisition, which can be accomplished for a powered user spacecraft

only if the 1ink is Doppler compensated.

Maximum User Dynamics for Tracking

Maximum Maximum Maximum
LOS Speed LOS Accel. LOS Jerk
Mode {m/sec) {m/sec?) (m/sec3)
Coherent 1350 86 4.0
(Modes T & 3)
Noncoherent 1150 42 2.2
(Mode 2B)
Maximum User Dynamics for Re-Acquisition
Maximum Maximum Maximum
LOS Speed LOS Accel. LOS Jerk
Mode (m/sec) (m/sec?) (m/sec3)
Coherent 787 9.2 .41
(Modes 1 & 3)
Noncoherent 787 4.6 .20
(Mode 28B)
J. Johnson
3. Novosad
B. Teasdale
B. Batson
J. McLeod
J. Seyl
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ATTACHMENT 3

F["—f - INTEROFFICE MEMORANDUM
[ TM-0382-1080
e Date: March 30, 1982
LinCom Corporation From: W. R. Braun, T. M. McKenzie

To: Bill Teasdale

Subject: RFI Performance Predictions for Shuttle S5-Band Return Link
cc: S. Novosad, J. Seyl, M., Kapell, B. Smith, J. Johnson, R. Godfrey (NASA/Goddard)

The attached tab]e_summgrizes the LinCsim predictions for the
RFI degradations on the Shutitle S-band return 1ink, Modes T and 2.
The Tink conditions assumed are summarized below,

s RFI environments as characterized.in [1].

. Equiva}ent thermal noise EIRP 29 dBW in 20 MHz [2].

@ RFI pulse duration 5 ysec.

o Baseline SNR {no RFI, BER = 1077) in 17.5 MKz [3.4]

Mode 1: -16.16 dB

Mode 2: -12.87 dB

Biphase symbols, rate 1/3 convolutional code.

Nonlinearity consisting of clipper followed by TWT

Clipper characteristics:
¢ 1 dB compression point 6 dB above operating point

s output power 3 dB below saturation at 1 dB compression
point )

8 AM/PM distortion 1.2 deg/dB for inputs > -1 dB
compression point -.3 dB

THT characteristics:
s 18.5 dB input backoff

» maximum AM/PM distortion 5.5 deg/dB
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Table 1. Predicted CNR Degradation.

Environment/ CNR Degradation (dB)

O0ff-Pointing Mode 1 Mode 2
EH 0° 1.73 1.73
1.5° .47 .46
4° .07 .07
EL 0° 2.84 3.58
1.5° 1.08 1.35
4° .35 .41
W o° 38 .37
1.5° - .03 .03
4° 0. 0.
NL 0° .65 .80
1.5° .20 .26
4° .05 .05
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[T]
[2]
[3]

[4]
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