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FOREWORD

This interim report presents the results of work performed under Contract NAS8-34975 for the National Aeronautics and Space Administration, George C. Marshall Space Flight Center, Huntsville, Alabama. This work was performed by personnel in the Product Engineering & Development Section of the Lockheed-Huntsville Research & Engineering Center and by the Computational Mechanics Company, Austin, Texas, subcontractor to Lockheed during this effort.

The period of performance for this study was from August 1982 through August 1983. The MSFC Contracting Officer's Representative for this study is Larry A. Kiefling, ED22.
SUMMARY

This report contains the results of a study whose objective was to add the capability of analyzing a coupled dynamic system of flowing fluid and elastic structure to the SPAR computer code. A comprehensive literature review was performed and a method was developed and adopted for use in SPAR. The method utilizes the existing assumed-stress hybrid Pian element currently in SPAR. An operational module was incorporated in SPAR which provides the capability for analyzing the flow of a two-dimensional, incompressible, viscous fluid within rigid boundaries. Equations were developed to provide for the eventual analysis of the interaction of such fluids with an elastic solid.
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1. INTRODUCTION

Virtually every structure is in contact with a fluid, be it air, water, or a gas flowing by design or by its natural course over and through the structure's surfaces. The fluid thereby exerts loads on the structure producing deformations which may, in turn, alter the flow of the fluid.

In most situations encountered in the design of engineering systems, this fluid-structure interaction is insignificant, and the structure and the fluid can be analyzed independently. There are important cases, however, in which the interaction of fluid and structural behavior is an intrinsic feature of the response of both media, and this interaction must be taken into account in any rational analysis and design. Such is the case, for example, in the analysis of flutter phenomena in aircraft, the sloshing of fuels or other liquids in flexible tanks, flow-induced vibrations of submerged structures or tall buildings, the safety analysis of nuclear reactor components - particularly the study of pressurized reactor cores - the flow of liquids in flexible pipes as in the flow of blood in elastic arteries or oil or water in rubber hoses, the effects of underwater explosions on submerged structures, etc.

Fluid-structure interaction problems such as these are inherently nonlinear: the domain of fluid media obviously changes with the deformation of the structure and pressures exerted by the fluid act on material surfaces the locations of which depend upon the deformation. There are, however, significant classes of fluid-structure interaction problems for which useful results can be obtained by using only linearized equations. Indeed, the bulk of the work published on this subject deals with one special case or another for which the analyses can be dealt with using linear or mildly nonlinear theories.
In very recent times, important applications have arisen in which a study of rather general and highly nonlinear fluid-structure interaction phenomena is needed. Because of the formidable mathematical difficulties inherent in such nonlinear problems, most analysis procedures in use today are designed for computer implementation. Indeed, for more than two decades, a significant volume of literature on the numerical analysis of fluid-structure interaction problems has accumulated and much of the work over the last decade has involved the development of finite element methods and has primarily focused on problems of nuclear reactor safety.

This report contains a survey and a critical analysis of current numerical schemes used for fluid-structure interaction problems. Special emphasis is placed on finite element methods and on various models and algorithms now in use or under study for a wide class of such problems. We will adopt a deductive approach to this subject, considering first the formulation of very general models for fluid-structure interaction and then reducing these to various special cases that may arise in specific applications.

Following this Introduction, Section 2 contains a brief survey of some of the relevant literature. The principal sources consulted in the preparation of this document are collected in the Bibliography. In Section 3, we discuss so-called mixed Eulerian-Lagrangian descriptions of motion and the corresponding kinematical equations. An attempt is made to present this subject in a relatively thorough and complete way and to provide some clarity and precision in deriving fundamental kinematical relations that are critical to subsequent developments. Derivation of the equations of motion of an arbitrary fluid or solid in such a mixed reference frame is taken up in Section 4. These equations provide the basis for derivation of the semi-discrete systems governing finite-element models of fluid structure interaction, discussed in Sections 5 and 6. Interface conditions are taken up in Section 7. Section 8 contains a derivation of a linear fluid-structure interaction model for nearly incompressible viscous flows. Modifications to the SPAR code to permit incompressible viscous flow calculations are given in Section 9. Results of example problems are presented in Section 10.
2. FINITE ELEMENT METHODS FOR FLUID-STRUCTURE INTERACTION

2.1 GENERAL REMARKS

Interest in the development of finite element methods for fluid-structure interaction problems began primarily in the mid-1970s when concern over the structural integrity of nuclear containment vessels called for better methods for modeling the reactor core, the liquid coolant, surrounding gases and the vessel walls under various conditions. The names Belytschko, Donea, Kennedy, and Liu are prominent in this body of literature, and several surveys of literature on computational methods for fluid-structure interaction in nuclear reactors have been presented by Belytschko and Donea and their associates. In this regard, see, for example, Belytschko (Refs. 1 and 2), Kennedy and Belytschko (Refs. 3 through 5), Belytschko and Kennedy (Refs. 6 and 7), and the references therein to the series of articles by Donea, Fasoli-Stella, and Giuliani (Refs. 8 through 10), Donea, Giuliani, and Bailleux (Ref. 11), Donea (Ref. 12), and the dissertation of Liu (Ref. 13). The voluminous collections of proceedings of the biannual SMIRT (Structural Mechanics in Reactor Technology) conferences contain numerous papers on computational methods for fluid-structure interaction problems and there one can find a heavy emphasis on finite element methods.

A significant but relatively smaller collection of papers has been published on finite element methods for flow-induced vibrations of structures, wave effects on submerged structures, and sloshing of liquids in elastic tanks. We shall cite representative examples of this literature later.
2.2 VARIOUS DESCRIPTIONS OF MOTION

The first and most fundamental issue that confronts one in modeling fluid-structure interaction is the choice of an appropriate framework for the description of the motion. Traditionally, in solid mechanics it is natural to adopt a material or Lagrangian description of motion in which the motion of material particles is traced relative to a fixed reference configuration. Thus, one can imagine an actual mass of material, the particles of which are identified (labeled) in some way, and then one proceeds to describe the motion of this mass by giving the spatial positions of each particle relative to a specified (generally fixed) frame of reference at each time, \( t \). Some of the earlier analyses of special classes of fluid-structure interaction problems employed such Lagrangian descriptions, and we mention in this regard the 1980 publication by Kennedy and Belytschko (Ref. 14).

On the other hand, theoretical fluid mechanics traditionally employs a spatial or Eulerian description of motion in which the motion of the fluid through fixed positions in space is characterized as a function of time. Then different fluid (material) particles may occupy the same place in space at different times, and the object is to develop the kinematical description of motion in terms of these places rather than in terms of the particles. Perhaps most of the computational procedures in use for hydrodynamics problems employ an Eulerian description of motion, and some of these have been applied to problems of fluid-structure interaction. See, for example, Chang and Wang (Ref. 15), Harlow and Amsden (Ref. 16), Wang (Ref. 17), Belytschko (Ref. 1), and Dianes, Hirt, and Stein (Ref. 18).

It is clear that in a general fluid-structure interaction problem, neither the Lagrangian/material nor the Eulerian/spatial descriptions are completely satisfactory. It would be fruitless, for example, to attempt to trace the motion of fluid particles in most complex flow phenomena (e.g., stirring of fluid in containers); moreover, the velocity of the fluid at
fixed points in its domain is generally the quantity of interest, not the
displacement of a particle relative to a fixed point. On the other hand,
the motion of a solid through a fluid is most naturally characterized using
a material description, but it is this very motion that alters the spatial
domain of the fluid with time.

There are also computational advantages and disadvantages inherent in
each of these classical descriptions of motion. In the material descrip-
tion, the finite element or finite-difference mesh is imprinted on the ma-
terial. Thus, with large deformations of the structure, severe distortions
of the mesh frequently occur, and this has an adverse effect on the numer-
cal stability, efficiency, and accuracy of most computational procedures.
This mesh distortion can be somewhat compensated for by using rezoning tech-
niques wherein new meshes are drawn on the deformed configurations at var-
ious time intervals; but these procedures are expensive, difficult to
implement, and not completely effective in many situations. The use of an
Eulerian scheme to trace both the motion of the fluid and the solid is also
imperfect: one must locate material particles of the structure in an
Eulerian mesh, and at any particular time the material surfaces of the solid
will not, in general, coincide with the spatial grid lines defining the
mesh. Some analysts have, nevertheless, attempted to model the geometric
changes in the structure with time in an Eulerian description by using a
very complex catalogue of material orientations possible in each grid cell
(see e.g., Chang and Wang (Ref. 15)). The complexity of such procedures,
and of their implementation has discouraged their use in most fluid-
structure analysis procedures. One might also mention the presence of con-
vective terms in the momentum equations for Eulerian descriptions of motion.
These destroy symmetry in the resulting stiffness equations and lead to many
notorious numerical difficulties. While such terms are unavoidable in an
Eulerian description of nonuniform fluid flow, their use in the description
of the motion of solid bodies can lead to ill-conditioning of the systems of
equations governing the discrete model.
2.3 MIXED EULERIAN LAGRANGIAN DESCRIPTIONS

In view of the difficulties noted above, several investigators have attempted to develop mixed Lagrangian-Eulerian descriptions of motion, which will be studied in some detail in the Appendix A. These descriptions generally employ, in addition to the spatial and the material frames of reference, a referential or grid system that allows one to displace the finite element mesh so that it is either fixed, in space, moves with the body, or assumes a motion intermediate to these extremes.

The use of a so-called referential frame, distinct from the material and spatial frames of reference, to describe the motion of a continuum can be found in several sources on continuum mechanics. A brief discussion of such systems is given by Truesdell (Ref. 19) in his "Mechanical Foundations of Elasticity and Fluid Mechanics." However, the intent of such developments does not seem to be to provide a basis for studying the interaction of fluids and solids, nor can one find discussions of kinematics of continua sufficiently general to apply directly to interaction problems in any of the standard references on continuum mechanics. Interest in "mixed Eulerian-Lagrangian" descriptions seems to have originated in the computational mechanics literature.

The first attempt at developing computational procedures which employed a mixed Lagrangian-Eulerian description appears to have been in the 1964 papers of Frank and Lazurus (Ref. 20), and Noh (Ref. 21). These authors developed a finite difference scheme for compressible fluid flow in which the motion of the fluid relative to an arbitrary moving grid appears in the governing equations of motion. These formulations attempt to provide for the proper handling of boundary nodes on the fluid-structure interface while allowing nodes interior to the Eulerian mesh to remain fixed and undistorted by the motion of the fluid. Since the resulting formulation retains many features of the Eulerian schemes (e.g., convection-like terms), the term quasi-Eulerian is also used to describe them. Another quasi-Eulerian finite
difference method was proposed in 1965 by Trulio (Ref. 22) with regard to the AFTON hydrodynamic codes and, a decade after the paper of Frank and Lazarus (Ref. 20), Amaden and Hirt (Ref. 23), of Los Alamos Laboratories, introduced the ALE-technique: Arbitrary Lagrangian-Eulerian (ALE) scheme, which was a finite-difference procedure designed to handle Eulerian and Lagrangian descriptions of motion simultaneously. More recently, finite element codes based on certain aspects of the ALE-strategy have been discussed by Belytschko and Kennedy (Refs. 6 and 7), Belytschko, Kennedy, and Schoeberle (Ref. 24), Donea et al (Refs. 8 and 9), Kennedy and Belytschko (Refs. 3 through 5 and 24), Hughes et al (Ref. 25), Liu (Ref. 13), and Liu and Ma (Ref. 26). These mixed/quasi-Eulerian schemes are not without shortcomings: while they provide for flexibility in descriptions of kinematics and physics, they involve certain features which lead to the necessity of nonconforming finite element methods (see Hughes, Liu, and Zimmerman (Ref. 25)) and the effects of these built-in discontinuities on the accuracy and stability of finite element calculations is, as yet, not known.

In the next section, we shall examine the question of appropriate descriptions of motion in more detail.
3. KINEMATICS OF MOTION AND DEFORMATION

3.1 PRELIMINARIES

In modern continuum mechanics, the study of kinematics of continua generally begins with a mathematical characterization of a continuous body: a body "B" is a differentiable manifold the elements of which are called particles; there is assigned to B a σ-finite Borel measure, called mass of the body. Thus, B is a natural model of a given quantity of matter as a "continuum."

Kinematics aims at describing the motion of B as a function of time. For this purpose, we introduce a time scale $S \subset \mathbb{R}$ and measure the motion of B beginning with a fixed instant $\tau = 0$ and over a time interval $\tau \in S = [0, t]$. At each $\tau$, the particles of B are in one-to-one correspondence with points in regions of three-dimensional Euclidean space $E = \mathbb{R}^3$; indeed, the motion of a body implies the existence of bijective (indeed, diffeomorphic) maps $\zeta: B \to \overline{\Omega}_{\tau} \subset \mathbb{R}^3$ for each time where $\overline{\Omega}_{\tau}$ is the closure of an open region $\Omega_{\tau} \subset \mathbb{R}^3$. The regions $\overline{\Omega}_{\tau}$ (or, technically, $\overline{\Omega}_{\tau}$) are called the configurations of the body.

To give meaning to the maps $\zeta_\tau$ and to effect a labeling of the particles of B, a particular configuration $\Omega_R$, called the reference configuration, is selected. Typically, $\Omega_R = \Omega_0$, i.e., the reference configuration is the actual region in $\mathbb{R}^3$ occupied by the body at $\tau = 0$, but this is not a necessary choice of the reference configuration. We proceed to introduce in $\Omega_R$ a fixed coordinate on $\mathbb{R}^3$ with origin $0 \in \Omega_R$, and we denote by $X$ the position vector of points in $\Omega_R$. In particular, if $\Omega_R = \Omega_{\tau=0}$, and $\zeta = \zeta_0$, we set

$$X = \zeta(X); \quad \zeta: B \to \overline{\Omega}_R \subset \mathbb{R}^3$$  \hfill (3.1)
and say that the particle \( X \) occupies the position \( X \) in the reference configuration of the body. If \( X^k, k = 1,2,3, \) denote the components of \( X \) relative to some fixed basis, then \( (X^k) = (X^1, X^2, X^3) \) are referred to as the material coordinates of the particle \( X \).

Physically, the situation can be viewed as this: We wish to name (label) the elements of \( B \), neighborhoods of which can be regarded as actual, physical pieces of matter. To do this, we pick one of the regions in space occupied by the body during its motion, called the reference configuration, and establish in this region a fixed coordinate system \( \mathbf{X} = (X^k) \). Naturally, since we usually trace the motion of the body from an initial time \( \tau = 0 \), this reference configuration is ordinarily the actual region occupied by the body at \( \tau = 0 \). If \( X \) is the position (in space) occupied by the particle \( X \) at \( \tau = 0 \), then the correspondence \( X = \kappa(X) \) effectively assigns the numbers \( (X^1, X^2, X^3) \) as labels (material coordinates) to the particle \( X \). Thus, \( X \) has the same label \( (X^1, X^2, X^3) \) for all times \( \tau > 0 \). Since \( \kappa \) is an isometric isomorphism (relative to the usual Euclidean metric), it is usually unnecessary to distinguish between \( X \) and its label \( X \) in all subsequent descriptions of the motion of the body \( B \). When the equations of motion of \( B \) are written in terms of the material coordinates \( X \), we obtain a material description or Lagrangian description of motion, as will be further expanded upon below.

---

Some argue that this is a misnomer since the equations of motion in terms of the material coordinates were first given by D'Alembert and not Lagrange. See Truesdell (Ref. 19). However, reference to Lagrange here may be due to the analogy of this strategy with that employed by Lagrange in his Mechanique Analytique where he labeled collections of discrete particles and traced their motion relative to a fixed spatial frame of reference. This is essentially what is done here with one fundamental exception: a discrete system has a countable number of particles; thus, natural numbers \( n \in \mathbb{N} \) can be used as particle labels. The Body, \( B \), being a continuum, is nondenumerable; thus, a labeling scheme such as the use of triples \((X^1, X^2, X^3)\) of real numbers is needed to label the material particles.
Now, in addition to the material coordinate frame, points in $\mathbb{R}^3$ are identified by the position vectors $\mathbf{x}$ denotes the spatial position occupied by particle $X \in B$ in a given configuration $\mathcal{O}_t$, then there must exist a bijective map $\zeta_t: B \rightarrow \mathcal{O}_t$ such that

$$\mathbf{z} = \zeta_t(\mathbf{x}) \quad (3.2)$$

The coordinates $(x^k)$ of $\mathbf{x}$ relative to a given basis are called the spatial coordinates of the particle $X$ at time, $t$. For each time $\tau \in S$, there exists a unique configuration $\mathcal{O}_\tau$ of the body, and the family $\{\mathcal{O}_\tau\}$ of configurations, dependent on the real parameter, $\tau$, is called the motion of the body. Instead of Eq. (3.1) we describe the motion by a map $\zeta$: $B \times [0,t] \rightarrow \mathbb{R}^3$ of the form,

$$\mathbf{x} = \psi(X,t) \quad (3.3)$$

Then the curve $\mathbf{x}(t) = \psi(X,t)$ for finding $X$, is the path followed by the particle $X$ during the motion of the body. Recalling that $\mathbf{z} = \zeta(X)$ and that $\zeta$ is bijective, we can also describe the motion in terms of the material coordinates $\mathbf{z}$:

$$\mathbf{x} = \psi(X,t) = \psi(\zeta^{-1}(\mathbf{z}),t)$$

or

$$\mathbf{x} = x(X,t) \quad (3.4)$$

where

$$\zeta = \hat{\phi} \circ \zeta^{-1} \quad (3.5)$$

Thus, the equation $\mathbf{x} = x(X,t)$ describes the motion of the body relative to the reference configuration in terms of the vectors $\mathbf{x}$ or, equivalently, the material coordinates $x^k$. When the equations of motion of the body $B$ are written in terms of the spatial positions, $\mathbf{x}$, we obtain a spatial or Eulerian description of the motion. When no confusion is likely, we shall refer to $\mathbf{z}$ and $X$ interchangeably as "a material particle."
The velocity of the material particle $\mathbf{X}$ at time $t$ (relative to $\mathbf{O}$) is the vector 

$$v = \frac{\partial \mathbf{X}(\mathbf{X},t)}{\partial t} \quad (3.6)$$

If $f$ is a scalar-values function of particles $\mathbf{X}\in\mathcal{B}$, the rate at which $f$ changes in time for fixed $\mathbf{X}$ is called the material rate of change of $f$. We can describe this rate using the material time derivative

$$\frac{Df}{Dt} = \frac{\partial f}{\partial t} \bigg|_{\mathbf{X} \text{ fixed}} \quad (3.7)$$

Thus,

$$v = \frac{D\mathbf{X}}{Dt} \quad (3.8)$$

If $g$ is given as a function of the spatial coordinates $\mathbf{x} = \mathbf{X}(\mathbf{x},t)$ of particles $\mathbf{X}$, then

$$\frac{Dg}{Dt} = \frac{\partial g(\mathbf{x},t)}{\partial t} + \frac{\partial g}{\partial x_k} \frac{\partial x_k}{\partial t} \quad (3.9)$$

where $x_k$ denote, for instance, coordinates of $\mathbf{x}$ relative to a fixed basis in $\mathbb{R}^N$ (say Cartesian) and repeated indices are summed, $k = 1, 2, \ldots, N$. Thus, if $v_k$ are the corresponding components of $v$,

$$\frac{Dg}{Dt} = \frac{\partial g}{\partial t} + v_k \frac{\partial g}{\partial x_k} \quad (3.10)$$

### 3.2 THE QUASI-EULERIAN DESCRIPTION

We now set out to derive a description of motion which is sufficiently general to encompass both the material and spatial descriptions as well as intermediate mixed descriptions that may be appropriate for fluid-structure interaction problems. We continue to employ the notations and conventions introduced earlier: for a material body, $\mathcal{B}$, a family of smooth bijective maps $\{\mathbf{K}_t\}_{0 \leq t \leq T}$ exist such that
\( \xi_0: \mathbb{B} + \Omega \subset \mathbb{R}^N \), is the reference configuration

\( \xi = \xi_0(\xi) = \) labels of material particles

= positions of particles in the reference configurations

\( \xi_t: \mathbb{B} + \Omega_t \subset \mathbb{R}^N, \Omega_t \) is configuration of the body at time \( t \).

\( \xi = \xi_t(\xi) = \xi_t(\xi^{-1}(\xi)) \), \( \xi(\xi,t) \)

= the spatial position of particle \( X \) at time \( t \)

\( N = 1, \ldots, \) or 3.

In addition to these quantities, we introduce a smooth bijective map \( \phi \) from \( \Omega \times (0,T) \) into \( \mathbb{R}^N \), such that \( \bar{\Omega}_t \) is the image of \( \phi \) at time \( t \):

For \( t \in [0,T], \phi: \Omega + \bar{\Omega}_t \) and we write

\[ \xi = \phi(\chi,t) \quad (3.11) \]

or

\[ \chi = \phi^{-1}(\xi,t), \xi \in \bar{\Omega}_t, t \in [0,T] \quad (3.12) \]

Since the map \( \xi \) is invertible, we can also write

\[ \chi = \phi^{-1}(\chi(\xi,t), t) \equiv \psi(\chi,t) \quad (3.13) \]

The vectors \( \chi \) are said to specify referential positions of particles at various times, \( t \). \( \chi \) refers to the position of particle \( \chi \) at time \( t \) relative to a moving frame of reference in \( \Omega \) with origin \( \Omega \). Thus, we imagine 0

\*

In this respect, we depart from certain mixed Lagrangian-Eulerian descriptions found in the literature which hold \( \Omega \) fixed for all times but allow \( \Omega = \Omega_\Omega \) and \( \Omega_\Omega \) to be time dependent; see, for example, Hughes et al. (Ref. 25), Liu (Ref. 13), and Liu and Ma (Ref. 26).
moving with time through space and $y = \psi(x, t)$ a vector from $\hat{0}$ to the spatial positions $x$ of particles. We also introduce coordinates $x^k, x^k, y^k$, $k = 1, \ldots, N$, relative to fixed set of basic vectors in each of the respective domains. These notations and the geometrical situation are depicted in Fig. 3-1 for the case in which $\hat{0}$ and $\hat{0}$ coincide and are fixed in space.

The coordinates $y^k$ are frequently called the grid- or mesh-coordinates, for reasons which will become clearer later. It is worth noting here, however, that if we lay a fixed mesh on $\hat{\Omega}$, the choice $y = x$ (i.e., $\psi = 1 = $ the identity) yields a Lagrangian grid whereas the choice $y = x$ produces an Eulerian grid.

In addition to the particle velocity field, (Eq. (3.4)), we introduce the grid velocity $v^G$, which is the rate at which a "grid point" $y$ moves from a fixed position $x$ in space; i.e.,

$$v^G = \frac{\partial}{\partial t} \bigg| _{y \text{ fixed}} x = \frac{\partial \psi(y, t)}{\partial t}$$

(3.14)

The so-called difference velocity $v^D$, defined by,

$$v^D = v - v^G$$

(3.15)

is then the velocity of a material particle relative to the moving grid $\hat{\Omega}$.

As preparation for a major transformation rule pertaining to material derivatives, we establish the following lemma:

**Lemma 3.1.** Subject to the conventions and assumptions established above.
Fig. 3-1 - Various Regions and Coordinate Frames Characterizing the Motion of a Material Body, B
\[
\frac{\partial \psi^{-1}}{\partial t} = - \frac{\partial \psi^{-1}}{\partial x_j} \cdot \mathbf{V}_j
\]  
(3.16)

where \(\psi^{-1}\) is the inverse of the map \(\psi\) of Eq. (3.11) and the summation convention is used \((j, k = 1, 2, \ldots, N)\).

**Proof:** Let \(y_k\) denote Cartesian coordinates of \(y\). Then, according to Eq. (3.13),

\[
y_k = \psi_k^{-1}(x, t) = \psi_k^{-1}(y_j(y, t), t)
\]

Differentiating this expression with respect to time holding \(y_k\) fixed yields

\[
\frac{\partial y_k}{\partial t} = 0 = \frac{\partial \psi_k^{-1}}{\partial x_j} \cdot \frac{\partial y_j}{\partial t} + \frac{\partial \psi_k^{-1}}{\partial t}
\]

as asserted.

Let \(u\) be scalar field given as a differentiable real-values function \(f\) of the material coordinates \(X\) and time \(t\):

\[
u = f(X, t)
\]  
(3.17)

Then the material rate of change of \(\mu\) is the rate \(\mu\) changes in time for fixed \(X\):

\[
\frac{D\mu}{Dt} = \frac{\partial f(X, t)}{\partial t}
\]

The following result allows us to compute the material time derivative of in terms of the grid coordinates and the difference velocity.

**Theorem 3.1.** Let the conventions established earlier hold and let \(\mu\) be given by Eq. (3.17). Let
Then
\[
\frac{Du}{Dt} = \frac{\partial g(y,t)}{\partial t} + \frac{\partial h(x,t)}{\partial x_j} v_j
\]  
(3.19)

**Proof:** The important idea to be kept in mind here is that we wish to write \( u \) as a function of \( y \) but compute its time-rate-of-change holding \( x \) fixed. We have,

\[
\frac{Du}{Dt} = \frac{g(y,t)}{\partial t} + \frac{\partial (\psi^{-1}(\phi(x,t),t),t)}{\partial y_k} \left( \frac{\partial \psi^{-1}}{\partial x_j} \frac{\partial \phi_k}{\partial t} + \frac{\partial \psi^{-1}}{\partial t} \frac{\partial \phi_k}{\partial x_j} \right)
\]

But

\[
\frac{\partial h(x,t)}{\partial x_j} = \frac{\partial h(\psi(y,t),t)}{\partial y_k} \frac{\partial \psi^{-1}}{\partial x_j} \frac{\partial \phi_k}{\partial y_k} \frac{\partial \phi^{-1}}{\partial x_j}
\]

and, from Lemma 1,

\[
\frac{\partial g(y,t)}{\partial y_k} \frac{\partial \phi^{-1}}{\partial t} = -\frac{\partial g(y,t)}{\partial y_k} \frac{\partial \phi^{-1}}{\partial x_j} v_j = \frac{\partial h(x,t)}{\partial x_j} v_j
\]

Thus,

\[
\frac{Du}{Dt} = \frac{\partial g(y,t)}{\partial t} + \frac{\partial h(x,t)}{\partial x_j} (v_j - v_j^G)
\]

as asserted.

It is important to note that Eq. (3.16) reduces to conventional Lagrangian or Eulerian descriptions with appropriate choices of the coordinates \( y^k \) or the map \( \phi \).
Lagrangian:

\[ \phi = \chi, \ v^G = \frac{\partial \chi(X,t)}{\partial t} = v, \ v^D = 0 \]

\[ \frac{Du}{Dt} = \frac{\partial s(\psi(x,t),t)}{\partial t} = \frac{\partial f(x,t)}{\partial t} \]

Eulerian:

\[ \phi = I, \ v^G = \frac{\partial}{\partial t} \bigg|_{x \text{ fixed}} \chi = 0, \ v^D = v \]

\[ \frac{Du}{Dt} = \frac{\partial s(x,t)}{\partial t} + \frac{\partial h(x,t)}{\partial x} v_i \]

3.3 OTHER KINEMATICAL EQUATIONS

Some simplifications in the developments can be realized by considering the referential coordinates to coincide with the material coordinates of a particle \( X \) at time \( t = 0 \) and to regard the "grid" as moving relative to the reference configuration \( \Omega \) at an arbitrary velocity \( v^G \) which is not directly dependent on the particles. If \( X^a, x_k, y_k \) are Cartesian components of \( X, x, \) and \( y \) relative to fixed bases, we have

\[ y_k = \psi_k (X,t), \ v_k^G = \frac{\partial \psi_k}{\partial t} \] (3.20)

Let

\[ J(X,t) \equiv \det \left[ \frac{\partial y_k}{\partial x^a} \right] \] (3.21)

Then we have the following results:

**Lemma 3.2**

\[ \frac{DJ}{Dt} = \frac{\partial J^G}{\partial t} \cdot v^G \equiv J \frac{\partial v^G_k}{\partial y_k} \] (3.22)
Proof: Let

\[ y_{k,a} = \frac{\partial y_k}{\partial x^a} \]

and let \( \varepsilon^{a\beta\gamma} \), \( \varepsilon_{ijk} \) denote the alternating tensors. Then

\[ J = \det(y_{k,a}) = \frac{1}{6} \varepsilon^{a\beta\gamma} \varepsilon_{ijk} y_{i,\alpha} y_{j,\beta} y_{k,\gamma} \]

and

\[ \frac{\partial J}{\partial (y_{r,\theta})} = \frac{1}{2} \varepsilon^{a\beta\theta} \varepsilon_{ijk} y_{i,\alpha} y_{j,\beta} \]

Since

\[ \frac{\partial y_k}{\partial x^\alpha} \cdot \frac{\partial x^\alpha}{\partial y_j} = \delta_{ij} \]

we have

\[ \frac{\partial x^\alpha}{\partial y_j} = \frac{\text{cofactor} \ [y_{k,a}]}{\det \ [y_{k,a}]} = \frac{1}{2J} \varepsilon^{a\beta\alpha} \varepsilon_{kij} y_{k,\rho} y_{\beta,\iota} \]

Thus, from Eqs. (3.23) and (3.24)

\[ \frac{\partial J}{\partial (y_{r,\theta})} = \text{cofactor} \ y_{r,\theta} = J \frac{\partial x^\theta}{\partial y_r} \]

Also note that

\[ \frac{\partial}{\partial t} y_{r,\theta} = \frac{\partial}{\partial x^\theta} \cdot \frac{\partial x^\gamma}{\partial t} = v^G_{r,\theta} \]

Thus,
Lemma 3.3. Given a differentiable real-values function $g = g(y,t) = g(\psi(x,t),t)$, we have

\begin{equation}
\frac{dg}{dt} = \frac{\partial g}{\partial y} \frac{\partial y}{\partial t} \frac{\partial y}{\partial z} + \frac{\partial g}{\partial z} \frac{\partial z}{\partial t} \frac{\partial z}{\partial y} \tag{3.27}
\end{equation}

Similarly,

\begin{equation}
\frac{d(g \cdot J)}{dt} = J \frac{\partial}{\partial t} \left( \frac{\partial g}{\partial y} \frac{\partial y}{\partial z} \right) + \frac{\partial g}{\partial y} \frac{\partial y}{\partial z} \tag{3.28}
\end{equation}

Proof: Condition (1) is obvious. To obtain (2), note that

\begin{equation}
\nabla \cdot (g v^G) = \frac{\partial}{\partial y} \left( g(y,t) v^G_k(y,t) \right)
\end{equation}

\begin{equation}
= g \nabla \cdot v^G + v^G \cdot \nabla g
\end{equation}

\begin{equation}
J \nabla \cdot (g v^G) = g J \nabla \cdot v^G + J v^G \cdot \nabla g = g \frac{\partial J}{\partial t} + J v^G \cdot \nabla g \tag{3.29}
\end{equation}

where we have made use of Lemma 3.2. Thus, from Eqs. (3.27) and 3.29

\begin{equation}
\frac{d(g \cdot J)}{dt} = \frac{\partial g}{\partial t} + v^G \cdot \nabla g
\end{equation}

\begin{equation}
\quad = J \frac{\partial g}{\partial t} + J \frac{\partial g}{\partial t} + v^G \cdot \nabla g
\end{equation}

\begin{equation}
\quad = J \frac{\partial g}{\partial t} + J \nabla \cdot (g v^G)
\end{equation}

is asserted.
We will use these results in the next section to derive equations of motion in the grid (referential) coordinates \( y_k \).

3.4 A SPECIAL REFERENTIAL DESCRIPTION OF MOTION

A fairly general discussion of kinematics in a grid or referential system was given earlier. We will now focus on special extensions and applications of those ideas which lead to a convenient framework for treating practical problems in fluid-structure interaction. The structure of this kinematical description is outlined in the following five steps:

1. **Spatial Frame.** We establish an absolutely fixed (spatial) reference frame in \( \mathbb{R}^n \); the position vectors \( x \) are defined by their Cartesian components \( x_k, 1 \leq k \leq N \).

2. **Material Frame.** At time \( t = 0 \), a material body \( B \) occupies a region \( \Omega \subset \mathbb{R}^n \) and we use as labels of the particles of \( B \) the coordinates \( X_k \) of their positions in this reference configuration; the corresponding places of particles \( \{X_k\} \) are identified by vectors \( X \).

3. **Motion.** The motion of \( B \) is, as usual, defined by the specification of the position \( x \in \mathbb{R}^n \) of each particle \( X \) at each time, \( t, 0 \leq t \leq T \):

\[
\dot{x} = \chi(X,t) \quad (3.30)
\]

The motion \( \chi \) is assumed to be a differentiable bijective map from \( \Omega \) into \( \Omega_t \subset \mathbb{R}^n \) at each time, \( t \).

4. **Grid Positions.** We introduce an arbitrary, differentiable, injective function \( \phi: \Omega \times [0,T] + \mathbb{R}^3 \times [0,T], \) such that for each \( \xi \in [0,T] \), the range of \( \phi \) is a region \( \hat{\Omega}_t \subset \mathbb{R}^3 \). The "position" vectors

\[
\gamma = \phi(X,t), \quad \gamma \in \hat{\Omega}_t \quad (3.31)
\]

are said to define the grid positions in \( \mathbb{R}^n \). Note that \( y \) is a position vector of a point (place) in \( \mathbb{R}^n \). These positions depend only indirectly on the locations \( x \) of material particles, viz,

\[
\gamma = \phi(x^{-1}(X,t),t) = \psi(x,t) \quad (3.32)
\]

5. **Displacements and Velocities.** One can define the particle displacement \( u \) and the particle velocity, \( \dot{y} \), by
\[ u(X,t) = x - X = x(X,t) - X \]  
(3.33)

\[ v(X,t) = \frac{\partial x}{\partial t} = \frac{\partial x(X,t)}{\partial t} \]  
and the grid displacement \( u^G \) and grid velocity \( v^G \) by

\[ u^G(X,t) = y - X = \phi(X,t) - X \]  
(3.34)

\[ v^G(X,t) = \frac{\partial \phi(X,t)}{\partial t} = \frac{\partial y}{\partial t} \bigg|_{X \text{ fixed}} \]

These quantities and notations are illustrated in Fig. 3-1.

### 3.5 Jacobians and Time Rates

Let \( y_k, x_a \) denote components of \( y \) and \( X \) relative to a fixed basis. We denote by \( j \) the Jacobian of the transformation \( X \rightarrow \phi(X,t) \) for each \( t \):

\[ j(X,t) = \det \left| \frac{\partial y_k}{\partial x_a} \right| = \det \left| \frac{\partial \phi(X,t)}{\partial x_a} \right| \]  
(3.35a)

Likewise, we denote

\[ J(X,t) = \det \left| \frac{\partial x_k}{\partial x_a} \right| = \det \left| \frac{\partial \phi(X,t)}{\partial x_a} \right| \]  
(3.35b)

Then, as was proved in Section 3.3,

\[ \frac{\partial j}{\partial t} = j \frac{\partial v^G}{\partial y_k} = j. v^G \]  
(3.36)

\[ \frac{\partial j}{\partial t} = J \frac{\partial v^G}{\partial x_k} = J. v \]
Note that the operator \( \nabla \) is the same spatial gradient operator in both of the expressions owing to our definition of \( y_k \). In both expressions, the time-rate-of-change is taken with \( x \) fixed.

Next, we let \( g \) denote values of a given real-valued function of particles and time, and introduce the notations

\[
g = \text{value of field at particle } x \text{ at time } t
\]

\[
\dot{g}(x,t) = \ddot{g}(x,t) = \dot{g}(y,t)
\]

where

\[
\begin{align*}
\dot{g}(x,t) &= \bar{g}(x^{-1}(x,t),t) \\
\dot{g}(y,t) &= \bar{g}(y^{-1}(y,t),t)
\end{align*}
\]

(3.38)

Next, we let \( g \) denote values of a given real-valued function of particles and time, and introduce the notations

\[
\frac{Dg}{Dt} = \text{material time-derivative of } g
\]

\[
= \text{time-rate-of-change of } g \text{ for fixed particle } x
\]
Thus, while the forms of the functions $g$ and $\dot{g}$ may be different, the partials $\partial g/\partial t$ and $\partial \dot{g}/\partial t$ both represent the rate of change in $t$ at a fixed spatial position.

Combining the above results, we arrive at the equations

\begin{align*}
\frac{\partial (jg)}{\partial t} \bigg|_{x \text{ fixed}} &= \frac{\partial (jg)}{\partial t} \\
&= J \left( \frac{\partial \dot{g}}{\partial t} + v \cdot \nabla \dot{g} \right) \\
\frac{\partial (jg)}{\partial t} \bigg|_{x \text{ fixed}} &= \frac{\partial (jg)}{\partial t} \\
&= J \left( \frac{\partial \dot{g}}{\partial t} + v \cdot \nabla \dot{g} \right)
\end{align*}

(3.41)

Also note that

\begin{align*}
\frac{\partial (jg)}{\partial t} \bigg|_{x \text{ fixed}} &= J \left( \frac{\partial \dot{g}}{\partial t} + v \cdot \nabla \dot{g} + \dot{g} \nabla \cdot \dot{v} + \dot{v} \cdot \nabla \dot{g} \right) \\
\frac{\partial (jg)}{\partial t} \bigg|_{x \text{ fixed}} &= J \left( \frac{\partial \dot{g}}{\partial t} + v \cdot \nabla \dot{g} + \dot{g} \nabla \cdot \dot{v} \right)
\end{align*}

(3.42)

We now make a fundamental observation*: the partial derivatives $\partial \dot{g}/\partial t$ and $\partial \ddot{g}/\partial t$ represent time-rates-of-change at fixed points in space. The values of these rates coincide if we take $\dot{v} = \chi$ and $v^G = 0$. Thus,

*This observation was apparently first made by Donea et al (Ref. 10); see also Donea (Ref. 12) and Belytschko and Kennedy (Ref. 27).
This relationship proves to be crucial in deriving local equations of motion in referential coordinates since it enables us to transform any standard Eulerian form (spatial time rates) into a corresponding time derivative in grid coordinates. We will exploit this idea in Section 4.
4. EQUATIONS OF MOTION

4.1 INTRODUCTORY REMARKS

We consider the motion of a material body subjected to body forces of intensity, \( b \), per unit mass and surface tractions, \( S \), on a portion, \( \tilde{\Omega}_2 \), of its boundary. We focus our attention on control volumes \( \tilde{\Omega} \subset \mathbb{R}^N \) with boundary \( \tilde{\Omega} = \tilde{\Omega}_1 \cup \tilde{\Omega}_2 \), the velocities being prescribed on \( \tilde{\Omega}_1 \) and the tractions on \( \tilde{\Omega}_2 \). Alternatively, to obtain equations of motion in referential coordinates, we consider a control volume, \( \hat{\Omega} = \psi(\tilde{\Omega},t) \), moving with the grid velocity, \( \mathbf{v}^G \), and with boundaries, \( \hat{\Omega} = \hat{\Omega}_1 \cup \hat{\Omega}_2 \). Components of vectors are referred to a fixed orthonormal basis characterizing the spatial coordinates, \( x_k \). Indicial notation and the summation convention are used in some of the relationships which follow. The following additional notations are introduced:

- \( \rho \) = the value of the mass density of the body in the current configuration,
  
  \[ \rho = \rho(x,t) = \rho(\mathbf{x}(X,t),t) = \rho(X,t) \]

- \( \sigma \) = the Cauchy stress tensor, with Cartesian components relative to spatial coordinate directions of
  
  \[ \sigma_{ij} = \sigma_{ij}(x,t) = \sigma_{ij}(\mathbf{x}(X,t),t) = \sigma_{ij}(X,t) \]

- \( b \) = the body force vector per unit mass in the current configuration with Cartesian components
  
  \[ b_i = b_i(x,t) = b_i(\mathbf{x}(X,t),t) = b_i(X,t) \]

- \( \varepsilon \) = the internal energy per unit mass in the current configuration of the body, defined by functions
  
  \[ \varepsilon = \varepsilon(x,t) = \varepsilon(\mathbf{x}(X,t),t) = \varepsilon(X,t) \]

Other notations will be introduced later.
4.2 LOCAL EULERIAN FORMS

The local Eulerian (spatial) forms of the equations of motion of an arbitrary continuum are:

1. Conservation of Mass

\[
\frac{\partial \rho}{\partial t} + \nabla \cdot (\rho \mathbf{v}) = 0 \quad (4.1)
\]

2. Balance of Linear Momentum

\[
\frac{\partial \rho \mathbf{v}_k}{\partial t} + \frac{\partial}{\partial x_i} \left( \rho \mathbf{v}_i \mathbf{v}_k \right) = \rho \mathbf{b}_k + \frac{\partial \mathbf{q}_k}{\partial x_i} \quad (4.2)
\]

3. Balance of Angular Momentum

\[\mathbf{\omega}_{ij} = -\mathbf{\omega}_{ji} \quad (4.3)\]

4. Conservation of Energy

\[
\frac{\partial \tilde{E}}{\partial t} + \frac{\partial}{\partial x_i} \left( \rho \mathbf{v}_i \tilde{E} \right) = \rho \mathbf{b}_i \mathbf{v} + \frac{\partial \mathbf{q}_k}{\partial x_i} + \mathbf{Q} \quad (4.4)
\]

where

\[\tilde{E} = \text{total energy per unit mass}\]
\[= \frac{1}{2} \mathbf{v} \cdot \mathbf{v} + \epsilon \quad (4.5)\]

\[\mathbf{Q} = \text{heat working}\]
\[= \frac{\partial q_i}{\partial x_i} + \rho r \quad (4.6)\]

and \(q_i\) are the components of the heat flux vector and \(r\) is the heat supplied per unit mass per unit time in the current configuration. For simplicity, we will take \(\mathbf{Q} = \mathbf{Q}\) in subsequent developments; but it should be clear that the addition of \(\mathbf{Q}\) and thermal effects produced no significant complications in any of the following developments.
4.3 LOCAL REFERENCE FORMS

A direct application of relations (3.41) and (3.43) derived in the previous section and the above Eulerian forms leads to local equations of motion in the grid-coordinates, \( y_k \).

The superposed caret (\( \hat{\cdot} \)) denotes functions of the referential coordinates \( y_k \) and time. Thus, for example, the mass density is given by

\[
\rho = \hat{\rho}(y, t)
\]

where it is understood that

\[
\hat{\rho}(y, t) = \hat{\rho}(\phi(x, t), t) = \overline{\rho}(x, t) = \hat{\rho}(x, t)
\]

etc.,

1. Conservation of Mass. In view of Eq. (3.41a),

\[
\left. \frac{\partial \rho}{\partial t} \right|_x = j(\frac{\partial \rho}{\partial t} + \hat{\nabla} \cdot \hat{\rho} \hat{\nabla}^G)
\]

where \( \left. \frac{\partial}{\partial t} \right|_x \) indicates that the time derivative is taken with \( x \) held fixed. But, according to Eqs. (3.43) and (4.1),

\[
\left. \frac{\partial \rho(y, t)}{\partial t} \right|_x = \left. \frac{\partial \rho(\phi(x, t), t)}{\partial t} \right|_{x = \phi, \hat{\gamma} = 0} = \hat{\nabla} \cdot \hat{\rho} \hat{\gamma}
\]

Thus,

\[
\left. \frac{\partial \rho}{\partial t} \right|_x = j\hat{\gamma} \cdot \hat{\rho} \hat{\gamma}^D
\]

(4.8)
where \( v^D \) is, again the difference velocity

\[
v^D = v^G - v
\]  

(4.9)

Alternatively, since

\[
\frac{\partial}{\partial t} \bigg|_X \rho \frac{\partial}{\partial t} + j \frac{\partial}{\partial X} = \rho j v \cdot v^G + j \frac{\partial}{\partial X} \rho v
\]  

(\( \chi \) fixed)

we have

\[
\frac{\partial}{\partial t} \bigg|_X \rho = -\rho v \cdot v^G + v^D \frac{\partial}{\partial y_k} + \rho v \cdot (v^G - v)
\]

or

\[
\frac{\partial}{\partial t} \bigg|_X \rho = v^D \cdot \rho v - \rho v \cdot v
\]  

(4.10)

2. Balance of Linear Momentum. Let

\[
\rho \dot{b}_1 = \rho \dot{b}_1 + \frac{\partial}{\partial y_k} \frac{\partial}{\partial X} \rho \]

(4.11)

Then a calculation similar to that leading to Eq. (4.8) yields the momentum equation in referential form,

\[
\frac{\partial}{\partial t} \bigg|_X \rho j v^G_k = j \frac{\partial}{\partial X} (\rho \dot{v}_k \dot{v}^D) + j p_k
\]  

(4.12)

Similarly, by expanding the left-hand side of this equation and using Eq. (3.41), we have the equivalent equations,
\[ \frac{\partial \hat{v}_i}{\partial t} = \rho \hat{v}_k \frac{\partial \hat{v}_i}{\partial y_k} + p_1 - v_1 \left( \frac{\partial p_i}{\partial t} \right) - j \frac{\partial}{\partial y_k} (\hat{\rho} v_k^D) \]  

(4.13)

According to Eq. (4.8), the term in brackets vanishes if mass is constant locally.

3. Balance of Angular Momentum. Denoting

\[ \delta_{ij}(y,t) = \delta_{ij}(\dot{x},t) \]
\[ = \sigma_{ij}(x,t) \]
\[ = \sigma_{ij}(x^{-1}(x,t),t) \]
\[ = \sigma_{ij}(x,t) \]  

(4.14)

angular momentum is balanced locally if

\[ \delta_{ij}(y,t) = \delta_{jj}(y,t) \]  

(4.15)

4. Conservation of Energy. By following the identical process used to obtain Eqs. (4.8) and (4.12), we arrive at the following referential form of the conservation of energy,

\[ \frac{\partial \hat{E}}{\partial t} = j \left( \frac{\partial \hat{E}}{\partial t} + \rho \left( \frac{\partial v_C}{\partial t} \right) \right) \]
\[ = j [ \hat{\rho} v_k + \frac{\partial}{\partial y_k} (\hat{\sigma}_{ik} v_k) ] \]
\[ + \frac{\partial}{\partial y_k} (\hat{\rho} v_k^D) \]  

(4.16)

Since \( E = 1/2 v^2 + c (v^2 = v \cdot v) \), we can also write this result in the form

\[ \frac{\partial \hat{E}}{\partial t} = j \left( \frac{\partial \hat{E}}{\partial t} + \rho \left( \frac{\partial v_C}{\partial t} \right) \right) \]
If mass is conserved, the term with a single wavy underline vanishes, by virtue of Eq. (4.8). Likewise, the term with double wavy underlines reduces then to the local momentum equation (Eq. 4.13) which also vanishes. Then if linear momentum is balanced, we have

\[
\frac{\partial (j\rho \varepsilon)}{\partial t} \bigg|_X = j \frac{\partial}{\partial y_k} (\rho \hat{\varepsilon} v_k^D) + j \hat{D}_{ik} \frac{\partial v_k}{\partial y_k}
\]

Finally, since

\[
\frac{\partial (j\rho \varepsilon)}{\partial t} \bigg|_X = j \frac{\partial}{\partial t} \bigg|_X + \rho \varepsilon \frac{\partial v}{\partial t} + \varepsilon \frac{\partial \varepsilon}{\partial t}
\]

we have

\[
\frac{\partial \gamma}{\partial t} \bigg|_X = \hat{D}_{ki} \frac{\partial v_k}{\partial y_i} + v^D \frac{\partial \varepsilon}{\partial y_k} - \rho \varepsilon \frac{\partial v_k}{\partial y_k}
\]

5. **Summary.** In summary, the local equations of motion in referential form are given by
wherein it is understood that the time-derivatives on the left side of the equality are computed holding \( X \) fixed and that the quantities appearing on the right side are regarded as functions of the grid coordinates, \( y_k \).

4.4 GLOBAL FORMS

Let \( \hat{d}v \) be a differential volume element in \( \hat{\Omega}_t \) and \( d\hat{s} \) an element of surface area of the boundary, \( \hat{\Omega}_t \), with unit exterior normal, \( \hat{n} \). The control referential volume, \( \Omega_t \), is moving with the grid velocity, \( v^G \), relative to the fixed spatial frame of reference as before. Let \( d\hat{v}_o \) denote a material volume element in the reference configuration, so that

\[
\hat{d}v = \left| \det \frac{\partial y_i}{\partial \hat{x}_a} \right| d\hat{v}_o = j d\hat{v}_o
\]

Finally, let \( G \) be a quantity to be conserved in a physical process and supposed \( G \) is given by

\[
G(t) = \int_{\hat{\Omega}_t} \hat{g}(y,t) \hat{d}v
\]

Then the time-rate-of-change of \( G \) is
\[ \frac{dG(t)}{dt} = \frac{3}{\delta t} \int_{\Omega_t} \hat{\imath}(t) \hat{j} \, dv \]

\[ = \frac{3}{\delta t} \int_{\Omega} \hat{g}(\hat{r}(X(t), t)) \hat{j} \, dv_o \]

\[ = \int_{\Omega} \frac{\partial \hat{g}}{\partial t} \, dv_o \]

\[ = \int_{\Omega} \left( \frac{\partial \hat{r}}{\partial t} + \hat{v} \cdot \hat{v}_G \right) \hat{j} \, dv_o \]

\[ = \int_{\Omega_t} \frac{\partial \hat{g}}{\partial t} \, dv + \int_{\Omega_t} \hat{v} \cdot \hat{v}_G \, dv \]

Hence, an application of the divergence theorem yields

\[ \frac{dG(t)}{dt} = \int_{\Omega_t} \frac{\partial \hat{g}}{\partial t} \, dv + \int_{\Omega_t} \hat{v} \cdot \hat{v}_G \, dv \tag{4.21} \]

1. Mass. Since

\[ \frac{\partial \hat{g}}{\partial t} = - \hat{v} \cdot \hat{v}_G \]

\[ \int_{\Omega_t} \frac{\partial \hat{g}}{\partial t} \, dv = - \int_{\Omega_t} \hat{v} \cdot \hat{v}_G \, dv \tag{4.22} \]

Hence, if \( M(t) \) is the total mass of \( \Omega_t \) at time, \( t \),

\[ \frac{dM(t)}{dt} = \frac{d}{dt} \int_{\Omega_t} \hat{v} \, dv = \int_{\Omega_t} \hat{v} \cdot \hat{v}_D \, dv \tag{4.23} \]

2. Linear Momentum. If \( F(t) \) is the total linear momentum of \( \Omega_t \) at time, \( t \), then an application of Eq. (4.21) yields for the global form of the rate-of-change of \( F \),
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\[ \frac{dP(t)}{dt} = \frac{d}{dt} \int_{\Omega} \rho \hat{v} \, d\hat{v} \]

\[ = \int_{\partial \Omega} \rho \hat{v} (\nu^G \cdot \hat{n}) \, d\hat{s} \]

\[ + \int_{\Omega} (\text{div} \, \hat{\sigma} + \rho \hat{b}) \, d\hat{v} \]

(4.24)

3. **Energy.** Likewise, the rate-of-change of total energy is

\[ \frac{dE(t)}{dt} = \frac{d}{dt} \int_{\Omega} \rho \hat{E} \, d\hat{v} = \int_{\Omega} \rho \hat{b} \cdot \hat{v} \, d\hat{v} + \int_{\partial \Omega} \left( \rho \hat{E} \nu^D \cdot \hat{n} + \hat{\sigma} \cdot \hat{\nu} \right) \, d\hat{s} \]

(4.25)
5. VARIATIONAL PRINCIPLES

5.1 SPACES OF ADMISSIBLE FIELDS

We shall introduce abstract linear spaces of admissible densities, velocities, and internal energy: Let $\hat{\Omega}$ denote a "control volume" in the referential system moving with a velocity field, $v^G$, relative to the fixed spatial frame and let $\partial \hat{\Omega}$ denote its boundary. The boundary, $\partial \hat{\Omega}$, is further decomposed into portions, $\partial \hat{\Omega}_1$ and $\partial \hat{\Omega}_2$ where the velocities $v$, $v^G$ and the tractions $s^k = \partial_k n_1$ are prescribed, respectively, $n$ being a unit normal to $\partial \hat{\Omega}$. We have thus, for each $t \in [0,T]$, $\hat{\Omega} = (\psi, t)$

Let

$$ V = \text{space of admissible velocities} $$

$$ V = \left\{ v \left| \int_{\hat{\Omega}} \partial_k (v) \frac{\partial v_k}{\partial y^1} d\hat{v} \leq 0, \; v = 0 \; \text{on} \; \partial \hat{\Omega}_1 \right. \right\} $$

(5.1)

$$ R = \text{space of admissible densities} $$

$$ R = \left\{ \phi \left| \int_{\hat{\Omega}} (v^D \cdot \phi v + \phi \frac{\partial \phi}{\partial t}) d\hat{v} \leq 0 \; \forall t \in [0,T] \right. \right\} $$

(5.2)

$$ E = \text{space of admissible internal energy densities} $$

$$ E = \left\{ \psi \left| \int_{\hat{\Omega}} ((v^D \cdot \phi v + \phi \frac{\partial \phi}{\partial t}) + v^D \cdot \phi v + \phi v^D \cdot \phi \psi) d\hat{v} \leq 0 \; \forall t \in [0,T] \right. \right\} $$

(5.3)
At this stage, these spaces are too vaguely defined to have important mathematical significance. More specific properties of these spaces can be established once constitutive equations for the material have been defined. Typically, the spaces \( V, R, \) and \( E \) will be Orlicz-Sobolev spaces such as \( R = W^{1,p} (\Omega, L^q(0,T)) \), etc. We shall give more concrete definitions of these spaces in later developments.

5.2 VARIATIONAL PROBLEM IN REFERENTIAL FORM

We now consider the following variational problem:

\[
\begin{align*}
\Omega \int (\frac{\partial \phi}{\partial t} + \phi \rho \overline{V} \cdot \overline{u}) \, d\overline{\omega} &= \int \rho \overline{V} \cdot \nabla \phi \, d\overline{\omega} \\
\int (\rho \overline{V} \cdot \frac{\partial \overline{u}}{\partial t} - \rho \overline{V} \cdot \overline{V} \cdot \frac{\partial \overline{u}}{\partial \overline{y}}) \, d\overline{\omega} &= \int \left( a_{ki} \frac{\partial \overline{v}_k}{\partial \overline{y}_i} + \rho b_{ki} \overline{v}_k \right) \, d\overline{\omega} + \int S_1 \overline{v}_1 \, d\overline{\omega} \\
\Omega \int (\psi \frac{\partial \overline{e}}{\partial t} + \psi \epsilon \frac{\partial \overline{e}}{\partial \overline{y}} - \psi \overline{V} \cdot \overline{V} \cdot \frac{\partial \overline{e}}{\partial \overline{y}} - a_{ki} \frac{\partial \overline{e}}{\partial \overline{y_k} \psi}) \, d\overline{\omega} &= 0
\end{align*}
\]

\( \forall (\psi, \overline{V}, \psi) \in R \times \overline{V} \times E \)

It is easily shown that any solution of the equations of motion (4.20) is also a solution of the variational Eqs. (5.4). Conversely, any sufficiently smooth solution of Eq. (5.4) is at least a weak solution of Eq. (4.20). Thus, Eqs. (5.4) represent a set of variational equations equivalent to the equations of motion in referential form.
6. FINITE ELEMENT MODELS

6.1 THE DISCRETE VARIATIONAL PROBLEM

The construction of finite element models of the general fluid-structure interaction problem embodied in Eqs. (5.4) follows the standard steps:

1. The domain, \( \Omega \), is partitioned into \( E \) finite elements such that for each \( t \in [0,T] \)

\[
\hat{\Omega} = \bigcup_e \hat{\Omega}_e, \Omega_e \cap \Omega_f = \emptyset = f
\]

2. Piecewise polynomial shape functions are defined over each element which provide a basis for local approximations of \( \rho, u, \) and \( \varepsilon \). Typically, these have the properties

\[
\begin{align*}
\rho_h^e &= \sum_{h=1}^{R_e} \rho_e^h(t) \phi_e^h(y) \\
u_h^e &= \sum_{H=1}^{N_e} u^H_e(t) \phi_e^H(y) \\
\varepsilon_h^e &= \sum_{L=1}^{K_e} \varepsilon_L^e(t) \psi_L^e(y)
\end{align*}
\]  

(6.1)

where \( R_e, N_e, \) and \( K_e \) denote the numbers of element-degrees-of-freedom for the respective local approximations; \( \rho_e^h, u^H_e, \) and \( \varepsilon_L^e \) denote nodal
values of $\rho_h^e$, $u_h^e$, and $\varepsilon_h^e$ at time $t$, and the local shape functions usually satisfy conditions of the type

$$\delta_{N}^{M}(y_{N}) = \delta_{N}^{M}, \quad 1 \leq M, N \leq R_e$$

$$\phi_{N}^{M}(y_{u}) = \delta_{N}^{M}, \quad 1 \leq M, N \leq N_e$$

$$\psi_{L}^{M}(y_{c}) = \delta_{L}^{M}, \quad 1 \leq L, N \leq K_e$$

(6.2)

with $y_{N}^{R}$, $y_{u}^{N}$, and $y_{c}^{N}$ the element coordinates of nodes corresponding to the local approximations of $\rho$, $u$, and $\varepsilon$, respectively.

3. The shape functions are designed so that they match at inter-element boundaries so as to produce global basis functions

$$B_{j}(y), \phi_{j}(y), \psi_{k}(y) \ (1 \leq j \leq R, 1 \leq j \leq N, 1 \leq k \leq K),$$

which are defined over the entire domain $\Omega$ and which provide basic functions for finite-dimensional spaces $\mathbb{R}_h$, $\mathbb{V}_h$, and $\mathbb{E}_h$, respectively, and so that

$$B_{j} \mid_{\Omega_e} = \delta_{N}^{M}, \phi_{j} \mid_{\Omega_e} = \delta_{N}^{M}, \psi_{k} \mid_{\Omega_e} = \psi_{N}$$

(6.3)

In conforming finite element approximations, frequently have

$$\mathbb{R}_h \subset \mathbb{R}, \mathbb{V}_h \subset \mathbb{V}, \mathbb{E}_h \subset \mathbb{E}$$

(6.4)

where $\mathbb{R}$, $\mathbb{V}$, and $\mathbb{E}$ are the spaces of admissible functions introduced in the previous section. We shall not, however, restrict our analyses to conforming finite elements.
6.2 SEMI-DISCRETE MODEL

The semi-discrete, Galerkin, finite element approximation of the variational problem (Eq. (5.4)) is characterized by the following discrete problem:

Given \( \mathbf{f} \), \( \mathbf{v} \), and \( \mathbf{S} \), find \((\rho_h, u_h, \epsilon_h)\) such that

\[
\begin{align*}
\int_{\Omega} (\phi_h \frac{\partial \rho_h}{\partial t} + \phi_h \rho_h \cdot \nabla u_h) \, d\mathbf{v} &= \int_{\Omega} \mathbf{v}_h \cdot \nabla \rho_h \phi_h \, d\mathbf{v} \\
\int_{\Omega} (\rho_h \nabla \cdot \frac{\partial \mathbf{u}_h}{\partial t} - \rho_h \nabla \cdot \mathbf{v}_h) \cdot \frac{\partial \mathbf{u}_h}{\partial \mathbf{y}_k} \, d\mathbf{v} &= \int_{\Omega} (\sigma_{ki} \frac{\partial \mathbf{v}_h}{\partial \mathbf{y}_k} + \rho_h \nabla \cdot (\mathbf{v}_h \cdot \nabla) \mathbf{v}_h) \, d\mathbf{v} \\
\int_{\Omega} (\psi_h \frac{\partial \epsilon_h}{\partial t} + \psi_h \rho_h \epsilon_h \frac{\partial \mathbf{u}_h}{\partial \mathbf{y}_k} - \psi_h \nabla \cdot \mathbf{u}_h) \cdot \frac{\partial \mathbf{u}_h}{\partial \mathbf{y}_k} \, d\mathbf{v} &= \int_{\Omega} (\sigma_{ki} \frac{\partial \mathbf{v}_h}{\partial \mathbf{y}_k} - \rho_h \nabla \cdot (\mathbf{v}_h \cdot \nabla) \mathbf{v}_h) \, d\mathbf{v}
\end{align*}
\]

\( (\phi_h, \mathbf{v}_h, \phi_h) \in \mathbf{R}^h \times \mathbf{v}^h \times \mathbf{E}^h \)

where

\( \mathbf{v}^D_h = \mathbf{v}^G_h - \mathbf{v}^h \).
7. INTERFACE CONDITIONS

The main difficulty in employing a general ALE-type description of motion for fluid-structure interaction problems is the specification of boundary conditions at the interface of Eulerian and Lagrangian meshes and at free boundaries. If \( \Gamma \) denotes any material surface on which such conditions are to be imposed, then a necessary condition to be met is

\[
v^G = v_n \quad \text{on } \Gamma \quad \tag{7.1}
\]

where \( v^G = \sum v_i n_i \), \( v_n = \sum v_i n_i \), and

\[
\begin{align*}
  v^G & = \text{the grid velocity} \\
  v & = \text{the particle velocity} \\
  n & = \text{a unit normal to } \Gamma
\end{align*}
\]

To generalize this condition, consider the situation shown in Fig. 7-1 in which a nodal point \( N \) is assigned a given trajectory and velocity \( v^G \). The material surface, \( \Gamma \), is assumed to be given by the equation

\[
x_2 = \phi(x_1) \quad \text{or} \quad x_1 = \psi(x_2)
\]

If

\[
\begin{align*}
  i_1 & = \text{unit orthonormal basis vectors} \\
  \mathbf{r} & = \text{position vector of points on surface } \Gamma
\end{align*}
\]

then

\[
n = \frac{1}{\sqrt{1 + \phi' i_1 \cdot i_2}} \quad [\phi' i_1 - i_2]
\]
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and

\[ v_n^G = v_n = (v_1 \frac{\phi'}{1 + \phi^2} + v_2) \cdot \mathbf{n} \]

\[ = v_1 \frac{\phi'}{1 + \phi^2} \frac{1}{\sqrt{2}} - v_2 \frac{1}{(1 + \phi^2)^{1/2}} \]

If \( x_1 \) denotes a coordinate tangent to the node trajectory path, then \( v_G = 0 \), and we have the condition

\[ v_1 = v_1 - v_2 \frac{d\psi}{dx_2} \]  

(7.2)

In general (for three dimensions), if \( \Gamma \) is given by an equation of the form

\[ x_1 = \psi(x_2, x_3) \]

the interface condition is

\[ v_1^G = v_1 - v_2 \frac{\partial \psi}{\partial x_2} - v_3 \frac{\partial \psi}{\partial x_3} \]  

(7.3)

If \( \Gamma \) is a fluid-solid interface, we have

\[ v_n^G = v_{n_{\text{Fluid}}} = v_{n_{\text{Solid}}} \]  

on \( \Gamma \)  

(7.4)

at all nodes on \( \Gamma \).
8. A LINEAR FSI-MODEL FOR NEARLY INCOMPRESSIBLE VISCOUS FLOWS

8.1 GENERAL

We would like to construct a formulation of the fluid-structure interaction problem which has the following features:

1. Is applicable to the problem of a viscous incompressible or slightly compressible fluid interacting with an elastic solid.
2. Is characterized by linear equations.

Unfortunately, linear FSI-models for compressible flow almost exclusively deal with the small-perturbation acoustic approximations of plane or spherical waves impinging on an elastic body and these problems are of secondary interest here. We shall therefore, consider a model which arises from a penalty treatment of the continuity equation for incompressible viscous fluids, thereby allowing for a non-zero "bulk viscosity" of the fluid.

8.2 GOVERNING EQUATIONS OF THE FLUID

For the general Stokesian fluid, the governing equations of motion are:

Continuity:

\[
\frac{\partial \rho}{\partial t} + v_k \rho_k + \rho v_{k,k} = 0 \quad (8.1)
\]

Momentum:

\[
\rho \frac{\partial v_k}{\partial t} + \rho v_j v_{k,j} = \rho b_k + \sigma_{kj,j} \quad (8.2)
\]
Constitutive:

\[ \sigma_{kj} = (-\pi + \lambda \delta_{rr}) \delta_{kj} + 2\nu \delta_{kj} \]  

(8.3)

where

\[ \rho = \text{the fluid density} \]
\[ v_k = \text{Cartesian components of velocity} \]
\[ b_k = \text{body force density} \]
\[ \sigma_{k,j} = \text{components of the Cauchy stress tensor} \]
\[ \pi = \text{the thermodynamic pressure} \]
\[ d_{ij} = \frac{1}{2} (v_{i,j} + v_{j,i}) = \text{the deformation rate} \]
\[ \lambda, \mu = \text{deletational and shear viscosities.} \]

The thermodynamic pressure \( \pi \) is given in terms of \( \rho \) and the absolute temperature \( T \), by the equation of state of the fluid. Since we are ignoring thermal effects here, we have

**Equation of State:**

\[ \pi = \pi (\rho) \]  

(8.4)

For polytropic gas, for example,

\[ \pi (\rho) = \rho_o \rho^\gamma. \]  

(8.5)

where \( \rho_o = \text{constant} \) and \( \gamma \) is a material constant.

Upon substituting Eq. (8.3) into Eq. (8.2), we obtain the Navier-Stokes equations for isothermal, viscous, compressible flow:

\[ \rho \frac{\partial v_k}{\partial t} + \rho v_j v_{k,j} = \rho b_k - \pi_k + (\lambda + \mu) v_{j,k} + \mu v_{j,k,j} \]  

(8.6)
which can also be written in the vector form
\[
\rho \frac{\partial \mathbf{v}}{\partial t} = \mathbf{b} - \nabla \pi + (\lambda + 2\mu) \nabla (\nabla \cdot \mathbf{v}) - \mu \nabla \times \nabla \times \mathbf{v}
\]  
(8.7)

where \( \mathbf{v} \) is the material time derivative of the velocity:
\[
\frac{\partial \mathbf{v}}{\partial t} = \mathbf{a} + \mathbf{v} \times \nabla \times \mathbf{v}
\]  
(8.8)

8.3 A PENALTY FORMULATION

Let \( P \) denote the vector defined by
\[
\rho P = \rho (\mathbf{v} - \mathbf{b}) + \mu \nabla \times \nabla \mathbf{v}
\]  
(8.9)

Then the equations of motion can be written compactly as
\[
\begin{align*}
\dot{\rho} & = -\nabla \cdot \mathbf{v} \\
\rho \frac{\partial \mathbf{v}}{\partial t} & = k \nabla \cdot \mathbf{v} - \nabla \pi
\end{align*}
\]  
(8.10)

where \( k = \lambda^2 + \mu \) is a "bulk" viscosity for the fluid. In the case of an incompressible fluid, these equations reduce to
\[
\nabla \cdot \mathbf{v} = 0 \\
\rho \frac{\partial \mathbf{v}}{\partial t} = -\nabla \pi
\]  
(8.11)

where \( \pi \) is now the unknown hydrostatic pressure.

A penalty approximation of the incompressibility condition (\( \nabla \cdot \mathbf{v} = 0 \)) in Eq. (8.11) yields alternatively, the modified momentum equation
\[
\rho \mathbf{P} = -\varepsilon^{-1} \mathbf{v} \nabla \cdot \mathbf{v} + \mu \nabla \times \nabla \times \mathbf{v}
\]  
(8.12)
where \( \varepsilon \) is a positive number and one hopes that

\[
\text{div } v_{\varepsilon} + 0 \quad \text{as } \varepsilon \to 0
\]

\[
\pi_{\varepsilon} \to \pi
\]

with

\[
\pi_{\varepsilon} = -\varepsilon^{-1} \text{div } v_{\varepsilon}
\]

and the convergence in Eq. (8.13) is in \((H'(\Omega))^N\) for \(v_{\varepsilon}\) and \(L^2(\Omega)\) for \(\pi_{\varepsilon}\).

It is clear that

1. The penalized momentum (Eq. (8.12)) corresponds to that of a compressible fluid with an equation of state given by Eq. (8.14).

2. If this compressible fluid is characterized as a baratropic (?) gas according to Eq. (8.5), then the continuity equation is of the form

\[
\rho = \varepsilon \rho_0 \rho^{\gamma+1}
\]

(8.15)

3. Over any domain \(\Omega_0 \subset \Omega\) on which \(\rho, k = 0\) (\(\rho\) varies only with time) we have

\[
\int_0^t \frac{d\rho}{\rho^{1+\gamma}} = \varepsilon \rho_0 t
\]

(8.16)

that is, the density in \(\Omega_0\) can be determined by a quadrature.

We shall employ the approximations (Eq. (8.12) and Eq. (8.16)) in subsequent discussions.

8.4 GOVERNING EQUATIONS OF THE SOLID

The motion of an elastic solid is governed by the classical equations,

\[
(F_{ijkl} u_{k,l})_j + \rho_s f_1 = \rho_s \ddot{u}_1
\]

(8.17)
where

\[ E_{ijkl} \] - the elastic constants of the material (Hooke's tensor) exhibit standard symmetries and ellipticity

\[ u_k \] - the Cartesian components of the displacement vector

\[ \rho_s \] - the mass density of the solid

\[ f_i \] - the components of body force of the solid

8.5 BOUNDARY AND INTERFACE CONDITIONS

Consider the geometrical situations and notations indicated in Fig. 8-1. In this case, the FSI-Problem is governed by the following equations.

**Fluid**

\[
\begin{align*}
\rho \ddot{v} + (\epsilon^{-1} - k) \nabla \text{div} v + u \nabla \times \text{curl} v &= \rho_b \text{in } \Omega_F \\
v &= \hat{v} \text{ on } \Gamma_{F1} \\
t_F &= \hat{t} \text{ on } \Gamma_{F2}
\end{align*}
\]

(8.18)

**Fluid-Solid Interface**

\[
\begin{align*}
v &= \hat{v} \text{ on } \Gamma_I
\end{align*}
\]

(8.19)

**Solid**

\[
\begin{align*}
\nabla \cdot (E \ddot{u} + \rho_s f) &= \rho_s \ddot{u} \text{ on } \Omega_s \\
\ddot{u} &= 0 \text{ on } \Gamma_{s1} \\
n \cdot E \ddot{u} &= S \text{ on } \Gamma_{s2}
\end{align*}
\]

(8.20)
**Initial Conditions**

\[
\begin{align*}
\forall(x, 0) &= \nu_0 \quad \text{on } \Omega_F \\
u_0 &= \nu_0 \quad \text{on } \Omega_S \\
u_0 &= u_0 \quad \text{on } \Gamma_1
\end{align*}
\]

Eq. (8.21)

in Eq. (8.18), \( \nu \) and \( s^F \) denote prescribed velocity or traction along \( \Gamma_F \), with

\[
s^F = n \cdot \sigma^F(\nu)
\]

(8.22)
where \( \sigma_F(v) \) is defined in Eq. (8.3) and \( \mathbf{n} \) is a unit vector exterior and normal to the surface \( \Gamma_F \). The interface condition, Eq. (8.19) characterizes the so-called no-slip condition; i.e., the fluid is to adhere to the solid at the interface; to do otherwise would suggest a discontinuity in traction across the interface.

In certain instances which suggest that this no-slip condition be relaxed, we can use instead of Eq. (8.19) the slip-interface condition

\[
\begin{align*}
\mathbf{n} \cdot \mathbf{t} = v_n; \\
(i - v) \cdot \mathbf{t} = u_F \cdot \mathbf{t} \quad \text{on } \Gamma_I \end{align*}
\]

(8.23)

where \( u_n = u \cdot \mathbf{n} \), \( v_n = v \cdot \mathbf{n} \), \( \mathbf{t} \) is a unit vector tangent to \( \Gamma_I \), \( v \) is a film coefficient (which may depend upon temperature and density of the fluid) and \( S^F \) is given by Eq. (8.22).

8.6 VARIATIONAL FORMS

Let \( \Psi \in (C^1(\Omega_F))^3 \) and \( \Phi \in (C^1(\Omega_F))^3 \) be sufficiently smooth vectors defined over \( \Omega_F \) and \( \Omega_S \), respectively. Taking the inner product of the momentum equations of the fluid and the solid with \( \Psi \) and \( \Phi \), respectively, integrating over the respective domains, and applying the Green-Gauss theorem yields:

\[
\begin{align*}
\int_{\Omega_F} \rho v_k \psi_k \, dx + \int_{\Omega_F} [u v_{k,i} \psi_k + \kappa_{i,j} \text{div} v \text{div} \psi] \, dx \\
= \int_{\partial \Omega_F} \sigma_{1k}(v) n_i \psi_k \, ds + \int_{\Omega_F} \rho_d \cdot \psi \, dx \\
\int_{\Omega_S} \rho s u_k \, dx + \int_{\Omega_S} E_{i,j,k} u_k, \ i,j \, dx \\
= \int_{\partial \Omega_S} \sigma_{1k}(u) n_i \varphi_k \, ds + \int_{\Omega_S} \rho_s \varphi \, dx \\
\end{align*}
\]

(8.24)
wherein

\[ k_c = \lambda + \mu - \varepsilon^{-1} \]

\[
\begin{align*}
\sigma_{ki}^F(y) &= \mu \psi_i + k_c \text{div} \psi_{ik} \\
\sigma_{ki}^s(u) &= E_{ki} \psi_{i,s}
\end{align*}
\]

(8.25)

on \( \Omega_F \) we take

\[ \psi_k = 0 \quad \text{on } \Gamma_F \cup \Gamma_I; \quad \sigma_{ki}^F(y) n_k = S_k^F \quad \text{on } \Gamma_F \]

Thus,

\[ \int_{\Omega_F} \sigma_{ki}^F(y) n_k \psi_1 \, ds = \int_{\Omega_F} S_k^F \psi_1 \, ds \]

Similarly, with \( \phi_k = 0 \) on \( \Gamma_S \cup \Gamma_I \),

\[ \int_{\Omega_S} \sigma_{ki}^S(u) n_k \psi_1 \, ds = \int_{\Omega_S} S_k^S \phi_1 \, ds \]

Thus, we arrive at the variational boundary-initial-value problem of finding \( \psi(t), \phi(t), t \in [0, T] \), such that

\[
\begin{align*}
\rho \dot{\psi}_k \psi_k \, dx + \int_{\Omega_F} \sigma_{ki}^F(y) \psi_{k,1} \, dx \\
- \int_{\Omega_F} \rho_b \psi_k \, dx + \int_{\Omega_F} S_k^F \psi_k \, ds \\
- \int_{\Omega_S} \rho \ddot{\psi}_k \phi_k \, dx + \int_{\Omega_S} \sigma_{ki}^S(u) \phi_{k,1} \, dx \\
- \int_{\Omega_S} \rho \ddot{\phi}_k \phi_k \, dx + \int_{\Omega_S} S_k^S \phi_k \, ds
\end{align*}
\]

(8.26)
for all sufficiently smooth functions $\psi, \varphi$ which vanish on $\overline{F}_F \cup \overline{F}_I$ and $\overline{F}_S \cup \overline{F}_I$, respectively.

### 8.7 FINITE ELEMENT MODELS

We partition $\Omega = \overline{\Omega}_F \cup \overline{\Omega}_S$ into finite elements in the usual manner. The approximate velocities and displacements are of the form

$$v_k = \sum_j v^j_k \psi_j \quad u_k = \sum_j u^j_k \varphi_j$$

(8.27)

where $v^j_k, u^j_k$ denote values of $v_k$ and $u_k$ at a nodal point $J$ in the respective fluid and solid meshes. Introducing these approximations into Eq. (8.25) yields the corresponding element equations of motion in terms of the nodal values. The final system of equations for the discrete model is of the form

\[
\begin{bmatrix}
M_{FF} & M_{FI} & 0 \\
M_{IF} & M_{II} & M_{IS} \\
0 & M_{SI} & M_{SS}
\end{bmatrix}
\begin{bmatrix}
\dot{v}_F \\
\dot{u}_I \\
\dot{u}_S
\end{bmatrix}
+ \begin{bmatrix}
K_{FF} & K_{FI} & 0 \\
K_{IF} & K_{II} & K_{IS} \\
0 & K_{SI} & K_{SS}
\end{bmatrix}
\begin{bmatrix}
v_F \\
u_I \\
u_S
\end{bmatrix}
= \begin{bmatrix}
b \\
f_I \\
f_S
\end{bmatrix}
\]

(8.28)
Here the matrices $M_{FF}, ..., M_{SS}$ are mass matrices, $K_{FF}, ...$ are fluid "stiffness" matrices, $K_{IS}, ...$, $K_{SS}$ are stiffness matrices for the solid. The vectors $v$ and $u$ of nodal values of velocity and displacement are partitioned into column vectors corresponding to nodes on the interior of the fluid/solid mesh and nodes on the fluid-structure interface:

$$v = \begin{bmatrix} v_F \\ v_I \end{bmatrix}, \quad u = \begin{bmatrix} u_I \\ u_S \end{bmatrix}$$

The no-slip interface condition enters the formulation by setting $v_I = u_I$. Hence, the division of nodal-point degrees of freedom in Eq. (8.28) corresponds to a convention of the type indicated in Fig. 8-2.
Since $M_{PF}^F$ is invertible, the second equation (the interface equations) in Eq. (8.28) can be written

$$\bar{M}_{II} \ddot{u}_I + M_{IS} \ddot{u}_S + \bar{K}_{IF}^f v_F + \bar{K}_{II}^f \dot{u}_I + \bar{K}_{II}^f \dot{u}_I + K_{SS} u_S = f_I$$

(8.29)

where

$$\begin{align*}
\bar{M}_{II} &= M_{II} - M_{IF} M_{FP}^{-1} M_{FI} \\
\bar{K}_{IF}^f &= K_{IF}^f - M_{IF} M_{FP}^{-1} K_{PF}^f \\
\bar{K}_{II}^f &= K_{II}^f - M_{IF} M_{FP}^{-1} K_{PF}^f \\
\bar{f}_I &= f_I - M_{IF} M_{FP}^{-1} b
\end{align*}$$

(matrix condensation).
9. SPAR MODIFICATIONS FOR INCOMPRESSIBLE VISCOUS FLOW CALCULATIONS

9.1 ORIENTATION

In the standard program, SPAR computes the stiffness matrix \( k \) for the four-node (E41) element by the formula

\[
k = T^T H^{-1} T
\]

where \( T \) and \( H \) are the matrices

\[
T = \int_{\Gamma} R^T L \, ds, \quad \text{and} \quad H = \int_{\Omega} P^T N P \, dx \, dy.
\]

In these formulas, the following notation is used:

- \( P \) is the matrix defining the stress components \( {\mathcal{g}} = \{\sigma_{11}, \sigma_{22}, \sigma_{12}\}^T \) in terms of the vector \( \beta \) of stress degrees-of-freedom

\[
{\mathcal{g}} = P \beta \quad (\text{Order} \ P = 3 \times 5)
\]

- \( N \) is the 3 x 3 matrix of material constants, and in the case of a viscous incompressible fluid is

\[
N = \frac{1}{2\mu} \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{bmatrix}
\]

- \( \Omega \) is the area of the element and \( \Gamma \) is its boundary

- \( R \) is the matrix defining the surface tractions \( {\mathcal{S}} = \{S_1, S_2\}^T \) in terms of the stress parameters \( \beta \):

\[
{\mathcal{S}} = R \beta \quad (\text{Order} \ R = 2 \times 5)
\]
This corresponds to the Cauchy stress principle,

\[ S_1 = g_{ij} n_j \Rightarrow S = \frac{S_1}{2 \times 1} \cdot \begin{bmatrix} n_1 & n_2 & 0 \\ 0 & n_1 & n_2 \\ \hat{n} \end{bmatrix} \frac{q}{3 \times 1} \]

\[ S = \hat{n} \sigma = \hat{n} P \beta = R \beta; \text{ i.e.,} \]

\[ R = \hat{n} P \quad \hat{n} = \text{matrix of components of unit normal to } \Gamma \]

- L is the matrix defining the boundary displacements \( v = (v_1(s), v_2(s))^T \) in terms of the \( 8 \times 1 \) vector \( q \) of nodal displacement degrees of freedom

\[ v = L q \quad (\text{Order } L = 2 \times 8) \]

9.2 Q MATRIX CALCULATION

We wish to compute an additional matrix \( Q \) that is similar to \( T \) except that it is of order \( 1 \times 8 \):

\[ Q = \int_{\Omega} [n_1, n_2] L ds \]

\( 1 \times 8 \quad 0 \quad 1 \times 2 \quad 2 \times 8 \)

The computation of \( Q \) proceeds as follows:
Using the notation below

Along boundary 1–2

\[ \int_{0}^{2} - \int_{0}^{x_2} (n_1 u + n_1 v) \, ds \]

\[ \hat{n}_1 = 0, \quad \hat{n}_2 = -1 \]

\[ u = q_1, \quad v = 0, \quad ds = dx \]

\[ \int_{0}^{2} - \int_{0}^{x_2} [(0) q_1 + (-1) (0)] \, dx = 0 \]

Along boundary 2–3

\[ \int_{0}^{3} - \int_{0}^{y_3} (n_1 u + n_2 v) \, ds \]
where

\[ \ell = \sqrt{(x_3 - x_2)^2 + y_3^2} \]

\[ \hat{n}_1 = \frac{y_3}{\ell}, \quad \hat{n}_2 = \frac{x_2 - x_3}{\ell}, \quad ds = \frac{\ell}{y_3} dy \]

\[ u = (1 - \frac{y}{y_3}) q_1 + \frac{y}{y_3} q_2, \quad u = \frac{y}{y_3} q_3 \]

\[ \int_{2}^{3} \int_{0}^{y_3} \left[ (1 - \frac{y}{y_3}) q_1 + \frac{y}{y_3} q_2 + (x_2 - x_3) \frac{y}{y_3} q_3 \right] dy \]

\[ = \frac{y_3}{2} q_1 + \frac{y_3}{2} q_2 + \frac{(x_2 - x_3)}{2} q_3 \]

Along boundary 3-4:

\[ \int_{3}^{4} \int_{x_3}^{x_4} (\hat{n}_1 u + \hat{n}_2 v) ds \]

where

\[ \ell = \sqrt{(x_3 - x_4)^2 + (y_3 - y_4)^2} \]

\[ n_1 = \frac{y_4 - y_3}{\ell}, \quad n_2 = \frac{x_3 - x_4}{\ell} \]

\[ u = \left[ 1 - \left( \frac{x - x_4}{x_3 - x_4} \right) \right] q_4 + \left( \frac{x - x_4}{x_3 - x_4} \right) q_2 \]
\[ v = \left[ 1 - \frac{x - x_4}{x_3 - x_4} \right] q_5 + \frac{x - x_4}{x_3 - x_4} q_3 \]

\[ ds = \frac{\ell}{x_4 - x_3} \, dx \]

\[ \int_3^4 - \int_{x_3}^{x_4} \left\{ \frac{y_4 - y_3}{\ell} \right\} \left[ (1 - \frac{x - x_4}{x_3 - x_4}) q_4 + \frac{x - x_4}{x_3 - x_4} q_2 \right] \]

\[ + \frac{1}{\ell} \left[ (1 - \frac{x - x_4}{x_3 - x_4}) q_5 + \frac{x - x_4}{x_3 - x_4} q_3 \right] \frac{\ell}{x_4 - x_3} \, dx \]

\[ = \frac{y_4 - y_3}{2} q_4 + \frac{y_4 - y_3}{2} q_2 - \frac{x_4 - x_3}{2} q_5 - \frac{x_4 - x_3}{2} q_3 \]

Along boundary 4-1

\[ \int_4^1 - \int_{y_4}^{y_1} (\hat{n}_1 u + \hat{n}_2 v) \, ds \]

where

\[ \ell = \sqrt{y_4^2 - y_4} \]

\[ \hat{n}_1 = \frac{y_4}{\ell}, \quad \hat{n}_2 = \frac{x_4}{\ell} \]

\[ u = \frac{y}{y_4} q_4, \quad v = \frac{y}{y_4} q_5, \quad ds = -\frac{1}{y_4} \, dy \]
9.3 THE NEW PENALIZED STIFFNESS MATRIX

We are now ready to compute the new stiffness matrix for the incompressible viscous flow problem.

**Step 1:** Compute the usual stiffness matrix $K^0$ using $N = \frac{1}{2\mu} \frac{I}{3\times3}$

$$K^0 = \begin{bmatrix} 
T^T \ H^{-1} T
\end{bmatrix}$$

**Step 2:** Let $A_e$ denote the area of the element. Using the Q matrix discussed earlier, compute the perturbation stiffness matrix

$$K_{\varepsilon} = -\frac{1}{\varepsilon} \frac{1}{A_e} Q^T Q$$

**Step 3:** Add $K$ and $K_{\varepsilon}$ to get the element stiffness matrix

$$K = K^0 + K_{\varepsilon}$$
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The theory behind these calculations is given in Appendix A.

These modifications have been incorporated into the SPAR code. Update pages to the SPAR user's guide are presented in Appendix B.
10. RESULTS

Solutions were attempted for four two-dimensional example problems. The first three consisted of viscous flow of an incompressible fluid within rigid boundaries. The fourth problem consisted of two elastic plates coupled by a Stokesian fluid. Reasonable results were obtained for the velocity field for the first three problems. Descriptions of the example problems with sketches, finite element grids, SPAR input data listings, and tabulated results, are presented in Appendixes C through E. A pressure calculation routine was implemented but calculated pressures were not reasonable and no results are presented in this report.

The first example (Appendix C) consists of parallel flow through a straight channel with uniform pressure boundary conditions applied at the entrance and exit of the channel. This problem has a linear pressure distribution in the flow direction and a parabolic velocity profile in the transverse direction. An 8 x 8 element mesh was used. A plot of the finite element grid, with the transverse scale enlarged for clarity, is shown. As can be seen from the tabulated results, the velocity remained essentially constant in the flow direction verifying that incompressibility is enforced.

The second example (Appendix D) is a plane slider bearing lubrication problem. This problem consists of a moving guide surface separated from a stationary slide block by an incompressible viscous lubricant. As can be seen from the dimensions on the sketch, this model has a length-to-width ratio of 900. This caused a problem with element aspect ratios in SPAR with an 8 x 8 mesh, so an 8 x 18 mesh was used for this problem. Again, a plot of the model with the y-direction scale enlarged for clarity is shown. The computed velocities agreed very well with the analytical values.
The third example (Appendix E) consists of incompressible flow in a driven cavity. The problem consists of a square box enclosed on three sides containing a viscous incompressible fluid driven on the upper surface with a uniform velocity.
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A MODIFIED HELLINGER-REISSNER FORMULATION
Appendix A

The following equations govern the steady uniform flow of a viscous incompressible fluid:

\[
\begin{align*}
\sigma_{ij,j} - p_i &= f_i & \text{in } \Omega \\
\sigma_{ij} &= \frac{1}{2} (v_{i,j} + v_{j,i}) \\
\sigma_{ij} &= \frac{1}{2\mu} \sigma_{ij} \\
d_{kk} &= \text{div } v = 0 \\
n_j (\sigma_{ij} - p \delta_{ij}) &= S_i \text{ on } \Gamma_\sigma \\
v_i &= v_i^0 \text{ on } \Gamma_v
\end{align*}
\]

Here \( \sigma_{ij} \) are the deviatoric stress components,

\[
\sigma_{ij} = \sigma_{ij} - \frac{1}{3} \delta_{ij} \sigma_{kk}
\]

\( p \) is the hydrostatic pressure, \( f_i \) the components of body force per unit volume, \( d_{ij} \) the components of the deformation rate tensor, \( v_i \) the velocity components, \( \mu \) the viscosity of the fluid, and \( S_i \) and \( v_i^0 \) denote prescribed tractions and velocities on portions \( \Gamma_\sigma \) and \( \Gamma_v \) of the boundary \( \Gamma \) of the domain \( \Omega \subset \mathbb{R}^3 \) with unit exterior normal \( n \).

A-1
We shall momentarily set \( f = 0 \), \( e = 0 \) without loss in generality.

We next introduce a special complementary energy functional \( \phi \) defined on a space of self-equilibrating deviatoric stresses and hydrostatic pressures:

\[
\phi : \Sigma \rightarrow \mathbb{R}
\]

\[\Sigma = \{ (\sigma^*, p) \mid \sigma_{ij}^* - p \delta_{ij} - p_i = 0, \quad (\sigma_{ij}^* - p \delta_{ij}) n_j = 0 \text{ on } \Gamma \} \tag{A.2}\]

\[
\phi (\sigma^*, p) = \int_{\Omega} \frac{1}{4\mu} \sigma_{ij}^* \sigma_{ij}^* \, dx + \int_{\Gamma} (\sigma_{ij}^* - p \delta_{ij}) n_j \, v^{0}_i \, ds \tag{A.3}
\]

Here \( S \) and \( P \) are spaces of stresses and pressures, respectively, defined on the closed body \( \Omega \) which contain functions sufficiently smooth that the functional \( \phi \) is well-defined. The functional \( \phi \) is essentially that introduced by Bratineau and Atluri*.

Formally, the Euler-Lagrange equations corresponding to the stationary condition

\[
v (\sigma^*, \rho) : \delta \phi (\sigma^*, \rho), (\overline{\sigma^*}, \rho)) = 0 \tag{A.4}
\]

are

\[
v_{(i,j)} \equiv \sigma_{ij} = \frac{1}{2\mu} \sigma_{ij}^* \]

\[
v_{ij} = v v = 0 \tag{A.5}
\]

Our next step is to introduce a perturbation $\Phi_\varepsilon$ of $\Phi$ associated with the hydrostatic pressures $p$. Let $\varepsilon$ denote an arbitrary positive number. Then we define

$$\Phi_\varepsilon (\sigma^\varepsilon, p) = \Phi (\sigma^\varepsilon, p) + \varepsilon \int_\Omega p^2 \, dx$$  \hspace{1cm} (A.6)$$

Let

$$||\sigma^\varepsilon||_0^2 = \int_\Omega \sigma^\varepsilon_{ij} \sigma^\varepsilon_{ij} \, dx = (\sigma^\varepsilon, \sigma^\varepsilon)$$

$$||p||^2 = \int_\Omega p^2 \, dx$$  \hspace{1cm} (A.7)$$

Then, for any fixed $p_0 \in P$, the functional $\sigma^\varepsilon + \Phi (\sigma^\varepsilon, p)$ is concave, differentiable, and coercive:

$$\Phi_\varepsilon (\sigma^\varepsilon, p_0) = \frac{1}{4u} ||\sigma^\varepsilon||_0^2 + (\sigma^\varepsilon, v) + C(p_0, v)$$

$$\leq \frac{1}{4u} ||\sigma^\varepsilon||_0^2 + ||\sigma||_0 \, ||v||_0$$

$$+ C(p_0, v)$$

i.e.,

$$\Phi_\varepsilon (\sigma^\varepsilon, p_0) \to -\infty \text{ as } ||\sigma^\varepsilon||_0 \to +\infty$$

Likewise, for any fixed $\sigma^\varepsilon_0 \in S$, the functional $p + \Phi_\varepsilon (\sigma^\varepsilon_0, p)$ is concave, differentiable and coercive ($\Phi_\varepsilon (\sigma^\varepsilon_0, p) \to -\infty$ as $||p|| \to \infty$). Hence, we can conclude that

- for every $\varepsilon > 0$, there exists a unique saddle point $(\sigma^\varepsilon_0, p_\varepsilon)$ of $\Phi_\varepsilon$
- as $\varepsilon \to 0$, $(\sigma^\varepsilon_0, p_\varepsilon)$ converges to a critical point $(\sigma^\varepsilon, p)$ of the functional $\Phi$.
Notice that \((\sigma^e, p_e)\) satisfies the variational equations

\[
\begin{align*}
\int_\Omega (- \frac{1}{2\mu} \sigma^e_{ij} + v_{(i,j)}) \sigma^e_{ij} \, dx &= 0 \\
\int_\Omega (-v_{i,i} + \epsilon p_e) \, p \, dx &= 0
\end{align*}
\]  \tag{A.8}

For all \((\sigma, p) \in \Sigma\)

Thus,

\[ p_e = - \frac{1}{\epsilon} \text{div} \nu \]  \tag{A.9}

It appears that the use of \(\phi_e\) is equivalent to appending the complimentary energy with an exterior penalty term corresponding to the incompressibility constraint.

We can relax the constraint \(\sigma^e_{ij,j} - p, i = 0\) (equivalently, \((\sigma^e, p)\)

\(\in S \times P\)) by introducing the functional,

\[
L_e : \Lambda \times S \times P \to \mathbb{R}
\]

\[
L_e (\Lambda, (\sigma^e, p)) = \Phi_e (\sigma^e, p) - \int_\Omega \lambda_i (\sigma^e_{ij,j} - p, i) \, dx
\]

with \(\Lambda = (L^2(\Omega))^3\), the Euler equations of which are (formally),

\[
\begin{align*}
- \frac{1}{2\mu} \sigma^e_{ij} + v_{(i,j)} &= 0 \\
v_{i,i} &= 0 \\
\sigma^e_{ij,j} - p, i &= 0 \\
\lambda_i - v_i &= 0
\end{align*}
\]

i.e., \(\lambda\) is the velocity field defined on the interior of the domain \(\Omega\).

A-4
Let us now consider the construction of an assumed-stress hybrid finite element approximation using the functional $\Phi_c$ (and ultimately $L_c$). We begin in the traditional way by introducing approximations of the stress $\sigma'$ and the boundary velocities $v$ form

$$
\begin{align*}
\sigma' &= \begin{bmatrix} \sigma_{11} \\ \sigma_{22} \\ \sigma_{12} \end{bmatrix} = P(x) \xi \\
v &= \begin{bmatrix} v_1(x) \\ v_2(x) \end{bmatrix} = L q
\end{align*}
$$

(A.11)

where $P$ is a matrix of polynomials in local element coordinates $x_1$, $x_2$, $\xi$ is a vector of stress parameters, $L$ is a matrix of polynomials in $x_1$, $x_2$ and $q$ is a vector of nodal velocities associated with boundary nodes. Likewise, we approximate the element hydrostatic pressure field $p$ by

$$p = A(x)p$$

(A.12)

where $A$ is, again, a new matrix of polynomials of $\beta$, $\beta$ is a vector of pressure degrees-of-freedom. At this stage, $p$ and $A$ should be selected so that $\sigma'_{ij} - p_i$ (or, in matrix notation, $D^T \xi - V p = 0$).

With these notations, the functional $\Phi_c$ for a typical finite element becomes

$$
\Phi_c(\beta, p) = \frac{1}{2} \beta^T H \beta + \beta^T T q - p^T Q q \\
+ \frac{\xi}{2} p^T H p
$$

(A.13)
OF POOR QUALITY

where

\[
  H = \frac{1}{2} \mu \int_\Omega P^T P \, dx
\]

\[
  T = \int_T P^T n L \, ds
\]

\[
  Q = \int_T A^T n L \, ds
\]

\[
  M = \int_\Omega A^T A \, dx
\]

(A.14)

The discrete functional assumes a stationary value whenever

\[
  \frac{\partial \Phi}{\partial \mathbf{B}} = 0 \quad - H \mathbf{B} + T \mathbf{q} \]

\[
  \frac{\partial \Phi}{\partial \mathbf{e}} = 0 \quad - Q \mathbf{q} + \epsilon \mathbf{M} \]

(A.15)

Thus

\[
  \mathbf{B} = H^{-1} T \mathbf{q}
\]

\[
  \mathbf{e} = \frac{1}{\epsilon} M^{-1} Q \mathbf{q}
\]

(A.16)

(A.17)

and, therefore,

\[
  \Phi = \frac{1}{2} \mathbf{q}^T K \mathbf{e} \mathbf{q}
\]

(A.18)

where \( K \) is the perturbed stiffness matrix,

\[
  K = T^T H^{-1} T - \frac{1}{\epsilon} Q^T H^{-1} Q
\]

(A.19)

The matrix \( T^T H^{-1} T \) is the usual assumed-stress hybrid stiffness matrix for the element whereas \( -Q^T H^{-1} Q \) is a penalty-type matrix associated with the constraint \( \text{div} \, \mathbf{v} = 0 \). Notice that the hydrostatic pressure has been eliminated completely from the formulation, and is computed a posteriori by the formula

A-6
\[ \rho = A \rho = \frac{1}{c} \Lambda M^{-1} Q q \]  

**Interior Velocity Formulation.** An enriched approximation, which may lead to coordinate-invariant stiffness matrices, is obtained if we repeat the above calculations using the perturbed Lagrangian \( L_e \) of (A.10). This necessitates that we introduce an independent approximation of the interior velocity \( \lambda = V \) of the type

\[ \lambda = \begin{bmatrix} \lambda_1 \\ \lambda_2 \end{bmatrix} = b \mu \]  

where \( b \) is a matrix of "bubble functions" (generally vanishing on \( \Gamma \)) associated with degree-of-freedom parameters \( \mu \). For a typical element, we have,

\[ L_e = \phi_e (\beta, \mu) + \mu^T B \beta - \mu^T C p \]

wherein \( \phi_e (\beta, \mu) \) is given by (13) and

\[ \begin{align*}
B &= \int_\Omega b^T D^T p \, dx \\
C &= \int_\Omega b^T q^T A \, dx
\end{align*} \]  

(A.22)

Thus, instead of (15) we have

\[ \begin{align*}
-H \beta + T q + B^T \mu &= 0 \\
-Q q + \epsilon M p - C^T \mu &= 0 \\
B \beta - C p &= 0
\end{align*} \]  

(A.23)
from which we compute

\[ u = \frac{s_0}{\varepsilon} q - \frac{1}{\varepsilon} s_1 q \]  \hspace{1cm} (A.24)

where

\[
\begin{align*}
S_0 &= R^{-1}B^{-1}T \\
S_1 &= R^{-1}cM^{-1}Q \\
R &= B^{-1}B^T + \frac{1}{\varepsilon} cM^{-1}c^T
\end{align*}
\]  \hspace{1cm} (A.25)

Hence,

\[
\begin{align*}
\beta &= H^{-1}(T + B^TS)q \\
p &= \frac{1}{\varepsilon} M^{-1}(Q + c^T S)q
\end{align*}
\]  \hspace{1cm} (A.26)

with \( S = S_0 - \varepsilon^{-1} S_1 \). Finally, the element stiffness matrix is

\[
K = (T + B^TS)^T H^{-1}(T + B^TS) - \varepsilon^{-1}(Q + c^T S)^T M^{-1}(Q + c^T S)
\]  \hspace{1cm} (A.27)

and the hydrostatic pressure is given by

\[ p = \frac{1}{\varepsilon} A p \]  \hspace{1cm} (A.28)

where \( p \) is defined in (A.26).
Appendix B

SPAR USER'S MANUAL UPDATES
Appendix B

Included as an attachment to this appendix are update pages to the SPAR Structural Analysis System Reference Manual (NASA CR 158970-1) dated December 1978. These updates describe the use of a new processor, EKSF, used to generate element intrinsic stiffness matrices for incompressible viscous flow analyses. Also described is the velocity vector version of PLTB, PLTB/VVEC, used for plotting flow vectors indicating the magnitude and direction of velocities.
Attachment to Appendix B

Update pages to the SPAR Structural Analysis System Reference Manual (NASA CR 158970-1)
Section

3.2 ELD- ELEMENT DEFINITION PROCESSOR

3.2.1 General Rules, ELD Input

3.2.1.1 Error Conditions
3.2.1.2 Element Reference Frames
3.2.1.3 Element Group/Index Designation
3.2.1.4 The MOD Command
3.2.1.5 The INC Command

3.2.2 Structural Element Definition

3.2.2.1 Line Elements
3.2.2.2 Area Elements
3.2.2.3 Three-Dimensional Elements

3.2.3 Thermal Element Definition

3.2 E- E-STATE INITIATION
3.4 EKS- ELEMENT INTRINSIC STIFFNESS AND STRESS MATRIX GENERATOR
3.5 EKSF- INCOMPRESSIBLE VISCOUS FLOW ELEMENT INTRINSIC STIFFNESS MATRIX GENERATOR

4 SPAR FORMAT SYSTEM MATRIX PROCESSORS

4.1 TOPO- ELEMENT TOPOLOGY ANALYZER
4.2 K- THE SYSTEM STIFFNESS MATRIX ASSEMBLER
4.3 M- CONSISTENT MASS MATRIX ASSEMBLER
4.4 KG- SYSTEM INITIAL STRESS (GEOMETRIC) STIFFNESS MATRIX ASSEMBLER
4.5 INV- SPAR FORMAT MATRIX DECOMPOSITION PROCESSOR
4.6 PS- SPAR FORMAT MATRIX PRINTER

5 UTILITY PROGRAMS

5.1 AUS- ARITHMETIC UTILITY SYSTEM

5.1.1 Miscellaneous
5.1.2 General Arithmetic Operations

5.1.1.1 SUM
5.1.1.2 PRODUCT
5.1.1.3 UNION
5.1.1.4 XTY, XTYSYM, STYDIAG
5.1.1.5 NORM
5.1.1.6 RIGID
5.1.1.7 RECIP, SORT, SQUARE
5.1.1.8 RPROD, RTRAN, RINV
5.1.1.9 LTG, GTL
<table>
<thead>
<tr>
<th>NAME AND SECTION REFERENCE</th>
<th>FUNCTION</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>TAB</strong> 3.1</td>
<td>Translates user inputs into data sets containing basic tables of information such as:</td>
</tr>
<tr>
<td></td>
<td>- Joint Locations</td>
</tr>
<tr>
<td></td>
<td>- Material Constants</td>
</tr>
<tr>
<td></td>
<td>- Element Section Properties</td>
</tr>
<tr>
<td></td>
<td>- Joint Reference Frame Orientations</td>
</tr>
<tr>
<td></td>
<td>- Constraint Conditions</td>
</tr>
<tr>
<td></td>
<td>- Rigid Lumped Mass Data</td>
</tr>
<tr>
<td></td>
<td>(See Section 3.1 for a complex list)</td>
</tr>
<tr>
<td><strong>ELD</strong> 3.2</td>
<td>Produces data sets containing basic element definitions, i.e., connected joints, integers pointing to applicable lines in tables of section properties, material constants, etc.</td>
</tr>
<tr>
<td><strong>E</strong> 3.3</td>
<td>Generates a system of data sets called the 'E-state,' consisting of individual element information packets containing data such as element geometry (dimensions, orientation), and literal section properties. E also forms the system diagonal mass matrix.</td>
</tr>
<tr>
<td><strong>EKS</strong> 3.4</td>
<td>Computes element stiffness and stress influence matrices, and inserts them into the 'E-state.'</td>
</tr>
<tr>
<td><strong>EKSF</strong> 3.5</td>
<td>Computes incompressible viscous flow &quot;stiffness&quot; matrices and inserts them into the 'E-state.'</td>
</tr>
<tr>
<td><strong>TOPO</strong> 4.1</td>
<td>Analyzes element interconnection topology, and produces data sets used to guide other SPAR processors in forming and factoring assembled system matrices.</td>
</tr>
<tr>
<td><strong>K</strong> 4.2</td>
<td>Forms system elastic stiffness matrix.</td>
</tr>
<tr>
<td><strong>M</strong> 4.3</td>
<td>Forms system consistent mass matrix.</td>
</tr>
<tr>
<td><strong>KG</strong> 4.4</td>
<td>Forms system geometric (pre-stress) stiffness matrix.</td>
</tr>
<tr>
<td><strong>FSM</strong> 12</td>
<td>Forms system matrices (dilatational strain energy, gravitational energy, kinetic energy) associated with fluid elements.</td>
</tr>
<tr>
<td><strong>INV</strong> 4.5</td>
<td>Factors system matrices in SPAR's standard sparse-matrix format, e.g., K, K+KG, K-CM.</td>
</tr>
</tbody>
</table>
Section 3
STRUCTURE DEFINITION

To define the basic finite element model of the structure, the user proceeds as follows.

- Execute TAB to define joint locations, joint reference frame orientations, tables of section properties, and other basic components of the problem definition, as summarized on Table TAB-1 in Section 3.1.

- Execute AUS/TABLE to generate tables of section properties for three-dimensional solid and fluid elements, if required, as described in Section 3.2.2.3.

- Execute ELD to generate data sets containing basic element definitions, i.e., connected joints, integers pointing to applicable lines in tables of section properties, etc.

- Execute E to generate a system of data sets called the "E-state," consisting of individual element information packets containing data such as element geometry (dimensions, orientation), and literal section properties.

- E also produces the system diagonal mass matrix.

- EKS is executed to compute individual element stiffness and stress recovery matrices, and insert them into the E-state.

or

- EKSF is executed to compute individual element incompressible viscous flow intrinsic "stiffness" matrices, and insert them into the E-state.

All of the basic structural definition data sets produced as outlined above should be retained in Library 1.
Table 1-1: SPAR ELEMENT REPERTOIRE

<table>
<thead>
<tr>
<th>Name</th>
<th>Description</th>
<th>See Volume 1 Sections:</th>
</tr>
</thead>
<tbody>
<tr>
<td>E21</td>
<td>General straight beam elements such as channels, wide-flanges, angles, tubes, zeers, etc.</td>
<td>3.1.7 - 9</td>
</tr>
<tr>
<td>E22</td>
<td>Beams for which the intrinsic stiffness matrix is given</td>
<td>3.1.10</td>
</tr>
<tr>
<td>E23</td>
<td>Bar - Axial Stiffness only</td>
<td>3.1.11</td>
</tr>
<tr>
<td>E24</td>
<td>Plane Beam</td>
<td>3.1.12</td>
</tr>
<tr>
<td>E25</td>
<td>Zero-Length Element Used to Elastically Connect Geometrically Coincident Joints</td>
<td>3.1.10</td>
</tr>
<tr>
<td></td>
<td>Two-Dimensional (area) Elements</td>
<td>3.1.13</td>
</tr>
<tr>
<td>E31</td>
<td>Triangular Membrane</td>
<td></td>
</tr>
<tr>
<td>E32</td>
<td>Triangular Plate</td>
<td></td>
</tr>
<tr>
<td>E33</td>
<td>Triangular Combined Membrane and Bending Element</td>
<td></td>
</tr>
<tr>
<td>E41</td>
<td>Quadrilateral Membrane, or 2-D Incompressible Viscous Flow Element (when used with EKSF)</td>
<td></td>
</tr>
<tr>
<td>E42</td>
<td>Quadrilateral Plate</td>
<td></td>
</tr>
<tr>
<td>E43</td>
<td>Quadrilateral Combined Membrane and Bending Element</td>
<td></td>
</tr>
<tr>
<td>E44</td>
<td>Quadrilateral Shear Panel</td>
<td>3.1.14</td>
</tr>
<tr>
<td></td>
<td>Three-Dimensional Solids</td>
<td>3.2.2.3</td>
</tr>
<tr>
<td>S41</td>
<td>Tetrahedron (Pyramid)</td>
<td></td>
</tr>
<tr>
<td>S61</td>
<td>Pentahedron (Wedge)</td>
<td></td>
</tr>
<tr>
<td>S81</td>
<td>Hexahedron (Brick)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Compressible Fluid Elements</td>
<td>12., 3.2.2.3</td>
</tr>
<tr>
<td>F41</td>
<td>Tetrahedron (Pyramid)</td>
<td></td>
</tr>
<tr>
<td>F61</td>
<td>Pentahedron (Wedge)</td>
<td></td>
</tr>
<tr>
<td>F81</td>
<td>Hexahedron (Brick)</td>
<td></td>
</tr>
</tbody>
</table>

Notes:
- See Section 7.2 for examples of stress output
- See Volume 2 (theory) for element formulation details
- Aeolotropic constitutive relations permitted, all area elements
- Laminated cross sections permitted for E33, E43
- Membrane/bending coupling permitted for E33, E43
- E41, E42, E43, E44 may be warped
- Aeolotropic constitutive relations permitted for 3-D solids
- Non-structural mass permitted for line and area elements.
3.5 EKSF-INCOMPRESSIBLE VISCOUS FLOW ELEMENT INTRINSIC STIFFNESS MATRIX GENERATOR

Function. EKSF functions similarly to EKS, i.e., based on the dimensions, section properties, etc., currently embedded in the element information packets originated by processor E, EKSF computes intrinsic stiffness and stress matrices for all elements other than E41 elements (e.g., E21 elements) and inserts them into the packets. For E41 elements, EKSF computes incompressible viscous flow "stiffness" matrices and inserts them into the packets.

RESET Controls. Two additional reset controls have been incorporated into EKSF which apply to E41 elements only.

<table>
<thead>
<tr>
<th>RESET Controls</th>
</tr>
</thead>
<tbody>
<tr>
<td>Name</td>
</tr>
<tr>
<td>ELIB</td>
</tr>
<tr>
<td>TIME</td>
</tr>
<tr>
<td>GAZERO</td>
</tr>
<tr>
<td>C1ZERO</td>
</tr>
<tr>
<td>EPSILN</td>
</tr>
<tr>
<td>XMU</td>
</tr>
</tbody>
</table>

Note: EPSILN and XMU apply to E41 elements only.

Core Requirements. EKS requires only a buffer area through which element information packets are transmitted. About 5,000 - 15,000 locations are usually suitable. IO counts will vary in inverse proportion to core space.
Velocity Vector Version (PLTB/VVEC)

PLTB/VVEC functions like PLTB except that for all "deformed" plots, the "displacements" (flow velocities when executing in the viscous flow mode) are plotted with arrows indicating the magnitude and direction of the joint "displacements." The control statement DNORM remains in effect for normalizing joint "displacements" (velocities). Options 24 and 25 do not apply to this processor. All "deformations" are plotted as flow vectors. (See examples in Appendix.)

Note: PLTB/VVEC is available for plotting on the FR-80 plotter only.
Appendix C
PARALLEL FLOW IN A STRAIGHT CHANNEL
MODEL PROBLEM A
Flow

\[ P_1 = 1200 \]
\[ u = 0, \ v = 0 \]
\[ v = 0 \]
\[ \mu = 2 \times 10^{-4} \]
\[ P_2 = 816 \]
\[ v = 0 \]
\[ h = 0.01 \]
\[ L = 0.08 \]

a. Domain and Boundary Condition Definitions

b. Finite Element Mesh

O - Analytical Solution

c. Calculated Velocity Field

Fig. C-1 - Parallel Flow in a Straight Channel
Table C-1

INPUT DATA FOR MODEL PROBLEM

PEARNSBIN202*SPAR(1). TEST A2/R

START 81 3 4 5 6 $ 2-D, NO ROTATIONS

TITLE MODEL PROBLEM A

\[ MATC \]

\[ JLOC \]

\[ 1 0. 0. 0. 0. \ 0.01 0. 9 \ 1 \ 9 \]

\[ SA \]

\[ 1 1.0 \]

\[ CON=1 \]

\[ ZERO 1,2: 9,81,9 \]

\[ ZERO 2: 1,73,9: 2,8: 74,80 \]

\[ \text{AXQT ELD} \]

\[ E41 \]

\[ 1 10 11 2 1 8 8 \]

\[ \text{AXQT E} \]

\[ \text{AXQT EKSF} \]

\[ \text{RESET XMU=2.04} \]

\[ \text{PMODE} E \]

\[ \text{AXQT TOPO} \]

\[ \text{AXQT K} \]

\[ \text{RESET SPECP 2} \]

\[ \text{AXQT INV} \]

\[ \text{AXQT AUS} \]

\[ \text{SYSVEC} \]

\[ \text{APPLIED FORCES} \]

\[ \text{CASE 1} \]

\[ I=1: J=2,6: 1.5 \]

\[ I=1: J=1: .75 \]

\[ I=1: J=74,80: 1.02 \]

\[ I=1: J=73: 0.51 \]

\[ \text{AXQT SSOL} \]

\[ \text{AXQT VRPT} \]

\[ \text{PRINT STAT REAC 1 1} \]

\[ \text{PRINT STAT DISP 1 1} \]

\[ \text{AXQT DCC} \]

\[ TOC 1 \]
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Table C-2
COMPUTED VELOCITIES FOR MODEL PROBLEM A

<table>
<thead>
<tr>
<th>JOINT</th>
<th>1</th>
<th>2</th>
<th>26</th>
<th>735*03</th>
<th>-664*00</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>316*04</td>
<td>000</td>
<td>26</td>
<td>735*03</td>
<td>-664*00</td>
</tr>
<tr>
<td>2</td>
<td>311*04</td>
<td>000</td>
<td>27</td>
<td>000</td>
<td>000</td>
</tr>
<tr>
<td>3</td>
<td>296*04</td>
<td>000</td>
<td>28</td>
<td>315*04</td>
<td>000</td>
</tr>
<tr>
<td>4</td>
<td>271*04</td>
<td>000</td>
<td>29</td>
<td>316*04</td>
<td>-117*01</td>
</tr>
<tr>
<td>5</td>
<td>276*04</td>
<td>000</td>
<td>30</td>
<td>295*04</td>
<td>-192*01</td>
</tr>
<tr>
<td>6</td>
<td>191*04</td>
<td>000</td>
<td>31</td>
<td>270*04</td>
<td>-225*01</td>
</tr>
<tr>
<td>7</td>
<td>137*04</td>
<td>000</td>
<td>32</td>
<td>236*04</td>
<td>-242*01</td>
</tr>
<tr>
<td>8</td>
<td>732*03</td>
<td>000</td>
<td>33</td>
<td>192*04</td>
<td>-199*01</td>
</tr>
<tr>
<td>9</td>
<td>000</td>
<td>000</td>
<td>34</td>
<td>138*04</td>
<td>-137*01</td>
</tr>
<tr>
<td>10</td>
<td>315*04</td>
<td>000</td>
<td>35</td>
<td>738*03</td>
<td>-640*00</td>
</tr>
<tr>
<td>11</td>
<td>310*04</td>
<td>000</td>
<td>36</td>
<td>000</td>
<td>000</td>
</tr>
<tr>
<td>12</td>
<td>295*04</td>
<td>000</td>
<td>37</td>
<td>314*04</td>
<td>000</td>
</tr>
<tr>
<td>13</td>
<td>270*04</td>
<td>000</td>
<td>38</td>
<td>309*04</td>
<td>-294*00</td>
</tr>
<tr>
<td>14</td>
<td>236*04</td>
<td>000</td>
<td>39</td>
<td>295*04</td>
<td>-483*00</td>
</tr>
<tr>
<td>15</td>
<td>192*04</td>
<td>000</td>
<td>40</td>
<td>270*04</td>
<td>-353*00</td>
</tr>
<tr>
<td>16</td>
<td>138*04</td>
<td>000</td>
<td>41</td>
<td>236*04</td>
<td>-305*00</td>
</tr>
<tr>
<td>17</td>
<td>738*03</td>
<td>000</td>
<td>42</td>
<td>192*04</td>
<td>-578*00</td>
</tr>
<tr>
<td>18</td>
<td>000</td>
<td>000</td>
<td>43</td>
<td>178*04</td>
<td>-664*00</td>
</tr>
<tr>
<td>19</td>
<td>315*04</td>
<td>000</td>
<td>44</td>
<td>739*03</td>
<td>-436*00</td>
</tr>
<tr>
<td>20</td>
<td>310*04</td>
<td>000</td>
<td>45</td>
<td>000</td>
<td>000</td>
</tr>
<tr>
<td>21</td>
<td>295*04</td>
<td>000</td>
<td>46</td>
<td>315*04</td>
<td>000</td>
</tr>
<tr>
<td>22</td>
<td>270*04</td>
<td>000</td>
<td>47</td>
<td>310*04</td>
<td>-986*00</td>
</tr>
<tr>
<td>23</td>
<td>236*04</td>
<td>000</td>
<td>48</td>
<td>295*04</td>
<td>-161*01</td>
</tr>
<tr>
<td>24</td>
<td>192*04</td>
<td>000</td>
<td>49</td>
<td>270*04</td>
<td>-158*01</td>
</tr>
<tr>
<td>25</td>
<td>138*04</td>
<td>000</td>
<td>50</td>
<td>236*04</td>
<td>-730*00</td>
</tr>
</tbody>
</table>

(Continued)
Table C-2 (Concluded)

<p>| | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>51</td>
<td>192 + 04</td>
<td>112 + 00</td>
</tr>
<tr>
<td>52</td>
<td>138 + 04</td>
<td>307 + 00</td>
</tr>
<tr>
<td>53</td>
<td>738 + 03</td>
<td>336 + 00</td>
</tr>
<tr>
<td>54</td>
<td>000</td>
<td>000</td>
</tr>
<tr>
<td>55</td>
<td>315 + 04</td>
<td>000</td>
</tr>
<tr>
<td>56</td>
<td>310 + 04</td>
<td>279 + 00</td>
</tr>
<tr>
<td>57</td>
<td>295 + 04</td>
<td>376 + 00</td>
</tr>
<tr>
<td>58</td>
<td>270 + 04</td>
<td>147 + 00</td>
</tr>
<tr>
<td>59</td>
<td>136 + 04</td>
<td>514 + 00</td>
</tr>
<tr>
<td>60</td>
<td>192 + 04</td>
<td>985 + 00</td>
</tr>
<tr>
<td>61</td>
<td>138 + 04</td>
<td>783 + 00</td>
</tr>
<tr>
<td>62</td>
<td>737 + 03</td>
<td>434 + 00</td>
</tr>
<tr>
<td>63</td>
<td>000</td>
<td>000</td>
</tr>
<tr>
<td>64</td>
<td>315 + 04</td>
<td>000</td>
</tr>
<tr>
<td>65</td>
<td>310 + 04</td>
<td>467 + 00</td>
</tr>
<tr>
<td>66</td>
<td>295 + 04</td>
<td>895 + 00</td>
</tr>
<tr>
<td>67</td>
<td>271 + 04</td>
<td>127 + 01</td>
</tr>
<tr>
<td>68</td>
<td>276 + 04</td>
<td>162 + 01</td>
</tr>
<tr>
<td>69</td>
<td>192 + 04</td>
<td>153 + 01</td>
</tr>
<tr>
<td>70</td>
<td>138 + 04</td>
<td>109 + 01</td>
</tr>
<tr>
<td>71</td>
<td>737 + 03</td>
<td>444 + 00</td>
</tr>
<tr>
<td>72</td>
<td>000</td>
<td>000</td>
</tr>
<tr>
<td>73</td>
<td>314 + 04</td>
<td>000</td>
</tr>
<tr>
<td>74</td>
<td>309 + 04</td>
<td>000</td>
</tr>
<tr>
<td>75</td>
<td>295 + 04</td>
<td>000</td>
</tr>
<tr>
<td>76</td>
<td>276 + 04</td>
<td>000</td>
</tr>
<tr>
<td>77</td>
<td>236 + 04</td>
<td>000</td>
</tr>
<tr>
<td>78</td>
<td>192 + 04</td>
<td>000</td>
</tr>
<tr>
<td>79</td>
<td>138 + 04</td>
<td>000</td>
</tr>
<tr>
<td>80</td>
<td>741 + 03</td>
<td>000</td>
</tr>
<tr>
<td>81</td>
<td>000</td>
<td>000</td>
</tr>
<tr>
<td></td>
<td>2.792</td>
<td>0</td>
</tr>
</tbody>
</table>
Appendix D

PLANE SLIDER BEARING
MODEL PROBLEM B
a. Domain and Boundary Condition Definitions

b. Finite Element Mesh

c. Calculated Velocity Field

Fig. D-1 - Plane Slider Bearing
Table D-1
INPUT DATA FOR MODEL PROBLEM B

PEARSNBI0*SPAR(1).TESTB/R
1 @XQT TAB
2 START 171 3 4 5 6 $ 2-D, NO ROTATIONS
3 TITLE MODEL PROBLEM B
4 MATC
5 1 30.906 .33
6 JLOC
7 1 0. 0. 0. 0. 0.0006 0. 9 1 19
8 9 .36 0. 0. .36 .0004 0.
9 SA
10 1 1.0
11 CON=1
12 ZERO 1:2: 9,171,9
13 ZERO 2: 1,163,9
14 NONZERO 1: 1,163,9
15 @XQT ELD
16 F41
17 1 10 11 2 1 18 8
18 @XQT E
19 @XQT EKSF
20 RESET XMU=2. .94
21 @XQT TOPO
22 @XQT K
23 RESET SPD 2
24 @XQT INV
25 @XQT AUS
26 SYSVEC
27 APPLIED FORCES
28 CASE 1
29 I=1: J=2,3:1.6
30 I=1: J=164,176: 0.5
31 SYSVEC
32 APPLIED MOTION
33 CASE 1
34 I=1: J=1,163,9: 100.0
35 @XQT SSOL
36 @XQT VPRT
37 PRINT STAT REAC 1 1
38 PRINT STAT DISP 1 1
39 @XQT DCU
40 TOC 1
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### Table D-2

**COMPUTED VELOCITIES FOR MODEL PROBLEM B**

<table>
<thead>
<tr>
<th>JOINT</th>
<th>1</th>
<th>2</th>
<th>26</th>
<th>27</th>
<th>28</th>
<th>29</th>
<th>30</th>
<th>31</th>
<th>32</th>
<th>33</th>
<th>34</th>
<th>35</th>
<th>36</th>
<th>37</th>
<th>38</th>
<th>39</th>
<th>40</th>
<th>41</th>
<th>42</th>
<th>43</th>
<th>44</th>
<th>45</th>
<th>46</th>
<th>47</th>
<th>48</th>
<th>49</th>
<th>50</th>
<th>51</th>
<th>52</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.000*03</td>
<td>.000</td>
<td>.846+01</td>
<td>.123+00</td>
<td>.100+03</td>
<td>.000</td>
<td>.840+02</td>
<td>.117+00</td>
<td>.657+02</td>
<td>.225+00</td>
<td>.256+02</td>
<td>.241+00</td>
<td>.155+02</td>
<td>.260+00</td>
<td>.491+01</td>
<td>.953+01</td>
<td>.000</td>
<td>.000</td>
<td>.000</td>
<td>.000</td>
<td>.000</td>
<td>.000</td>
<td>.000</td>
<td>.000</td>
<td>.000</td>
<td>.000</td>
<td>.000</td>
<td>.000</td>
<td>.000</td>
</tr>
<tr>
<td>2</td>
<td>.781+02</td>
<td>-.179+00</td>
<td>.100+03</td>
<td>.000</td>
<td>.840+02</td>
<td>.117+00</td>
<td>.657+02</td>
<td>.225+00</td>
<td>.256+02</td>
<td>.241+00</td>
<td>.155+02</td>
<td>.260+00</td>
<td>.491+01</td>
<td>.953+01</td>
<td>.000</td>
<td>.000</td>
<td>.000</td>
<td>.000</td>
<td>.000</td>
<td>.000</td>
<td>.000</td>
<td>.000</td>
<td>.000</td>
<td>.000</td>
<td>.000</td>
<td>.000</td>
<td>.000</td>
<td>.000</td>
<td>.000</td>
</tr>
<tr>
<td>3</td>
<td>.622+02</td>
<td>-.355+00</td>
<td>.332+02</td>
<td>.464+00</td>
<td>.374+02</td>
<td>.263+00</td>
<td>.636+01</td>
<td>.367+00</td>
<td>.514+00</td>
<td>.222+00</td>
<td>.349+02</td>
<td>.246+00</td>
<td>.276+00</td>
<td>.212+00</td>
<td>.167+00</td>
<td>.176+00</td>
<td>.971+01</td>
<td>.861+01</td>
<td>.000</td>
<td>.000</td>
<td>.000</td>
<td>.000</td>
<td>.000</td>
<td>.000</td>
<td>.000</td>
<td>.000</td>
<td>.000</td>
<td>.000</td>
<td>.000</td>
</tr>
<tr>
<td>4</td>
<td>.466+02</td>
<td>-.413+00</td>
<td>.235+02</td>
<td>.339+00</td>
<td>.278+00</td>
<td>.201+00</td>
<td>.127+00</td>
<td>.236+00</td>
<td>.185+00</td>
<td>.151+00</td>
<td>.543+02</td>
<td>.168+00</td>
<td>.405+02</td>
<td>.181+00</td>
<td>.000</td>
<td>.000</td>
<td>.000</td>
<td>.000</td>
<td>.000</td>
<td>.000</td>
<td>.000</td>
<td>.000</td>
<td>.000</td>
<td>.000</td>
<td>.000</td>
<td>.000</td>
<td>.000</td>
<td>.000</td>
<td>.000</td>
</tr>
</tbody>
</table>

(Continued)
Table D-2 (Continued)

<p>| | | | | | | | | | | | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>51</td>
<td>0.279+02</td>
<td>0.151+00</td>
<td>76</td>
<td>0.579+02</td>
<td>-671-01</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>52</td>
<td>0.178+02</td>
<td>0.124+00</td>
<td>77</td>
<td>0.458+02</td>
<td>-693-01</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>53</td>
<td>0.629+01</td>
<td>0.574-01</td>
<td>78</td>
<td>0.342+02</td>
<td>-573-01</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>54</td>
<td>0.000</td>
<td>0.000</td>
<td>79</td>
<td>0.218+02</td>
<td>-444-01</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>55</td>
<td>100+03*</td>
<td>0.000</td>
<td>80</td>
<td>127+02</td>
<td>-210-01</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>56</td>
<td>0.821+02</td>
<td>0.673-01</td>
<td>81</td>
<td>0.000</td>
<td>0.000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>57</td>
<td>0.691+02</td>
<td>0.126+00</td>
<td>82</td>
<td>100+03*</td>
<td>0.000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>58</td>
<td>0.545+02</td>
<td>0.140+00</td>
<td>83</td>
<td>0.885+02</td>
<td>1.165-01</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>59</td>
<td>0.421+02</td>
<td>0.153+00</td>
<td>84</td>
<td>0.733+02</td>
<td>2.220-01</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>60</td>
<td>0.308+02</td>
<td>0.130+00</td>
<td>85</td>
<td>0.611+02</td>
<td>1.390-01</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>61</td>
<td>0.191+02</td>
<td>0.107+00</td>
<td>86</td>
<td>0.478+02</td>
<td>5.120-02</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>62</td>
<td>0.111+02</td>
<td>0.521-01</td>
<td>87</td>
<td>0.348+02</td>
<td>5.010-02</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>63</td>
<td>0.000</td>
<td>0.000</td>
<td>88</td>
<td>234+02</td>
<td>-1.070-01</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>64</td>
<td>100+03*</td>
<td>0.000</td>
<td>89</td>
<td>0.953+01</td>
<td>-1.190-01</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>65</td>
<td>0.868+02</td>
<td>0.470-01</td>
<td>90</td>
<td>0.000</td>
<td>0.000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>66</td>
<td>0.704+02</td>
<td>0.834-01</td>
<td>91</td>
<td>100+03*</td>
<td>0.000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>67</td>
<td>0.575+02</td>
<td>0.865-01</td>
<td>92</td>
<td>0.856+02</td>
<td>-7.190-02</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>68</td>
<td>0.439+02</td>
<td>0.891-01</td>
<td>93</td>
<td>0.756+02</td>
<td>-5.840-02</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>69</td>
<td>0.311+02</td>
<td>0.697-01</td>
<td>94</td>
<td>0.616+02</td>
<td>-7.570-02</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>70</td>
<td>0.204+02</td>
<td>0.538-01</td>
<td>95</td>
<td>0.499+02</td>
<td>6.700-02</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>71</td>
<td>0.781+01</td>
<td>0.221-01</td>
<td>96</td>
<td>0.381+02</td>
<td>9.240-02</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>72</td>
<td>0.000</td>
<td>0.000</td>
<td>97</td>
<td>0.250+02</td>
<td>1.300-01</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>73</td>
<td>100+03*</td>
<td>0.000</td>
<td>98</td>
<td>0.145+02</td>
<td>7.310-02</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>74</td>
<td>0.837+02</td>
<td>0.360-01</td>
<td>99</td>
<td>0.000</td>
<td>0.000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>75</td>
<td>0.718+02</td>
<td>0.630-01</td>
<td>100</td>
<td>100+03*</td>
<td>0.000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

(Continued)
Table D-2 (Continued)

<table>
<thead>
<tr>
<th>101</th>
<th>.905+02</th>
<th>-.115-01</th>
<th>126</th>
<th>.000</th>
<th>*</th>
<th>.000</th>
<th>*</th>
</tr>
</thead>
<tbody>
<tr>
<td>102</td>
<td>.768+02</td>
<td>-.344-01</td>
<td>127</td>
<td>.100+03*</td>
<td></td>
<td>.700</td>
<td>*</td>
</tr>
<tr>
<td>103</td>
<td>.654+02</td>
<td>-.529-01</td>
<td>128</td>
<td>.905+02</td>
<td></td>
<td>.438-01</td>
<td></td>
</tr>
<tr>
<td>104</td>
<td>.524+02</td>
<td>-.727-01</td>
<td>129</td>
<td>.834+02</td>
<td></td>
<td>.950-01</td>
<td></td>
</tr>
<tr>
<td>105</td>
<td>.351+02</td>
<td>-.747-01</td>
<td>130</td>
<td>.723+02</td>
<td></td>
<td>.116+00</td>
<td></td>
</tr>
<tr>
<td>106</td>
<td>.268+02</td>
<td>-.719-01</td>
<td>131</td>
<td>.611+02</td>
<td></td>
<td>.141+00</td>
<td></td>
</tr>
<tr>
<td>107</td>
<td>.115+02</td>
<td>-.420-01</td>
<td>132</td>
<td>.486+02</td>
<td></td>
<td>.126+00</td>
<td></td>
</tr>
<tr>
<td>108</td>
<td>.000</td>
<td>*</td>
<td>.000</td>
<td>*</td>
<td>133</td>
<td>.334+02</td>
<td>.113+00</td>
</tr>
<tr>
<td>109</td>
<td>.150+03*</td>
<td></td>
<td>.000</td>
<td>*</td>
<td>134</td>
<td>.194+02</td>
<td>.562-01</td>
</tr>
<tr>
<td>110</td>
<td>.876+02</td>
<td>.193-01</td>
<td>135</td>
<td>.000</td>
<td>*</td>
<td>.000</td>
<td>*</td>
</tr>
<tr>
<td>111</td>
<td>.787+02</td>
<td>-.466-01</td>
<td>136</td>
<td>.100+03*</td>
<td></td>
<td>.000</td>
<td>*</td>
</tr>
<tr>
<td>112</td>
<td>.665+02</td>
<td>-.650-01</td>
<td>137</td>
<td>.959+02</td>
<td></td>
<td>.610-01</td>
<td></td>
</tr>
<tr>
<td>113</td>
<td>.549+02</td>
<td>-.764-01</td>
<td>138</td>
<td>.802+02</td>
<td></td>
<td>.135+00</td>
<td></td>
</tr>
<tr>
<td>114</td>
<td>.428+02</td>
<td>-.762-01</td>
<td>139</td>
<td>.772+02</td>
<td></td>
<td>.174+00</td>
<td></td>
</tr>
<tr>
<td>115</td>
<td>.287+02</td>
<td>-.655-01</td>
<td>140</td>
<td>.649+02</td>
<td></td>
<td>.215+00</td>
<td></td>
</tr>
<tr>
<td>116</td>
<td>.167+02</td>
<td>-.331-01</td>
<td>141</td>
<td>.508+02</td>
<td></td>
<td>.203+00</td>
<td></td>
</tr>
<tr>
<td>117</td>
<td>.000</td>
<td>*</td>
<td>.000</td>
<td>*</td>
<td>142</td>
<td>.361+02</td>
<td>-.164+00</td>
</tr>
<tr>
<td>118</td>
<td>.100+03*</td>
<td></td>
<td>.000</td>
<td>*</td>
<td>143</td>
<td>.173+02</td>
<td>-.998-01</td>
</tr>
<tr>
<td>119</td>
<td>.929+02</td>
<td>-.373-01</td>
<td>144</td>
<td>.000</td>
<td>*</td>
<td>.000</td>
<td>*</td>
</tr>
<tr>
<td>120</td>
<td>.809+02</td>
<td>-.567-01</td>
<td>145</td>
<td>.100+03*</td>
<td></td>
<td>.000</td>
<td>*</td>
</tr>
<tr>
<td>121</td>
<td>.706+02</td>
<td>-.145+00</td>
<td>146</td>
<td>.939+02</td>
<td></td>
<td>.664+01</td>
<td></td>
</tr>
<tr>
<td>122</td>
<td>.580+02</td>
<td>-.16+00</td>
<td>147</td>
<td>.893+02</td>
<td></td>
<td>.139+00</td>
<td></td>
</tr>
<tr>
<td>123</td>
<td>.443+02</td>
<td>-.141+00</td>
<td>148</td>
<td>.797+02</td>
<td></td>
<td>.167+00</td>
<td></td>
</tr>
<tr>
<td>124</td>
<td>.309+02</td>
<td>-.129+00</td>
<td>149</td>
<td>.691+02</td>
<td></td>
<td>.199+00</td>
<td></td>
</tr>
<tr>
<td>125</td>
<td>.139+02</td>
<td>-.715-01</td>
<td>150</td>
<td>.561+02</td>
<td></td>
<td>.176+00</td>
<td></td>
</tr>
</tbody>
</table>

(Continued)
Table D-2 (Concluded)

<p>| | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>151</td>
<td>3.94E+02</td>
<td>0.156E+00</td>
</tr>
<tr>
<td>152</td>
<td>2.29E+02</td>
<td>0.765E+01</td>
</tr>
<tr>
<td>153</td>
<td>0.00E+00</td>
<td>0.00E+00</td>
</tr>
<tr>
<td>154</td>
<td>1.00E+03*</td>
<td>0.00E+00</td>
</tr>
<tr>
<td>155</td>
<td>1.00E+03</td>
<td>0.827E+01</td>
</tr>
<tr>
<td>156</td>
<td>9.30E+02</td>
<td>0.180E+00</td>
</tr>
<tr>
<td>157</td>
<td>8.57E+02</td>
<td>0.229E+00</td>
</tr>
<tr>
<td>158</td>
<td>7.41E+02</td>
<td>0.260E+00</td>
</tr>
<tr>
<td>159</td>
<td>5.94E+02</td>
<td>0.263E+00</td>
</tr>
<tr>
<td>160</td>
<td>4.30E+02</td>
<td>0.237E+00</td>
</tr>
<tr>
<td>161</td>
<td>2.09E+02</td>
<td>0.127E+00</td>
</tr>
<tr>
<td>162</td>
<td>0.00E+00</td>
<td>0.00E+00</td>
</tr>
<tr>
<td>163</td>
<td>1.00E+03*</td>
<td>0.00E+00</td>
</tr>
<tr>
<td>164</td>
<td>9.86E+02</td>
<td>0.868E+01</td>
</tr>
<tr>
<td>165</td>
<td>9.73E+02</td>
<td>0.179E+00</td>
</tr>
<tr>
<td>166</td>
<td>8.97E+02</td>
<td>0.213E+00</td>
</tr>
<tr>
<td>167</td>
<td>7.97E+02</td>
<td>0.250E+00</td>
</tr>
<tr>
<td>168</td>
<td>6.60E+02</td>
<td>0.220E+00</td>
</tr>
<tr>
<td>169</td>
<td>4.73E+02</td>
<td>0.193E+00</td>
</tr>
<tr>
<td>170</td>
<td>2.76E+02</td>
<td>0.932E+01</td>
</tr>
<tr>
<td>171</td>
<td>0.00E+00</td>
<td>0.00E+00</td>
</tr>
</tbody>
</table>
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Appendix E

DRIVEN CAVITY FLOW
MODEL PROBLEM C
Fig. E-1 - Driven Cavity Problem
Finite Element Mesh and Boundary Conditions
Fig. E-2 - Driven Cavity Problem
Computed Velocity Field
Table E-1

INPUT DATA FOR MODEL PROBLEM C

PEARSNOIN202*SPAR(1).TEST C/R
1 @XQT TAP
2 START 121 3 4 5 6 $ 2-0 , NO ROTATIONS
3 TITLE: MODEL PROBLEM C
4 MATC
5 1 30.06 .33
6 JLOC
7 1 0. G. G. 1.0 G. C. 11 1 11
8 11 G. 1.0 G. 1.0 1.0 0.
9 SA
10 1 1.0
11 CUN=1
12 ZERO 1,2: 1,111,11
13 ZERO 1,2: 11,121,11
14 ZERO 1,2: 2,10
15 ZERO 2: 112,120
16 NONZERO 1: 112,120
17 @XQT ELD
18 E=1
19 @XQT E
20 @XQT EKSF
21 @XQT EKSF
22 @XQT EKSF
23 @XQT TOPO
24 @XQT K
25 @XQT SPOP 2
26 @XQT INV
27 @XQT AUS
28 SYSVEC
29 APPLIED MOTIONS
30 CASE 1
31 I=1: J=112,120: 1CC.0
32 @XQT SSOL
33 @XQT VPHP
34 PRINT STAT REAC 1 1
35 PRINT STAT DISP 1 1
36 @XQT DCU
37 TOC 1

E-3

LOCKHEED-HUNTSVILLE RESEARCH & ENGINEERING CENTER
Table E-2
COMPUTED VELOCITIES FOR MODEL PROBLEM C

SIATIC DISPLACEMENTS.

<table>
<thead>
<tr>
<th>JOINT</th>
<th>1</th>
<th>2</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>.000</td>
<td>*</td>
</tr>
<tr>
<td>2</td>
<td>.000</td>
<td>*</td>
</tr>
<tr>
<td>3</td>
<td>.000</td>
<td>*</td>
</tr>
<tr>
<td>4</td>
<td>.000</td>
<td>*</td>
</tr>
<tr>
<td>5</td>
<td>.000</td>
<td>*</td>
</tr>
<tr>
<td>6</td>
<td>.000</td>
<td>*</td>
</tr>
<tr>
<td>7</td>
<td>.000</td>
<td>*</td>
</tr>
<tr>
<td>8</td>
<td>.000</td>
<td>*</td>
</tr>
<tr>
<td>9</td>
<td>.000</td>
<td>*</td>
</tr>
<tr>
<td>10</td>
<td>.000</td>
<td>*</td>
</tr>
<tr>
<td>11</td>
<td>.000</td>
<td>*</td>
</tr>
<tr>
<td>12</td>
<td>.000</td>
<td>*</td>
</tr>
<tr>
<td>13</td>
<td>-.179+01</td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>-.951+01</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>-.453+01</td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>-.330+01</td>
<td></td>
</tr>
<tr>
<td>17</td>
<td>-.584+01</td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>-.326+01</td>
<td></td>
</tr>
<tr>
<td>19</td>
<td>-.480+01</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>-.901+00</td>
<td></td>
</tr>
<tr>
<td>21</td>
<td>-.178+01</td>
<td></td>
</tr>
<tr>
<td>22</td>
<td>.000</td>
<td>*</td>
</tr>
<tr>
<td>23</td>
<td>.000</td>
<td>*</td>
</tr>
<tr>
<td>24</td>
<td>.539+00</td>
<td></td>
</tr>
<tr>
<td>25</td>
<td>-.662+01</td>
<td></td>
</tr>
</tbody>
</table>

(Continued)
Table E-2 (Continued)

<p>| | | | | | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>51</td>
<td>-2.75E02</td>
<td>-7.95E01</td>
<td>76</td>
<td>2.47E01</td>
<td>-2.14E02</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>52</td>
<td>-1.13E02</td>
<td>-1.41E02</td>
<td>77</td>
<td>0.00E00</td>
<td>* 0.00E00</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>53</td>
<td>-1.28E02</td>
<td>-1.37E02</td>
<td>78</td>
<td>0.00E00</td>
<td>* 0.00E00</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>54</td>
<td>1.17E01</td>
<td>-1.01E02</td>
<td>79</td>
<td>-1.25E02</td>
<td>-2.96E02</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>55</td>
<td>0.00E00</td>
<td>* 0.00E00</td>
<td>80</td>
<td>-3.51E01</td>
<td>3.80E02</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>56</td>
<td>0.00E00</td>
<td>* 0.00E00</td>
<td>81</td>
<td>2.65E02</td>
<td>3.84E02</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>57</td>
<td>-7.39E01</td>
<td>1.46E02</td>
<td>82</td>
<td>-7.19E01</td>
<td>1.20E02</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>58</td>
<td>-4.44E01</td>
<td>2.26E02</td>
<td>83</td>
<td>-1.27E02</td>
<td>-2.47E01</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>59</td>
<td>-2.47E02</td>
<td>2.20E02</td>
<td>84</td>
<td>-7.49E01</td>
<td>-1.12E02</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>60</td>
<td>-2.08E02</td>
<td>1.40E02</td>
<td>85</td>
<td>-2.70E02</td>
<td>-3.84E02</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>61</td>
<td>-3.63E02</td>
<td>-7.22E01</td>
<td>86</td>
<td>-3.61E01</td>
<td>-3.81E02</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>62</td>
<td>-2.08E02</td>
<td>-1.42E32</td>
<td>87</td>
<td>-1.26E02</td>
<td>-2.96E02</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>63</td>
<td>-2.47E02</td>
<td>-2.21E02</td>
<td>88</td>
<td>0.00E00</td>
<td>* 0.00E00</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>64</td>
<td>-4.50E01</td>
<td>-2.24E02</td>
<td>89</td>
<td>0.00E00</td>
<td>* 0.00E00</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>65</td>
<td>-7.45E01</td>
<td>-1.44E32</td>
<td>90</td>
<td>6.22E01</td>
<td>3.80E02</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>66</td>
<td>0.00E00</td>
<td>* 0.00E00</td>
<td>91</td>
<td>-2.83E02</td>
<td>5.32E02</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>67</td>
<td>0.00E00</td>
<td>* 0.00E00</td>
<td>92</td>
<td>7.86E01</td>
<td>1.24E02</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>68</td>
<td>2.43E01</td>
<td>-2.15E02</td>
<td>93</td>
<td>1.26E02</td>
<td>1.15E02</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>69</td>
<td>-1.88E02</td>
<td>3.19E02</td>
<td>94</td>
<td>2.05E02</td>
<td>1.11E02</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>70</td>
<td>-1.29E02</td>
<td>2.91E02</td>
<td>95</td>
<td>1.26E02</td>
<td>-1.14E02</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>71</td>
<td>-3.19E02</td>
<td>2.01E02</td>
<td>96</td>
<td>7.76E01</td>
<td>-1.12E02</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>72</td>
<td>-2.95E02</td>
<td>-1.44E02</td>
<td>97</td>
<td>-2.83E02</td>
<td>-5.33E02</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>73</td>
<td>-3.20E02</td>
<td>-2.72E02</td>
<td>98</td>
<td>6.30E01</td>
<td>-3.79E02</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>74</td>
<td>-1.32E02</td>
<td>-2.90E02</td>
<td>99</td>
<td>0.00E00</td>
<td>* 0.00E00</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>75</td>
<td>-1.89E02</td>
<td>-3.19E02</td>
<td>100</td>
<td>0.00E00</td>
<td>* 0.00E00</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

(Continued)
Table E-2 (Concluded)

<table>
<thead>
<tr>
<th>Exit</th>
<th>Value 1</th>
<th>Value 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>101</td>
<td>3.41E-02</td>
<td>6.39E-02</td>
</tr>
<tr>
<td>102</td>
<td>2.87E-02</td>
<td>7.99E-00</td>
</tr>
<tr>
<td>103</td>
<td>4.35E-02</td>
<td>1.17E+00</td>
</tr>
<tr>
<td>104</td>
<td>5.31E-02</td>
<td>1.49E+00</td>
</tr>
<tr>
<td>105</td>
<td>5.49E-02</td>
<td>1.23E+01</td>
</tr>
<tr>
<td>106</td>
<td>5.32E-02</td>
<td>2.32E+00</td>
</tr>
<tr>
<td>107</td>
<td>4.36E-02</td>
<td>1.19E+02</td>
</tr>
<tr>
<td>108</td>
<td>2.87E-02</td>
<td>1.07E+01</td>
</tr>
<tr>
<td>109</td>
<td>3.42E-02</td>
<td>6.38E+02</td>
</tr>
<tr>
<td>110</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>111</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>112</td>
<td>1.00E+03</td>
<td>0.00</td>
</tr>
<tr>
<td>113</td>
<td>1.00E+03</td>
<td>0.00</td>
</tr>
<tr>
<td>114</td>
<td>1.00E+03</td>
<td>0.00</td>
</tr>
<tr>
<td>115</td>
<td>1.00E+03</td>
<td>0.00</td>
</tr>
<tr>
<td>116</td>
<td>1.00E+03</td>
<td>0.00</td>
</tr>
<tr>
<td>117</td>
<td>1.00E+03</td>
<td>0.00</td>
</tr>
<tr>
<td>118</td>
<td>1.00E+03</td>
<td>0.00</td>
</tr>
<tr>
<td>119</td>
<td>1.00E+03</td>
<td>0.00</td>
</tr>
<tr>
<td>120</td>
<td>1.00E+03</td>
<td>0.00</td>
</tr>
<tr>
<td>121</td>
<td>0.00</td>
<td>0.00</td>
</tr>
</tbody>
</table>

Exit 13.996  0  6