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I. INTRODUCTION

One of the significant ways in which the performence level of aircraft
turbine engines has been improved is by the use of advanced materials and
cooling concepts that allow a significant increase in turbine inlet tempera-
ture level, with attendant thermodynamic cycle benefits. Further cycle
improvements have been achieved with higher pressure ratio compressors. The
higher turbine inlet temperatures and compressor pressure ratios with corre-
sponding higher temperature cooling air has created a very hostile environment
for the hot section components, As a result, a major share of the engine
maintenance cost is associated with the combustor and the turbine airfoils.

To provide the technology needed to reduce these hot section maintenance
costs, NASA has initiated the Hot Section Technology (H(ST) program. One key
element of this overall program is the Aerothermal Modeling Program. The
overall objective of this program is to evolve and validate improved analysis
methods for use in the design of aircraft turbine engine combustors. The use
of such combustor anclysis capabilities can be expected to provide significant
improvemeat in the life and durability characteristics of both combustor and
turbine components. A 2ther expected benefit is a significant reduction in
expensive combustor derzlopment testing and the associated costs.,



II. OBJEGTIVE :

The objective of Phase One of the Aerothermal Modeling Program was to
identify deficiencies in the aerothermal models that are currently used or
planned for use at General Electric in the design of gas turbine engine com-
bustors. This effort was accomplished by assessing the predictions of exist-
ing models with benchmark quality test data., This effort, together with other
similar efforts sponsored by NASA, was intended to assess the current state
of the art. It was also intended to define Phase Two efforts needed to evolve
improved and more advanced aerothermal analysis methods,~-thereby enhancing
available capabilities for the design of high performance and durable combus-
tors for advanced aircraft turbine engines.

This Phase I effort was focused on the ability of the existing models to
predict or analyze those features associated with durability. These primarily
are (1) the combugstor liner metal temperature distribution, and (2) the com~
bustor exit gas temperature patterns, which in turn affects the life of the
downstream turbine components. Other features of interest to the combustor
designer, such as blowout limits and pollutant emission levels, ¢o not directly
affect design for durability.
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III. THE GENERAL ELECTRIC AEROTHERMAL MODEL

Figure 1 shows schematically General Electric's calculation modules within
the overall aerothermal model. Except for the internal flow module, the
modules are well developed and have been in use for many years. The internal
flow module is planned for use in the design process at General Electric after
it has been developed and/or demonstrated to have useful accuracy. Thus, the
assessment of the candidate internal flow modules, available at General Elec~-
tric, constituted a major portion of the efforts reported herein.

Briefly the modules shown in Figure 1 provide the following calculated
results. The Preliminary Design Module provides the basic features of the
combustor, including its flowpath and the number of fuel nozzles, early in the
design process, The Diffuser Module calculates diffuser pressure losses and
the three individual pressure levels that feed the inner and outer flow path,
and the dome region. The Flow Distribution Module, using the diffuser exit
pressure levels, total airflow, fuel flow, and the combustor aperture areas
and features, calculates the flow and flow angle through sach aperture, as
well as a one~dimensional internal gas temperature and the overall pressure
drop. The progrum has features to determine effective flow areas from the
particular aperature shape and approach flow velocity. A large effective
flow area data base exists at General Electric, and new measurements are made
on individual apertures whenever needed. The Heat Transfer Module is used to
calculate metal temperatures throughout the combustor structure via conven-
tional heat transfer equations, together with correlations of cooling film
effectiveness based on wind tunnel data. It utilizes the flow distribution,
including liner cooling slot flows; the velocities on the culd side of the
liner, along with assumed profiles for the one dimensional internal gas tem~—
peratures; and velocities from the Flow Distribution Module, This informa-
tion, together with aerodynamic pressure loading from the Flow Distribution
Modula, is then used as input to stress and life analysis procedures to pro-
vide life estimates or to indicate the life effects of a postulated design
change. The Internal Flow Module calculates detailed three-dimensional (3-D)
temperature and velocity patterns throughout the combustor flow field. The
three submodules indicated reflect different aspects of the internal flow
modeling, but all are treated with the same basic 3-D elliptical calculation
framework. An accurate 3-D elliptic computer code could provide cubstantially
better hot gas side inputs to the Heat Transfer Module than the present method.
Also, the Internal Flow Module provides an analytical calculation of the
detailed exit gas temperature pattern for use by the turbine designer in cal-
culating metal temperature distributions, stresses, and life.

Metal temperatures are, of course, measured on combustors, but in only a
finite number of places. The available stress and life analysis procedures
need more than isolated temperature measurements. They need the detailed
temperature distribution provided by the Heat Transfer Module. Figure 2
illustrates a heat transfer module axial node pattern for a single panel of a
combustor. Circumferential effects are also needed. The major source of
error in the Heat Transfer Module is in the estimation of the inputs on the
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hot gas side - the local flow velocities, g:s temperatures, and flame radiation
levels. An accurate 3~D elliptic computer code for calculating the internal
flow field could provide substantially better inputs.

At General Electric, combustor exit gas temperature patterns are measured
in detail, typically at seven radial positions and every 1-1/2 degrees around
the circumference. This information is adequate in detail for the turbine
designers. However, improving or modifying temperature pattern during the
development of the combugtor usually involves many cut-andwtry tast efforts.
Changes are often defined with the help of existing data or correlations of
simple jet penetration experiments in a cross flow, or measurements of flows
emerging from the swirl cups surrounding a fuel nozzle in a simple bench
experiment, An accurate internal flow module would be very valuable in pro-
viding more detailed and precise inputs and, thus, in reducing total develos-
ment tests.

Two basic codes for calculating 3-D elliptic reacting flows are available
at General Electric and included in the structure of INTFLOW: (1) The code
asgsembled by the Garrett Turbine Company under the Army-sponsored Combustor
Design Validation Program efforts, Reference 1; and (2) the very similar code
assembled by the Northern Research and Engineering Company, Reference 2. 1In
addition, twe 2~D codes are available: (1) The TEACH code developed initially
at Imperial College which uses essentially the same mezthods as the previous
two codes but in a 2-D instead of 3~D framewc-%; and (2) the two~dimensional
(planar or axisymmetric) research code, GETREF (General Electriec Turbulent
Reacting Flow) developed at General Electric. The 2-D GETREF code provided a
valuable addition to the 3-D codes because its physical submodels and numeri-
cal techniques are more rigorous. Figure 3 is an illustration of a calcula-
tion from the GETREF code dealing with the initial swirl cup portion of a com-
bustor where the flows are initially axisymmetric.

Prior to this Phase I effort, plotting routines for the output and some
improved flexibility for input had been coupled at General Electric with the
3-D elliptic codes. This new format, containing both the Garrett and the
Northern Researcl 3-D codes, was defined as the INTFLOW program. Programming
improvements were not to be part of the scope on this Phase I effort. For a
typical full annular combustor, a 3-D model of a segment containing one fuel
nozzle is modeled. Figure 4 illustrates a calculated flow field obtained from
the 3-D INTFLOW program. The length of the arrows are proportional to the
calculated velocities. Only recently have computer storage capabilities been
able to accert a model with this much grid detail, see Figure 5. Little addi-
tional grid detail can be introduced at this time due to computer storage
limits, but the cost of obtaining a converged solution with more grid could
become too great at present computer running time costs.

- Some of the immediately obvious limitations of the existing 3-D internal
flow codes that were recognized at the outset and influenced the assessments
conducted in Phase I were, as follows:

1. With the grid shown in Figure 5 the so called "hybrid" numerics in
the program involve the introduction of significant artificial or
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(See Figure 4),



10

3,

numerical diffusion. This produces mixing rates greater than speci-
fied by the turbulence medel. Whenever the individual calculation
cells have a Peclet number above 2.0, second order accurate central
differencing numerics cannot be used and upwind differencing (first
order accurate) is used which introduces significant numerical dif-
fusion., Figure 6 shows that the cell Peclet numbers are below 2.0
in only isolated regions. Thus, without the ability to use much
finer grids, the model inherently involves significant numerical
diffusion for combustor flows. Claus, Reference 3, showed that,
even vhen using a much more detailed grid for a single dilution hole
than possible for a real combustor, analysis inaccuracy vesults from
the numerical diffusion.

In order to introduce noncylindrical combustor walls the stairstep
technique must be used and this involves grid concentration in
unneeded regions and crudeness in calculating £ilm cooled walls. In
addition, with the rectangular grid system required with the 3-D
codes, significant grid is wasted in regions 2xternal to the flow~
path.

In the existing codes, the geometry-based swirl cup and fuel injec-
tion inputs do not correctly define the initial fuel distribution
for all combustors. Swirl cups have been tested at General Electric
with minor geometry changes that make major differences in metal hot
streaks and exit gas temperature patterns; these geometry changes
would not result in any change in the model input unless some knowl-
edge (external to the computer program) of the nature of the flows
emerging from the swirl cups was available.

Accordingly, improvements addressing these deficiencies must be evolved
before the codes become the effective design and analysis tools suitable for
designing combustors with enhanced durability.
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IV, PROGRAM APPROACH

The approach for assessing the modules already in general use at General
Electric was accomplished by relatively straightforward comparisons with
available General Electric data. The approach for assessing the Internal Flow
Module was more complex and is discussed in the paragraphs below,

The assessment of the usability of the existing internal flow codes was
conducted in two parts. The first part consisted of comparing 'benchmark"
quality data with the predictions from the axisymmetric elliptic research code
(GETREF) and its parabolin version as applicable. These comparisons permit
very methodical examinations of the mathematical techniques and the physical
modules. Based on the results, general conclusions regarding future module
development were then drawn.

The second aspect of the assessment addressed the usability of the 3-D
code, INTFLOW. In these assessments, the methodical assessment of numerical
error and the physical modules as conducted with the axisymmetric code GETREF
wag not attempted, The assessment appruach was more the approach of the even-
tual engineer user rather than the original programmer. The objectives,
therefore, included observation of the ease of input, convergence rate and
computing time, and of the accuracy of the results. Primary focus was placed
on the ability of the codes in two areas: (1) exit gas temparature prediction,
and (2) hot gas side inputs to the Heat Transfer Module.

For exit gas temperatures, it was postulated at the outset that, even if
the primary combustion zone (dome) flow fields were poorly predicted, a useful
tool could still be developed if the dilution jet mixing process could be
adequately calculated. An approximately correct dome flow analysis could be
input and the subsequent dilution mixing calculation could be used to find the
relative effect of nome postulated dilution hole change.

In the case of the hot side inputs to the heat transfer calculation,
again design usefulness could be expected with even somewhat limited accuracy
of the internal flow calculation. First, the protection of the wall by the
film cooling could still be dealt with by the present methods which involve
the correlation of wind tunnel data for many film slots. Hence, only the hot
gas side data just beyond the boundary of the film protection layer would be
needed. It was recognized at the outset that the existing codes did not have
a capability to predict flame radiation levels better than current estimating
methods. The development of this capability and, hence, its evaluation was
relagated to some future effort. Again, as in the case of the gas exit tem-
perature patterns, an improved technique for inputting the air swirler and
fuel flows into the dome would be needed to obtain this capability.

For real combustors, the basic flow field may be controlled much more by
the pressure fields than by the turbulent shear layers prominent in simpler
asymmetric experiments in the literature, For example, the length of a recir-
culation zone is a critical parameter in the axisymmetric experiments. In a

12



combustor, the recirculation zone length frequently ends just upstream of the
first dilution hole location., Its length is predominantly controlled by the
pressure field created by dilution holes rather than the turbulent mixing
phenomena in the axisymmetric experiments. Thus, it may be possible to calcu-
late reasonable combustor flowfields even though turbulent mixing is not being
computed accurately; turbulence models with improved accuracy may not. be
essential. In the effort herein it was not rresumed that combustor models
needed to be as accurate or as detailed in all aspects as was needed for good
comparisons with the simplified experiments. Thus, the efforts with the 3-D
models were to see if useful results for durability design and development
could be achieved, even though it was recognized that the node detail achiev~
able with the storage limitations of the IBM 3081-D processor would be inade~-
quate by the standards explored for the axisymmetric experiments.

The next section, Section V, describes the daka selected to help assess
the modules. This included data from General Electric combustors, data from
simpler more difinitive experiments reported in the literature, and data from
experiments conducted under thig Aerothermzl Modeling program. The experi-
ments were structured to provide progressively increasing complexity from a
simple dilution jet in a crossflow to a five combustor dilution pattern with
and without combustion.

Section VI indicates the results of the assessment of the accuracy of the
modules in current design use. Reasonable accuracy is demonstrated but the
value of improved hot gas side inputs to the HYeat Transfer Module is also

raecognized.

Section VII presents assessments by one and two dimensional studies.
Numerics were studied analytically with specific examples while comparison of
calculations with axisymmetric experiments was employed to further examine the
mathematical and physical basis for combustor internal flow models.

Section VIII assesses the specific 3-D internal flow modules available in
INTFLOW by comparison with 3-D experiments.,

13



V. DATA SELECUTED FOR COMPARISON WITH MODELS

Data for assessing the accuracy or deficiencies of the modules in this
effort are available from three sources: (l) General Electric aircraft tur-
bine engine combustor test data, (2) experiments in the literature, and (3)
experiments conducted at General Electric in this program. The engine combus=-
tor data include the measured metal temperatures and exit gas temperatures, as
well as measurements of the flows and pressures through the diffuser and the
annular passages surrounding the combustor. While the temperature data may be
sufficient for a check of the overall validity of the modules, these data
alone do not provide sufficient detail to permit the individual sources of
error within a given module to be identified, particularly the internal flow
module.

On the other hand, geometrically simpler experiments which contain the
same physical phenomena permit detailed probing of the flow field. Data
obtained in such experiments are, therfore, defined as '"benchmark quality
data for use in checking the mathematical/physical elements of the modules.
Most of these experiments are two~dimensional for ease of data taking. This
permits a more accurate assesgment of the physics since, for example, numeri-
cal inaccuracies can be miniwmized by using more grid points per coordinate
direction in the calculation plane.

Data from four axisymmetric "benchmark" experiments selected from avail-
able literature were chosen to assess the mathematical/physical modules. The
first is an existing experiment performed at General Electric and consists of
an axisymmetric-free fuel jet burning in a coflowing air (Reference 4&). The
primary reasons for its selection are (1) the removal of "numerical diffusion"
errors since the governing equations become parabolic, and (2) the availabil-
ity of high-quality Laser Doppler Velocimeter (LDV) and spontaneous Raman
scattering data available. An unambiguous evaluation of the turbulence-
chemistry interaction model could, therfore, be made, In addition to the jet
experiment, three axisymmetric recirculating flow experiments were chosen: an
isothermal annular dilution jet experiment (Reference 5), an isothermal
double~swirled pipe flow (Reference 6), and a bluff-body stabilized non-
premixed flame (Reference 7). These provide checks of the model under pro-
gressively more complex circumstances.

The above four experiments were analytically simulated using codes
(elliptic GETREF or its parabolic version, as relevant) developed at General
Electric. ’

For simple round dilution jet flows in a crossflow, a three-dimensional
flowfield, data from the available literature (Walker and Kors, Reference 8)
were chosen for examination. In the past, these data provided a large matrix
of jet penetration data, permitting useful penetration correlations, Holdeman
and Walker, Reference 9. These data and correlations have been used at
General Electric in combustor design and development work.
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To provide data from more complex flowfields, a series of experiments was
deviged and conducted as part of this Aerothirmal Modeling Program. These
experiments involved progressively more complex flows beginning with a row of
jets in a crorsflow, followed by opposing jets, alternate jets of different
sizes, and a second row of dilution jets with the two row patterun simulating
the dilution pattern of one General Electric combustor. The initial tests in
this series were conducted with cylindrical inner and outer walls and a flat
uniform inlet velocity condition., An illustration of the test rig usea in
these tests is shown in Figure 7. Tests with recirculation at the dome loca-
tion and the two rows of dilution jets were introduced in two steps. First,

a nonswirling dome flow with flow axisymmetrically diverging from the fuel
nozzle position was tested, followed by a dome with counterrotating swirl

cups like thiose used in a specific General Electric combustor. Then the true
wall and dome contours of this combustor were introduced. All of the above
tests were conducted without fuel injection. As in the Walker and Kors data,
Reference 8, for the simple dilution jet, the approach flow was introduced at
a different temperature than the dilution jets and detailed temperature meas-
urements were the primary data. The experiments were then extended to include
combustion, first with a gaseous fuel, that avoids considerations of fuel drop
atomization and vaporization, and then with a liquid fuel. The effect of Zilm
slots wae introduced in these last tests. A summary of each of the expsri-
mental test configurations is provided in Table I. The data was supplemented
with nonburning data taken on the swirl cup and fuel nozzle assembly removed
from the combustor.

15
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VI. ASSESSMENT OF AEROTHERMAL MODELS CURRENTLY USED IN DESIGN/DEVELOPMENT

Calculations were made with the Diffuser Module, Flow Distribution
Module, and Heat Transfer Module and compared with measured data from the
General Electric FlOl engine.

DIFFUSER MODULE

Comparison of the diffuser module calculation with measured results showed
reasonable agreement. This calculation provides early in the design process a
valuable estimate of the average pressure level in the three strecams that feed
the combustor, the dome region, outer annulus and inner annulus passages,
However, early in the development process these pressures are measured in
special diffuser rig tests. Diffuser development modifications are made early
in the development process and frequently remain unchanged through subsequent
combustor development efforts. Thus the basic inputs to the Flow Distribution
Module during combustor development are available from measurements and the
Diffuser Module is not a basic source of error. I£f, however, significant 3-D
effects were present in these flows such as wakes from fuel nozzles or struc—
tural struts, they may not be adequately documented by the measurements or by
the computer programs currentiy used. Three~dimensional analytical treatments
could provide more detailed information than available from measurements.
However, while some older combustor designs exhibited effects within the
combustor and in the exit gas temperature patterns that were attributable to
upstream wakes, for more modern General Electric combustor diffuser designs,
there is no evidence of wakes affecting the flow through the combustor aper-
tures. Thus, a refined 3-D treatment is not considered essential at this time
to improve the accuracy of analysis for combustor durability. It is expected,
however, that work on improved diffuser analysis methods including 3-D treat-
ment will continue at General Electric.

FLOW DISTRIBUTION MODULE

Figure 8 shows comparisons of measurements with the calculations includ-
ing specifically the overall check of pressure drop. There ig some evidence
of Reynolds number or approach turbulence levels affecting measured results
because engine test results at high pressure with compressor discharge flow
turbulence levels frequently show lower overall combustor pressure loss than
one atmosphere combustor component test rigs. The flow coefficient correla-
tions for individual apertures were derived generally from one atmosphere
iaboratory scale data. In general, the effects of two-dimensional passage
flow including approach boundary layer flows have been adequately treated in
the experiments that generated the flow coefficient data. Three~dimensional
elliptic computer programs could be used/developed to calculate flow coeffi-
cients, flow angles, and flow distribution within individual aperatures and
uged as input to the Internal Flow Program.

18
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However, the large collection oF flow coefficient and angle data and correla-
tions for individual apertures available at General Electric allow accurate
calculations without the aid of detailed flow analyses. Whenever new aperture
shapes with unknown flow characteristics are introduced into designs or test
hardware, additional laboratory tests of the individual aperture are routinely
conducted for inputs into the Flow Distribution Mndule., This same flow infor-
mation is also available for input into the Internal Flow Module. At this
time, more accurate methods of determining flow coefficient and angle infor-
mation for the Flew Distribution Module are not significantly limiting the
accuracy of General Electric's overall Aerothsrmal Module.

HEAT TRANSFER MODULE

Figure 9 compares calculations of the Heat Transfer Module with measured
metal temperature data along a General Electric combustor liner., The agree-
ment is reasonable » should be expected from the nature of the module.

Within the module, heat transfer conduction within the metal structure is
calculated by routines that have been long in use at General Electric with

well established accuracy. The convective heat transfer calculations are

based on well established correlations in general use as modified by data and
specific flow features that might be expected to alter the correlations. Wind
tannel data on special local heat transfer coefficients are measured and cor-
related where appropriate and introduced intoc the Heat Transfer Module calcu~-
lation method. Film slots introduce cooling air along the hot side of the
combustor wall which helps protect the surface from the hot combustor gases.
Wind tunnel data on the effectiveness of cooling air to protect the surface

are available at General Electric from a large variety of cooling slot designs,
and for substantially new slot designs new wind tunnel data is obtained. These
data/correlations are utilized in the Heat Transfer Module. The hot gas side
inputs of velocity, temperature, and flame radiation are estimated from pre-
vious experience guided by forcing the heat transfer calculations to agree with
metal temperature measurements. The selection of these input values is the
greatest gsource of error in the Heat Transfer Module. It is planned that the
Internal Flow Module will in the future be able to supply more accurats values
and a more detailed distribution of values than is available at present. The
accuracy would be improved if hot gas side velocities and temperatures were
available from a sophisticated Internal Flow Module even if the radiation still
had to be estimated from calculations beginning with measured metal tempera-
tures. It is expected that this temperature and velocity capability will
become available well before reliable flame radiation calculations are avail-
able from the same three~dimensional calculated internal flow field.
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VII. ASSESSMENT OF MATHEMATICAL AND PHYSICAL BASIS OF INTERNAL
FLOW MODULES BY ONE~ AND TWO- LONAL STUDIES

The aerothermal model of the cumbustor internal flowfivld - distinguished
from a particular code - can be regarded as a set of simultaneous partial dif-
ferential and algebraic equations, a discretization procedure and a solution
algorithm., Physical modeling is contained in the original equations, mathe-
matical accuracy in the discretization procedure and solution algorithm, and
speed of convergence primarily in the solution algorithm. It is computation-
ally prohibitive and even unnecessary to study these issues in 3-D flows
although that is the eventual application, Thus, a series of one- and two-
dimensional studies was conducted ranging from analysis of linear uniform
coefficient convection-diffusion equations to a turbulent recirculating, com-
busting flow. Tbese studies each focus on different aspects of the overall
mathematical/physical model to assess their role in the accuracy of the even-
tual code.

The first issue studied was the accuracy of finite-difference representa-
tions of the convection term. Several finite difference schemes for approxi-
mating this first-order spatial derivative in convection-dominated flow were
studied. The relative accuracy and efficiency (convergence speed) among the
first-order upwind scheme, first order skew-upwind scheme, second=order cen-
tral differencing scheme, second~order upwind scheme, and the QUICK scheme
were compared against several idealized one~ or two-dimensional model problems,

e.g., uniform, constant diffusivity flow with a prescribed source term.

It was shown that in a finite difference simulation with large-cell Peclet
number, the high wave number Fourier components of the real solutions cannot
be evaluated accurately. As a result of this, in a convection-dominated flow,
if the viscous terms are required to balance the convection terms in a thin
layer close to the downstream boundary due to, for example, a Dirichlet-type
boundary condition being applied there, a finite difference approximation can,
at best, use the truncation errors of the approximations to help damp out the
disturbances in that thin layer. The detailed structure of the real solution
is unresolved. Even this may or may not be accomplished by a given scheme,
and hence for a high cell Peclet number flow the formal order of accuracy, by
itself, is a poor criterion by which to judge the performances of different
schemes. For example, Figure 10 compares the typical solution profiles along
the y-direction given by the five schemes for a 2-D convection-diffusion equa-
tion with constant values of u, v, and Pe (Pe = 40, u/v = 2). In Figure 10,
the downstream boundary conditions are taken to be the same as the upstream
boundary conditions. Figure 11 shows the solution profiles given by the five
schemes for the same flow problem but with zero as the downstream boundary
condition; a thin boundary layer normal to the flow direction is formed close
to che downstream boundary. Among the five schemes tested in this study, the
second order upwind scheme gives the most satisfactory results in general;
this scheme, however, still exhibits some overshoots in the solution. On the
other hand, although both second order central differencing and QUICK are
formally of the same order of accuracy as the second order upwind scheme, they

22
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fail to enhance the viscous terms properly where needed for a high cell Peclet
number flow problem. Noticeable spurious oscillations appear in the numerical
solutions. It should he noted that the magnitude of spurious oscillations in
the solution by QUICK are generally less serious than those by second order
central differencing., Furthermore, if no boundary layer type region exists in
the real solution, the accuracy of the approximating solutions given by QUICK
and that by the second order upwind are comparable. The first order upwind
scheme is free from unphysical over—~ and undershoots in the solutions for all
the test problems considered, but fails to give accurate approximations in the
presence of a source term and shows too much numerical diffusion in the cor~
vection~dominated region for multidimensional flow., The skew upwind scheme is
able to substantially reduce numerical diffusion by the first order in the
crose stream direction but is found to be less satisfactory than the second
order upwind scheme, The skew upwind scheme also fails to give accurate solu-
tions in the presence of source terms., For all the formally second order
accurate schemes studied here, the standard over-relaxation technique could
not be applied for large values of cell Peclet number; a modified relaxation
factor yielded convergent solutions for all cases considered.

The physical models for turbulence and turbulence~chemistry interaction
phenomena were studied by comparison of predictions with four "benchmark"
quality axisymmetric experiments. These experiments were: a turbulent non-
premixed jet flame, an annular isothermal dilution jet/chamber flow; a co~ and
counterswirler iscthermal pipe flow; and a non-premixed, blufi-body stabilized
flame. The turbulent jet flame is a shear flow and so a parabolic version of
the model was used. The elliptic code GETREF was used for the three recircu=
lating flow simulations,

The first simulation establishes the need to account for random composi~-
tional and temperature fluctuations and validates the recommended probabilis-
tic model. In a shear flow such as this jet flame the parabolic nature of
the governing equations makes the issue of discretization accuracy irrelevant.
Thus, a more direct assessment of the turbulence and particularly the turbu-
lence~chemistry interaction model is possible. In additon, the jet flame
experiment provided both laser velocimeter and spontaneousn Raman scattering
data so that the mean, variance, and, indeed, the pdf (probability density
function) of major species concentrations, temperature, and axial velocity
were available. Comparisons of these quantities many of which are shown in
Figures 12 through 17 indicate the accuracy of the single-scalar pdf/equilib-
rium chemistry submodel in accounting for the highly nonlinear "unmixedness"
turbulence-chemistry interaction. It should be noted that so-called adequacy
of simpler models such as the eddy breakup scheme is often inferred from far
more complicated experiments, e.g., recirculating flows with less precise
instrumentation; under these circumstances the turbulence-chemistry interaction
cannot be isolated and compensating errors frequently occur. Finally, it
should be noted that the single-scalar pdf can be extended to multiscalar pdf
descriptions of nonequilibrium flows without added empiricism.

The three recirculating flows ave progressively more complex in that more

phenomena occur simultaneously. Solutions essentially free from '"numerical
diffusion" were obtained by increasing grid density until central differencing
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of the convection term was possible. The isothermal dilution jet/chamber flow
provides data for a gas-turbine combustion chamber-iike flow which retains
axisymmetric geometry. Comparisons (Figures 18 and 19) indicate that the flow
is dominated by the mean pressure-gradient rather than by the turbulence.

This is evident from the poor agreemsat in the turbulence kinetic energy pro-
files and -~ despite this - the good agreement in the mean axial velocity
However, in a reacting flow the turbulence is important in that besides con-
trolling diffusivity, it interacts nonlinearly with the chemistry to produce

a mean density field which enters all the equations.

The c¢o=- and counterswirled isothermal pipe flow (Figure 20) features
strong streamline curvature and consequently, anisotropic turbulence. This
cannot be represented by the isotropic eddy viscosity two~equation models
which are widely used, e.g., k~¢ model. On the other hand the full Reynolds
stress equations - which could account for anisotropy - involve semiempirical
closure for higher correlations, ignore very important issues in the dissipa-
tion rate equation, and are computationally very much more expensive. Hence,
an algebraic simplification of the Reynolds stress equations which finally
retains the two- equation form though with a very complex eddy viscosity,
rather than a constant, was derived. This model is more universal than for
example, Richardson Number corrections; it has been used successfully in sev~
eral recirculating flows. Figures 21 and 22 show centerline axial velocity
profiles in this flow with the standard k—¢ and the new model; the appearance
of a recirculation zone in the latter case confirms its accuracy.

The last flow simulated was an axisymmetric recirculating non-premixed
flame (Figure 23). Combustion, i.e., the turbulence~chemistry interaction,
was represesnted by the single-scalar pdf described earlier. Again, trunca-
tion error analysis and grid densification were used to produce solutions
egssentially free from numerical diffusion error. The centerline mean axial
velocity profile (Figure 24) shows reasonable agreement with the data. The
measured turbulence kinetic energy profile (Figure 25) shows a marked peak at
the first stagnation point, which is not predicted. Mean and variance of
species concentrations were not measured and so those predictions could not be
evaluated. Agreement on mean temperature (Figure 26) is reasonable but it
should be noted that in the model temperature is not a primitive variable,
that thermocouple data is notoriously difficult to interpret, and that inter-
mittency may affect the pdf in the annular shear layer (y = 0.07 m). The
position of the forward stagnation point as a function of the central jet- to-
annular flow velocity ratio (Figure 27) also shows reasonable agreement with
the data.

The one and two-dimensional axisymmetric studies addressed the issues of
stability and accuracy of convection term discretization, the performance of
several difference operators in various flows, and the physical modeling of
turbulence and turbulence-chemistry interactions. These studies all lead to
modeling approaches which would result in a more accurate predictive capabil-
ity in the next generation code for combustor flow.
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VIII. ASSESSMENT OF 3-D INTFLOW MODULE

The initial assessment studies were conducted using the Northern Research
and Engineering Company, 3-D code, and data from Experiment 67 of the Walker
and Kors experiments (Reference 8). In the first of this series of studies,
an evaluation of three different grids was conducted, a coarse grid of 10395
nodes, a medium grid of 21000 nodes, and a detailed grid of 41600 nodes. The
detailed grid, shown in Figure 28, requires nearly all the storage capacity
currently available in the IBM 3081D computer system at General Electric.
Figure 29 shows a comparison of the calculated jet penetration with the
Holdeman and Walker correlation (Reference 9) of the Walker and Kors data. A
comparison between the calculated temperature distribution obtained with each
of these grids, and the measured test data at a distance of four hole diameters
downstream of the injection point is presented in Figure 30. The calculated
results after sufficient iterations generally agree with the jet penetration
observed from the measured test data. The more detailed grid required a
greater number of interations., The calculated temperature levels, however,
differ considerably from the measured test data.

The next study conducted with this data involved examining the impact of
the approach flow turbulence input parameters to see if greater mixing could
be generated resulting in calculated temperature levels closer to the measured
test data., From this study, it was determined that the length scale parameter
had the greatest impact on the calculated turbulence levels and the jet temp-
erature dissipation rate., TFigure 31 presents a comparison of calculated
results using the detailed grid (41600 nodes) along with an optimized set of
turbulence input parameters, with the measured test data at a distance of four
hole diameters downstream of the injection point. These results are consider~-
ably better than those observed in Figure 30.

This aamwe set of turbulence input parameters was next applied to calcu-~
lations of the higher momentum ratio Experiment 69 from the Walker and Kors
experiments. Using the medium grid of 21000 nodes, gross over penetration was
calculated. Only by using a significantly larger jet turbulence length scale
was the calculated penetration reduced sufficiently to provide a close match
with the measured test data,

The exact same calculation, as above, was also performed using the 3-D
code assembled by the Garrett Turbine Corporation. A couparison between the
calculated results obtained from the Northern Research 3-D code, the Garrett
Turbine 3-D code, and the measured test data is presented in Figure 32. It
is observed from these results that the two codes produce very similar and
accurate results in terms of jet penetration and temperature levi:ls. However,
as observed in Figure 33, the calculated turbulence levels withii the flow
field differ considerably between the two codes.

Additional calculations of the lower momentun ratio Walker and Kors
Experiment 67 test case were performed using the exact same turbulence inputs
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that provided the best agreement with the higher momentum ratio jets. These
results showed some under penetration when compared to the measured test data,
see Figure 34, One would expect the turbulence input parameters which pro=
duced satisfactory results in the calculations of the Walker and Kors Experi-
ment 69 test case to also produce satisfactory results for the Experiment 67
test case. This observed problem is awkward in that a user of these codes
must have beforehand krnowledge of the turbulence inputs to use to produce
accurate results,

Additional assessments of the 3-D internal flow code were performed by
modeling selected experimental configurations tested as part of the Phase I
effort, The test configurations selected represented progressively more com-
plex internal flow fields. One of these configurations involved fuel injec-
tion with heat release. A coarse grid was selected to use in most of these
calculations because of the excessive run times and costs asscciated with more
detailed grids. This coarse grid, shown in Figure 35, contained 13365 total
nodes, A detailed grid was selected to use in modeling the experimental con-
figuration featuring fuel injection and heat release. This detailed grid,
ghown in Figure 36, contained 36708 total nodes. The calculations of these
modeled experimental configurations used the same turbulence inputs that had
produced satisfactory results in the calculations of the Walker and Kors
Experiment 69 test case. This seemed appropriate because the experimental
test configurations modeled featured dilution jets of high momentum ratio,

The results obtained from these calculations are compared to the measured

test data in Figures 37 through 43. The calculated results of the experi-~
mental test configurations without fuel using the coarse grid show over pene~
tration of dilution jets and slower mixing rates (see Figures 38-43). However,
in the case of the experimental configurations with fuel injection and heat
release using the more detgiled grid, the calculation accurately predicted the
location of the hot spots (regions of high pattern factor) in the exit gas
flow field (see Figure 43). This result is perhaps fortuitous since the model
agssumptions made concerning fuel injection and parallel wall boundaries repre-
sent gross approximations to the actual Lest case. Measured swirler discharge
velocities were used for input to the 3-D model. In spite of the agreement of
calculated results with the general character of the flow, the results demon-
strated were not accurate enough to he directly useful in defining the devel~
opment features of design pertabations needed for combustor durability analysis
purposes.,

The calculation of the experimental test configuration with fuel injec~-
tion and heat release using the detailed grid, (Figure 43), was run for 800
iterations at a cost exceeding $7000. Despite this excessive run time, the
golution is still not completely converged. As shown in Figure 6, the grid
detail used in this calculation is not sufficient to provide all Peclet
numbers below 2.0 throughout the calculation domain, thus numerical diffuser
errors are introduced. Introduction of sufficient grid to achieve all Peclet
numbers below 2.0 and, hence, accurate central difference numerics throughout
the calculation domain is not practical with the current 3-D codes. A modest
increase in grid by a factor of 3 in each direction would result in an overall
factor of 27 in storage requirement, with significant increases in computa-
tional costs. Improved numerics that avoid the numerical diffusion error
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inherent in the current 3-D codes where all Peclet numbers exceed 2.0 are
needed. This would improve accuracy without requiring large increases in
grid., The numerics must also feature faster convergence rates. Improvements
in computation time is also an important consideration in making these codes
more useful as design tools.

A true combustor has significant contour in the flowpath walls. The
ability to utilize noncylindrical combustor walls using the stairstep tech-
nique was briefly explored., While the technique was described in the user's
manuals available with the 3-D codes, and some of the framework was incorpo-
rated into the programming, it was not fully implemented. Near the end of
this contract effort, modifications were introduced at General Electric
through an ongoing IR&D program to permit the use of the stairstep technique.
The GE/F10l combustor geometry with the grid shown in Figure 44, resulted in
the calculated flow field shown in Figure 45. This example illustrates the
significant waste of grid, using the rectangular grid system, required in the
current 3-D codes. Approximately half the nodes lie external to the flow-
field, and grid concentration near the walls for modeling film cooling fea-
tures is very awkward. A body-fitted coordinate system would be beneficial
for eliminating the deficiencies of the stairstep technique.
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IX. CONCLUDING REMARKS

For comparison with the aerothermal model, data were selected from
General Electric's data base and from the literature and new experimental
data were obtained. The new experimental data involved temperature distribu-
tion data from a series of combustor-like flows of progressively increasing
flow complexity. Comparisons of modules within General Electric's overall
aerothermal model were conducted.

The comparisons showed that the modules already in use are reasonably
accurate. The principal weakness in the Heat Transfer Module is in the accu~-
racy of the hot gas side input. Also, the currently used methods do not
include a module for accurate analytical estimation of the combustor exit gas
temperature.

The mathematical and physical bases of the internal flow module were
investigated in one- and two-dimensional studies of various flows for which
"benchmark' quality data were available., These studies addressed the "numer-
ical diffusion" error due to the use of first-order accurate discretization
schemes as well as the turbulence and turbulence-chemistry interaction phe-
nomena.

The one-dimensional prescribed uniform velocity convection-diffusion
equation was studied with and without source terms to ascertain the perform-
ance of various difference vperators applied to the convection term; diffu-
sivity was taken as a known constant. As is well known, differencing of the
odd derivative can lead to instability if central differencing is used when
the grid is coarse (local Peclet number greater than two). One-sided upwind
differencing provides an unconditionally stable firite difference representa-
tion of the convection term but is accurate only to first order in the grid
spacing., This is one order less accurate than the centrally-differenced diffu-
sion term (which, being an even derivative does not have the stability problem)
and leads to artificial diffusion. Thus, the convection term differencing
operator must compromise between formal accuracy and stability. One-dimen-
sional prescribed nonuniform velocity flows and two~dimensional uniform veloc-
ity flows were also modeled. All these studies indicated the need for a
second-order scheme e.g., second-order upwinding or QUICK, rather than a first-
order scheme, e.g., skew first-order upwinding which recognizes grid to stream-
line skewness but is still overly diffusive. Direct central-differencing of
the convection term in three-dimensional flows is precluded by the excessive
grid needed to ensure local Peclet numbers below two.

In the assessment of the physical submodels in two-dimensional recircu-
lating flows, however, the grid density was increased until local Peclet num~
bers allowed central differencing. Such numerical error as existed was quanti-
fied. With this sound numerical basis the model was applied to three recircu-
lating flows. A parabolic formulation - for which the numerical issue is not
relevant - was also used to simulate a non-premixed jet flame for which high
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quality optical data were available, These studies indicated that the sug-
gested advanced physical models are necessary. Specifically, a probabilistic
treatment for the random compositional fluctuationa which lead to nonlinear
turbulence~chemistry interaction is required. Furthermore, the isotropic eddy
viscosity k-€ model was shown to be inadequate for flows with strong swirl
components; an algebraic simplification of the full Reynolds stress equations
which retains the two~equution format was suggested and validated.

In utilizing the 3-D calculations in INTFLOW, difficulties were encoun~
tered in obtaining good comparisons with measurements of dilution jet penetra-
tion and mixing data. Variations of grid detail and input quantities to the
calculations were examined to determine their effect on the solution. It was
found that the higher momentum ratio jets. Calculations done on the same
experimental test case using both of the 3-D codes within INTFLOW, showed that
similar penetration and mixing were calculated, even though the local calcu-
lated turbulence levels were different. The comparison of calculations for
the dilution jet experiments conducted at General Electric are close in charac-
ter to the measurements but not good enough to be a useful design tool at this
time.

This effort did not establish the grid density needed to adequately treat
dilution jets. To stay within reasonable computing time and storage demands,
it is not possible to calculate combustor dilution patterns accurately with
the available codes. The grid requirements for future 3-D codes with improved
numerics could not be determimed im this work; studies conducted with a 3-D
code having the desired numerics improvements will be required to make this
determination,

Comparison of calculations with an experiment that included fuel injection
and heat release and a combustor dilution pattern, showed that the calculated
gross temperature pattern in the gas of the combustor exit had considerable
similarity to the measured values., Further analytical and experimental study
is still needed, however, to define an adequate method for defining the input
for the initial fuel and air distribution.

The computer running time costs of obtaining reasonable converged solu~
tions was very high; thus future modeling improvements should strive for
faster convergence techniques to increase the size of the maximum affordable
grid along with alternate numeric schemes to provide greater accuracy for
whatever grid is adopted. For inputting the dome air and fuel injection
details, more experimental knowledge of the early flow development is needed.

PRIORITIZED RECOMMENDATIONS

Table II presents a prioritized list of the main recommendations for
treating the sources of errvor in the current three-dimensional elliptic inter-
nal flow code INTFLOW. The list includes two paths: needed basic capability
and application to durability. The efforts in the second category should
begin whenever it is decided that the needed basic capability is progressing
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fast enough to justify work on features to permit the application to the
design/development guidance process, These recommendations are based on a
methodical study of 2-D flows and model problems and also on a more pragmatic
application of the available 3~D code,

The first substantial improvement in capability can come from revisions
in the basic code framework., A body~fitted coordinate system would permit
needed improvements in the accurate treatment of the boundary, allow desired
grid concentration near the walls, more flexible treatment of film slot
heights, elimination of grid points outside of the flow field with their com~
puter storage demands, and increased accuracy for all varying grid sizes
throughout the flow field, Methods of accomplishing a body~fitted coordinate
can include a basic nonorthogonal coordinate framework without any transforma-
tion, or a basic coordinate transformation technqiue., The latter seems most
attractive at present.

Improved numerics should be incorporated, particularly a technique that
will improve on first order upwind differencing by extending regimes in which
second~order accurate schemes can be applied. Several methods have been dis-
cugsed, but Ffurther study and evaluation would be recommended before selecting
the most appropriate technique,

Since computer running costs are a serious limitation, improved convergence
speed is also needed. Convergence spead is affected somewhat by the numerics
adopted, but solution algorithms should be adopted to give reduced running
costs and, when larger computer storage becomes available, to permit increased
grids. The present pressure~correction equation approach to handling conti-
nuity is another serious drawback in that it requires a staggered grid (with
attendant increase in storage requirements) and also can slow down the con-
vergence rate.

The second item in the needed basic capability list is improved turbu-
lence and turbulence/chemistry interaction treatment., This may be of less
overall impact than the first item, but at least the first two improvements
recommended have been implemented in 2-D at General Electric. The algebraic
stress model for dealing with the turbulence anigotropy in swirling flows has
been demonstrated and desexrves to be included as an algebraic correction to
the turbulence model.

The pdf, probability demsity function, treatment of random compositional
fluctuations has been thoroughly evaluated. It is far superior in the charac-
ter of its fundamental physies to the eddy breakup model in the current 3-D
programg, This change is a very worthwhile improvement.

An appropriate change to the basic two—equation turbulence model to handle
all flow regimes has not been indentified. Reynolds s“ress transport equations
and improved dissipation rate equations may be the only option. Time wise,
such a solution may be a long way into the future.

The third item calls for improvement in the boundary flow input treat-
ments. Inputs based on the physical geometry are not adequate. The flows
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leave the entry regions at angles and with turbulence levels that are affected
by small geometry features that are not directly treated by the models., Accu~
rate inputs for these features must come from empirical data. An extensive
data base exists at General Electric, but additional data will ultimately be
needed, and methods of translating this empirical information into inputs to
the model need to be developed. Detailed analysis with a 3-D model of the flow
through a specific aperture has been considered as a technique for generating
the inputs for the larger solution, but the basic need would still involve a
gsignificant new data base.

The last item in the list of needed basic capabilities is in improved
chemical kinetics treatment. This will become particularly important if the
same model is to be used for emissions or blowout calculations. For dura-
bility alone its impact is small and, therefore, has been placed far down
the list, FExpanded joint pdf methods have, however, been given considerable
attention at General Electric. Development concepts are availlable.

On the application to durability, the two durability design needs of
liner heat transfer irputs and pattern factor calculations are listed. For
both, a method for fuel and swirler air insertion is needed. As in the third
item above, this involves accumulation of new data «s well as an accompanying
analytical study on how to use the data.

The boundary between the film cooling protection and the hot gas side
flows is not distinct. Temperature velocity and turbulence gradients are all
present. However, similar techniques that would be used to inrroduce finer
grid near the wall to calculate through the film can also be used to define
"effective" hot gas side conditions at the film protection boundary. This
will permit the use of existing wind tunnel data on the effect of film protec~
tion slots of different designs. This technique needs to be defined and pro-
grammed,

Methods of treating flame radiation can be developed at a later time.
New data is being accumulated on flame radiation in ongoing programs and this
data could be used in calibrating any future calculation methods. The final
flame radiation calculations are expected to be a hybrid calculation not inte-
grated with the INTFLOW iterations but utilizing the final flow field,

The exit gas temperature pattern factor design tool is conceived as a
perturbation calculation at this time. While the absolute temperature pattern
may not be accurate, much greater accuracy would be expected for the perturba-
tion effect due to a change in dilution hole pattern. The tocl would be devel~
oped initially along this principle.
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