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11.0 PRELIMINARY SHUTTLE/CENTAUR COMMUNICATION SYSTEM ANALYSIS

In response to technical direction given on June 1, 1981, Axiomatix
began the preliminary Centaur system analysis. This analysis was performed
under the broad scope of Tasks 2 - 5 and 1s presented 1n this section. The
preliminary effort was concluded toward the end of 1981 when the Centaur de-
velopment was not funded by Congress as part of the Shuttle effort. However,
in October 1982, Congress reestablished the Centaur as part of the Shuttle
project. Because the Centaur communication system was now on a tight sched-
ule, system implementation became the most mportant task. Therefore, further
analys1s of the Centaur communication system was performed under Task 15 of
Exhibit A and 1s presented 1n Section 5.

The results of the Shuttle/Centaur i1nvestigations are presented 1n
Axiomatix Report No. R81i2-2, "Preliminary Shuttie/Centaur System Analysis,"
dated December 10, 1981. There are five major areas of analysis, as follows:

(1) 1nitial acquisition of the transponder by the Shuttle
(2
(

S’

potential Toss of lock due to antenna transitions
3) Centaur antenna-design approaches

(4) interface circuits between the Centaur and the payload recorder
and payload data 1nterleaver

(5) the hardline Interface Contro! Document (ICD).
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1.0 INTRODUCTION

The purpose of this report 1s to summarize the Axiomatix
activities to date on the Shuttle/Centaur program. This document con-
tains both new findings and those previously discussed in Axiomatix
Interim Report No. R8109-2, dated September 15, 1981.

2.0 BACKGROUND

The Centaur is stored in the Orbiter payload bay on the Centaur
Integrated Support System (CISS), as shown in Figure 2.1. The CISS not
only cradies the Centaur prior to deployment but also provides any si19g-
nal conditioning required to make the Centaur/Orbiter hardwire interfaces
compatible. In addition, the CISS provides other Centaur functions such
as controlling all the avionics safety features and providing all the
heTium supplies for tank pressurizations.

Upon deployment, the Centaur 1s raised up and mechanically spring
ejected from the CISS which returns with the Orbiter for future use. After
arming the reaction controt motors, the Centaur is stabilized and, for
thermal reasons, has a roll imparted to 1t. Sometime prior to Centaur/
payload separation, the initial roll 1s significantly increased. The
roll rates are sti111 under discussion but, originally, the initial roll
rate was 1 RPM at Centaur/Orbiter separation. Just prior to Centaur/
paylaod separation, the 1-RPM rate was to have besen increased to 2.9 RPM.
Currently, General Dynamcs (GD) feels that the 1ni1tial roll rate will
be 0.1 RPM and will be increased to 0.33 RPM prior to Centaur/payload
separation.

Once separated from the Orbiter, the Centaur RF links will be
gither between the Centaur and the Orbiter utiTizing the Orbiter Payload
Interrogator {PI) or between the Centaur and the ground stations via the
TDRSS. The Centaur transponder under consideration by GD is a NASA stan-
dard transponder manufactured by Motorola which was previously used by the
Goddard Spaceflight Center. Since this particular transponder possesses
no false-lock discrimination circuits, the payload specialist aboard the
Orbiter must employ a manual acquisition process, as 1llustrated in Fig-
ure 2.2

Briefly, the payload specialist must transmt an unmodulated
carrier to the Centaur, achieve return Tink lock and modulate the carrier.
In order to verify proper lock, the operator should also examine the
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return Tink telemetry. It has been estimated that this manual acquisition
procedure could take as long as 30 seconds.

In order to provide full spherical RF coverage for the Centaur,
the 1nitial antenna concept was to employ two S-band switchabie hemispher-
ical antennas on 1-to-2-foot booms, as shown 1n Figure 2.3. Since each
antenna provides hemispherical coverage, the antennas w11l switch from
one to another and back every Centaur revolution. For example, each an-
tenna will switch every 300 seconds for a roll rate of 0.1 RPM, every
30 seconds for a roll rate of 1 RPM and every 10 seconds for a roll rate
of 3 RPM.

3.0 FINDINGS

There are a number of very serious potential problems associated
with a Centaur design concept using the Motorola transponder and the two
switchable~hemispherical antennas.

3.1 Problem 1

The first problem 1s the manual acquisition sequence previously
described. At the present time, the Orbiter software does not display the
Centaur telemetry on the crew CRT to determine 1T the telemetry 1s valid.
Without verifying the telemetry, 1t 15 possible to be false locked on a
sideband and not be aware of the situation. It 1s also possible for the
Shuttle/Centaur 11nk to be in the noncoherent mode, 1.e., the return Tink
Tocked on the Centaur TCX0O instead of the VCX0, and have no indication of
the probliem.

3.11 Solution to Problem 1

One possible solution 1s to implement in the Orbiter software
the ab111ty to display the Centaur telemetry for the payload specialist
on the crew CRT. A second possible soiution 15 to design antifalse~lock
circuits into the Motorola transponder.

3.2 Problem 2

The second potential problem dealt with 1s the ability of the
transponder to hold Tock in the presence of transients. The GD Functional
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Requirements Document (FRD) 65-03001, Specification for Transponder-
Shuttle/Centaur states in paragraph 3.2.1.3.1.8 that antenna-switching
transients of 1 to 40 ms shall be accommodated without Toss of lock.

3.2.1 Solution to Problem 2

When Axiomatix initi1ally examined the transponder FRD, 1t ap-
peared that the transponder would Tose Tock in the presence of transients.
After a detailed analysis by Axiomatix with follow-up testing verification
by Motorola, however, Axiomatix now feels that the transponder can tolerate
40-ms transients.

Appendix A, Sections 1 and 2, are the results of the Axiomatix
transponder analysis. Appendix A, Section 3, is a Motorola analysis,
while Sections 4 and 5 are the TDRS mode and STDN mode, respectively,
Motorola test results.

The conclusion reached 1s that, in the presence of 1-to-40-ms
transients, the transponder will not Tose lock but, of course, any data
acquired during the transient will be Tost.

3.3 Problem 3

The third problem concerns the phase transients produced when
switching from one antenna to another and the Tow gain of the hemispher-
ical antennas which contribute to & marginal RF Tink. Since both antennas
are many wavelengths apart from each other physically, the geometric
differences between the two phase centers w11l produce a phase transient
when the antennas are switched.

Depending on the Centaur roll rate, a very serious potential
problem may occur. Consider the magnitude of the impact upon the Shuttle/
Centaur RF link should loss of lock occur with the Centaur rolling at a
rate of 1 to 3 RPM, which means that the antennas switch every 30 to 10
seconds, respectively. The time for the manual acquisiticn sequence to
establish Tock between the Orbiter and Centaur is 30 seconds maximum. The
worst-case situation is that, with the Tong acquisition sequence and the
relatively fast antenna switching, the phase transients may be such that
Shuttle/Orb1ter Tock may never be established or, 1f 1t 1s, the payload
spectialist has no real method with which to determine 1f true lock has
occurred since there 1s no telemetry to analyze.



3.3.1 SoTution to Problem 3

It can easily be seen that, should the roll rates be decreased
to the order of 0.1 to 0.33 RPM, the potential problem of not being able
to establish Tock is resolved. If the roll rates are sufficiently high,
however, another antenna concept may be used--not only to minimize switch-
ing--but to improve the antenna gain as well.

Appendix B, Section 1, discusses the various GD antenna approaches.
Appendix B, Section 2, describes an 1nitial concept which Axiomatix pre-
sented at the Centaur Communications Panel meeting at Lewis Research Cen~
ter, held September 30 to October 1, 1981. After addressing a number of
criticisms, Axiomatix presents a second approach for consideration which
15 discussed 1n Appendix B, Section 3.

3.4 Additional Tasks

Additional tasks performed by Axiomatix included determining
acceptable interface circuits between the Centaur and the payload recorder
and the Payload Data Interleaver (PDI}. Figures 3.1 and 3.2 show inter-
face circuits that are being used successfully by Boeing for the Inertial
Upper Stage (IUS) program, and these circuits should be adaptable for
Centaur use.

Also, generation of a hardware Interface Control Document (ICD)
was required. Rockwell, working with Axiomatix, produced the hardline
ICD shown 1n Appendix C.

3.5 Conclusions

Ax1omatix feels that the Orbiter crew needs some 1ndication
that the Centaur/Orbiter 1ink 1s coherent and., therefore, recommends
that the Orbiter software be modified to display Centaur telemetry.
Ax1omat1x has concluded that 1-to-40-ms transients will not cause the
transponder to lose Tock but, of course, any data during the transient
will be Tost.

Lastly, Axiomatix 1s very concerned about the wmpact that high
Centaur roll rates w11l have on the ability to maintain the Centaur Tink.
Axiomatix has proposed an antenna approach to minimize this problem but
also recommends that the recuired roll rates be established as soon as
possible 1n order to study their effects on Tink integrity.
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APPENDIX A.1

FREQUENCY DRIFT OF CENTAUR TRANSPONDER VCO FREQUENCY
DUE 7O ANTENNA SWITCHING
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1.0 SUMMARY

The Centaur carrier loop dropout problem has been investigated
by considering how far the carrier loop VCO would change frequency from
the 1nitial position of one-half the tracking range (50-kHz offset} to
1ts rest position of 0-kHz offset due to a signal dropout. It was found
that, for a dropout of a few milliseconds, Toss of Tock would not occur
with high probability. However, for a dropout of 40 ms, the dmft would
be about 5100 Hz, or over 10 times the closed-loop bandwidth of 500 Hz.
Under this amount of drift, 1t 1s felt that the Toop will, with very high
probability, lose lock.

It was also determined that the carrier phase shift induced
by antenna switching and occuring after the signal dropout was not
important for dropouts greater than about 4 ms. The reason for this 1s
that the typical V(O frequency drift during dropouts causes the phase
error to be on the order of cycles so that any additional phase error
due to antenna switching 1s unimportant because phase errors are impor-
tant only on the modulo 2.

2.0 ANALYSIS
Consider a PLL model that has a ncise only input as shown 1n
Figure 1
e(t)
y(t)——| BPF —=  F(s)
YCco -t
chos(mot+e)

Figure 1. Phase-Locked-Loop Model Used for Analysis
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Just after dropout, the noise-only 1nput 1s given by
y(t) = VZ N_(t) cos(mot +0) + VZ N (t) sin(ugt + s) (1)

which 1s an 1n-phase and quadrature noise representation of bandpass
noise centered at angular frequency Wy After heterodyning by the
YCO frequency, the error signal 1s of the form

e(t) = Nc(t) cos¢ + Ns(t) sing + Vdc {2)

where ¢ 1s the phase difference between the VCO frequency and the
reference phase angle of the noise process. The multiplier offset
bias 15 denoted by Vycr It can be shown that e(t) has the statistics
of Nc(t) or Ns(t), i.e., bandlimited white Gaussian noise. Therefore,
we model the error signal by

e(t) = N'(t) + V, (3)

where N'(t) has the same statistics as Nc(t). Using Heaviside operator
notation in the variable s, for the YCO phase estimate, we have

N K KyraF(s)
ote) = ALY () 4 v, ) (4)

where Km 1s the multiplier gain and KVCO 1s the VCO gain constant having
un1ts of radians per second per volt. Since the Centaur transponder
Toop 1s specified as a second-order Toop, we can model the Toop filter
as a passive second-order loop filter

1+ T,S

Fis) = 155 (5)

where T and T, are the time constants of the loop filter. This can be
rewritten as
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1 1.
T T
2 1
F(s} = F,i1 + —&5——x™ (6)
0 s-]._.l..
T1
where
T
2
F, = -—= (7)
0 71

L
- T T
: ~ 2 1 ,

8(t) = KFO + |<F0 s+£ {vd + N (t)} (8)

1

Now since
t i -
X +1 7 glt) *—rf glt-t)/=1 G(T)dt+80et/” (9)
Ty 0

wheve the third term 1s due to the homogeneous solution associated
with the differential equation

: i
e () = &glt) + - eqlt) (10)
We have that
: t
8(t) = {KFQV,. + KFGN'(t) + KFof é(t‘T)/Tl(vdc+N'('c))dw:+coét/"1§ (11)
0

Since Udc 1s unknown, we will assume that 1t 15 negligible*, thus
allowing us to approximate (10) hy

*
Th1s assumption minimizes the worst-case out~cf-lock VCO
dr1ft rate
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1 1
_ e
Be) = KFN(e) + KRy 2l [ 8T (e + 05T (12)
0 0 L L 0
T
1

implied by (9).

From (12), we see that the value of é(t) at any time t 1s com-
posed of the original noise process N'(t) plus a filtered version of the
noise process. C(onsequently, the noise is large compared to the dc loop
control voltage (nominally zerc in Tock). Furthermore, 1t appears that
the VCO noise voltage changes appreciably with time, whereas the dc com-
ponent of the VCO voltage changes slowly, with a time constant Ty Khen
the Toop 1s n Tock {s1gnal is present), the thermal noise 1s again quite
large; however, the loop can tolerate this condition since phase tracking
"sees" one more integration than frequency tracking. Therefore, we con-
sider the dc voltage on the VCO as the important parameter in reacquisi-
tion. At t=0, the dc value of the VCO frequency 1s Awo (relative to the
rest VCO frequency) so that, at t=0,

CO = AwO (13)

and the change, or error, in the VCO frequency 1s given by

sw(t) Amo - Awoét/Tl (14)

In order to estimate the parameter Tys We must estimate* some
loop parameters. First, since BL = 500 Hz, we can determine the value

a
of 0, V1

W, o= ———u——)-rad/sec (15)

*
The parameters were unknown at the time of this writing.
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Using z = 0.707 1n {15) yrelds ORIGINAL PAGE 13
OF PCOR QuALiTy
w, = 942.9 rad/sec (16)

From [1], we have that

_ MK
w, = ;;_ rad/sec (17)

A typical value of AK, the open-loop gain, 15 3.25% 105, so that Ty
can be solved to be

_ /AK ’
T-I = mn (]8)
or
T = 0.367 sec (19)

Now, 1f the VCO swing 1s + 100 kHz (from [1], subsection
3 2.1.3 2.6) and the frequency offset 15 one-haif the maximum, or

50 kHz, then hwg = 2m (50 kHz)  From (14), we can write

AW
sT(t) = afy - af, st/ (Afo = ,.2_1;(1) (20)

Hence, at time t, we have

5T (£) = 50 kHz E - éz.m] - (21)

For various values of t, 6F(t) 1s tabulated 1n Table 1.

We see from Table 1 that, at 40 ms, the frequency generated
with a 50-kHz off-rest frequency 1s 5,155 Hz, or over 10 loop bandwidths,
It 1s very wmprobable that a phase-Tock-loop w11l reacquire when 1t
drifts 10 Toop bandwidths away from the carrier since the practical
Timt 1s something 11ke one loop bandwidth away However, a few miil1-
second dropout would probably not cause loss of Tock.
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Table 1. Mean Frequency Offsets as a Function of Dropout Time

t {ms) 8f (Hz)
1 135.3
2 271 3
3 406.3
4 675.4
10 1,341.7
20 2,647 3
30 3,918
40 5.154 5

It 1s to be noted that, under large dropout time conditions
{40 ms), the carrier phase shift due to switching Centaur antennas 1s
not an additional concern since the frequency drift 1s about 5000 Hz!

Also note that, 1f the frequency dr1ft 1s 5155 Hz 1n 0 04
seconds, the drift rate 1s f = 129,000 Hz/s  Therefore, the phase
change assuming a linear drift rate is

t
26(t) =f 129000u du = 64500t2 cycles
0

so that, after about 4 ms, the carrier phase has drifted by one cycle.
" Hence, the phase shift due to the VCO drift during dropout is as 1mpor-
tant as the antenna-induced phase shifts for dropouts greater than 4 ms,

Furthermore, only phase shifts of modulo-one cycle are important,
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1.0 SUMMARY

This memorandum addresses the potential carrier-loop False-lock
problem that exists in the Centaur receiver when the 1-Kbps command chan-
nel from the Shuttle is operating 1n the idle pattern, which 1s a 500-Hz
square-wave signal.

It was found that, although sidebands from the Shuttie 1dle pat-
tern ex1st and are not negligible, the Centaur PLL should drift only about
250 Hz during antenna-induced dropouts, which 1s well within the Toop
bandwidth of 500 Hz. Therefore, 1t 1s believed that false Tock will not
occur during 40-ms dropouts and further Toss of Tock 15 also quite un-
likely during these dropouts, It was assumed that the Jock detector did
not drop below threshold during this signal dropout.

2.0 ANALYSIS--MODULATION

To determine where potential carrier-loop false-Tock points
occur, 1t 15 necessary to determine the spectral distribution of the
modulated s1gnal. The signal can be modeled as

y(t) = /2R Sm(wot + 6 5q(s;t) s mzt) (1)
where ¢ 15 the modulation index {(nominally 1 0) and sq[w1t] 1S 2 sqQuare-

wave signal at 500 Hz which models the idle pattern when no data 1s sent,

The s1h w,l term represents the subcarrier which operates at 16 kHz.
Expand (1) to the form

y(t) = /2A SUENE cosE smm2t] + V27 cos wgl $q (mlt)sml_f‘)sm “'21‘_! (2)
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Note that
cos_? $1n mZE_ = Jo(o) + 6%; Jn(e) cos(n mzt) (3)
n even
sTnie sin “2%_ = nza 2 d,(e) sin(n mzt) (4)

n odd

SCI(tult) = %"cos wt - % cos 3ugt +—5%c055w1t t e (5)

Using (3), (4) and (5) 1n (2) yields

y{t) = V24 sIn tg {Jo(e) + > J {a) cosnmzt}+ Y2 cos ugt
n=2 M

n even

Jl(e) S1n{§w1-+m2)%] - % Jl(e) s1n[Im1-w2)€I
- —3% Jl(e) S‘ln’:(ml +3m2)€{ +-£—r— JI(G) S'mﬂwl - 3m2){{
;—J (8) s1n|i(m1+5w2){[ +5i;r J;(e) smlI 1-5m2)] } (6)

In (6), we have 1ndicated only the sigmificant terms between the carrier
frequency and the 16-kHz subcarrier frequency. Figure 1 illustrates the
spectral distribution of the Shuttle-to-Centaur link when the data 1s on
the 1dle pattern {which 1s a square wave of 500 Hz),
Using a nominal value of & of 1 radian yields
"ty - i 'ty - 3f, "o - 5%
— = -8.7 dB — s =-18.2 B , ————— = -22.7 dB (7}
PC PC Pc

Thus, we see that the sideband power diminishes quite rapidly
as we approach the carrier from the upper 16-kHz subcarrier, but the main
sidebands are down only 8.7 dB from the carrier.

s
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3.0 ANALYSIS--VCO DRIFT

We can now determine how far the Centaur loop VCX0 can drift
during a 40-ms dropout. Using the method discussed in [1] and the actual*
closed-loop parameter values of [2], we can determine the VCXQ frequency
drift during the (maximum time) 40-ms dropout due to antemna switching.
Consider the assumed second-order passive loop filter of the form

1+125
F(s) = @ T+7,8 (8)
which is 11Tustrated 1n Figure 2. For this loop filter, when the input

e, was nonzero and constant for a long time, then suddenly drops to zero,
the output voltage drops quickly to [RS)/[R2+R3) Vys where Vg 1s the prev-
ious (before dropout) voltage, then decays from (Ry)/(R,+R3) V, to zero,
as shown in Figure 3.

For the Centaur loop, we have the following loop parameters [2]:

BL = 500 Hz KDC = 69.1
t = 0.707 T = 16.2 sec
w, * 943 rad/sec Loop gain = 1.44;(107
By calculation,
T R
2 2 ~

— <]l = g5 = 0 (9)
T3 R2 + R3

therefore, the frequency decays 1n the form

-
§F(t) = affl - e (10)

Using 100 kHz as the nominal maximum value of Af along with
Ty = 16.2 seconds yields, after 40 ms,

*
As opposed to the estimated time constant values of [1].
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Figure 2. Passive Second-Order Loop Filter Model
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Figure 3. Qutput Loop F1lter Response Due to a Sudden Zeroing of the Input
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§F(0.04) = 100x103ti~é(°‘04)/15'21 = 246.6 Hz (11)

Since this value is about one-half the loop bandwidth, 1t 15 very likely
that the loop w11l acquire in a few milliseconds after the signal reap-
pears. Also, since the nearest significant spectral line is at 13,5 kHz
from the center frequency, false Tock is quite unlikely.

4.0 CONCLUSION

Although the false-lock potential exists (see Figure 1), the
1oop should drift only about 250 Hz 1n the worst-case 40-ms outage during
the antenna switching. Since this frequency offset (247 Hz) is only one-
half the loop bandwidth, and far from any potential false-lock points, the
loop should reacquire 1n a few mill1seconds. )
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SHUTTLE /CENTAUR
TDRSS USER TRANSPONDER
RESPONSE TO ANTENNA SWITCHING TRANSIENTS

The TDRSS User Transponder will accommodate antenna switch-
ing transients of up to 40 milliseconds duration without indicat-
ing loss-of-lock and without requiring initiation of the receiver
acquisition sequence, A transient 1s considered to be a momen-
tary loss of forward link signal where the phase of the re-estab-~
lished signal 1s random (00-3600) relative to the previously
received signal,

The antenna switching transient will cause the receiver
tracking phase-locked loop (PLL) to drop lock. When the signal
15 re-established after 40 msec or less, the PLL will relock
within milliseconds (as detailled in the appendix). The RECEIVER
LOCK telemetry signal has an out-of-lock sensor time constant of
approximately two seconds. The 40 msec transient will therefore
not cause an out-of-lock indication and will not re-initiate the
recelver acqulsition sequence,

The forward link command data will, of course, be lost during
the switching transient, Depending on the duration of the iran-
sient, the command detector unit (CDU) LOCK INDICATOR may cr may
not indicate loss of CDU lock for STDN mode operation. 1In the
TDRSS mode the CDU will remain locked to the internally generated
16 kHz command subcarrier and the CDU LOCK INDICATOR will not
indicate loss of lock, In either mode, however, the CDU may not
be able to maintain intermal bit synchronization during the tran-
sient drop-out period, It will therefore be necessary to supply
the 132 bit minimum alternate one/zero command acquisition

sequence following the antenna switching transient.



APPENDIX

ANALYSIS OF RECEIVER TRACKING LOOP RELOCK
FOLLOWING ANTENNA SWITCHING TRANSIENTS

The accommodation of antenna switching transients of up to
40 msec duration 1s based on the fact that the receiver track-
ing phase-locked loop (PLL) will immediately relock after the
switching transient. The PLL will relock 1f the frequency error
1s within the pull-in range of the loop, regardless of the phase
relationship between the pre-transient and post-transient signals.
Since the received signal frequency is the same before and after
the transient¥ the only potential source for fregquency error is
receliver VCXO frequency drift during the switching transient,
These parameters must be examined separately for the STDN and
TDRSS modes.

¥ If the forward link signal 1s changing frequency (sweeping) at

the time of the antenna switching transient, then the post-transient
frequency will actually be diififerent from the pre-transient frequency.
For TDRSS mode operation, the maximum sweep rate 1s only 70 Hz/sec
and the PLL will sti1ll relock practically instantaneously following
the transient. In the STDN mode, however, the analysis becomes

gquite complicated because the PLL must pull in and lock to a signal
which 1s sweeping farther away in frequency. It 1s estimated that
the 40 msec antenna switching transients can be accommodated for

STDN sweep rates up to approximately 13 kHz/sec.



STDN MODE

The STDN mode tracking loop parameters are as follows:

Bandwidth (BL) = 500 Hz
Damping factor (r) = 707
Natural frequency (mn) = 943 rad/sec
Loop filter DC gain (KDC) = 69,1
Loop filter pole time constant = 16.2 sec
(rp)
VCX0 gain constant (KV) = 66300 Hz/v at 22F1F
Loop gain (A) = 1.44x107

Worst case frequency drift during the antenna switching
transient will take place when the forward link frequency is at
a tracking range extreme (+ 150 kHz). If the VCXO exhibits
worst case temperature stability (+ 14 ppm), the static phase
error (SPE) to the VCX0O under quiescent conditions would be

(150000 Hz + 29650 Hz) /(66300 Hz/V) = 2,710 Vde
and the input to the loop filter amplifier would be
2,710 Vde/69.1 = 39,2 mVdce

If the loop filter input voltage takes a step from Vl to
V2, the output (VSPE) responds as follows:

_ -t/T
AVgpp(t) = Kpo (Vo-V4) (1-e 7" 'p)

As 1ndicated above, worst case Vl 1s 39.2 mVde, Worst case
V2 would be an input offset voltage of -20 mVde. Therefore,

-.040/16.2

AV = 69.1 (.020 + ,0392)(1l-e )

SPE

4.09 (1-.9975)
.010 Vde



STDN MODE—Continued

This AVSPE will produce a frequency drift in the loop of
(.010 Vdc) (86300 Hz/V) = 663 Hz. The loop will relock practi~
cally instantaneously for frequency offsets less than 2z;fn = 212 Hz,
The loop will pull 1n to lock for offsets within [%cfng%= 31180 Hz,
and will pull into loeck from 663 Hz with pull-in time

2
~—£Az%~ = 14.7 mseec. The time for the PLL to relock 1s therefore
41'I'Cfn
much less than the lock detector time constant of two seconds

and the receaver will not Elve an out-of-lock indication.

- 4 -



TDRSS MODE

The TDRSS mode tracking loop parameters at or above the
nominal 1000 bps command threshold (~126 dBm) are as follows:

L

Bandwadth (BL) = 42 H=z
Damping factor (g) = ,90
Natural frequency (mn) = 77 rad/sec
Loop filter integrator time
constant (<) = 24,3 sec
VCX0 gain constant (KV) 6300 Hz/V at 221F1
Loop gain {(A) = 1.42X105

Worse case frequency drift during the antenna switching tran-
s1ent corresponds to worst case dc offset voltages in the dc-
coupled loop filter circuits. For a net dc offset voltage Vl at
the loop filter input, the output (VSPE) responds as follows:

Lt
tVgpg (t) = -—1

The worst case dc offset voltage 1s expected to be 20 mVde, so

Av (.040) = (20mvdc)(.040) = .04 mVdc
SPE 543

This AVSPE w1ll produce a frequency drift in the loop of
(.04 mV)(66300 Hz/V) = 26 Hz, The loop will relock practically
instantaneously for frequency offsets less than 2gfp = 22 Hz,
The time for the PLL to relock is therefore much less than the
lock detector time constant of two seconds and the receiver will

not give an out-of-lock indication.
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SHUTTLE/CENTAUR TDRSS USER TRANSPONDER
RESPONSE TO ANTENNA-SWITCHING TRANSIENTS

e ANTENNA-SWITCHING TRANSIENTS (SIGNAL DROPOUTS)
OF UP TO 40 MSEC DURATION SHALL BE ACCOMMODATED

e RECEIVER LOCK TELEMETRY SHALL NOT INDICATE LOSS OF LOCK

o INITIATION OF ACQUISITION SEQUENCE SHALL NOT BE REQUIRED



ANALYSIS

TRACKING LOOP WILL DROP LOCK AND THEN WILL RELOCK WITHIN A FEW MSEC
OF END OF TRANSIENT, EVEN UNDER WORST-CASE CONDITIONS (STDN OR TDRSS MODE)

OUT-OF-LOCK SENSOR TIME CONSTANT IS APPROXIMATELY 2 SEC AND WILL NOT
INDICATE OUT-OF-LOCK

COMMAND DATA WILL BE LOST DURING TRANSIENT AND RELOCK TIME, CDU MAY OR
MAY NOT INDICATE OUT-OF-LOCK, COMMAND BIT SYNC MUST BE RE-ESTABLISHED
(132 BITS OF 1/0),



DATA  (TDRSS MODE)

FORWARD

LINK DATA TRANSIENT DURATION REQUIRED
LEVEL RATE FOR OUT-OF~LOCK INDICATION
-120 pBm LOW 2.2 SEC

-135 pBm LOW 0.7 sec

-138 pBm LOW 0.2 sec

-126 pBm HIGH 1.6 sec

NOTES:

1. TRACKING THRESHOLD WAS -139 pBm
2, FORWARD LINK SWEEPING +700 Hz AT 70 Hz/Skc
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Antenna Switching Transient Tests
on the
NASA Standard TDRSS User Transponder
Shuttle/Centaur antenna switching will cause level and phase
transients in the received signal supplied to the transponder.
These transients are estimated to be less than 5 msec in dura-
tion when "make-before-brezk! antenna switches are employed.

Previous test data and analysis have shown conclusively that
these antenna switching transients will cause no loss-of-lock
indication or reacquisition sequence for the TDRSS mode of
operation., Motorola has now also conducted a series of tests
wherein these transient conditions were simulated for the

STDN mode of operation and the transponder behavior was char-
acterized, The transponder under test was a flight model NASA
Standard TDRSS User Transponder which was configured for a
STDN mode command data rate of 2 kbps and a TDRSS mode command
data rate of 1 kbps.

The tests described herein were performed under the worst-case
conditions for the STDN-ONLY mode of operation., The forward
link signal level was -112 dBm and the command data was alter-
nate 1/0 at 2 kbps. Tests were conducted at various forward
link frequencies, command modulation indices, and transient
durations, At least 25 test trials were conducted for each
test condition, The test conditions and test results are
summarized in Tahle 1,

The test data shows that the transponder will accommodate

antenna switching transients of more than 50 msec duration

(10 times the specified duration) without aindicating loss-of-
lock and without requiraing initiation of the receiver acquisition
sequence,



TABLE 1
Antenna Swtiching Transient Test Results

TEST CONDITIONS !

Command
Mod, Transient
Frequency Index Duration Results
fc2 1.0 rad 50 msec No out-of-lock or false lock.
100 msec No cut-of-lock or false lock
200 msec Drop lock and relock to lower 16 kHz
sideband,
fc 1.3 rad S0 msec No out-of-lock or false lock.
100 msec No ocut-of-lock or false lock
200 msec Drop lock and relock to lower 16 kiiz
s1deband
£,+150 kiHz 1.0 rad 50 msec No ocut—-of-lock or false lock
100 msec Dropped lock and went to center rest
frequency without reacquisition once
out of 50 trials. No out-of-lock or
false lock for 49 out of 50 trials.
200 msec Drop lock and relock to lower 16 kiz
sideband
fc+150 kHz 1.3 rad 50 msec No out-of-lock or false lock
100 msec Dropped lock and went to center rest
frequency without reacquisition for
12 out of 25 trials.
200 msec Drop lock and relock to lower 16 kH=z
sideband
fc-lSO kBz 1.0 rad 50 msec No out-of-lock or false lock
100 msec No out-of-lock or false lock
200 msec Drop lock and relock to lower 16 kHz
sideband
fo~150 kHz 1.3 rad 50 msec No out-of-lock or false lock
100 msec No out-of-lock or false lock
200 msec Drop lock and relock to lower 16 kHz
s1deband 1 out of 10 trials,
NOTES:

1. For all tests, forward link signal i1s -112 dBm with alternate
1/0 command data at 2 kbps.

2. fc = design center frequency.



APPENDIX B

CENTAUR ANTENNA APPROACHES




APPENDIX B.1

SHUTTLE/CENTAUR TT&C LINK MARGIN TRADE STUDY



SHUTTLE/CENTAUR TT&C LINK MARGIN TRADE STUDY

GENERAL BYNAMICS
Convarr Division

ANTENNAS SWITCHING ANTENNA STEERABLE ANTENNA COMBINATION ANTENNA
TYPE CIRCUMFERENTIAL ARRAY HELICAL ANTENNA W/2 AXIS AUTONOMOUS OMNI-DIRECTIONAL
DRIVE ANTENNA

DESCRIPTION SERTES OF RADIATORS AROUND HIGH GAIN HELIX POINTED 30 MICROSTRIP RADIATORS
CIRCUMFERENCE OF VEHICLE BY MEANS OF TWO AXIS DRIVE USED WITH SWITCHING POWER
SWITCHED TO ESTABLISH CONTROLLED BY DCU. DIVIDERS TO PRODUCE STEER-
AND MALINTAIN LINK. ABLE BEAM. MICROPROCESSOR

CONTROLLED.
PARTS SERIES OF CIRCUMFERENTIAL 2 HELICAL RADIATORS 2 TRUNCATED SPHERE
RADIATORS 2 TWO-AXIS MOTOR DRIVES RADIATOR ARRAYS

RF SWITCHES AS REQUIRED 1 DRIVE INTERFACE BOX 1 MICROPROCESSOR CONTROLLER
1 SWITCHING INTERFACE BOX

DEVELOPMENT CONCEPT PROVEN. HARDWARE HARDWARE DESIGN PARTIALLY HARDWARE DESIGN PRIMARILY

STATUS NOT YET DEVELOPED, SWITCHING | ACCOMPLISHED. INTERFACE ACCOMPLISHED, SOFTWARE
ALGORITHM NOT DEVELOPRED. BOX DESIGN REQUIRED. DESIGN REQUIRED.

ADVANTAGES LOW PROFILE  NO LARGE +13 dB1 GAIN OVER 27° +7 dBi GAIN OVER 47° BEAM-
RF AMPLIFIER REQUIRED. BEAMWIDTH WIDTH. MINIMAL PHASE
SIMPLE HARDWARE. DISTORTION WITH MOVING BEAM.

DISADVANTAGES SPECIFIC HARDWARE UNDEVEL- MECHANICAL STEERING UNIT HEAYY (10#/ARRAY) ANTENNA
OPED  DEVELOPMENT, MORE PRONE TO FAILURE THAN WOULD REQUIRE STRONGER
QUALTFICATION AND SWITCH- ELECTRONIC STEERING UNIT. SUPPORT BOOM.
ING ALGORITHM REQUIRED

ESTIMATED LATE '83 TO EARLY ‘84 EARLY TQ MID '83 MID '83 TO EARLY 'B4

DELIVERY DATE




SHUTTLE/CENTAUR TT&C LINK MARGIN TRADE STUDY

GENERAL DYNAMICS
Convair Diviston

AMPLIFIERS SOLID-STATE AMPS TUT AMPS
TYPE DUAL 20 WATT AMPS GANGED 20 WATT AMPS 130 WATT TUTA
DESCRIPTION AN AMP AT THE BASE OF EACH TWO OR MORE AMPLIFIERS WITH { DERIVATIVE OF SHUTTLE/
ANTENNA BOOM  THIS MINI- OUTPUTS PARALLELED 7O IN- ORBITER POWER AMPLIFIER
MIZES CABLE LOSS CREASE EFFECTIVE OUTPUT PWR
PARTS 2 - 20 WATT RF POWER 2 OR MORE 20 WATT POWER 1 - 130 WATT NON-REDUNDANT
AMPLIFIERS AMPLIFIERS THTA.
DEVELOPMENT CURRENTLY AVAILABLE FROM SEVERAL VENDORS. RECONFIGURING AND
STATUS FURTHER QUALIFICATION MAY BE REQUIRED. REQUALIFICATION REQUIRED.
ADVANTAGES DRASTICALLY REDUCES CABLE INCREASE IN POWER LIMITED MAKES LINK WITH POWER TO
LOSSES ONLY TO SPACE AVAILABLE. SPARE. POTENTIAL ABILITY
TO INCREASE DATA RATE.
DISADVANTAGES LINK STILL MARGINAL INCREASE IN POWER NOT WILL NEED HIGH POWER
ADDITIONAL GAIN REQUIRED. DIRECTLY ADDITIVE. ANTENNA AND SWITCHES.
(20 + 20<40) LARGE HEAT DISSIPATION
WEIGHT AND HEAT GO UP PROBLEM.
AS A PERFECT SUM
ESTIMATED LATE '83, EARLY '84 LATE '83, EARLY '84 LATE '83, EARLY '84

DELIVERY DATE




GENERAL DYNAMICS
Convair Division

ANTENNA LINK MARGIN TRADE STUDY

PLACEMENT OF RADIATORS AND AMPLIFIERS
FOR DUAL 20-WATT CONFIGURATION.
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GENERAL DYNAMICS
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Convair Division

ANTENNA LINK MARGIN TRADE STUDY

PLACEMENT OF RADIATOR BAND FOR
SWITCHING ANTENNA CONFIGURATION.
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GENERAL DYNAMICS
Convarr Dyvision

ANTENNA LINK MARGIN TRADE STUDY

PLACEMENT OF RADIATING AND MOTOR DRIVE
ELEMENTS FOR STEERABLE ANTENNA CONFIGURATION
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1.0 INTRODUCTION

The selection of a suitable antenna configuration for a spacecraft
is always a critical factor 1n achieving the communications systems require-
ments. Many conflicting design parameters must be considered to select a
reasonable assortment of suitable antenna configuration candidates and then
Judicyously arrive at a final recommended choice.

The purpose of this study will be to first examine the existing
IUS antenna system and the proposed Centaur antenna system and then gradu-
ally develop an alternate scheme which should be constidered for possible
umplementation 1f the basis for the development appears warranted by the
arguments introduced. Since some of the communication 1ink margin budgets
have not been firmly established, some flex1bility in design exists and
various alternatives are discussed. )

In order to 1ncrease the acceptance of these proposed concepts,
the study w111 concentrate heavily on existing spacecraft antenna systems
which have been space-qualified by actual operation and then introduce a
means for improving the antenna system performance by adapting a switched-
beam concept which 1s currently being implemented on the Shuttle Orbiter
S-band quad antenna system. Therefore, using the exi1sting technology with
little modification, a high-gain spherical~coverage switched-beam antenna

system is developed for the particular system constraints of the Centaur
vehicle.

2.0 GENERAL DYNAMICS CENTAUR ANTENNA CONFIGURATION

During the system formulation phase for the Centaur vehicle develop-
ment, Axiomatix was asked to evaluate the antenna configuration tentatively ,
proposed by General Dynamics. The design proposed is very basic, being two
log conical spiral antennas extending outwardly on opposite sides of the
Centaur vehicle on pods, as shown in Figure 1. Having hemispherical coverage,
the two log conical spiral antennas would provide spherical coverage by
appropriately switching while the Centaur vehicle was rotated for thermal
equaltization reasons

There are two problem areas that must be directly addressed with
the General Dynamics antenna approach because of the communications system
constraints, First, 1t has been established by analysis that reacquiring
a communications link 1s estimated to require a maximum time of 17 seconds



Figure la.

Proposed General Dynamics Centaur Antenna System
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automatically and 30 seconds manually 1f a Tink is disrupled and the phase-
locked 1oop synchronizatiron 1s lost  In the case of the Shuttle Orbiter/
Centaur 1ink, an astronaut must be dedicated to maintaining this link since
the manual reacquisition process of the NASA/Motorola transponder requires
the switching off and on of the data and carrier channels. Since the Centaur
vehicle rotates at one revolution per minute, if lock 1s indeed lost by
either phase or amplitude transients, then the astronaut will be contin-
uously trying to reacquire, and much essential data will be Tost in the
process during the constant interruptions.

The other problem that must be considered 1s the gain and orienta-
tion of the antenna patterns with respect to the Centaur vehicle 1tseif. The
proposed log conical spiral antennas could be reasonably expected to have a
peak gain of 5 dB with broad coverage. with lower values of 0 dB or less at
the extremes of the hemisphere. The antenna coverage along the longitudinal
ax1s of the Centaur vehicle 1s therefore greatly restricted In additiyon,
since the two hemispherical coverages are on the opposite sides of the vehicle
1n the roli-plane, switching between antennas 1s necessary for continuous
coverage, with the attendant phase transient difficulties. The preliminary
Tink budgets 1ndicate a negative margin of -4 to -5 dB 1n the critical Centaur/
TDRS Tink, and, although these margins can theoretically be reduced by further
refinements 1n the approxamations used 1n determining the losses attributed to
Tink performance, 1t might be prudent to consider long range goals of having
sufficient gain to provide positive Tink margins, especially during the initial
system design rather than as an expensive retrofit which cannot be later con-
s1dered because of the cost and schedule 1mpacts.

3.0 BOEING INERTIAL UPPER STAGE (IUS) ANTENNA CONFIGURATION

The Boeing ISU system has been retained for military operations
and”st111 might be considered for NASA applications. Basically, the IUS
antenna configuration utilizes clusters of five log conical spirals, as
sketched 1n Figure 2, mounted on pods to extend the clusters outwardly
from the vehicle. Four clusters are used, as shown 1n Figure 3, to obtain
full spherical coverage about the vehicle, as indicated tn Figure 4. The
main purpose in having so many Tog conical spiral antennas 15 that each
optimizes the gain obtainabTe for a specific coverage region so that, by
multiplicity, optimum high-gain percentage coverage 15 achieved at the
expense of complexity
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Although the IUS antenna system satisfies the gain requirements
of the Centaur/IUS vehicles, there 1s a definite phase transient problem
which arises from two sources from the IUS configuration since 1t also
rotates about 1ts Tongitudinal axis and, therefore, requires switching
between antennas and clusters to maintain proper antenna pointing. As
Boeing noted 1n 1ts phase transient analysis, the switching of patterns
from one antenna to another can result 1n a phase discontinuity of up to
90°. This phase shift i1s caused by the abrupt change in effective phase
centers which cannot be physically collocated in the cluster of five log
conical spiral antennas. This physical phase center displacement can be
geometrically described, as shown 1n Figure 5, and 1s a potential source
of the loss of lock of synchronization of the link.

An even more drastic phase shift can arise from the switching
between antenna clusters as the vehicle rotates. It 1s obvious that the
phase centers of the two antennas on the extending pods, as in the presently
proposed Centaur configuration, will be physically separated by many meters
since they are located on opposite sides of the Centaur vehicle, as was
depicted earlier in Figure 1. As the vehicle rotates, these phase centers
also rotate. The major concern 1s then the phase relatronship between
these two phase centers during switching. Ideally, they would be 1dentical
so that phase continuity exists. The best position for antenna switching
might be when the two antennas are equidistant from the target antenna.
Other positions are located at specific orientations of the vehicle during
rotation wherever the differential distances to the target antenna are an
integral number of wavelengths apart. In summary, it 1s possible to
switch between antennas without causing phase transients that would create
loss of "Tock of the communications 1ink, but the switching must be pre-
_cisely temporally centrolled by a computer. Identical conditions apply
to the Boeing IUS configuration, which 1s even more complicated because
1t has four asymmetrically located antennas.

Rather than pursuing this approach, which 1s susceptible to
error, Axiomatix proposes another approach which will not rely on antenna
switching, yet will provide high gain to increase the Tink margin.
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4.0 AXIOMATIX CENTAUR ANTENNA CONFIGURATION PROPOSAL

Axiomatix proposes a switched-beam system which 1s compatible
with the operational requirements of the Centaur vehicie. The primary
concern 1s the presence of phase discontinutty when antennas are switched,
thereby causing a loss of Tock of synchronization in the communications
Tink. As discussed earlier, the Centaur vehicle rotates at a rate between
1 and 3 RPM to more uniformly distribute solar irradtance. This reguivres
that antennas be switched to avoid vehicle blockage if the antennas are
radially extended, as in the case of both present IUS and Centaur
configurations.
The Axiomatix approach attempts to avoid this switching reguire-
ment by utilizing a toroidal antenna pattern in the roll plane. Using
this configuration allows continuous coverage 1n the roll piane to a tar-
get without the need for switching, thereby eliminating phase transients.
The circular symmetry of the Centaur vehicle rotation 1s i1deally suited to
th1s toroidal pattern, which can also be tilted to accommodate targets
which are not exactly perpendicular to the longitudinal roll axis  This
t11ting will be accompiished by a switched-beam technique similar to that
being employed by the Shuttle Orbiter switched-beam quad antenna system,
as will be discussed 1n more detail later.
Fore and aft coverage will be provided by log conical spiral
antennas which have been used extensively in the other proposed configur-
ations. Figure 6 shows such a log conical spiral antenna configured with
a biconical antenna, which w111 provide the toroidal pattern discussed
earlier. This dual-antenna configuration has been used previously on
other space programs, e.g., the Global-Positioning Satellite (GPS)
shown in Figure 7.
' The main problem with the biconical antenna toroidal coverage

1s that very T1ttle gain 1s achievable 1n the roll plane, being of the
order of 0-1 dBeci. Although this can be used for broad coverage in the
roll plane, it 1s not suitable for high-gain requirements which may arise
from a realistic assessment of the communication link budgets presently
being evaluated, especially concerning the Centaur/TDRS Tink. The Axiomatix
adaptation to this concept 1s to develop a collinear array of three bicon-
1cal antennas, as sketched in Figure 8. These three biconical antennas

now constitute a three-element array simlar to the switched-beam antennas
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of the Shuttle Orbiter switched-beam quad antenna system. The center
element is directly fed with a voltage amplitude ratio of 1.0, and the
two outer biconical antennas have a relative voltage amplitude ratio of
0.6. Beam-orientation switching 1s attained by mechanically switching
discrete phase shifts. The three-element array achieves higher gain,
"guesstimated" in the range of 4-5 dBci, 1n the roll plane.

The log conical spiral antenna/biconical antenna array combin-
at1on now Jooks Tike the configuration shown in Figure 9. HNote that the
two antenna systems are independently operated in that, with one setting
the log conical spiral antenna is employed and, with the other, the high-
gain biconical antenna array 15 operational.

The other major obstacle to the antenna design is vehicle ob-
scuration effects on the pattern. This difficulty has been surmounted
1n the past by extending long pods (or booms) past the vehicle and 1ts
payload. In this particular case, the antenna configuration might take
the appearance shown in Figure 10, where pods fore and aft position the
antennas clear of the obstructing vehicle. Note that the roll plane
clearance 15 essential for proper operation of this bicomical antenna
and array concept since this 1s the only means to avoid antenna switching.
I only one roll plane antenna 15 necessary {1.e., low-gain biconical or
high-gain biconical array), then only one long pod 15 required since the
fore and aft log conical spirals do not need the extension. As for the
antennas located adjacent to the nozzle of the Centaur vehicle, high-
temperature quartz radomes have been successfully implemented in previous
programs to avoid the thermal problems associated with the rocket plume.

And finally, the main justification for considering the bicon-
1cal antenna array 1s the multiple high-gain switched-beam patterns avail-

-able 1n the ro1l plane, as shown in Figures 11 and 12  For simplicity,
consider the two-switched-beam case, forward (Figure 11) and aft {Figure

12). The switching concept 15 1identical to that used in the Shuttle

Orbiter S-band quad antenna except that higher gain and less effective

Toss 15 attained by using a directly fed center element 1n a three-element
array rather than the quad two-element array. Further, the number of pos-
sible switched beams 1s related to the number of switches n used 1n series
in the feed Tine, with the appropriate phase shifts. The number of possible
switched beams 15 determined by 2" so that, 1f one switch is used, two
switched beams are possible, and four beams arise from two switches. The
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use of three switches enables the antenna system to have eight beam posi-~
tions, which greatly enhances the antenna capabilities because the high
gain of the three-element array can be selectﬁve1y positioned for optimal
performance. These mechanical latching switches require no electrical
holding power and add, with the discrete phase-shift circuit, only 0.2 dB
per switch. The center element, which is directly fed, carries the major~
1ty of the radiated power so that the effective antenna loss i1s less than
that of the additive switch losses.

The final proposed Centaur antenna configuration then consists
of either a forward-looking or aft-looking Tog conical spiral or, in the
roll plane, any of the multiple biconical antenna array switched beams.

It 1s anticipated that full +4 dBci gain coverage 1s achievable about the
Centaur vehicle with no antenna switching phase or power transients since,

once the proper mode of operation 1s selected, no further switching 1s
required.
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1.0 INTRODUCTION

The two primary objections to the initial antenna design concept
involved the extended protrusion of the forward antenna past the payload
and the protrusion of the aft-looking conical tog spiral antenna adjacent
to the Centaur rocket nozzle which would be affected by the thermal and RF
blockage effects of the plume during transfer. The objections were well
taken 1f, indeed, the envelope restrictions do not allow antennas extended
in such a manner although, 1deally, a biconical array 1s most suitabie
along the Tongitudinal axis in front of the payload, where it would have
an unobstructed view of a large portion of space. But, 1f the payload
envelope does not allow this configuration, modifications are obviously
required.

The biconical-array configuration has been modified to change
1ts proposed location to deploy radially outward froem the Centaur vehicle
similar to the other boom-mounted antenna configurations proposed by Gen-
eral Dynamics (GD). Two biconical arrays are now required because of pat-
tern blockage by the body of the vehicle itself, and the switching require-
ments have been reduced to switching between the two sides of the vehicle
only.

To avoid the loss of data during this unavoidable switching
between arrays, a simple detection scheme has been developed to switch
during a period of phase synchronization using the constructive interfer-
ence pattern of the overlap region between the two arrays. Even though
the onboard computer knows the geometric relationship of the communicator
with respect to the Centaur, the technique electronically determines the
optimum switching time to maintain phase coherence by actually sampling
the rece1ved s1gnals using the dual-antenna scheme.

2.0 PRESENT GENERAL DYNAMICS CENTAUR ANTENNA CONSIDERATIONS

Two design criteria were changed substantially. One was the
roi1] about the longitudinal axis for thermal equalization reasons which
was reduced to 0.1 RPM versus the earlier 1-RPM roll rate. The maximum
roil rate prior to payload separation was alsc reduced from the earlier
2.9 RPM to 0.67 RPM. Therefore, the loss-of-lock conditions on which the
earlier design was based was minimized significantly. Simiiarly, it was



noted that the Motorola transponder does not initiate frequency sweep
immediately upon loss of synchronization; rather, 1t simply “holds"
momentarily unt1l the signal 1s reacquired if there 1s an abrupt loss of
received power. Synchronization is then avutomatically reacquired; how-
ever, data Toss occurs during this procedure until the phase-locked-loop
is again synchronized. Thus, this condition is to avoided if possible.
Under this new operating environment, the candidate antenna configuration
will then be modified to attempt to alleviate objectionable features of
the 1nitial preliminary baseline design and, hopefully, thus exploit the
advantageous features of the earlier configuration which will then add the
alternatives being proposed by GD to the antenna system.

It should be reemphasized that the stated purpose of this study
is to explore other possible approaches to the antenna problem besides
the IUS approach and those being proposed by GD. This report 1s then an
attempt to develop some new ideas for the Centaur antennas 1in addition to
evaluating the existing candidate configurations by outiining 1nherent
advantages and disadvantages independently from the GD system engineers.
By using this process, which 15, by definition, an 1terative procedure that
is continuously refined, some insight 1nto an optimal antenna configuration
for this appiication will arise. This antenna configuration evaluation 1s
especially critical for the Centaur vehicle since it 1s not obvious that
any of the exi1sting proposed systems is suitable for the operational
requirements of the mission; therefore, the problem should be approached
openly in a constructive manner so that no possible satisfactory solution
15 overlooked.

Before continuing a more detailed description of the biconical
array, 1t would be worthwhile to quickly reexamine the other alternative
- antenna candidates proposed by General Dynamics and describe specific fea-
tures for comparison purposes. First, the two conical log spirals extend-
ing out radially on booms, as 11lustrated 1n Figure 1, does not provide
adequate gain in all directions, especially along the Tongitudinal axis
of the Centaur vehicle. This low-gain fore-and-aft coverage deficiency
also exists for the circumferential array, shown in Figure 2, which con-
sists of fiush-mounted radiators around the Centaur vehicle, with the
appropriate hemispherical coverage array facing the target switched 1nto
operation as the vehicle rotates. Another candidate antenna system
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recently discussed was two motor-driven two-axi1s steerable helical antennas
located on booms, as sketched in Figure 3, which are pointed at the target
by a computer since 1t would not have tracking capabilities. The obvious
problem with this approach 1s the uncertainty in the relfability of the
motor-driven platform, which is greatly complicated by the revolution rate
of the vehicle. The difficulties encountered by the scanning Ku-band
rendezvous radar/communication antenna preclude ready acceptance of a sim-
ilar confiquration. Another attempt to solve the spherical high-gain cov-
erage problem uses two truncated sphere radiators extended radially out

on booms, as depicted in Figure 4. This novel concept most closely satis-
fies the antenna system requirements, so 1t will be described 1n more
detail and compared to the biconical array.

2.1 Truncated Sphere Antenna

The truncated sphere radiator is a clever means of obtaining
spot-beam coverage over a hemisphere with good axial ratios for circu-
larly polarized radiation. This coverage 1s achieved by using many cir-
cular radiating discs mounted on a hemispherical ground plane for proper
pointing attitudes for hemispherical coverage. The circular polarization
1s obtatned by proper positioning of the RF cable connection such that the
proper radiation mode 1s set up. Individually, these circuiar discs have
a relatively wide beam, so a cluster array of four adjacent discs 15 used
as a three-dimensional array to create a high-gain narrow spot beam. The
sefection of the appropriate cluster of four elements 15 determined by a
computer which, for the smaller 15-1nch-diameter model, can select one of
128 separate beams with 8-dB gain and 47° beamwidth. Electronic switching
of the radiating discs is achieved by PIN diode switches placed at the hub
.of a centralized distributing network not untike the spokes of a wheel.
The PIN diode, which can be switched from "off" to "on" in less than 1 s,
1s reverse biased for the "off" condition and forward biased for the "on"
condition. Since only four diodes are "on" at any time, the electrical
holding power requirements are small because the reversed-biased diode
state requires very l1ittie power. The virtual phase centers of these
radjating discs on the hemisphere are relatively close together, so switch-
ing adjacent beams on the same truncated sphere causes very little phase
shift (estimated at 4° to 10°). However, the differential phase shift
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between the two truncated sphere antennas on opposite sides of the vehicle
suffer the same probiem as all other similar configurations since the vir-
tual phase centers are located a substantial distance apart. The fore-and-
aft coverage is adequately satisfied, however, with the same 1imitations

as any of the extended-boom configurations.

Ideally, this truncated sphere antenna is suited for a stable
platform since the spot-beam orientation for a stationary target 1s a sim-
ple problem. The rotation of the Centaur vehicle, however, creates a de-
gree of complexity since the spot beam must now be continuously switched
to follow the target about the axis of rotation, which 1s equivalent to
electronic conical scanning. By viewing the photograph of the prototype
model and assuming that only two elements are switched in a serially pro-
gressive manner, 1t 1s estimated that there wouid be eight switched spot
beams per hemisphere in the broadside case, for a total of 16 switched
spot beams per revolution in the worst case. This necessity to continu-
ously switch is one of the disadvantages of this system, but it 15 shared
1 the similar arrangement used for the IUS cluster approach using five
conical log spiral antennas.

3.0 MODIFIED BICONICAL-ARRAY CONFIGURATION

The objections voiced at the Centaur meeting are readily cor-
rected by simply repositioning the placement of the boom and siightly
mod1fying the configuration to accommodate the new requirements. Instead
of forward-and-aft booms, 1f two booms are extended radially outward from
the vehicle, as proposed by IUS/Boeing and Centaur/General Dynamics, the
configuration then becomes compatible with the current system plan for
dep1oye& antennas. Two separate antenna systems are now required on op-
- posite sides of the vehicle rather than the main one extending past the
payload, as originally proposed. The proposed modified configuration 1s
sketched in Figure 5. It should be noted that this sketch is not to
scale. Dimensionally, the actual cylindrical antennas themselves should
be approximately six inches 1n diameter and less than two feet long. The
deployment feature, as 1n the case of the other candidate configurations,
is to physically separate the antennas from the spacecraft body for im-
proved performance by minimizing blockage and ground plane effects.



Figure 5. Modified Compound Log-Conical-Spiral/Biconical-Array Antenna
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3.1 Circular Symmetry

The primary advantage of the biconical array is that the antenna
pattern 1s a conmical toroid which, since the target remains at a constant
conical angle, would not normally be switched at all. The restriction
that longitudinally extended booms are not permitted, however, has compro-
mised this concept but, by using the same radially extended boom concept,
1t is possible to recreate this pattern using two truncated biconical ar-
rays, each radiating half the required toroid since the vehicle blockage
effects cannot be avoided. Only two antenna switches per revolution are
now necessary, which 1s a definite advantage, depending on the final rate
of revolution of the vehicle, which seems somewhat uncertain.

Each compound antenna consists of a forward~looking and an aft-
Tooking Tog conical spiral antenna which are separated by the biconical
array described earlier, as shown in Figure 6. But, since the Centaur
vehicle now obstructs the circularly symmetric biconical antenna pattern,
the biconical element 15 truncated so that the sector facing the Centaur
vehicle is removed and serves i1nstead as a supporting structure which also
houses the electromechanical switches that select the operational modes
of the antenna. Therefore, two biconical arrays on opposite sides of the
vehicle provide broadside coverage about the Centaur vehicle, and the con-
1cal log spiral antennas cover the region in front of and behind the ve-
hicle, as sketched in Figure 7. Basically, the IUS system uses the same
concept for fore-and-aft coverage; however, the biconical array provides
flexibility for multiple switched-beam performance with high gain and cir-
cular symmetry, which 1s important when accounting for the Centaur revolving
sTowly about its longitudinal axis. The obvious advantage of the circular
symmetry is, of course, to reduce pointing and tracking requirements since
a target remains relatively stationary with respect to the conical angle to
the rolling Centaur vehicle. Since two compound antennas exist on oppo-
site si1des of the vehicle, each revolution requires only two switching
procedures, greatly reducing the possibility of losing data. Since the
two opposite semicircular beams overlap and make-before-break electro-
mechanical switches are recommended, the signal dropout w11l momentarily
occur only 1f Tobing of the antenna pattern exists from the two widely
separated radiating elements during the period of transition, i.e., 40 ms.
The amount of phase shift during the compound antenna switching may be
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substantial since the phase centers are widely separated, but all the
candidate antenna systems proposed to date suffer from this possible
problem. The only real solution 1s to have only one biconical array
which, as has been determined, 1s not feasible because of payload envelope
requirement Timitations.

The operation of the biconical array needs further explanation
since 1t is a relatively new idea for this type of application. First,
the idea 1s to create a comical toroidal pattern which has the desirable
characteristics of circular symmetry, since the Centaur vehicle revolves
gnd the target, therefore, is always at a constant conical angle with res-
spect to the Centaur, except for the fore-and-aft coverage case which 1s
obviously accommodated by the conical Tog spiral antennas pointed 1n those
directions. An array of three individual biconical antennas 1s used to
achieve higher gain, which is one of the essential requirements of the
Centaur antenna system since the Centaur/TDRS link 1s marginal, at best.
The choice of only three biconical antennas for the array 1s based on sim-
plicity since electromechanical switching is envisioned. Of course, this
method 15 not absolutely necessary, and si1tuations may arise where PIN
diode phase shifters and more than three biconical elements are needed to
provide higher gatn but, for the moment, this baseline configuration can
be used to justify the feasibility of this approach. The PIN diode phase
sh1fters require costly electrical holding power and are lossy, but the
use of more biconical elements with PIN diode phase shifters should be
studied 1f thi1s configuration 15 seriously considered since higher gain
might be a critical mission requirement.

3.2 Switched-Beam Concept

The Shuttle Orbiter S-band quad-antenna program uses a two-element

switched two-beam configuration with one electromechanical switch to trans-
pose discrete phase shifts of the two radiating elements, thereby creating
two selectable switched beams. Since there are four quad antennas composed
of two switched beams about the Orbiter, a total of eight switched beams
are possible. This Centaur biconical-array configuration, on the other
hand, would have two clusters of three biconical elements which can have,
for example, 32 "half"-torcidal beam positions (for a total of 16 toroidal
beam positions), which covers most of the surrounding space except for the

»
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fore-and-aft coverage provided by the conical log spiral antennas. Once
the particular toroidal beam is selected and concurrently set by the switch
position of both clusters, only one switch is activated to direct power to
the appropriate side of the vehicle, which greatly simplifies acquisition,
tracking and reliabi1lity considerations.

3.3 Power-Handling Capability

Electromechanical Tatching switches on the Orbiter S~band quad
antennas were used primarily because of the high power of the transmitter,
which 1s of the order to 50 watts. Since the Centaur vehicle TWTA mght
be similar to the Hughes 40-W version, this high-power switch requirement
must alsc be evaluated seriously for this application because PIN diode
switches cannot handie much power. This consideration must alsc be taken
into account, for example, when studying the feasibility of the truncated
sphere antenna concept since the four activated PIN diode switches must
be capable of handling 40 W of power. The high switching rate of PIN di1-
odes 15 desirable, of course, but, for the Centaur application, it does
not appear to be a critical design parameter since, once the beam position
is selected, the switches do not have to be activated. The only switch
to be activated during operation 1s that which directs power alternately
from one side of the vehicle to the other. High-power PIN diode SPDT
switches have recently been developed, but their insertion loss of 0.7 dB
1s substantially higher than the 0.1-dB loss of the electromechanical
switches.

3.4 Multipie-Beam Switching Configurations

The beam-pointing mechanism of a 1inear phased array is used to
.point the toroidal beam. Three biconical elements were chosen for the
array because this 1s the most basic phased array for the electromechani-
cal high-power switches. The center element 1s directly fed with a volt-
age ratio of 1.0; the two outer elements are then fed with a voltage ratio
of 0.6 to provide 11Tumination taper. Introducing discrete phase shifts
to the two outer elements then causes the beam position to shift, thereby
creating the necessary pointing capability. For example, Figure 8 shows
the tilting of the radiated phase front by adjusting the phase at the two
outer elements. Figure 9 shows the two-beam configuration, Figure 10
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depicts the four-beam configuration, Figure 11 11lustrates the eight-beam
configuration and, finally, Figure 12 gives the 16-beam configuration.
Note that the addition of each switch and discrete phase shift adds only
0.2 dB of additional loss so that four electromechanical switches in a
seri1es is not unreasonabie. Also, since the center element which carries
most of the power is directly fed, the use of multiple switches does not
significantly degrade performance in the normal additive manner. These
switches can readily be housed in the base of the truncated biconical ar-
ray so that only one RF cable 15 required to carry the power along the
boom to the compound antenna. The switching arrangement might appear as
shown 1n Figure 13, where switch A determines which side of the Centaur

1s activated, switch B determinaes if the biconical array or conical log
spiral antennas are used, and switch C determines the fore-or-aft conical
log spiral antenna. For the sake of 11Tustration, the beam-switching
switches are not emphasized here. Note that these electromechanical latch-
ing switches can be characterized by binary numbers to describe the switch
state. For example, if the "straight-through" state 1s defined as "0,"
the "cross-over” state 1s then "1." Thus, a given beam position can be
adequately described by a series of binary numbers. If switch A 15 “1,"
switch B 1s "0," etc., then a specific beam position has a uniquely de-
fined code. Thus, each beam position can be obtained by switch drivers
being controlled by this code, and switching between the two opposite
s1des of the Centaur requires the switch A position to switch alternately
from "1" to "0" and back cyclically, depending only on the roll rate of
the vehicle. Since the beam position code on both compound antennas can
be made 1dentical, the specific beam position code remains the same and
only switch A operates, greatly minimizing the software requirements. Sim-
. 1larly, an electromechanical switch (not included here) can switch functions
from the transmitter and receiver modes. Although the electromechanical
switch provides a high degree {>40 d3) of isolation, a duplexer might be
required to further protect the receiver, especially since the "half"-
toroidal patterns overlap.

3.5 Broadside-Beam Coverage

At this time, 1t would be approrpiate to discuss the problem
associated with beam symmetry, which may be apparent by close examination
of Figure 10, where the broadside beams are separated by 28 (3.e., ¢0-+¢
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and QO-Q). The exact broadside beam requires equal phase angles at all
three elements Cﬁo). This condition is attainable, but only at the ex-
pense of one beam position since the broadside beam 1s double redundant;
therefore, two switch settings comprise the broadside case. For a large
number of beam positions, this consideration is not important. For exam-
ple instead of 16 beams, 15 beam positions are used. The necessary phase
sh1ft changes to effect this change are Tisted in Figures 14 through 16
for the three-, seven- and 15-beam configurations, respectively. Incident-
ally, a 31-beam configuration should at least be evaluated since the addi~
tional pointing flexibility justifies the additional switch if obtaining
the peak biconical array gain is important.

3.6 Circular Polarization

The biconical antenna 1s usually assoctiated with Tinear polari-
zation since it is readily envisioned with a radiating probe feed at the
intersecting apex of the two conical sections comprising the impedance-
matching taper of the antenna. However, a number of methods may be em-
ployed to generate circular polarization and these different techniques
must be evaluated further to determine their feasibility for this partic-
ular application. The intent of this discussion 1s to 1ndicate that cir-
cular polarization 1s readily achievable, although the best type of trans-
ducer is not specified. The simplest and probably most efficient transducer
would consist of the probe feed used for linear polarization, combined with
an orthogonal probe with the appropriate phase-shifting network to create
circular pelarization. This orthogonal probe would not necessarily be
Tocated at the apex of the cones, but might be located at a position that
1s radially outward from the conical axis, as sketched in Figure 17, such

.that the orthogonal mode can rédd]Ty propagate outward. Because of the
conical tapering effect, this probe would be reactively terminated and the
radial distance can be usefully employed to contribute to the necessary
phase shift needed to generate circular polarization. The phase relation-
ship of this orthogonal probe {with respect to the original probe at the
apex of the conical antenna) theg determines whether the transducer 1s
right-hand circularly potarized {RHCP) or left~hand circularly polarized
(LHCP). Since the biconical element 1s truncated, the orthogonal probe feed
1s only a section of the circular loop, and the gain 15 accordingly higher.
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Mounting of the orthogonal probe feed can be on a dielectric
circular wedge for mechanical stability and increasing the effective taper
of the biconical element. Since the biconical elements will be spaced so
that their phase centers are less than a half wavelength apart, the effec-
tive taper of the bicone is increased by the factor \[E;, where g, 18 the
relative permttivity of the dielectric. Use of the dielectric thus ef-
fectively shortens the physical wavelength and gives greater flexibility
n design considerations.

The design criteria for these orthogonal probes are basically
those of two crossed half-wavelength dipoles (or monopoles), separated by
w/2 to provide the quadrature phase relationship. This phase shift can
also be achieved by phase shifters, but an intrinsic physical design rela-
tionship exists with the biconical element which can be readily exploited.
Since the biconical element 1s circularly symmetric and the orthogonal
dipole is curved accordingly, the off-axjs ax1al ratio degradation 1s
decreased substantially.

Other techniques used to obtain ctrcular polarization from a
biconical element are more compiex and therefore require more study. How-
ever, the basic operating principles can be discussed. Jasik [1] discusses
the use of 1nclined sTots as & feed for a biconical element which utilizes
the differential propagation delay of the horizontal and vertical polari-
zation modes to create the phase quadrature relationship, where the slant
Tength of the biconical horn 15 experimentally adjusted to achieve the n/2
phase shift at the aperture. The inclined-slot arrangement simply provides
both polarizations with equal amplitudes and the horn siant length then
creates the differential delay.

4.0 ANTENNA SWITCHING WITH PHASE CONTINUITY

The phase discontinuity arising from switching between the two
antennas on opposite sides of the vehicle appears to be an insurmountable
probiem unless very sophisticated phase detection circuitry 1s incorpora-
ted 1nto the system, thereby increasing complexity and cost. Even the
conceptual development of such a system is difficult. Although this time
period may be very short (of the order of the switching time of 40 ms),
the 1mportance of this data must be weighed in terms of the difficulties
required to attempt to recti1fy the problem.
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The IUS system for minmmmizing phase and ampiitude transients
appears to be based on an onboard computer which switches at the 45° posi~
tion of the 85° HPBW. The computer knows the direction of the appropriate
TDRSS and the center of the earth and can therefore switch when the theo-
retical pattern overlap occurs. The computer algorithm is said to be
developed and system 1s therefore operational. A close examination of
this antenna switching 1s warranted, however, since there may be another
solution to the problem.

First, minimization of the phase transient relies on maintaining
the phase centers of each antenna on the two clusters close together.
Ideally, these phase centers are coincident and the phase shifts due to
the feed lines have to be matched. These conditions can be accomplished,
especially since the apparent phase centers of the Tog conical spiral an-
tenna can be adjusted. Note that the actual phase center 1s difficult to
determine without very accurate phase pattern measurements, but it 1s pos-
sible. The only real problem then 1s switching between clusters since, by
definition, the phase centers cannot be coincident on opposite sides of
the vehicle. It is this aspect of the problem that should be studied 1n
a T1ttie more deta11 and, using the biconicai-array configuration, a pos-
s1ble approach 1s outlined.

First, recall that the biconical array has higher gain and a
circularly symmetric pattern with overlap, and requires only two switch-
1ng procedures per revolution. The main consideration now 15 to minimize
the phase transient problem switching from one antenna to the other on the
opposite side of the vehicle. The easiest solution is to switch when the
phase centers are exactly equidistant from the target {1.e., when the an-
tennas form an 1sosceles triangle with the target). This 1is probably the
condition employed by the IUS antenna switch scheme but, because of the
large physical leverage arms of the antennas extended out on booms, the
exact switching position 1s difficult to ascertain. The antenna-switching
scheme to be discussed here 1s an attempt to solve thi1s problem by using
a modified monopulse sum pattern technique to determine the optimum switch-
1ng position.

The optimum switching position occurs when the phases of two
simuTtaneous signals from both antennas on opposite sides of the Centaur
vehicle are 1dentical. This condition can be described as a constructive
1nterference pattern when the phases of the two signals reinforce each
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other to create a higher gain sidelgbe, which 1s the mechanism by which
phased arrays and monopulse tracking circuits operate. Therefore, if this
constructive interference pattern exists at the point where the antennas

are switched, phase continuity is maintained. Again, although this condi-
tion exists cyclically since it causes Tobing phenomena, the optimum switch-
ing position is where the antennas are equidistant to the target; the on-
board computer should know this approximately. This position must be

known exactly, however, 1f 1t is determined that no data loss is accept-
able. A phase synchronizatijon scheme has therefore been devised to deter-
mine the optimum switching point.

If a double-pole/double-throw (DPDT) electromechanical switch 1s
used to switch power between the two arrays, the introduction of a direc-
tional coupler to split the power unequaliy will create a modified phased
array situation where an asymmetrical toroidal pattern exists. The region
of concern 1s then the beam overlap region where pattern interference oc-
curs. This pattern i1nterference 15 characterized by lobing, where both
constructive and destructive interference exists. If both biconical arrays
received equal power, serious lobing with deep nulls develop in the main
antenna pattern when destructive interference conditions are satisfied and
undesirable amplitude signal loss would occur. However, 1f unequal power
distribution 1s employed, the effects of constructive and-destructive 1nter-
ferences are reduced accordingly. For example, if a 10-dB couplier 1s used,
10% of the power 1s diverted to the other (secondary) antenna, with the
operational or primary antenna receiving 90% of the power. This power di-
vision ratio is somewhat arbitrary now for explanatory purposes and can
be determined later by system analysis 1f such a scheme 1s considered ser-
1ously. Also, 1t is emphasized that the only reason that power diviston
15 feasible 1s that the higher gain of the biconical array compensates
for the apparent power loss.

As a result of the power division, the beam overlap region now
develops sidelobes by constructive and destructive interference in the
main antenna pattern, as shown in Figure 18. The cyciical fluctuations
arise from the addi1tional radiation from the secondary antenna. The con-
dit1on for phase concurrence 1s constructive interference, where the newly
developed sidelobe is at 1ts peak and, 1T the antenna can be switched at
this position, phase continuity 1s maintained. In essence, this 1s a mod-
ified monopulse-tracking scheme where the sum pattern i1s used to detect a
relative maximum whose amplitude 1s related to the power division ratio.
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The simplest method of implementing this phase continuity
switching scheme is to use the automatic gain control (AGC) voltage as a
basic power-level detector. This power-level detector then monitors the
receiving antenna pattern in the beam overlap position and actually mea-
sures the antenna-switching position, which can then be stored for use
during the transmission mode also. At the present time, determination of
the optimum switching points can be made in the receive mode only when a
distant source, such as the TDRSS, transmits.

The detected power-level voltage at the transition point should
consist of a periodic series of lobes varying +10% if a 10-dB directional
coupler 1s used as a power divider. The phase concurrence position will
be at the peak voltage, where the maximum Tobe exists, since constructive
phase 1nterference occurs there. It 1s desirable to have some beam over-
Tap between antennas so that approximately equal signal levels exist when
the antennas are switched to the opposite side. Although the optimum
switching point on a system basis has not been established, thi1s phase
synchronization concept can be used as a basis for further development of
a scheme to maintain a continuous communication link for rotating space
vehicles.

5.0 SWITCHABLE PREAMPLIFER

It 1s obviously advantageous to operate in a mode where the
s1gnal-to-noise ratio (SNR) 1s high. One possible means of tmproving
th1s condition 1n the "receive" mode 1s to employ preamplifiers close
to the antennas, especially since very low noise figure FET preamplifiers
exist at S-band. This can be feasible 1f, during the "transmit® mode,
the preamplifiers can be switched out of the circuit. One means that
might be considered 1s to again use the double-pole/double-throw (DPDT)
electromechanial switch 1n a novel manner and turn the preamplifier off
during transmission. Figure 19 shows a possibie scheme which, in the "0"
state, allows transmission by bypassing the preamplifier and 1ncorporatine
the preamplifier in the "1" state. The 1solation between connectors 1s
critical, but 30 dB should not be unreasonable. If the preamplifier 1s
de-energized during transmission, no damage due to leakage currents shoulc
occur. Since the preamplifier 1s located at the antenna. the noise figure
of the receiver 15 greatly enhanced and the 1ink margin 1s substantially
improved.
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The preamplifier aiso serves to simplify the phase
synchronization scheme since 1t permits the equalization of received sig-
nal amplitude levels by amp1ifying the signal from the secondary antenna
to the receiver to compensate for the loss imposed by the directional
coupier. Since the contributions from both the primary and secondary an-
tennas would then be equal, the constructive and destructive interference
patterns will consist of lobes with well-defined peaks and nulls. There~
fore, determination of the optimum switching-level detection circuitry
probTem might be reduced to a basic threshold detection probltem. The
preamplifier can remain on after the antenna-switching procedure, thereby
substantially lowering the receiver system noise temperature.
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Figure 19. Candidate Switchable Preampiifier
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8.4 Instrumentation & Command Data Links,

8.4.1 Instrumentation Data Links. The Orbiter shall provide the
capability to transmit selected data from four PCM digital data
streams (CISS, Centaur, and two S/C) from the CCE to the ground.

During prelaunch checkout, the only two PCM streams (CISS and
Centaur) will be hardwired from the CCE, through the Orbiter, to the
Ground Computer Controlled Launch Set (CCLS). CCLS access will be
required until T-0 (Note: at SRB ignition) in the countdown.

During the final countdown and ascent mission phases the CCE will
provide the four data streams (max. 64 Kbps each) to the Orbiter and
the Orbiter will select and interleave 6.4 Kbps (max) of data from
the four PCM streams and transmit this information to the ground for
real-time systems evaluation. 1In additiom, two of the four CCE data
streams shall be recorded by the Orbiter for transmission to the
ground after achieving orbit. Each data stream to recorder and

orbiter telemetry system shall be isolated from each other at the
orbiter interface.

During on-orbit operations, prior to Centaur stage deployment, the
Orbiter will select, interleave, and transmit a maximum of 34.4 Kbps
of the CCE data. The Orbiter shall continue to record one of the
CCE data streams for delayed transmission to the ground. After
Centaur stage deployment, only one PCM stream (CISS) will continue
to be supplied directly to the Orbiter via an RF link. This data
will be interleaved with the orbiter operational PCM data for
transmission to the ground.

8.4.1.1 Payload Data Interleaves Interface. The Orbiter shall
provide for the acquisition of asynchronous PCM data via the Payload
Data Interleaver (PDI) from the four (1 CISS, 1 Centaur stage, and 2
spacecraft) CCE channels and from the Payload Signal Processor for
the deployed Centaur. The PDI has a maximum composite throughput
on-orbit of 64 kbps, See Figure 1 for Payload Data Interleaver data
flow. However, ascent downlink CCE data shall be limited to that
specified in paragraph 8.3.1.1.3.1.

8.4.1.1.1 PDI Input Data Format Characteristics.

8.4.1.1.1.1 CISS Data Format Characteristics. The PDI shall accept
one data.stream from the CISS. The CISS Data Format is defined as a
format containing master frames and minor frames. Refer to

Figure 2. Every minor frame shall be identified by & minor frame
sync pattern which occurs once each minor frame, and shall be the
same for all minor frames. A master frame shall contain TBD nminor
frames. Additionally, every minor frame shall contain an eight bit
minor frame count word. The start of the master frame shall be
identified as the minor frame which contains the initial value of
the minor frame count word. The CISS data format characteristics
shall be as shown in Table 1.
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8.4.1.1.1.2 Centaur Data Format Characteristics. The PDI shall
accept one data stream from the centaur. The Centaur Data Format is
defined as a format containing master frames and minor frames.

Refer to Figure 2.

Every minor frame shall be identified by a minor frame sync pattern
which occurs once each minor frame, and shall be the same for all
minor frames. A master frame shall contain TBD ninor frames.
Additionally, every minor frame shall contain an eight bit minor
frame count word. The start of the master frame shall be identified
as the minor frame which contains the initial wvalue of the minor
frame count word. The Centaur data format characteristics shall be
as shown in Table 2.

8.4.1.1.1.3 Centaur Payload Data Format Characteristics. The PDI
shall accept two redundant NRZ-L data streams and associated clock
with each stream from the Centaur Payload. The data format is
identical for both data streams and each is defined as a format
containing master frames and minor frames. Refer to Figure 2.

Every minor frame shall be identified by a minor frame sync pattern
which occurs once each minor frame, and shall be the same for all
minor frames. A master frame shall contain TBD minor £frames.
Additionally, every minor frame shall contain an eight bit minor
frame count word. The start of the master frame shall be identified
as the minor frame which contains the initial value of the minor
frame count word. The Centaur Payload data format characteristics
shall be as shown in Table 3.

8.4.1.1.1.4 Detached Centaur Data Format Characteristics. TIn the
detached mode, the Centaur will transmit a data stream via an RF
link to the Orbiter Payload Signal Processor {PSP) via the Payload
Interrogator. The PDI shall accept the data stream from the PSP.
The detached Centaur data format is defined as a format containing
master frames and minor frames. Refer to Figure 2.

Every minor frame shall be identified by a minor frame sync pattern
which occurs once each minor frame, and shall be the same for all
minor frames. A master frame shall contain TBD minor £frames.
Additionally, every minor frame shall contain an eight bit minor

) frame count word. The start of the master frame shall be identified
as the minor frame which contains the initial value of the minor
frame count word. The Detached Centaur data format characteristics
shall be as shown in Table 4.

8.4.1.1.2 PDI Electrical Interface Characteristics.

M 8.4.1.1.2.1 GCCE/PDI Data Electrical Interface Characteristics. The
electrical interface characteristics of each of the CCE data Streams
interfacing with the orbiter PDI shall be as shown in Table 5.
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8.4.1.1.2.2 CCE/PDI Clock Electrical Interface Characteristics,

The electrical Interface characteristics of each of the Centaur

gagioag clocks interfacing with the Orbiter PDI shall be as shown in
able 6.

8.4.1.1.2.3 Grounding and Shielding. Grounding and shielding for
the PDI Data and clock interfaces shall be as s%own in Figure 6

8.4.1.1.3 Orbiter PCM TLM Downlink Service., Throughputting CCE
data to the ground via the Orbiter's PCM downlink is gmplemented via
the PDI's data RAM. Before individual measurements within the minor
frame can be transferred to the PDI's data RAM, valid recognition of
twé successive minor frame sync patterns and their corresponding
minor frame count patterns must first occur. When this has
%ag%ened, Data RAM storage for each CCE measurement shall proceed as
ollows:

a. Within each minor frame word column of a master frame,
those eight bit words containing data samples for a payload
measurement, which are to be accessed by the PCM Master
Unit (PCMMU) shall be stored within a unique PDI data RAM
address. FEach word stored in the PDI data RAM is accessed
b{ the PCMMU at a uniform rate of 5 times per second and
placed into a unique location in the PCMMU data RAM. Those
words required for PCM downlink are formatted by the PCMMU
into unique locations within the PCM downlink format.

b. A multisyllable CCE measurement shall have its constituent
eight bit bytes independently stored within a separate PDI :
data RAM byte address whenever its word position within the
appropriate minor frame is processed.

¢. Maintaining the time homogenity for both individual and
multisyllable CCE measurements and CCE measurement word
sets cannot be guaranteed.

8.4.1.1.3.1 CCE and Detached Centaur PCM Downlink Measurements.
Mezsurements and their format locationes for CISS, attached Centaur,
detached Centaur and Centaur Payload, required for PCiHf downlink are
identified in Appendix A.

8.4.1.1.3.1.1 CCE Ascent Downlink Data. Total combined CISS,
, Centaur and Centaur Payload downlink data shall be limited to 6.4
KBPS during the ascent phase.

8.4.1.1.3.1.2 CCE On Orbit Downlink Data. Total combined CISS,
Centaur and Centaur Payload downlink PCM data shall be limited to
34.4 KBPS during on orbit prelaunch checkout.

8.4.1.1.3.1.3 Detached Centaur PCM Downlink Data. The Payload
Signal Processor {PSP) receives Centaur telemetry data via the
Payload Interrogator and routes the telemetry data to the PDI.
Total data on this link is limited to 16 KBPS.
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8.4.1.1.4 Orbiter GPC Software Service. Transferring individual
CCE or detached Centaur measurements to the GPC Software Services is
implemented via the PCMMU data RAM. Individual measurements are
accessed by the PCMMU as specified in paragraph 8.4.1.1.3.

Measurements and their format locations for CISS, attached Centaur,
Detached Centaur and Centaur Payload required for GPC software
service are identified in Appendix A.

8.4.1.2 Detached Centaur/Payload Interrogator Interface. The
characteristics for the telemetry link Trom the detached centaur to
Shuttle Orbiter are defined in ICD 2-TBD.

8.4.1.3 CCE PCM Recording. The orbiter shall provide the
capability to record biphase-level digital data from two sources.
Additionally the orbiter operational recorders will record all data
included in the PCM downlink data stream. Payload recorder data
flow is shown in Figure 12.

8.4.1.3.1 CISS PCM Recording. The orbiter shall provide the
capability to record biphase-level digital data from the CISS for a
period of 64 minutes. The electrical interface characteristics at
the orbiter /CISS interface shall be as shown in Table 7.

8.4.1.3.2 Centaur PCM Recording. The orbiter shall provide the
capability to record biphase-Ievel digital data from the centaur for
a period of 13 hours, 52 minutes. The electrical interface
characteristics at the orbiter/Centaur interface shall be as shown
in Table 7.

8.4.1.3.3 Grounding and Shielding. Grounding and shielding for the
CCE data recording shall be as shown in Figure 7.

8.4.1.3.4 Centaur Payload PCM Recording. No direct recording
capability will be provided for the recording of Centaur Payload PCM
data. However, those parameters in the PCM data downlink will be
recorded on the operational recorder.

8.4.1.3.5 Recorder Playback., In flight playback of CCE digital
data is via the orbiter KU-Band transmitter to ground. Playback of
data to GSE is via the orbiter T-O umbilical.

8.4.1.4 Multiplexer/Demultiplexer (MDM) Signal Acquisition Inter-
face. The orbiter shall provide data channels for the acquisition
of data parameters through MDM's which are under control of the
on-board computers. MDM signal transfer capabilities at the
orbiter/CCE interface are TBD.

Processing requirements to activate these interfaces are specified
in Section 9.0 of this ICD.

8.4.1.4.1 MDM/CCE Electrical Interfaces. TBD.
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8.4.2 Command Data Link.

8.4.2.1 Payload Signal Processor (PSP). The PSP receives command
data from the GPC via the payload MDM. The PSP rate buffers the
data and sends it to the Payload Interrogator (detached Centaur),
payload umbilical (attached CCE) or GSE. A functiomal block diagram

of the PSP command portion is shown in Figure 3. PSP command data
flow is shown in Figure 11.

Configuration Message Control - The PSP receives a configuration
message from the GPC (via the payload MDM) consisting of five 16-bit
words and configures the PSP to the proper command and telemetry
rates. The bit assignment of the PSP configuration message is shown
in Figure 4.

Message Validation Logic - The message validation logic performs
data validation on each word in the configuration and command
messages from the MDM. When one of the words of the configuration
message fails to conform to the data validation criteria, the word
shall be considered invalid and shall be rejected. If any word is
rejected by the validation logic, the entire configuration and
command message shall be rejected. The PSP shall then reconfigure
according to the instructions in a new configuration message within
one millisecond after receipt of the message. If the configuration
message is different from the previous configuration message while
the command data is being transmitted, the validation logic shall
reject both the configuration message and the command data message.

Status Message Assembler - Provide five 1l6-bit status messages to
the GPC (via payload MDM up to once every 80 milliseconds) for
verification of the PSP configuration. The bit assignment of the
PSP status message is shown in Figure 5.

Initial Configuration and Status - The PSP shall assume a known
initial configuration within 30 seconds after the application of
prime power and shall remain in the initial configuration until the
reception and execution of the first configuration message. The PSP
shall also assume the initial configuration within 1 msec when power
interruption from 24 vdc to 0 back to 24 vdc is experienced and/or
when the "Re-Initialize bit of configuration message is at logic

1". The following is the initial configuration:

a. Command Rate 2 kbps

b. Command Data Type NRZ-L

Ce Command Data Subcarrier 16 khz sine wave with
no modulation

d. Idle Pattern off

e. Telemetry Rate 16 kbps

£. Telemetry Type Bi-Phase-L

g Telemetry Frame Length Sixty-four 8-bit words

h. Telemetry Frame Sync Word Length 32 bits

i. Telemetry Frame Sync Word All "one's"
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j. Subearrier Qutput Qutput to P/L
umbilical, P/I, or GSE
umbilical is inhibited

k. Subcarrier Input Input from PLI or GSE
umbilical is inhibited.

Idle Pattern Generation - PSP can output an unmodulated or modulated
Te kKhz subcarrier to allow a payload to maintain command receiver
lock. The idle pattern modulation consist of alternating ''ones' and
"zeros". The rate of the idle pattern is the same as the last
"real' command data transmission, and always begins with a logic
"one.'" The idle pattern begins in the first bit period followin%
the last bit of the last '"real' command data word transmission i

the idle pattern enable bit in the previous PSP configuration word
has been set. Likewise, the idle pattern will end with the last bit
period prior to transmission of the first bit of the next ''real
command message.

8.4.2.1.1 PSP/CCE Command Interface. The PSP shall provide command
data on two redundant paths to the CCE while operating in the
attached Centaur mode, and on an RF link via the Payload Interro-
gator while operating in the detached Centaur mode. Only one of the
redundant paths shall be active at one time when operating in the
attached mode. The CCE shall select the active path for receiving
the command data. The PSP data output characteristics at the
PSP/CCE interface shall be as shown in Table 8. The Centaur command
format is shown in Figure 10.

8.4.2.1.2 Grounding and Shielding. Grounding and shielding for the
PSP/CCE interfaces shall be as shown in Figure 7.

8.4.2.2 MDM/CCE Command Interface. TBD.

8.4.2.3 Detached Centaur Command Data Link. The characteristics
for the command link Ir¥om the orbiter to the detached Centaur are
defined in ICD 2 - TBD.
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TABLE 1

Payload Data Interleaver Input Data Format Characteristics-CISS

Payload
Parameter l Dimension PDI Tolerance Characteristic Notes
Bit rate ; KPBS | 64 64
Code # | Bif-L } Biff-L
Word Length | Bits | 8 or multiples | TBD
- I| | of 8 ll
Minor Frame | Words | 8 to 1024 | TBD
Length N ll f
Minor Frame | Frames/Sec | 200 Max ! TBD
Rate | |
| | I
Master Frame| Minor | 1-256 | TBD
Length ﬂ Frames ﬂ ﬂ
Minor Frame | | 8, 16, 24 or 32 | TBD
Sync I | bits any pattern\
Contiguous loca-
tions at start H
# of minor frame |
Master Frame| | 8, 16, 24 or 32 | TBD
Sync | bits any pattern]
) Contiguous loca-|
tions at start \
{ of minor frame
Master Frame| | 8 bit minor \ TBD
Sync H ) frame counter \
Format ] One equal to H TBD
Sample Rates| | minor frame
[ | rate. Five \
} | equal to inter-
) | ger submultiple ‘
of Minor Frame
Rate. \
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Payload Data

TABLE 2

Interleaver Input Data Format Characteristics-CENTAUR

Payload
Parameter | Dimension | PDI Tolerance | Characteristic |Notes
Bit rate | KPBS " 64 64
|
Code | || Bi@-L | Bif-L
Word Length | Bits | 8 or multiples | TBD
! |I of 8 |I
Minor Frame f Words [ 8 to 1024 | TBD
Length f l ’
Minor Frame | Frames/Sec | 200 Max | TBD
Rate \ ‘
Master Frame| Minor ‘ 1-256 H TBD
Length Frames |
|
Minor Frame 8, 16, 24 or 32 | TBD
Sync bits any patternl
Contiguous loca-
tions at start |
| of minor frame |
Master Frame 8, 16, 24 or 32 \ TBD
Sync bits any pattern|
Contiguous loca-|
| tions at start |
f of minor frame f
Master Framel | 8 bit minor | TBD
Syne | % frame counter
Format | | One equal to | TED
Sample Rates| | minor frame |
| | rate. Five !
} ! equal to inter- |
ger submultiple |
| of Minor Frame |
H Rate. |
|
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TABLE 3

Payload Data Interleaver Input Data Format Characteristics-

CENTAUR Payload

Payload
Parameter l Dimension PDI Tolerance Characteristic Notes
Bit rate lI KPBS 'l 9.6 9.6
Code I| Il NRZ-L | NRZ-L
Word Length | Bits | 8 or multiples | TBD
| H of 8
Minor Frame | Words | 8 to 1024 | TBD
Length || ’
Minor Frame | Frames/Sec | 200 Max | TBD
Rate | |
| | |
Master Frame| Minor | 1-256 | TBD
Length | Frames H f
Minor Frame | | 8, 16, 24 or 32 | TBD
Sync % bits any patternk
f Contiguous loca-
| tions at start |
} “ of minor frame ﬂ
Master Frame| | 8, 16, 24 or 32 | TBD
Sync | | bits any pattern\
l } Contiguous loca-
tions at start |
l f of minor frame |
Master Frame]| | 8 bit minor TBD
Sync % % frame counter
Format l | One equal to s TBD
Sample Rates| | minor frame
| | rate. Five
, equal to inter-
ger submultiple
of Minor Frame
Rate.
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TABLE 4

Petached CENTAUR

Payload Data Interleaver Input Data Format Characteristics

Payload
Parameter } Dimension | PDI Tolerance | Characteristic |Notes
Bit rate H KPBS H 16 ﬁ 16
Code || II NRZ-L I| NRZ-L
Word Length | Bits | 8 or multiples | TBD
II | of 8 ||
Minor Frame i Words ’ 8 to 1024 N TBD
Length } ﬂ |
Minor Frame | Frames/Sec | 200 Max | TBD
Rate { % ‘
Master Frame( Minor ‘ 1-256 H TBD
Length | Frames ! |
Minor Frame | | 8, 16, 24 or 32 | TBD
Sync | bits any pattern‘
; Contiguous loca-
tions at start |
f of minor frame ﬂ
Master Frame] | 8, 16, 24 or 32 | TBD
Sync | bits any pattern\
| Contiguous loca-
| tions at start %
ﬂ of minor frame
Master Frame| | 8 bit minor ‘ TBD
Sync | H frame counter H
Format | | One equal to [ TBD
} Sample Rates| | minor frame |
| | rate. Five !
l | equal to inter-~ |
| ger submultiple |
, | of Minor Frame |
| Rate. |
| l l
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TABLE 5

PDI DATA INPUT/CCE TO ORBITER ELECTRICAL INTERFACE CHARACTERISTICS
ALL PARAMETERS REFERENCED TO CISS INTERFACE

Parameter | Dimension | Characteristics | Notes
’ Orbiter/CCE Interface ;
Signal Type| | Differential-Balanced | Refer to Figures 5-1
H and 5-2
Amplitute Volts | Min: 2.5 | Measured line-to-line
| pk-pk | Max: 9.0 H AT CISS interface
Duty Cycle ﬂ Percent | 50 + 1 [ (1) (2)
Bit-Rate | Percent | + 3.25 I (3)
Accuracy ’ ; ]
............................................... |_............---.......-.....-.....-...._
| Stability | | < 1 part in 10° over |
| H | sec period H
Waveform | | Overshoot and under- [ ‘
Distortion J | shoot less than 20% !
| of peak amplitude levell ‘
Noise | Milivolts [100 pk-pk, differential | CCE transmitting, not
I line-to-line, DC to 100]| tranmsmitting, or
l |I KHz l failed
Cable { 2 conductor twisted, | Rockwell design
l shielded, jacketed, | standard MP572-0328-
controlled impedance & 0102
Cable Ohm 75 + 5 | Characteristic
Impedance f Impedance
Cable Picofarads| 2900 max | Capacitance across
Capacitance ! | differential line
] f | pair from CISS inter-
- I \ face to PDI (18 to
f J 23 pf/ft)
Load Ohm 74 min * DC resistance line-
Impedance 91 max ‘ to-line at interface
includes cable
| | resistance ]
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TABLE 5

PDI DATA INPUT CCE TO ORBITER ELECTRICAL INTERFACE CHARACTERISTICS
ALL PARAMETERS REFERENCED TO CISS INTERFACE (Continued)

Parameter |

Dimension | Characteristics } Notes
g Orbiter/CCE Interface |

Cable | Ohm | 4.4 per conductor max H Based on 126 foot

Resistance | | | cable length from
| ] | CISS interface to PDI
% H h input

Cable | Feet | 126 (max) | From CISS interface

Length | to PDI imput

Rise/Fall | | Max: Refer to Differ- | (4)

Time | | ential Phase Skew | RT/FT are independent
| ! | of bit rate and data
| | | code type (Bif or

| NRZ)

Skew- Nanosecond (5) (7)

Differen- to Milli-

tial Phase second

depending
| on PL bit
rate

For Bif Max:

data:

0.159 Tp - 1x1076® - 2NTp -(R/(R+1)) Tp -
Tlr (Loge(Vipk-100mv)/(Vipk-300mv)) -
Ttr (Loge (Vepk+300mv) / (Vepk+100mv) )

Where:
N = Payload Duty Cycle Offset 0 <N < 0.05

R = PDI Programmed Bit Rate Offset with res-
pect to Payload Bit Rate (Refer to Figures
5-4 and 5-5.
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TABLE 5

PDI DATA INPUT GCE TO ORBITER ELECTRICAL INTERFACE CHARACTERISTICS
ALL PARAMETERS REFERENCED TO CISS INTERFACE (Continued)
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Parameter | Dimension | Characteristics ] Notes

Orbiter/CCE Interface

Vipk = Peak amplitude level of Bif) waveform
leading edge.

| Vtpk = Peak amplitude level of Bif} waveform
I trailing edge.

Tp - Reciprocal of CCE bit rate (center
frequency)

11

| Tlr = Max. rise time of Bif} waveform leading
H edge measured between 10% & 90% points.
|

Ttr = Max. fall time of Bif} waveform
trailing edge measured between 107%
and 907 points

A .
-
N

Skew~ |
Differen- |
tial Phase |
(Cont.) | |
I I|
For NRZ { | Max:
data: f |
% 0.309 Tp - NTp -
% Tcr (LOGe (Vepk-100mv) / (Vepk-300mv) ) -
H Tdr (LOGe (Vdpk + 300mv)/(Vdpk + 100mv))
I
l
Where:
N = Clock Duty Cycle Offset 0 <N < 0.05
Vepk = Peak amplitude level of CCE Clock
gignal.
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TABLE 5

PDI DATA INPUT/CCE TO ORBITER ELECTRICAL INTERFACE CHARACTERISTICS
ALL PARAMETERS REFERENCED TO CISS INTERFACE (Continued)

A e S R MmN R R LS PR R D S W D D G S AR P S D D AR MR D ME W ED SR A e Y D D D WP D ED WS R P NS S e en e SRR W e oo -

| Parameter | Dimension |- Characteristics H Notes
’ ! { Orbiter/CCE Interface
| | Vdpk = Peak amplitude level of CCE NRZ Data
! H signal.
{ | Tp - Reciprocal of CCE bit rate (center
g H frequency)
@

| | Ter = Max. transition time (rise%or fall time)
| ! of CCE Clock signal measured between
f ﬂ 10% and 90% points.
f | Tdr = Maximum transition time (rise or fall

| time) of CCE NRZ DATA signal measured
e | between 10% and 90% points.

Common Mode| Volt +3 pk-pk continuous (6)
or -60 pk-pk for 10
u sec for damage level | + 3 volts from EMI,
negligible from CCE
| or PDI.
(6)

| |

(1) Relative position of Bifi-L mid bit transition at interface

(2) Any bit or clock tramsition point occurs in time at the 50% pk-pk
amplitude point.

(3) The PDI shall set an error flag within its BITE Status Register
whenever the Payload bit rate exceeds + 3.25% of its specified
center frequency.

(4) The maximum limit for CCE signal Rise/Fall time is not to be
determined independently, but instead is to be determined as part
of a tradeoff with other related offsets. 1In order to make that
tradeoff, the appropriate general case equation for Differential
Phase Skew shall be utilized.

(5) These two general case equations for Bif) data and NRZ data are

an expression of how the CCE bit period is partitioned between
the PDI's Bit Lock Range, CCE Duty Cycle Offset, PDI Programmed
Bit Rate Offset (for Bif date only), and CCE maximum Rise and
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TABLE 5

PDI DATA INPUT/CCE TO ORBITER ELECTRICAL INTERFACE CHARACTERISTICS
ALL PARAMETERS REFERENCED TO CISS INTERFACE (Continued)

| Parameter | Dimension | Characteristics H Notes
| Orbiter/CCE Interface

T W G R D G W MR MR W AL ER U ED AL ol W M R AR T MDA A ED D AR S R N ek SO D A e AR N ww s O G o S AE e g S Ak NE D N S W AR G S N AR N e A AE A Ay T

Fall time. The solution for each of these two general case equa-
tions indicates that amount of the CCE bit period which remeins
(CCE bit period minus PDI Bit Lock Range minus appropriate
Offsets) for partitioning between the CCE signal Differential
Phase Skew and/or Phase Shift. A sclution for either of these

two general case equations which produces a negative result indi-
cates that the appropriate offset themselves have utilized all the
remaining CCE bit period such that nome is available for Differen-
tial Phase Skew and/or Phase Shift. PDI Bit Lock Range identifies
the absolute minimum amount of the CCE bit period required for the
PDI's Bit Synchronizer to achleve and maintain bit lock.

Date Type Bit Lock Range
Bif 0.159 T, -1 x 10-6
NRZ 0.309 TP -

CCE Signal Differential Phase Skew, as defined here,shall consist
of the absolute value of the difference between the Leading Edge
Phase Shift and the Trailing Edge Phase Shift (refer to Figure 5-3
and is independent of Payload amplitude level.

CCE Signal Phase Shift is the time differential between the 50%
points of associated amplitude transitions of the two CCE
differential inputs.

(6) Volts over frequency spectrum from DC to 100 KHz.

(7) This examle illustrates how the Bif} Data general case equation
for Differential Phase Skew shall be utilized by the CCE. The
following interface characteristics are utilized as part of the
first tradeoff for determining the upper limit for each of the
Offsets applicable to the CCE.

Bit Rate (Center Frequency): 64 KBPS
Bif Data Duty Cycle: 50 + 1%
Bif} Data Peak Amplitude 1.25 volts
Maximum Transition Time: 1 y sec

(Rise and Fall Time)
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TABLE 5

PDI DATA INPUT/CCE TO ORBITER ELECTRICAL INTERFACE CHARACTERISTICS
ALL PARAMETERS REFERENCED TO CISS INTERFACE (Continued)
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Parameter | Dimension | Characteristics | Notes
! | Orbiter/CCE Interface

¥or the specified center frequency of 64 KBPS, the corresponding amout:
of time for one bit period is: T, = 1/64 KBPS = 15.6 y seconds.

Within each CCE bit period (Tp), the general case equation for Bif
Data Differential Phase Skew provides for the following amounts of Tp
time to be dedicated to:

1) PDi's Bit Lock Range:

0.159 T, - 1 x 10-6 = 0.159 (15.6 y sec) - 1 ysec = 1.48 y sec
PDI'sBif Synchronizer to achieve and maintain bit lock.

2) Payload Bif) Data Duty Cycle Offset:
2 N Tp = 2 {0.01) (15.6) u sec) = 0.31 y sec with

N = 0.0l corresponding to a 1% Duty Cycle Shift.
3) PDI Programmed Bit Rate Offset: -
(R/(R+1))Tp = (0.008/(0.008+1)){15.6 u sec) = 0.123 , sec

with R = 0.8 7 as obtained from Figure 5-5 for a Payload bit rate of
64 KBPS.

4) Ambiguity in Change of PDI Receiver OQutput Due to Slow Trdnsition
Time of CCE Data Differential Inputs:

T1lr (LOGe (V1pk-100mv)/(Vipk=300mv)) + Ttr(LOGe (Vtpk+300mv)/(Vtpk+100mv))=
1y sec(LOGe(1.25-0.10)/(1.25-0.30)) + 1y sec(LOGe(1.25+0.30)/
(1.25+0.10))=1y sec(LOGe 1.21) + 1y sec (LOGe 1.15) = 0.3y sec

The remain%ng.amount of T, time which is available to the CCE user
for partitioning between &k Bif} Data Differential Phase Skew and/or
Phase Shift is:
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http:sec(LOGe(1.25+0.30
http:sec(LOGe(1.25-0.10)/(l.25-0.30

TABLE 5

PDI DATA INPUT/CCE TO ORBITER ELECTRICAL INTERFACE CHARACTERISTICS
ALL PARAMETERS REFERENCED TO CISS INTERFACE (Continued)

| Parameter | Dimension | Characteristics . I Notes
| Orbiter/CCE Interface

Diff. Phase Skew/Phase Shift = 1.48 jsec - 0.31 ysec - 0.123 y sec
- 0.3 yusec = 0.747 yusec

This completes the first tradeoff such that the general case equation

for Bif} Data Differential Phase Skew has enabled the user to dedicate
the following amounts of time as upper limits for:

0 < Duty Cycle Offset < 0.31 y seconds

0 < Transition Time Ambiguity < 0.30 p seconds
0 < Diff. Phase Skew/Phase Shift < 0.747 y seconds

If these upper limits are acceptable, then the CCE user shall determine
the actual amounts of time to be allocated to each appropriate Offset.
These "Actual Values" shall be specified within this ICD so as to
characterize the Payload-to-PDI interface. If these upper limits are
not acceptable, then the Payload user shall have to develop a second
tradeoff with an appropriate change in either the Duty Cycle Shift,
Maximum Transition Time, or Peak Amplitude. It should be noted that a
Payload user can only change PDI Bit Lock Range and PDI Programmed Bit
Lock Range and PDI Programmed Bit Rate Offset by choosing a different
Payload Bit Rate.

The general case equation for NRZ Data Differential Phase Skew is

utilized in a manner identical to its Bi@ Data counterpart with the
exception that PDI Programmed Bit Rate Offset is not included.
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V| = SIGNAL GROUND

Vz = |.25 VOLTS LINE TO SIG. GND.

V3 = 4.5 VOLTS LINE TO SIG. GND.

V, = 2.5 VOLTS P ~P LINE TO LINE DIFFERENTIAL BALANCED

Vg = 9.0 VOLTS P -P LINE TO LINE DIFFERENTIAL BALANCED

FIGURE 5-1 Data/bata - Difterential Transmission
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CCE DATA \\\\k

LEADING EDGE TRAILING EDGE
PHASE SHIFT PHASE SHIFT

CCE DATA ﬁ\\\\

AN

Differential Phase Skew = ’ Leading Edge Phase Shift - Trailing
Edge Phase Shift |

Shere:
Leading/Trailing Edge Phase Shift 1s the time differential between

the 507 points of associated amplitude transitions of the two
differential inputs.

FIGURE 5-3 Differential Phase Skew
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TABLE 6

PDI CLOCK INPUT/CCE TO ORBITER ELECTRICAL INTERFACE CHARACTERISTICS
ALL PARAMETERS REFERENCED TO CISS INTERFACE

Parameter | Dimension | Characteristics | Notes
|| Orbiter/CCE Interface |
Signal Type] | Differential-Balanced Refer to Figures
! % | 5-1 and 5-2
Amplitute | Volts | Min: 2.5 | Measured line~to-line
ﬂ pk-pk | Max: 9.0
Duty Cycle | Percent | 50 + 5 | NRZ bit rate clock
| ll k
Skew - Dataf | Max: + 10% of clock | Bit rate clock to NRZ
to Clock | | period | bit start (1). See
(NRZ) | ! | Figure 2.10.2.3.2-1
Stability ‘ < 1 part in 10° over I
| | 60 sec period “
Clock ; Percent | + 3.25 \ (2)
Accuracy J ﬂ
Waveform f | overshoot and under- H
Distortion shoot less than 20% H
’ of peak amplitude level
Noise | Milivolts ]100 pk-pk, differential l CCE transmitting,
! line-to-line, DC to 100\ not transmitting, or
f KHz failed
{ Cable | | 2 conductor twisted, \ Rockwell design
l | shielded, jacketed, H standard MP572-0328-
l { | controlled impedance 0002
Cable } Ohm 75 + 5 ‘ Characteristic
Impedance % H Impedance
Cable f Picofarads 2900 max | Capacitance across
Capacitance| | differential line
ﬁ pair from CISS inter-
face to PDI (18 to
‘ 23 pf/ft)
Load Ohm 74 min \ DC resistance line-
Impedance 91 max to-line at interface
‘ includes cable
| | ! resistance
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TABLE 6

PDI CLOCK INPUT/CCE TQ ORBITER ELECTRICAL INTERFACE CHARACTERISTICS
ALL PARAMETERS REFERENCED TO CISS INTERFACE (Continued)

——— o o ) T — — . G S SN S M S W M S R WP D WD N W R TR N Em AT MR MR M T We mm o SR SE Am A SR AR A GE A S ED AN Em S RS SR e oem S e e o A

Parameter

Cable
Resistance

e el et

Rise/Fall
Time

Skew-
Differen-
tial Phase

Common Mode

A AR s W SN am VR e oW ML e m mm S M AN e o T A S ke N A M i S S T MR A R R s g D GE MR e DGR D am sk e e em mm SR ER M Gl s N S NP AR SR D GE Me e e Sm ew

Any bit or clock transition point occurs in time at the 50% pk-pk

| Dimension

- en at e AR e

Nanosecond
to Milli-
second

| depending
on bit
rate

amplitude point.

center

frequency.

Characteristics
Orbiter/CCE Interface

S D O SR G ek R D e DAL e e m ER AR D e A
P T L L T B e N

Max: Refer to Differ-
ential Phase Skew

Maximum value shall be
the same as that speci-
fied for associated
NRZ data

Min: +3 pk-pk continu-
ous or +60 pk-pk for 10
u sec for damage level

The PDI shall set an error flag within its BITE Status Register
whenever the Payload bit rate exceeds + 3.25% of its specified

Volts across frequency spectrum from DC to 100 KHz.

Based on 126 ft.
cable length

-y e A SR dek 4 T T WS WD R D e WD AL T M e e

From CISS interface
to PDI imput

RT/FT are independent
of bit rate and data
code type (Bif or
NRZ)

e v mr we wF AP A W W SR D mm e e R ke

+ 3V from EMI,
“negligible from pay-
load or PDI

1 (3)
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Figure 6-1 Skew
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¢LOCK

@ The rising edge of ezch clock signal shall be coincrdent
with the starting edge of the corresponding data bit period
within plus or minus 10 percent of the clock period maximum,
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TABLE 7

DIGITAL DATA RECORDING ELECTRICAL INTERFACE CHARACTERISTICS
ALL PARAMETERS REFERENCED TO CISS INTERFACE

Dimension | Characteristics
’ Orbiter/CCE Interface

Bit Pate | kbps Il 64

Signal Type} ﬂ Differential
____________ ‘______--___-]_______--___-,___-__--__
Data Type | BL ¢-L

Rise & Fall| Percent 10 Max

Time Bit Cell

Time (BCT)

Signal v, P-P 3.7 Min

Amplitude H 9 Max

Jitter & Percent

Assymetry of BCI + 2

Input Ohms, L-L | 75 + 10%

Impedance |

{(Recorder) a

Source } Ohms, L-L | TTI Compatible (&)
Impedance |

(Payload) { |

Common-mode| volts l + 15

Rejection | n

Cable Type f | Twisted Shielded Pair
Cable Ohms 75+ 5

Impedance | |

(Orbiter)

Cable | Picofarads | 2900 Max (3)
Capacitance

(Orbiter)

Cable ohms 4.4 per conductor(max)
Resistance | I

(Orbiter) | | (3
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(1) Referenced to Signal Ground

recorder input

E2) FMI class 'RF'. Refer to Table 10.7.1-1
3) Eased on 126-ft cable length from CISS interface to payload

(4) such as TI SN55114, or equivalent
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TABLE 8

ORIGINAL PAGE [8
OF POOR QUALITY

PSP COMMAND DATA OUTPUT, ELECTRICAL INTERFACE CHARACTERISTICS
ALL PARAMETERS REFERENCED AT CISS INTERFACE

A A vk r mm TR R AR Ay e R M AR M R R M R RS W S e Em AR WA T M Em e e e S A e e S S AR A ML AR WS A ED GD WS Es O Wk W S WS ES s AR TR S e

Subecarrier
Frequency

-—— e e wr wr ey

Subcarrier
Harmonic
Distortion

- am Em e e e

Subcarrier
Frequency
Stability

Subcarrier
Modulation

Data Rate
Stability

Frequency-
to-Bit
Rate Ratio

Data
Transition

o e w we mm w

Data
Asymetry

Channel-
to-Channel

Isolation

R B e e e e e R B e e e el e P Y

P Y X T Ty ]

Less than 27 of the
power in the subcarrier

R e el L

< 1077 of the sub-
carrier frequency over
a 10 second period
(short term) (1)

- v e e TS GE S D e T W Gn e e Sw

1000 + 0.001%(long term

(1 ~
107 over a 10 second
period (short term) (1)

- A S ot | e W M ok e A A b ek e WAL A e e e WY

- R D A A kS SR R A ek P TR AR D M e

P L L L L L X R N R R

Data shall alter S/C
phase by + 90° + 10%

T R A ke S T ED | e et EE am R N ER WD AR M e am o G AL SR N R o A e

____________ S

Percent of
bit period

3.0 tO 4-4’ line-to-
line

- e TR e Sk v Y D Ak e e A e e b

- T W e WS A i e bt

| Total harmonic
H distortion
|

A e et R U R N ED AR Sm W R ke v UMD AR el
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e Y e e S w

P e WS M D e e 0 W de

Data waveform shall

conform to S/C zero
crossings within

+ degrees

[ Y L L L L R ]

Voltage at CISS

interface includes
orbiter cable losses

—— A U A A e W N R ke b we W S A A

Percent of | 2 max over a 300 bit | See Fig 9
bit period | period
dB 40 min Between-channel

isolation when each
channel is terminated

| with 75 ohms
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TABLE 8

PSP COMMAND DATA OUTPUT, ELECTRICAL INTERFACE CHARACTERISTICS
ALL PARAMETERS REFERENCED TO CISS INTERFACE (Continued)

Parameter | Dimension | Value N Notes

Source , Ohms < 15 !

Impedance | | H

Load a ohms | 75 + 10% H

Impedance ; e l

Qutput | | Differential |

Type | 1I lI

Load { | Differential, Direct H

Terminationf ; Coupled

Offset l volts | 0.0 + 0.5 either line- E

H to-ground h
Cable Type } | Twisted Shielded Pair H EMI class 'RF' refer
ﬂ | to Table TBD

........................ l - - -~ |’-..__...............-..-..._..............-
Cable ; Ohms | 75 + 5

Impedance | - |

(Orbiter) } # |

Cable Picofarads | 2900 max (2) ‘ 18 to 23 pf per foot
Capacitance H

(Orbiter) }

Cable Ohms | 4.4 maximum per H

Resistance | | conductor (2) \

(Orbiter) ’

Cable Feet | 126 (max) H From PSP to CISS
Length % ‘ interface

(Orbiter

. T R e T S N m S kML vt VD M SR D e T TR M m e D D AL e P TR WD MR A S D D M wh D D W M A R N W N P SE AR ML A W W AN D OGP RA MR am e W S T e WS e e e

El) Based on MTU accuracy and stability
2) Based on 126 foot cable length from PSP output to CISS interface
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ORIGINAL PAGE 1S
OF POOR QUALITY

PAYLOAD cronaL
INTERROGATOR |frrmmaefiion. PROCESSOR
2— 1 1
DETACHED
CENTAUR
PasLomD T
| INTERROGATOR  foorece—— i) PROCESSOR
2 2
CISS
INTERFACE XO 576,00
Yy ¥
PAYLOAD
DISTRIBUTION
DATA, BI @ | PANEL
—_— e —_—— )
CENTAUR PCM PAYLOAD
CISS PCM DATA, BI ¢ —_——— — m| DATA
s/C 1 INTERLEAVER
s/c 2 DATA/CLOCK NRZ I
DATA/CLOCK NRZ
S A——
FIGURE 1 PAYLOAD DATA INTERLEAVER DATA FLOW
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ORIGINAL PAGE IS

| N WORDS PER FRAME OF POOR QUALITY
SYNC , COUNTER ’
1] l 17 l ------------------
IJ """" e Semeommmeoee-
TTh [“"T' """ '} """"""""""""""""""
: I R |TTTmTmmemmmes s mamm o
........ |-...-_.......__--II-..-........-........-----......--------
M FRAMES " | "

PER DATA CYCLE |---1-l----|l----;-‘ ------ \ ----------------------------
---I-I----]I----:l ------ 5 --------------- ToTTETmETTTTET
---:!—---II-'"'-;. ------ ‘ ----------------------------
---.I-I----ll---“-;l ------ ‘ ----------------------------
I |7mmmmmm e
"";""H""L """ ﬂ """""""""""""""

D Al SR G g TR D A e e G D D R R T WD MR M W WS G e e M o et e e v e M GE A e N N A e P S M M A S W S S R WS G ey R A Em e b e

. CENTAUR USES A SHUTTLE STANDARD TYPE 3 FORMAT
WORD LENGTH IS 8 BITS.

. DCU DIGITAL DATA OCCUPIES 3 WORDS (24 BITS).

. SYNC PATTERN IS 01147537 OCTAL - PROGRAMMED BY SOFTWARE.
. FRAME COUNTER COUNTS FROM 1 TO M (COUNTER IS 8 BITS).

. M, N ARE TBD, BUT BOTH WILL BE EVEN.

. DATA CYCLE WILL BE APPROXIMATELY 1 SECOND LONG.

Figure 2 Type 3 Shuttle Standard Format

INTERFACE CONTROL DOCUMENT

SIZE {ICD NO REV | SHEET 75
ORBITER VEHICLE/CENTAUR A ICD-2~1F001 oF

FORM 3935~—F—91 NEWB—74




pL—8 MIAN 16~—3—SEGE WHOL

WAVINID /ITOTHIA HALIGNO

VY

3zis

10041-2-001

ON a2l

A3H

40

9/ 133HS

INFWNND0A TOHLNOD 3FOV4HILNI

g P/L. UMB 1
STATUS CONFIG uma?f(fcm, »-P/L UNB 2
u
MSG HSG ssLEcTION [~ P/L M8 3
ASSEMBLER CONTROL LOGIC [=P/LUMB 4 ___—___,,
* boeeeP/l. UMB 5 GSE
FHSG IN DIS T
" Mse out 1S f oo WORD sromnae | dewo wsc IDLE NRZ-L. ouUTPUT |
MOM) WORD DI DATA >l vae o ceen PP 70 sorrer [ PATTERY bl SELECTION |
INTERFACE LOGIC SELECTOR J
(DATA
HSG 170 TOGGLE IDLE
VAL CONTROL PATTERN 0, et i vo
LOGIC LOGIC GSN ¢
@) seL e/ um
4 T OUTPUT —~ 28 VDC
1.024 MHz SQ p| Tining @ SEL GSE
VAVE FROM HTU ' QUTPUT — 28 vOC

Figure 3 Functional Block Diagram (Command Portion)

16 kHz SINEWAVE

SEL GSE

INPUT — 28 vDC

ALIYND ¥OO0d 40

51 20Y¥d TYNIDRIO




£

ORIGINAL PAGE 3
OF POOR QUALITY

Ml efaTals e

o ]s twin
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Figure 4 PSP Configuration Message
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OF POOR QUALITY

N DATA CONFIE ERROR  NEW CORFIG IDLE PATTERN ENABLED
f i i T
[y J2lalslstelrlsTsiwln 1zInJL1;'[x?T1{J
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Figure 5 PSP Status Message
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GROURDING AND SHIELDING TERMINATIOR

PAVIGAS BATA ORBHTER CCE
INVERLCAVER TYPICA
INTERPACE
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LY | = !

REFTRENCE OwLY

Figure 6 Payload Data Interleaver Grounding and Shielding
‘ Interface Data & Clock
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GROUNDING AND SHIELDING TERMINATIONS

PAYLOAD RECORDER
DIGITAL

ORBITER PAYLOAD

7”77
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PANEL
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TYPICAL DAIVER
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Figure 7 Data Recorder Grounding and Shielding
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CRIGHIAL PARGE €
OF POOR QUALITY

GROUNDING AND SHIELDING TERMINATION

ORBITER PAYLOAD

PAYLOAD
SieGWAL PROCESSOR 82 30 P/L STATION P/L rlﬂ&l.ﬂtﬁﬁ

'8

Jskh ] po4y DISTRIBUTION PANEL
5 ‘ _ INTERFACE l 2 NEGOH
- - - _! 5%&1
AL TSPIXEEIXD 3 4 IJ
y .
\ J f;

REFERENCE ONLY

é SIGNAL GROUND

,}7 STRUCTURE OR
CHASSIS GROUND

r——. -

Figure 8 Payload Signal Processor Grounding and Shielding
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CRIGINAL PAGE 19
OF POOR QUALITY

tMIN tmax tave

To o T tMax
NOTES:
1. ty,, - MAXIMUM SYMBOL PERIOD
2. %, ~ MINIMM SYMBOL PERICD
3. t,,, - IS THE AVERAGE SYMBOL PERICD
4. T, - IS THE OBSERVATION TIMB
5. ASYMMETRY DOES NOT ACCUMULATE (i.e., t, = 3§ WHERE R IS THE DATA RATE)

Yuax - SuIn

ASYMMETRY % =
Yuax ¥ Han

X 100%

Figure 9 Digital Data Asymmetry
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1MESSAGE ‘

IDLE PATTERN |WORD 1 | WORD 2 | 3} | N-.1 | N |IDLE PATTERN

. IDLE PATTERN IS 101010 .. - MINIMUM OF 132 BITS PRECEEDING EACH
MESSAGE

. ALL WORDS ARE 16 BITS. THERE ARE NO START OR STOP BITS BETWEEN
WORDS.

-« WORD 1 IS A FIXED SYNCHRONIZATION PATTERN, REGARDLESS OF THE
MESSAGE TYPE. THE SPECIFIC PATTERN IS TBD.

WORD 2 DEFINES THE MESSAGE TYPE (I.E., COMMAND OR NAVIGATION
UPDATE) AND MESSAGE LENGTH (NUMBER OF WORDS).

WORD N IS A CHECKSUM OF THE PREVIOUS WORDS FOR ERROR DETECTION
PURPOSES. THERE IS NO ERROR CORRECTION CAPABILITY.

. THE TOTAL MESSAGE LENGTH IS VARIABLE.

. A CONTINUOUS IDLE PATTERN IS DESIRED BETWEEN MESSAGES TO MAINTAIN
SYNCHRONIZATION OF THE COMMAND DETECTOR UNIT IN THE CENTAUR
TRANSPONDER .

Figure 10 Preliminary Centaur Command Format
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OF

DETACHED
CENTAUR
PAYLOAD PAYLOAD
INTERROGATOR INTERROGATOR
2 1 Ciss
Xp 576.00 INTERFACE
PSP 1 }{+——— o
PAYLOAD
DISTRIBUTION
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PSP 2 §om
FIGURE 11 PAYLOAD SIGNAL PROCESSOR COMMAND DATA FLOW
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OF POOR QUALITY

CISS

INTERFACE  Xg 576.00
64
CII;EPS —a  PAYLOAD .
64KEPS DISTRIBUTION PAYLOAD

=] PANEL RECORDER
CENTAUR > -
FIGURE 12 PAYLOAD RECORDER DATA FLOW
Figure 12 Payload Recorder Data Flow
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9.0 SOFTWARE REQUIREMENTS

9.1 Software Overview. TBD.

9.2 Orbiter General Purpose Computer Standard Software Service.

9.3 Mission Phase Applicability.

9.4 Software Constraints. TBD.

i

TBD.

TBD.
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12.0 SHUTTLE GLOBAL-POSITIONING SYSTEM INVESTIGATIONS

The analyses and investigations of the Global-Positioning System
(GPS) centered on the Texas Instruments (TI) digital multiplex receiver since
1t was a potential candidate receiver for the Shuttie GPS navigation system.
Furthermore, th1s TI receiver utilizes a unique design approach which has not
heretofore been seen or reviewed by NASA or Axiomatix.

In Axiomatix Report No. R8111-2, "Shuttle Global Positioning System
{GPS) Design Study," dated November 5, 1981, the multiplex code-tracking per-
formance, multipiex carrier-tracking performance and multiplex code-acquisition
performance are analyzed. The carrier-loop time~sharing loss analysis shows
that the loop threshold increases by -10 log (dp), where dp 1s the duty factor
due to time-sharing among multiple satellites. However, the receiver also
multtiplexes between L1 and L2 frequencies, so there 1s also some time-sharing
Toss due to I_l/L2 sharing. It is shown in the report that the TI implementa-
t1on avoids most of this loss and that the actual loss due to Ll/L2 sharing
15 between 0.4 and 1.0 dB. The report also expiains how the TI tracking dis-
criminator functions for L1 and L2 code tracking. The time-sharing loss due
to code-tracking-loop muitiplexing among satellites 1s shown to be L = 10 Tog
(dz)> where dp 1s the on-time duty factor of the code Toop.

The report discusses acquisition strategies for singfe- and dual-RF
channel receivers as well as dedicated versus multiplexing receiver channels.
It is shown that, for a single receiver, dedicated pseudochannel or multipie
channels acquire four times slower than a continuous receiver, and dividing
the uncertainty among the channels results 1n acquisition times which are five
times longer. Finally, some actual C/A code-acquisition times are calculated
for a Shuttie scenario, 1t 1s found that a four-channel receiver can acquire
with a probability of 0.999 in approximately 60 seconds.

The unique freguency plan and processing-gain preservation scheme
used 1n the TI recetver 1s also discussed n the report. In order to derive
the receiver threshold for the GPS/Shuttle 1ink, the error response of a third-
order carrier Toop to a step in jJerk 1s analyzed. From the receiver threshold
results, the GPS/Shuttle 1ink budget is calculated. Finally, the report docu-
ments the update on TACAN interference analysis.
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1.0 INTRODUCTION AND SUMMARY

This report documents the analyses and investigations of the
Texas Instruments (TI) Digital Multiplex Receiver conducted by Axiomatix.
Axiomatix has analyzed this receiver since it is a potential candidate
receiver for the Shuttle GPS navigation system. Furthermore, this TI
receiver utiiizes a unique design approach which has not heretofore been
seen or reviewed by NASA or Axiomatix. The TI receiver architecture is
summarized 1n Section 2. The salient performance factors of the receiver
are summarized below.

In th1s report, we primarily analyze multiplex code-tracking
performance and mulitiplex carrier-tracking performance as well as multi-
plex code acquisition performance. In Section 3, we analyze the carrier
loop time-sharing Toss and show that the loop threshold increases by
-10Tog [dFj, where dF 1s the duty factor due to time-sharing among mul-
tiple satellites. However, the receiver also multiplexes between LI and
L2 frequencies so that there 15 also some time-sharing loss due to L1/L2
sharing. In Section 4, we show that the TI implementation avoids most of
this loss and that the actual loss due to LT/L2 sharing 1s between 0.4
and 1.0 dB. In Section 5, we explain how this TI tracking discriminator
functions for L] and L2 code tracking. The time-sharing loss due to code
tracking-loop multipTexing among sateliites 1s shown in Section 6 to be
L = 10 1og Cdg], where d; 15 the on-time duty factor of the code loop.

In Section 7, we discuss acquisition strategies for single- and
dual-RF channel receivers as well as dedicated-versus-multiplexing receiy-
er channels. We show that, for a single receiver, dedicated pseudochannel
or multiplex channels acquire four times slower than a continuous receiver,
and dividing the uncertainty among the channels results 1n acquisition
times that are five times longer. Finally, in Section 8, we calculate
some actual C/A cpde acquisition times for a Shuttie scenario and find
that a four-channel receiver can acquire with a probabi1lity of 0.999 1n
approximately 60 seconds.

Section 9 discusses the unique fregquency plan and processing gain
preservation scheme used 1n the TI receiver. 1In Section 10, we look at the
error response of a third-order carrier loop to a step 1n jerk This re-
sult 1s used 1n deriving receiver threshold for the purposes of calculat-
1ng a GPS/Shuttle Tink budget. This 1ink budget is presented in Section
11, along with documentation of the update on TACAN 1nterference analyses.



2.0 OVERVIEW OF TEXAS INSTRUMENTS' MULTIPLEX RECEIVER

The T1 multipiex receiver utilizes several innovations in GPS
recelver architecture. The major i1nnovation 1s the multiplex feature
whereby one physical RF channel can simultaneously track multiple satel-
Tites on both L] and L2 frequencies. This 1s done by sampling each sat-
ellite signal at essentially the Nyquist rate.

An 1ndication of the Nyguist sampling process timing used in
the TI nmultiplex receiver 1s given in Figure 2.1. This compares multiplex
receiver timing with sequential receiver timing. As an aid in gaining
perspective, the timing for a typical multiple-channel receiver 1s shown
in Figure 2.2.

A top-level functional block diagram of the receiver is shown
in Figure 2.3. A Targe portion of the receiver 1s mmpiemented 1n software,
as indicated by the baseband processor box. The interfaces between the
hardware and software functions are indicated in Figure 2.4. It 1s this
software 1mplementation of receiver functions that, for the most part,
allows a significant reduction 1n hardware while enabling multiple satel-
Tites to be tracked

Another 1mportant innovation utilized 1n the TI receiver 1s the
sum and difference tracking Toops.

A functignal block diagram of the basic TI multiplex carrier
Toop 1s shown 1n Figure 2.5. This diagram highlights the L]/L2 t1me-sharing
process through which the usual 3-dB loss 1s partially avoided, The basic
approach 1s to simultaneously track the sum of the L1 and L2 carrier phase
errors, ¢z, and the difference between the L1 and L2 carrier phase errors,
¢A The loop estimate of the L] and L2 carrier phase errors then proceeds
from the simple calculation:

_ b T 9
¢ = ¢ *t9 T A
_ by ~ ¢
o} = ¢ -~ pX A
A L1 L2 5 = ¢L
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3.0 GPS CARRIER~LOOP TIME-SHARING LOSS

The purpose of this section 15 to demonstrate that a carrier
Toop suffers the same multiplexing loss as the code-tracking loop,
namely, that the threshold 1ncreases by -101096&J[d8]. The analysis
was carried out for a CW loop, although the result can be generalized
to Costas Toops as well as quadriphase~tracking loops.

3.1 Analysis

The purpose of this analysis is to establish that ordinary mul-
tiplexing of the carrier loop, whether from L] or L2 or from satellite to
satell1te, y1elds an increase in reguired C/N0 of -1010g dF’ where dF
1s the fraction of the time that channel {or satellite) 1s on For exam-
ple, 1f there are four satellites being tracked and both L, and L, are
used for each satellite, the total loss is then —]0?09(%) = 9 dB. This
analysis 1s for ordinary time-sharing and does not include the technique

used by TI to reduce the LT/LZ time~sharing loss.

32 Carrier-Loop Time-Sharing lLoss

Consider the phase-locked-Toop medeil 1n Figure 3.1 and the mui-
tiplexing function, g(t), 11lustrated 1n Figure 3.2 Model the received
signal by

y(t) = /2P s1n(@0t4-e) + n(t) (1)

where wy 1 the radian carrier frequency, 8 1s unknown phase and n(t) 1s
white Gaussian noise {WGN}.
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After the multiplexing operation, we have

y'(t) = /2P g(t) sin(ugt+0) + g(t)n(t) (2)

The error signal, e(t), is then described by

e(t) = J2P g(t) Sin[tuot+ 5 \/.'Z"cos(wot+ 8) + g(t) n(t) cosCmOt+§) (3)

The noise can be written 1n terms of its 1n-phase and quadrature compon-
ents, as follows:

n(t) V2 ns(t) s1nCmOt+ 6) + v2 nc(t) cosCmOt+ 8) (4)

or

e(t) = /P g(t) sing + g(t) nc(t) cos ¢ + g(t) ns(t) s1n¢ (5)

It can be shown that, if ¢(t) is very narrowband compared to n(t), (4)
has an equivalent noise term described by g(t)nc(t) which 1s obvious when

¢ =0
Now write g(t) in the Fourier series as
CO ]
g{t) = 5 nz ¢, cos(n m0t+¢n)
where
sin(nmd.)
F 2r
C = 2R Wy = T (6)
n VG ni dF ( 0 TO)
and
A = 9 (7)
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Using (6) and (7) in the first term of (5) produces

sin nud

e(t) =P d. sinp + Fsing ) 2de cos(nugt+ ¢ )
n=1 n

+ g(t)n(t)

n'n'dF

Since nc(t) and n(t) have the spectral density over the region of 1inter-
est, we drop the subscript ¢ on nc(t). Considered as a Heaviside opera-
tor, the loop produces the output

Fis)e(t) = F(s){Jﬁ'dF sin ¢ + g(t)n(t)} + f1ltered multiplexing @)
harmonics 8

It foilows that the output phase estimate 1s given by
5 = KB Ly + gt (9)
Linearizing the loop equation (9) using ¢ = 8- 8 produces
8- = EE£§1-{Jﬁ'dF¢ + g(t)n(t)} (10)
Rearranging, we have
/P di KF(s) ,

o+ Ly = - KB grynge) ()

Solving for ¢, we have

. H(s) g(t)n(t) (2)
= S$) —/——— 12
P d,
where
ﬁd KF(S!
H{s) = F..5 (13)

/P de KF(s)
T+
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The tinearized phase error variance is then given by
(0) 28
o 2 - /ef;;n 2 L (]4)

where ,Jgn({)) 1s the spectral density of g(t)n(t) assuming stationarity.
The autocorrelation function of g(t) using time averaging produces

Rg('r) = dp /\(t) z 6(:1:+nT0) (15)

n=-cw

where * denotes convolution. Hence, the spectral denstiy of g{t)n(t) at
f=0 1s given by

2 (0) f PAGY AR (16)

The spectral density of g(t) 1s gtven by

,Gg(f) = g{dFél\-‘(T) * ngw s(t+ nTO)} (17)
- F S (e 0T da(d AL (18)
==
o s1n(1rd ) 2
= T]_n:z_w s(f-n/Ty) dF(dFTO)( 'ndFTOf ) (19)
or
2
a2 smGrdFTOf]
z/;(f) = dc n;_m (W a(f-n/TOde (20)

where /d}('r) 1s the autocorrelation function of one g(t) pulse, as shown
in Figure 3.3. Therefore, the spectral density at f=0 1s given by

N

® w s1n(md T,f)
A (0) - szf 2 2 (W) 8(F - n/To)df (21)

nN=-e
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Figare 3.3. Autocorrelation of g(t) for [z} < T

or

N o {sin{wd.n) 2
MO EECEEED (mﬁ—”—) (22)

gn e oo En

From [1], we have

2 —— = = (23)
noee  (nmdg)’ dp
It follows that
) - Dy (24)
an 2 °F

Therefore, from (14) and (24), we have that the 1inearized phase error
variance is given by

2 NgB

o = 5= (25)
¢ dFP

where we have assumed that the non-DC 1ine components of.Adgn(f) are neg-
11gible on their effect on the loop, 1.e., BLT << 1, where B, is the
one-s1ded loop bandwidth

We see that the final result, (25), indicates that the "effec-
tive" signal Toss 1s dF’ or -~10Tog dF 1n decibels. Therefore, 1f the Toop

15 time-shared 50% of the time, the carrier threshold 1s 3 dB higher, etc.

0 L
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4.0 PERFORMANCE OF THE TEXAS INSTRUMENTS' CARRIER-LOOP SCHEME
FOR AVOIDING THE LI/LZ TIME-SHARING LOSSES

This section analyzes the Texas Instruments' (TI) GPS advanced
digital receiver carrier-tracking performance. In particular, the pro-
cessing of the sum and difference channels are analyzed when they are
corrupted 1n white Gaussian noise. In addition to thermal noise, delay
effects due to the 50-Hz digital-processing rate and the 1ntegrate-and-
dump f1lters are considered.

4.1 Executive Summary

This section presents an investigation of several aspects of the
operation and performance of the TI receiver multiplex carrier-tracking
system. Multiplex carrier-tracking allows one physical RF channel to per-
form the functions of four sateliite-tracking channels plus L1 and L2
tracking for 1onospheric correction. This sharing is, for the most part,
real1zable due to software 1mplementation of much of the carrier-tracking
loop, thus resulting 1n considerable hardware savings relative to a paral-
Tel channel receiver. The price of this hardware savings 1s a loss of
available si1gnal-to-noise ratio (SNR) when multiplexing among satellites.
Th1s loss has been documented by Axiomatix [2]. The SNR Toss which might
be incurred due to L{/L, sharing has been minimized by the TI design.

Th1s report describes how this 1s accomplished and what the actual loss
1s In addition, the response to dynamics and 1imitations to loop band-
width for the TI design are covered 1n this report.

A functional block diagram of the basic TI multiplex carrier
Toop 15 shown 1n Figure 4 1. This diagram highTights the L1/L2 time-sharing
process through which the usual 3-dB loss is partially avoided. The
-basic approach 1s t0 simultaneously track the sum of the L1 and L2 carrier
phase ervors, ¢s and the difference between the L] and L, carrier phase
errors, ¢, . The loop estimate of the L1 and L2 carrier phase errors then
proceeds from the simple calculation:

.+ ¢
b T oA, el .

¢A = ¢|_ '¢L

(]
fl
-

—

1 2
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In the analysis which follows, we show that the tracking error
variance for channel L4 (or Lz) for the multiplexed Toop is given by

[
' N. B N 2 2

where T 1s the GPS 20-ms bit duration. The variance for a nontime-shared
loop is simply NOBLE/P and the degradation for the multiplexed loop rela-
tive to the nontime-shared Toop is shown plotted 1n Figure 4.2 as a func-
tion of the SNR PT/N;. As can be seen from Figure 4.2, the ratio of dif-
ference to sum loop bandwidths 1s a factor 1n the degradation. It can

be seen that, to minimze the Ly/Ls time-sharing degradation, a BLz/BLA-3
10 should be used.

Two properties of the Ly/Lo multipltexed loop which affect the
abiTity of the Toop to track vehicular dynamics are examined 1n the re-
port. The first property, discussed 1n section 4.4, illustrates how the
effective closed-Toop response of the L]/Lz multiplex loop is roughly
equivalent to a Toop with the average of the sum and difference loop f11-
ters The second property, discussed in section 4 5, is the effect of the
delay in the Toop on the Toop stabi17ity and bandwidth. Our simplified
model and analysis i1ndicates that the loop bandwidth for a second loop
must be less than 3.3 Hz fo keep the noise jJitter from 1ncreasing no more
than 20%. Furthermore, at BLO = 13.3 Hz, the loop becomes unstable.
Thus, 1n order to track certein vehicular dynamics, it may be necessary
to utilize a higher order tracking loop having a narrower bandwidth. We
have not yet analyzed the performance of such a Toop.
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4.2 LI/LZ Carrier-Loop System

The main purpose of th1s report is to present the interesting
carrier-loop scheme used in the Texas Instruments (TI) GPS receiver [3-6]
to avoid the L1/L2 carrier-loop time-sharing losses {per1odica1?y switch-
ing between L; and L,).

We will discuss the carrier-Toop operations first, then the
tracking-Toop performance. Figure 4.3 illustrates the TI carrier-1oép
system based on a TI viewgraph presentation in which the L1 and L2 fre-
guencies are time shared., The system of Figure 4.3 1s configured for one
satell1te operation; however, the TI receiver can operate simultaneously
on four or more sateilites. Two carrier frequencies are used Ll-

1575.42 MHz and L2: 1227.6 MHz. Both L-I and L, are quadriphase signals,
with the wn-phase signal being modulated with both data and the P code.
The @ phase signal 1s modulated with both the C/A code and data: further,
the in-phase signal is 3 dB higher 1n average power, The dashed Tine
separates the digital portion from the analog portion.

The loop distinguishes between LT and L2 operations by freguency
discrimination, whereas the clear code and P code are separated by the two
distinct PN-type codes used on the I and Q phases at the same frequency

Consider Figure 4.3, which 1s configured for one satellite
operation  Since the data is 50 bps, the bit duration 1s 20 ms. How-
ever, since L] and L2 have to be time shared, only 10 ms are tntegrated
at one time Both I and Q integrations are performed, digitized, and
shifted down a delay circuit one tap every 10 ms,

Figure 4.4 11lustrates how L] and L2 are time shared as well
as how two error control functions, e; and e;, are obtained and delivered
to the loop filter at a 50-Hz rate. Hence, we see that the first half of
the data b1t time 1s devoted to L1 and the second half to L2. It 15 also
clear at this point that the data suffers a 3-dB time-sharing loss.

There are two Toop filters used 1n the L1/L2 carrier-Toop con-
trol. The first 1s designed to process the sum of the L1 and L2 phase
errors. In the second loop filter, the difference between the Ll and L2
phase errors 1s processed. The motivation for doing this 1s that the
difference Toop filter can be made much narrower than the sum, so that
the total noise "seen" by the L1/L2 loop 1s reduced to almost one-half.
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It should be realized that, since the loops are implemented in software,
two l1oop filters do not mply a hardware penalty.

After filtering, the outputs are summed and differenced to
y1eld signals proportional to the L] and L2 carrier phase errors. These
error signals are multiplexed into the local carrier digital oscillator,
the output of which is an analog signai.
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4.3 Analysts of the L]/L2 Carrier System

) Figure 4.5 11lustrates the moée] used for analysis. It differs
from Figure 4.3 by virtue of the fact that some scale factors have been
added as well as two sample-and-hold’ (S&H) circuits., This model allows

us to analyze an analog loop rather thaﬁ’a digital loop; however, the
performance results will be the same if the sampling is fast enough. One
factor which is not included 1n the fpl]ow1ng ana1ys1s 15 the delay in the
Toop. Notice that the delay at the error control (?E’EA) output runs from
0 to 40 ms, with an average of about,ZO ms. HWith a Toop bandwidth of
around typically 25 Hz, this could be a problem. This effect will be
discussed later 1n more detail. The loop input signal 1s given by

y(t) = V2P d(t) s1n(m

t o+ eo) + /2 Nc(t) COS(m t+ 90)

0 0
+ /2 N (t) sin(wot + 90) (26)

where

u P = P code signal power

d{t) = NRZ baseband data signal at 50 bps

wy = carrier radian frequency
8g ~ recetved carrier phase
N_(t) = 1n-phase baseband bandlimited white Gaussian

nol1se process

quadrature baseband bandlimted white Gaussian
noise process

=
——
ct
—
It

After beating with the reference carrier signals, assuming the
Toop 1s tracking, yields

VZ s1n (ugt+d) y(t) /P d(t) cos¢ +N_(t) sng +N_ coss  (27)

(¥
L]
—
ot
—
1

Y2 cos (m0t+6) y(t) = /P d(t) sing + N _(t) cosp +N_ sing  (28)

I
Lz
LD
~—
tt
el
fl
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. OF POOR QUALITY
When ¢{t) is a constant, the two noise terms of (27) can be

shown to be independent of the two noise terms of (28). Alternatively,
we assume high SNR so that ¢ = 0, which allows us to approximate {27)
and {28) by

y(t) vP d(t) cosé + N;(t) (29)

yQ(t) /P d(t) sing + NQ(t) (30)

with NI(t) = Ns(t) and NQ(t) = Nc(t). The error control signals used by
TI 1n the receiver are given by

R G ) AU RSP NP SRR (31)
where
5= SGNI:(:QT-_3+Q1_2)CQ]_}+Q1] (1, g+ L (T, g+ 11):[
*eé = (Q, +Q_;) seN(I + 1 ;) (32)

We recognize s; as the usual hard-decision Costas loop error signal;
however, ez 1s quite involved, The signals Q, and I, are the 10-ms
integrations of the Q and I signals, respectively. For convenience 1n
notation, we will Tabel Né”k and N}"k by Nik and Nék , respectively
Also, we will denote the data b1t associated with samples I], I1_1, Q]
or Q1_] af]de and that asscciated w1th£samp1es 11_2, I1_3, Q1_2 and
Q,_zasd . )
First consider s;; from (32), we have

ey = (00, _;) SGN [11 + 11_1] (33)

a; = (/FT—} d(t) sn by + NQO-!- /F%d“T SN ¢y +NE!1) ;

X SGN ’:(/P"—;-do cos ¢, + N? + /F%d'] COS ¢y +NET)] (34)

4
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where 1t has been assumed that ¢{t) is constant over 2T= 40 ms and T 1s the bit
duration of 20 ms. For small phase errors, we have

¥

= (Jﬁ%do bp* NQ+/'P"%d0 o7 * N;}’)x san[(ﬁ% d°+N?+Jﬁ-}d0+N'I‘1ﬂ (35)

]
oty
i

iz

e; = (/ﬁ% 4yt Ng a0+ Jﬁ% byt NC-}1 dO) X SGN[? /F%H‘IIU +ﬁ1"1:[ (36)

Now, assuming that the noise is small so that SEN(-) =1, we have

. =0 T\E"}
1 PT 0
g, = —5— ¢y t by T —= + —% (37)
z 2 17 %7 BT ST
? d
=0 _ 0,0 w=1_ .0 .1 %0_ 0,0 -1_ 0 -1 1,
where Q = g Nq, N{1 = d NQ ,NI =d NI and NI d i'\iI . Now look at €y

A [Q1_]I1 B Q111—1}"(:(21-111-2 B Q1-211“1)

x SGN RQ}_3 + Q1_2)[Q1_] + Q1:) + (:11_3 + 11—2) CII_] + 11.]] (38)
In terms of the integrals of (29) and (30), we obtain

i T.,0 -W T .0 0 T .0 0 T 0 1
A [(/F’_fd s1n cb]ﬂl-NQ )(/ﬁﬁd cos ¢2+NI)- (ﬁ?d ST ¢, + NQ)(‘/ﬁid cos ¢; + N} )J
13 oy ) [Py a7 cos ) (g s gy NEJZ) (m%do cos 4+ )

T -1 -3, =T -1 -2 0 . 0
xSGN[(ﬁfd s ¢]+NQ +1/l3'§d SN ¢2+NQ )(/sz-d s1n¢1+NQ1+1/F712-d051n ¢2+NQ)

T -1 -3 T 4-1 -2 -
+(ﬁ§d cos ¢]+NI + f’P’gd cos ¢2+NI )(/ﬁ%—do cos ¢]+NI]_-‘/§%dO cos ¢2+N(I))] (39)

For smatll 1 and $os W have
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1o P Ry Y ﬁI-l
EA':T PI-51H¢2+ I_ COSQ)]."I";__};'T
2 2 2
T -2 = ~2 = =1
2 N . N N
+£.T_ ~—-——.-I -5 ¢ +£—-— Cos ¢ +—~——-—-I
i 2 2
Ca oAy ot oW
X SGN 24—zt 2t (40)
where we have used
==2 1.,-2 =2 -1 -2
NQ - d NQ S NI = d NI
=3 _ ~1,-3 ==3 _ ~1,-3
Ny =d7Ng™ 5 N7 = dTNg (41)
Again assuming that the noise 1s small so that SGN(-)} = 1, we have
1 ==1(0 _ 5-2 - -1 (-o =2
£ 4Ny NS+ N N aNy' Ny + N
b 2 12 sm(pe,) + — (12 I)+4 i N8+N62)-2—0»J-)
f%_ PT vPT PT /BT
(42)
To summarize, we have
=0 &= 1
2N 2
el P w6, 4 -Q 4 Q. (43)
A 2 \'1 2, BT

VPT
g (870 R A LR (8 5] e

pT 2 /P PT? /T

Hence, we see that the scale factors are not equal. So we multiply e; by
YPT and obtain

DR S I 2
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After the loop fi1lters, we have

b7
£=1 (20 w2 =1 el (0 . 5-2) (+0 --2)
. PO 2Ny (NI”NI) No 2 (NQ+NQ)(NQ+NQ 46
A (1)1 ¢2 + > + 2 9 (46)
PT vPT PT /PT
L {47)

i -1 - - .1 L - —_
1 2y (”(I)“NIZ) g ey (N8+”02) ("‘fz*”oz
K,F(s) el = KF,(s)] 616, * . -

PT /PT PT

VPT

where Kz and KA are the total loop gains including the term PTZ. Surming

(47) and (48) produces the error signal for Ly:
1

i i .
ch] = KFa(8) ey + KiFp(s) o5

or
0 1
2K F_(s) N 2K_F_(s) N
Yy = 3 KFy(s) o+ KF (), + 220 0 ZaTr® g
2] 1 EE /PT /PT

140 , &2 -1
2K\ (s) N, (NI + A )+ 2KFy(s) Ny

KyFa(s) o1-KiFy(s) ¢, -,

S0, -2 0, -2
_2KFy(s) Ny (NQ 1 N ) K (s (NQ * Mg )
pT? /BT

(49)

where we have left off the overbar on the noise terms for convenience.

Now assume that KZFZ(s)c:;2 = KAF’:\(s)q)2 at dc and frequencies which are

© small compared to the loop bandwidth. We then have

KeFz(s) My

o

~
N r
-1

2

0
I

¢ -1
(|, (K};Fz(s) + KAFA(S))¢1 L KaFp (1N KeFals) Mgt KFL(s) NG
1 ;

J/PT /BT
K.F.(s) N
AA(.) 2

-1 -1{,,0 -2 0 -2
. KAFA(S) NQ ] KAFA(S) NI (NQ + NQ )_ KAFA(S) (ND + N

Q

/PT pTe 2/FT

):! (50)

+177)
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It is to be noted that Fj?;) and FZ(E) do not have to be of the same order,

only the low-frequency values must be equal. Now the L1 carrier phase esti-
mate 1s given by

. K.F, (s) + K F_(s)

and the phase error 1s given by ¢] = 81 - 51 so that

KF (s) + KF.(s)
1 7a A PN _ 1
0-¢-g 5 4= 3 ’}sz(s) Ny + K,F,(S) Nz] (52)

Hence, after rearranging, we have
%
it E‘zﬁz(*s) Ny KFa(8) Nz]

¢]"
1 KAFA(S) * Kze(SfJ

{53)

T++
S 2

which 1s the phase error of the L] carrier. The two noilse terms, N](t)

and Nz(t) are the first two noise terms and the Tast four noise terms,
respectively, as indicated 1n (50).

Now we shall compute the phase error variance of the l_.l carrier
from the Tinearized phase error ¢y given by (53). Let

1

Hi(s) = s la o) (54)
1 FAFA(S) . KZFZ(S)J
S 2
Ly F (s)
H*(s) = =44 (55)

KF (s} + K.F_(s)
]
1+_§|iAA 222 j
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Then we can write (53) as

(£) = = H'(3) Ny () - H'(5) N, (t) (56)

The autocorrelation function of ¢(t) is given by

Ry, (1) = (HE(s) my(2) + HE(S) My (0) (1 (5) Myt #o) + Ho(s) N, (t +) (57)

After evaluating, we have

Ry () = [ ()% Ry (5) + HY%(5) 1 (3) Wy (6) My (& +0)

£ HU(SH'*(S) Ny (£) No(t +c) + [H'(s)] Ry, (<) (58)

Integrating on t yields the spectral density of ¢, SO thatT

Soq = (9124, (Feae(s) o (s)J

o s)n'*(s)y? NUE 1H"(s)|2J (59)
Using the fact that the noise terms are flat near f=0 yields

- fwqu,l(f)df =,JN1(0)fm |H'(Z'rrf)[zdf+/JN1N2(0)me"*(21rf)H'(wa)df

+JN1N2(0) wa“(wa)H'*(wa)df+,z/N2(0)fle"(quf)lzdf (60)

.i‘where we define gz{Nz(t)Nl(t+1)} = JNzNI(f) and
g{Nl(t)Nz(Hr)} = /NlNz(f)
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This 1s the basic equation relating the Tinearized phase error
variance of L1 to the loop parameters in the case where high Toop SNR 1s
assumed, We w117 now eva]ug;e this expression first in terms of arbitrary
loop f1lters and later using second-order Toop filters.

First consider the first term of (60). Let

28, =jm |H'(2xF) | 2aF

z
28, --f |H" (20F) | 2af (61)
A
then
2 2 2 2 2
g7 = 0" +0 "+ " +o (62)
) T1 P T T4

where T1 1s the 1th term of equation {60). We now consider the value

of Aﬁa (6} 1n order to evaluate T;-
1

N0y
N (£) -9 . @ g <t<20ms (63)
/BT VT

which are piecewise constant functions changing every 200 ms To obtain
the spectral density of N} (t) at t=0, we first obtain the autocorrelation
function which 1s defined byT

T/2
RN1 (1) = %f EII\I](t) N1(t+1:)] dt (64)

-T/2

Twe take both the time and ensemble average so that the spectral
density exists.
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Now Tet us define Nq(t) for all t to be
Ny(t) = 3 Ny(n) p(t-nT) (65)

=yt

where p(t) is a pulse function equal to one when =T/2 £ t < T/2 and is
zero otherwise. Using (65) in (64) produces

T/2 o oo
RN1 () = %f EI:E Ny(n) p(t-nT) 3 N, (m) p(t-mT+:c)j| (686)
e N=mco

M= ~co
At t=0, we obtain
2 2
RNl(O) = o] = Equ(o):[ (67)

Now at t=T, we have .

1 1/2 9
RN(T) =¥ E NI(O) N1(]) dt = 7 Pg,1 ( 68)
-T/2
at t = -T, we have
1 T/2 .
R(-T) = Tf el (0) my (e = o oy
~T/2
Since the statistics are stationary at the sample points, we have
Py._1= Pg.1= P= O from (63) and (65). To evaluate (67), we have
AL
/PT  V/PT
or
N
o = (71)
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1

since Ng and Na are statistically independent of each other and since

each term has variance NO/4PT. Now a random amplitude sequence such as
Nl(n) that is statistically independent from sample to sample spaced T
seconds apart has a two-sided density at the origin given by

T
/Nl (0) = f Ry, (€ d (72)

°T

Clearly, Ry, (T) 15 1inear between 1 =g and =% T. Hence,
1
A (0) = o
Ny (0) =07 T (73)
since RN (0) = 012. It follows from {60), {61), (71) and (73) that
1

2 _ "0 "y (74)

Now we consider the fourth term of (62). We consider eval-

uating id% (0) 1n order to evaluate T4. We have from (50) that
2

N A I N R I ST S S
_ N (Nm NI) N oY (Na ¥ NQ)_ Mo * No
Nz(t} 5 + 5 (75)
PT JPT PT 2/FT

_First we compute the variance which we denote by Ug- Since each term is
statistically independent of each other and has zero mean, we have that

Sl clef -,

PeT apT2



ngG!NAL PAGE g 33
Since each term 1n the above products are statistically independent, we
have

&
ot
Var(N,) = g EEQ = o (77)
2 w2z L EPT T,

where we have used the fact that

E[CNQ:)Z] = EI:(:NIJZ:I = %QT (78)

for any of the I or Q noise terms. In general, to compute the spectral
density of a correlated sequence, one must determine the Fourier trans-
form of the autocorrelation function so that

Qsz(o) =[w Ry, (o) (79)

We must now determine RNE(T) 1n order to evaluate (79) for the spectral
density. Now consider evaluating

RNZ(T) = EE\!Z(t) N2(t+rﬂ (80)
we have
-1{,0 2 -1 1{ 0 2 0 -2
N [N + N ) N NTHNS + N N- o+ N
PT YPT PT 2/PT
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Evaluating, we obtain

-2\2
3 ) N
- 0] — 0

By definition, this 1s equal to

_ .2 __0
RNZ(T) = 0‘N2 - 16PT (83)

Using {83) with (82) yields

N (84)

N
0
6+4W

It follows that the autocorrelation function 1s as shown 1n Figure 4.6.
Therefore, the spectral density from (79) 1s given by

2 fT T 2 2T x
JNZ(O) = 2 0N2 / {:- (1"p)£ldr + 2 UNZ h/T‘ [ZD - p';:{ dt (85)

Evaluating (85) yields

Np(0) = To 2(1 + 2p) (86)
2
Hence from (62), (77), (84) and (86), we obtain
Ny N
ch22= -iip—o-i- g 1 + 2N BL ( 87)
2P°T 644 0 A

PT
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2T

Figure 4 6. Autocorrelation Function for Nz(t)
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Now consider the second term of equation (60). Hence, we
need to evaluate

Ry () = E[i(e) (i) (s8)

First consider the case when « =(Q, then

7 T/2
RNZN} (0) = Tf E[Nz(t) NT (tildt (89)
Z1/2
U0 o g 2Y w1 e TA0 . w-2Y LD -2
_ el (M ) L% M (NQ+NQ)q(NQ+NQ))
pT2 /PT pr2 2/PT
80yl
X (—q— + - -ﬂ (90)
AT P
After evaluating, we obtain
5 2
<007 i)’}
R . (0) = QZ J + QZ (91)
NoN 2 PT PT
or
Ny
RNZN] (0) = g7 (92)

Now consider R (~T). We have
N N]

2

~1/.0 —2) -1 -1{,0 -2) 0, -2
NQ (NI + NI NQ NI (NQ + NQ NS + N

Ry y (-T) = E + - SR
Nyl pT2 JoT pr2 2/PT
N2
x {0 (93)

YPT  /PT,
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After evaluating, we obtain

1
(-n = 1. (94)

R
NoNy 2PT

Now we evaluate Ry N {T). We have
. 2%

Ry, (1) = EfN (2) N (¢-T)}
= E{Nz(t+T) N](t)}
-3(-3 -4) -3 -3( -2 -4) (-2 )
Ced WM N N MWt o) Mg
pT2 /BT pT? 2/BT
oo
-2+ 9 (95)
/BT /PT
so that
Ry v (T} = 0 (96)
NN,
JSummarizing, we see that
( 0 =T
" (a7)
Ry ttd = ger B0
N
0 i
gt T
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Therefore, we deduce that the cross-correlation function is as shown in
Figuore 4.7 since RNINZ(iZT) = 0. Clearly, the spectral density is zero
at f = 0 since

J{-zr (o5)
R (v)der =0
o1 MMy

It is also evident from (59) that

R () =R (-7) (99)
NN, N,
and therefore
‘}f-zr (100)
Ry v (2} dr =0 100
Lor ol
We conclude From {60), (74), (87), (98) and (100) that we have
N.B 2
0°L N N
2 r 3% 0 )
o] = T HrT*—=[' *—am; |5 (101)
2P°T 6 + -2 A
PT

which 1s our Tirst major result. This 1s the Tinearized (first-order)
track1ng—error2variance of channel L]. For the cases BLE =10 BLA and
o1 15 compared with NOBLE/P, which 1s the ideal nontime-
shared tracking-error variance in Table 4.1. Note that an ordinary time-
sharing loss would yield 3 dB of degradation [2]. That is, let PT/N0-+m
and BLA==58LE= then c¢§ ==2NOBL2/P, yi1elding 3 dB of degradation.

Thus, we see that TI's scheme of differencing and summing the
L1 and L2 signals yi1elds a substantial recovery of the 3-dB time-sharing
Toss neglecting other factors such as delay and dynamics. Basically
this reduction in L]/L2 multiplexing loss can be attributed to the fact
that tha difference Toop fi1lter can be made considerably narrower than
the sum Toop f1lter so that the overall noise can be cut roughly in half.
It should be pointed out that the degradation in Table 4.1 1s relative to
the situation 1n which 1t 1s assumed that the same bandwidth loop filter
for tracking ¢§tJ + ¢£t) 1s required for tracking either ¢](t) or ¢2(t).

BLZ = SBLA’ a
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Figure 4.7. Cross-Correlation Function Ry (7)
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Table 4.1. Degradation from Ideal Nontime-Shared Loop

. Degradation Degradation
PT
W (dB) B, =108B B =58
N0 LE LA Lz LA
-3 0.8 1.46
0.6 1.14
3 0.51 0.97
4.9 0.48 0.91
6 0.46 0.88
10 0.43 0.83

In general, this would not be the case; 1n other words, a larger bandwidth
would be needed to track ¢](t) + ¢2(t) than eirther one individually, which
would therefore increase the degradation values 1n Table 4.1.

Now consider the loss on channel Lo. From (47) and (48), we have

(again neglecting the overbars for convemence)

_ 1 i
Y¢2 = KEFE(S) &y - KAFA(S) €y (102)
or
pTZ Cancel 2N8 2N6]
Y¢2 = 5 KEF S)d)-’ + KEFE(S)Q)Z + KEFE(S) 7—?1: + KZFE(S) *‘]—I-J-T
{ancel ZNQ"](N? + NIZ)
- KAFA(S)¢] + KAFﬂ(s)¢2 - KAFA(S) 12
- 0 4+ w2 0 )
2N~ 1 2N-(N +N) (N+ )
- ‘0. 1IN @ Q 103
K,F,(s) + K,F,(s) = + KF,(s) (103)

P T
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Hence, we have

K Fz(f) N1
r I ]
K_F_(s)+K F,(s) N Ny~
w2 12 x Al A q_
Y¢2 = PT 5 ¢ + KzFE(s) 7 $ Kze(s) T
KAFA(As) N,
[ I}
N, (NO + N 2) N
I I 0
- KF (s) 2 K,F,(s) =
N -1 (ND + N-Z) N+ n?
+ K F,(s) I Qz /. K,F, (s) Q. (104)
PT 2/PT
Now Tet
Y
~ 1 %
2 S PTZ
or
. KF.{s) + K.F {s)
0, = %.[ L L . A A by + K Fo(s) Np(t) + K F,(s) Ny(t) (106)
where NO N_]
Ny (1) = —L + L (107)
vPT  /PT
and

+
pT? JPT pT2 2/FT

-1(0 vz) -1 -1(0 -) 0, -2
NN+ N T Y N o+ N
Np(t) = —4 AL T/ "0, 100, 07 0 (g0

By comparing (107} and (108) with (63) and (75), we see that the

noise terms are the same, hence, 1_2 suffers the same degradation as chan-

nel 1. Also, the Toop bandwidth tracking 1s the same as L2, 1.e , cf¢ =U¢
1 "2

+
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Bas1cally the method discussed here and used by TI 1s composed

of two Toop filters, 1.e., the sum filter and the difference filter, which
may be of different orders but must be equal over the bandwidth of either

¢2(t) or ¢1(t). For comparison purposes, we consider two second-order loop
f1lters. Let

mng
KZFZ(S) = Zgzmnz-!- - AL (109)
and
mnz 1
KF (s) =/Zw, +-—2 r = (110)
A A ﬂA S A N
From {49), we must have that
- 1
KgFy(5) K,Fy(s) (111)

over the bandwidth of ¢,(t) and ¢,(t). From (109), (110) and (111), it
follows that we must have

w" =0 =uw (112)

Since c¢$ and c¢§ depend upon both By . and By, from {101}, as defined 1n
(61) and {62), we now desire that BLZ PO BLA' Using (109) and (110) with
(112), we write

2

W

- n
KFp(s) = 20 g + T (113)

(L)nz
,Fy(s) = VZa+ D (114)

where we have let M < and g, = 1/¥2. Using (54) and (55), we have

2r w5t 2
n n 115)
57 7 (
st +(§ +-—-—)w5

n /z n

H'(s) =

Evaluating the closed-loop bandwidth, we obtain [see (61)]
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2B, (11s)
z
In a similar manner, we have
Y2 u.s ¥ u 2
" _ n n
H"(s) = > 5 7 (117)
s -[-u)n +(; + .——-)(Dns
vZ
and
2B, = @ —— (118)

b 5 (;; +l)
/2

We note that only the numerators differ between H'(s) and H"(s). We
may plot the ratio BLZ to BLA to see what value of ¢ will y1eld a ratio
of, say, 5 or 10; Table 4.2 does just that. Hence, we see that picking
a damping factor of ¢ = 1.87 yields BLE/BLA = 5.0 and ¢ = 2.69 y1elds

B /B, = 10 0. Thus, any reasonable bandwidth ratio can be handled
with reasonable damping factors using second-order Toop filters.

4.4 Response to Dynamics

In this section, we consider the response of the L, and L, ‘
Toops to dynamics. Letting the noise terms be zero, we have, from (51},
that

5] _ KyFals) ; Kze(S) (%)¢1 (119)
Since
by = 09 " 8 (120)
we have that
KAFA(S) + KEFE(S)
0y = KAFA(§3 FRF,(5) (121)

1+

25
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and therefore the transfer function (overall) of the L1 channel 15 com-
posed of a Toop filter which 1s the average of the sum Tloop filter and
the difference Toop filter. From (106}, it follows that the transfer
function of the L2 channel 1s fdentical to that of the L1 channel.

Therefore, 1T the difference loop filter 1s much narrower than
the sum loop filter, the overall L1 and by closed-1oop response would be
roughly equivalent to a Toop with the average of the sum and difference
Toop bandwidths. Consequently, the performance in dynamcs of this com-
bined Toop would not be as good as a loop designed for L} or L2 separately.
Of course, this Tatter loop would pass more noise to the carrier phase
estimate.

4.5 Delay Effects on the Carrier Loop

In this section, we wish to determine how delay in the 1oop
affects the tracking performance. For convenience, consider an analog
Costas Toop which 1s a simpl1fied model of the TI carrier-tracking loop
for L] or L2 11lustrated 1n Figure 4.8.

In order to determine the closed-loop transfer function, the
integrator will be modeled as an 1deal delay of T seconds to the signal,
Let the received signal be of the form

y{t) = VZPd(t) sm(wot + e) +/2 n (t) cos(m0t+e)
+ VZ ns(t) Sin(mot-fe) (122)

Out of the upper and Tower integrators, we have

I(T) = /P d(T)E{T‘S cosﬂ - N (T) s1np * N.(T) cose
uTY = /P d(T)[%~TTS s1n%] + N(T) cos¢ + N (T) sn¢ (123)
where
:
NAT) = f n (t) dt
0
.
N (T) = f n (t) dt (124)
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/2 sin(wot + @)
T
uT
(o )dt )
0
i
e(T
®_($_" S&H[™™ F(s) VCo
i
T
L hrTes
Hybrid pe

Jicos(mt+§

Figure 4 8

Costas Loop Model with I&D Arm Filters
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and d{T) denotes the value of the data symbol (+1) just prior to a
transition, 1.e, at t=T. As 1s common practice, F(s)g(t) denotes the
Heaviside operator F(s) operating on the time function g(t). F(s) is
also numerically equal to a function of the Laplace variable s. For ex-
ample, in {123), F(s) = e” 1% and g{t) = cosfs(t)].

It can be shown that the I and Q noise terms are independent
so that, for simpTicity, we write

I(T) = /F d(T) + Ny(T)

Q(T) = /F d(T) [e-'fls sinﬂ + Ng(T) (125)
For high SNR
sing £ ¢
and
cosp = 1 (126)

so that the error signal 1s given by

e(T) = PI:e"T'ISqEI + /F d(T) l}“ﬁsﬂ N(T) + /P d(T) No(T) + Ny(T) By (T)
(127)

After grouping all the noise terms together and calling them N(T), we have
e(T) = PI}'T1S¢] + N(T) (128)

ModeT1ng the sample-and-hold as a rz-second delay yields for the phase
estimate

-Tq ~TsS - (tqFrs ]S
sy = KE(sle e o, KF(s)e(1 2

N(T
. - (1) (129)
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where F(s) 1s the loop filter transfer function and 1s assumed to be

of the form wﬁ 1-+;%—) » corresponding to a second-order loop. Using
the fact that n

~

6 =6-86 (130)

produces

KPF(s)e™ ™S H—(Pll

{1 + %—P— F(s) e'TS}¢ = - (131)

with T=Ti#T,. Solving for ¢(t) yields

-KPF(s)e™® E%}l

o(t) = = n(s) XD (132)

s +KPF(s) ™™

The corresponding phase error variance 1s given by

Nl
2 _ 0 33
o = 2 (ZBL) (133)
where
- 2 d
28, j H(w)|? 2 (134)

Nj 1s the one-sided noise spectral density, and H{jw) 1s H(s), the closed-
loop transfer function evaluated at s =Jjw. Since the noise term for smail
¢ 1s essentially independent of the delay t, we consider the closed-Toop
bandwidth BL as a function of T only. Now

Ll e
By

H(3w) =+ (135)
_ W W ~JuTt =~Jet
[: ——§-+ 23¢ " e + e :]
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where z is the Toop damping factor and 0, 15 the loop natural frequency.
Simplifying, we obtain from (135)

.}f [j e (136)

2 2
+ 2c —= 51n tw+ Cos T{l + |E2a; o COS Tw~ S1nN (Tw):l

n

It 1s convenient to parameterize the expression by the normal-
ized variable BLgts where B, is the value of B, when t=0. Figures 4.9
through 4.12 1Tlustrate the ratio of BL/BL0 as a function of BLO-c. Notice
that, at a value of BLOT near 0.4, the bandwidth becomes unbounded due to
internal loop delay.

Now that we have determined the effect of delay on loop perfor-
mance as far as bandwidth expansion is concerned, we turn to the question
of stability. From (132), the open-loop transfer function 1s given by

oL(s) = -é? F(s)e ™S (137)

Again using the transfer function

(1 + 28 s) et
F(s) = o2 2 (138)

The point at which the Toop becomes unstable occurs when

OL(s) = -1 (139)

Expressing (137} and (139} 1n complex form yields

= 1 {140)
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tan"} (EEE) -tw =0, 2n, 4w, ... (141)
“n

To solve (140) and (141), we first square (140) to yield

W 2
_71_(1+££_m2)=1 (142)

wn2
Rearranging (142), we obtain
2 2

X“ + 4z5%-1=0 (143)

where

§ = (“’_n)z (144)

2 2
(i) = Xy = 2 + N (145)

Using the value of ﬁL-g1ven by (145) 1n (141} yields
n

(146)

]
= T
N

—2;2 +-‘V4£4 + 1 0 2e% 4 V4C4 + 1

from which tw,, can be obtained for a given value of z. For a second-
order loop, we have

ZBLO = wnO [c + E] (147)
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Therefore,

tan"} {: 2t
-2;2 +‘V4c4 + 1 1
W [:-’r EE} (148)
1]

1
2
\/-2;2 +\f4z;4 + 1

Numerical evaluation yields the results of Table 4.3.

Thus we see that, within the accuracy of the curves (Figures
4.9-4.12), the point at which delay causes Toop 1nstability is the same
as the point where the Toop bandwidth becomes unbounded (Table 4.3).

Now apply these results to our Toop of Figure 4.5. The average
delay of the loop 1s

40 ms , 20 ms
)

30 ms (149)

Therefore, the closed-loop bandwidth required to yield a 20% 1ncrease 1in
tracking jitter due to delay satisfies the constraint (using Figure 4.9)

B, (0.03) < 0.1 (150)
0
or

B, < 3.3 Hz (151)
0

In fact, at BLO = 13 3 Hz, the simplified delay model predicts that the
loop becomes unstable. We conclude from this approximate analysis that
the digital implementation Timits the allowable carrier loop bandwidth.

Table 4.3. Normalized 8Ly to Achieve Instability versus Damping Factor

. TBLO
0.707 0.44
1 0.44
3 0.40
5 0.40
® 0.39
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4.6 Conclusions

The claim by TI that their L1/L2 carrier-1oop processing scheme
does not lose any of the 3~-dB time-sharing Toss appears to be a Tittle
ambitious. Calculations in this report proved that 0.5 dB to 1.0 dB is
Tost without considering two additional sources of degradation, namely.
stability and dynamics. The first is the delay in the Tloop covered 1n
the last section due to both TI's algorithm and the 50-Hz sampling rate.
This delay effect could be anywhere from very critical to negligible,
depending upon the time-delay/loop bandwidth product. Another effect
is the fact that the Toop bandwidth reguired to track the sum dynamics
(Ly plus L,) could well be on the order of 1.5 dB wider than that which
would be required for tracking L] or L2 alone. The result of the above
Tosses seems to indicate that there 1s perhaps a 1-dB advantage for
their scheme, not 3 dB as clawmed. The actual values depend upon the
Toop bandwidths, dynamics, etc. It should be noted that phase noise
was not considered 1n the analysis, however, 1t 1s not anticipated that
1t should be a special problem.

The basic idea of processing the sum and difference channels
appears to be a clever approach. Under certain conditions, 1t might
well be possible to realize 2 dB of the 3-dB time-sharing loss and, as
such, 1s an appreciable advantage

It 1s also to be pointed out that, when time-sharing LI/LZ’ a
3-dB loss 1n data bit error rate performance occurs  Further, when time-
sharing more than one satellite, an additional multiplexing loss of
10 log(N} dB occurs, where N 1s the number of satellite channels.

Finally, 1t was estabiished that, as far as tracking dynamics
1s concerned, the closed-loop response of either the L] or L2 channel was
. determined by a loop filter that 1s the average of the sum loop filter
and the difference loop filter.

In summary, 1n order to predict a precise L}/L2 multiplexing
loss, 1t 1s necessary to know the exact dynamics of the signals as well
as phase noise characteristics.
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5.0 TEXAS INSTRUMENTS®GPS fRACKING DISCRIMINATOR
FOR L] AND L2 CODE TRACKING

In this section, the Texas Instruments (TI) GPS code-tracking
loop error signal is discussed, The L] and L2 signals are time-shared,
as are the ecarly and late code timing. Sum and difference signals are
processed separately, then added and subtracted to yield the error con-
trol of the L] and L2 signals.

The TI code-tracking loop 1s capable of simultaneously track-
1ng the L] and L2 signals, This 1s accomplished by time-sharing between
the L] and L2 channels and simultaneously generating eariy and late code
error signals from which the loop error signals are generated.

Figure 5 T, a TI viewgraph used for a briefing [3], shows how
the L1= L2, early and late signals are processed. The square wave under
the "sum loop error algorithm" 1n the figure 1ndicates that L1 and L2
s1gnals are alternately switched in, however, the early (E) and late (L)
time-sharing 1s of the form £, L, L, E, then L, E, E, L, then E, L, L, E,
etc.

Two signals are processed simultaneously in two distinct loop
fi1lters. One is the L1/L2 sum signal (51) and the other 1s the L1/L2

z
difference signal (sl). These two signals are given in (152) and (153).

e; _ JVT_54-V1_3) ~ (Vi-Y*'V1—]) + (V1-64'V1) ~ (V1-4*'V1-2) (152)
(V1—5+V1-3) * (V1—7+V1—T) (V1—6+V1) + (VT-4+V1-2)

E; - (V1-5+V1—3) ~ (V1—7+v1-1) + (V1-6+V1) - (V1—4+V1-2) (153)
V54V, .a) * (V7% v, ) (gt va) + (4 V, )

with the V1_J(J=O, ..s7) being successive samples of signal-plus-noise.

If we related (152) and (153) 1n terms of the L, and L, channels
and the early and late channels, we would have
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. @04 G (D), (@)p(4)
z (L](Z)L(z)Jr L](B)L(B)) N (,_](1)5(1)+L1(4)E(4))
(1), (1) (4), (4) (2)g(2) (3)¢(3)
L L, L
( * ) ( Tlo ) (15)

T, (1)Lm+,_ OO RERONEDED)

(L] (Z)L(2)+L] (3) L(S)) (L
LN RO MROIC) Y

(e 4 (A (4)
M:(D) L(4 @y

]

1
(LZ(})LU)-[- L2(4)]_(4)) - ( (2} (2)+L 3)E{3))

- (L2(1)|_(1)+L2(4)L(4T) F (L @) (2’+|_ QR (155)

i

In the above equations, the superscript denotes the time se-
quence of the early and late or L1 and L2 samples, as shown 1n Figure 5.1.
Now notice that the outputs denoted by L] and L2 in Figure 5 1 are given

by

L: el -l = (156)

20 f3 7 % (L n n+L @] (4))+(L Z)ET2)+L (3) 3))
2) 2) (3) (3) (T) (1), (4) (4)

Lyt oer ey = 2 (L‘ h ) -4 T ) (157)

“A man 27+L L84 (L, e (4) @)

1

Notice that (156) contains L2 samples only and {157) contains
L] sampies only so that the two error signals are separated. Further, the
nhumerator of each expression contains a late detected signal minus and
early detected signal, which 1s the normal code-tracking Toop error signal.
However, this error 1n both the L1 and L2 tracking cases 1s normalized by
the sum of the late and early terms. This normalization would tend to act
as an AGC to keep the loop bandwidth relatively constant.

It 1s to be noted, however, that in [7], J. D. Holmes and
S. R Buddles of TI describe the same algorithm for code tracking but in-
dicate that the denominator 1s filtered in a one-pole recursive Towpass
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filter. 1t is the author's feeling that substantial fiTtering of the
denominator of (156) and (157) would be desirable since, in effect, the

denominator term tends to keep signal gain nearly constant if it 1s
heavily filtered.
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6.0 GPS TIME-SHARING CODE-TRACKING PERFORMANCE LOSSES

It 1s shown in this section that the effect of time-sharing,
for an analog code-tracking loop under the assumption that the Toop
bandwidth 1s much Tess than the time-sharing rate which in turn is

much Tess than the data rate, is to suffer a loss of the form

L = 1010g (dF)

where dF is the on-time duty factor of the code loop. For example,
when the Toop 1s on one-quarter of the time, the loss is 6 dB. This

result also holds for other Toops, such as carrier Toops.

6.1 Analysis

The point of this analysis of a time-shared or time-gated
code-tracking Toop 1s to theoretically ascertain the time-sharing
loss 1n a code-tracking Toop. For example, 1n a TI GPS system imple-
mentation, four satellities are typically time-shared and, hence, one
expects some losses. The purpose of this memo is to determine the
amount of the losses and under what conditions they occur. The method
of analysis used here differs from that of Spiiker [8] in that his
analysis was open-loop and our analysis 1s closed Toop

It 1s assumed that the received, time-gated, signal 1s in
synchronization with the receilver time gating and that the switch
rate, 1/T0, 1s much greater than the one-sided Toop noise bandwidth,
BL‘ The gating function 1s shown in Figure 6.1 The gating pulse

is on for dFTO seconds,
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d is the duty factor and is off for the remaining (L—dF)T0 seconds, with
T0 the period of one cycle of the gating function. The gated received
signal is modeled by

y(t) = /2P d(t) PN(t-T) g{t) cos(ugt+e6) + g(t)n(t) (158)

with P the received signal power, d{(t) the received baseband data sequence,
PN(t) the pseudonoise spreadang code, g(t) the gating function, and n(t)
white Gaussian noise

In Figure 6.2, the time-gated code-~tracking Toop model is 11lustra-
ted. We now briefly indicate the calculations necessary to determine the
variance of the timing error.

The two correlator outputs are given by

& = V2P L(s){d(‘c)g(‘c)RpN (T-7- To/2) cos(uyt+ e)} tn g(t)
& = /2p L(s){d(t)g(t)RPN (T- ?-TC/Z) cos(uyt + ej} * ne g(t) (159)

where L(s) 1s the Heaviside operator representing the bandpass filters.
The two noise terms are given by

]

n, (t) L(s){n(t) PN(t-f-TC/zj}

1

ng(t) = L(s}{n(t) Pt~ T+ 7 /2D (160)

After squaring and forming the difference, we obtain
e =P L'(s){ct(t)2 (t)} Ry 2(T-T-T./2) = Ry S(T-T+T /2)]+2/23L(s)
£ 9 PN C PN c
X {a(t)g(t)cos[m0t+e]}[EL(t)g(t)RPN(T—f-TC/2]- nE(t)g(t)RPN(T-%+TC/2§]

+ 0 (0)%g(t) - n-(t)%g(t) (161)
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where L'(s) 1s the baseband equivalent Heaviside operator of the bandpass
f1lter operator L(s) and d(t) 1s the baseband equivalent filtered data
sequence. Negiecting harmonics outside the loop bandwidth BL allows us to
write

= %Rcsa dp + ny(t) + ny(t) (162)

where

ny(£) = 2/F d(£)g() {n (ERpy(T = T = T/2) - ng (£)Rpy (T - T + T/2)} (163)
c <

ny(t) = n %) g(t) - ng? g(t) (164)

o =./°°|L'(f)[2 4 (f) df (165)

-C0O

and it has been assumed that the data symbol rate T/Td 1s much larger than
the gating rate 1/T0.

The noilse processes nLc(t) and nEc(t) are defined by

i

n (t) 2 (t) cos(mGt +0) + J?'nL {(t) s1n(m0t +8) (166a)

c 5

nE(t) J?'nE {t) cos(@ot +0) + J?'nEs(t) s1n(w0t +9) (166b)

c

where nL(t) and nE(t) are defined by (160) and can be shown [9] to be essen-
tially independent. Further, nLC(t), nLS(t), nEc(t) and nES(t) are all
essentially statistically independent Gaussian random processes having the
two-sided spectral density N0/2.

With the assumption that the gating process 1s 1ndependent of the
noise processes, we find that Rn](T) 15 given by

Rn](r) = 2p RE(T)RHLC(T)RQ(T) (167)

In order to compute jj%](O), 1t 15 necessary to determine the
autocorrelation function of g(t).
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The autocorrelation function Rg(t) of g(t)} 1s shown in Fiqure 6,7,
Therefore, defining

/dX(T) = E - d:TOJs ]TI < dFTO
F
= , elsewhere (168)
we have
Rg('r) = dF /dé('r) * n;_w GCT'{' nTO) (169)

where "*" denotes convolution and §{t) 1s the Dirac delta funciion. Con-
sequently,

,Jn](O) = ZwaRa('r)RnLc('c) dF]:/d&(T)J % § §(r+nTy)ede  (170)
F

e
-0

or sTnce

T (2) « Fp(0)} = R (PR, (F) (171)

we have

_ [ \ Dyaps g 2 s 2 1 <
,Jm(o) = 2Pf ,/‘%Lc(f ),efa(f-f Ydf EF Ty sinc GrdeTo)]TB- ng-wa(ﬂTn_o) df
(172)

-3 -

Evaluating

n=-e

0) = 2d.2p (£ g wnd_) df' (173)
2%1( ) . > /eﬁu_c ),J% (TO ) sinc”(wnd.)

-t
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By our assumption that the symbol rate was much larger than the gating
rate, we obtain

fny(0) = NOszme[L'(f)|4 d(f){i sincz(nndF)}df (174)

= e
-

Consider the summation

2
_ o sm (nCﬁdF)) _ 1 < sinz(na)
s =2 2 57 2 3 (175)
N=w—c Cn'ndF) TrdF =-ca n
Now let 8 = ndF so that we have
1 2.2 .2 sinne
S = ad +2§: e (176)
2,2 F - 2
T dF n=1 n
From Jo1ly [10], number 520, we have
- s1n2ne i
> S = zo(r-8) ,0<e<m (177)
n=1 n
Se that finally, we have s1mply
s = d‘_ (178)
F

Therefore,

s, (0) = dgPlig (179)
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where

w=fﬂwmuwa (180)

-

Now we consider the noise-times-noise term. From (164}, we have
- 2 2 2 2
an(r) = E{(nL (t)-ng (t))g(t) (nL (tr) - ng (t+1J)g(t+r)} (181)

where E(-) denotes both the ensemble average and the time average since g(t)
1s not a random function. From {181), we obtain

%M=R$%@ﬂ%@jﬁwﬁﬂ (182)

where the overbar denotes the ensemble average. Now it 1s true that, when
nE(t) and nL(t) are modeled as 1independent Gaussian random processes,

77z 2 -
RnE (r) = noon +2RnL(T) = RnE(T) (183)

Hence, using (183) 1n (182) yields
R =
n2(r) 4Rg(r) RnE(r) (184)

or rearranging yields

=] 2
%f)=MOmegmﬁ%Rw) (185)

Therefore, using dummy variables, we write
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%2(‘0) = NOZIYYWIL(fl')IzlL(fI)lz e—iZTf'F"E e'iZTr'F"‘T.' Rg(T) dr dfld.{.‘ll (.]86)

00 =00 ‘=00

Continutng, using (169) and the fact that

fm £ (0)F,(t)dt = jm F, (F)F,*(f)df

- -0

we achieve
2 © Mo . 2 ;2 ] L= T n_et

#hy(0) = s [ e uey’f ;f T (F'F ) dr}smcz@rdeTO)
'Y 6(f+ T”—) df df 'df" (187)
N=-e 0

Finally,

J w22 2 a2l o onNE 2 ,

“2(0) = N, dF ng;m |[L(E Yo (LiF 4—TB- s1nc (ﬁndF) df (188)

Assuming that the time gating 1s slow compared to the data rate y1elds

N=wco

;zfnz(()) s NOZdF2 % S1nC2CTrndF:)fme(f)|4 df (189)

From (178}, we have
- 21opi
%2(0) = deNy“(2B') (190)

with

2B' = fw|L(f)l4 df (191)

L]
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Now from (162) and Figure 6.2, we have that the code timing estimate is
T where

KVCO 2od FP

T = =2 F(s) T e () ny(0) (192)

where s 1s the Heaviside operator variable, F(s) is the loop fi1lter expressed
in the variable s, KVCO is the VCO gain constant, and ¢ 1s the timing error
given by

e = T-T (193)
with T the 1nput timing variation and T the code loop estimate of the same.

Rearranging (192) with the a1d of (193) yields the linearized stochastic
d1fferential equation

n(t)  ny(t)
e = -H(s); i+ —f (194)
where
AKVF(S)
HS) = ——mrrey (195)
1+ —¥

S

1s the closed-Toop response of the code-tracking lcop and A 1s the equiva-
lent gain given by

T (196)

Hence, the variance of the timing error 1s given by
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® /?fr,l-m (f) J +n,,(0)
o f = f [H(f)|2*~l;2—2——wdf 2 _—rl]—g;-?_-(zsL) (197)

-0

whera the two-sided Toop noise bandwidth 1s given by

2, = fmlH(f)fz df (198)

-l

The spectral density of ”T(t) and nz(t),;Jﬁ1+n2(f), 1s given by the sum of
(179} and (180) to yield, from (197), the result

2000 .
) {djNo (28') + dptipa'b 2m
£ 2
(2anF)
Tc
Smplifying and using the result that B' = B for multipole bandpass filters
Tead us to the result for the linearized and normalized tmming error variance

2

o s seconds (199)

(E} 2 _ N3y !Eg;+ ZNOB] (fractions , (200)
Te Ea(dFP] o aLdFP) > of a cycle)
We see from cur main result (200} that, using the 1inearized model under the
assumption that Bl_ X 1/T0 << UTd, the tracking performance of the time-
shared code Toop 15 1dentical to the full-time code-tracking Toop of the
same type [9], except that the power 1s reduced by the factor dF! We con-
clude that the effective 1oss 1s therefore

L = 10Togd. > dB (201)



72

6.2 Conclusions

This result should hold for all types of loops, including carrier
Toops. In [11, Figure 9], it 1s seen that going from one space vehicle to
two space vehicles time-shared causes a carrier increase in threshold of
3 dB and going to four space vehicles causes a total increase in threshold
of 6 dB. These results agree directly with (201).
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7.0 COMPARISON OF SINGLE/DUAL RECEIVER SCHEMES
TO ACHIEVE FAST PN CODE ACQUISITION TIMES

7.1 Summary

A simplified model of a PN code search process has been used
to compare two competing satellite acquisition strategies for both
single- and dual-channel receivers.

Based on a simplified acquisition model, we conclude that
the single-GPS receiver with dedicated pseudochannels (one for each
satell1te) provides a faster acquisition time than the strategy which
uses all the pseudochannels for sateliite 1; then, after 1ts acquisition,
the remaining three channels are used for satellite 2, etc, This Tatter
strategy has been referred to as the divide-down strategy. However, for
the dual-GPS receiver set, the divide-down strategy 1s more efficient
than the dedicated pseudochannel approach,

7.2 Preliminary Discussion

The purpose of this analysis 1s to determine the optimum
allocation of the four pseudochannel receivers for both single- and
dual-receiver GPS sets. Each receiver, whether singie or dual, 1s
assumed to have four pseudochannels per ‘receiver.

In order to simpiify the details of the analysis, certain
simpi1fying assumptions were made. First, 1t was assumed that the
true timing position was distributed uniformly over the uncertainty
region. Second, that the probability of detection is unity rather
than, say, 0 9; and, finally, that the probabi1iity of false alarm was
zero 1nstead of some small value.

First we wi1ll consider the single-channel receiver for two
competitive algorithms to achieve four satellite acquisitions.
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7.3 Single-Receiver Acquisition

We consider a time-shared single-channel receiver which, by
virtue of its multiplexing capability, can provide four time-shared
channels which we will call pseudochannels. We wi1ll consider two com-
petitive schemes for this single-channel receiver.

7.3.1 Four-Dedicated-Pseudochannel Approach--Singie Receiver

In th1s approach, time slot 1 1s dedicated to satellite 1,
time slot 2 1s dedicated to satellite 2, etc.,, up to satellrte 4, as
shown n Figure 7 1.

First the receiver Tocal PN code 1s set to the earliest min-
mmum time delay timing point of the code uncertainty of satellite 1 and
the search proceeds for T seconds. For simpiicity 1n our analysis, we
assume that one code position is searched in this multiplexing time period
although a number of code chips could be searched. WNext, the local code
generator 1s jam set to the earliest timing point of the code uncertainty
of satellite 2 and the search on satellite 2 proceeds for T4 seconds (one
code position or one-half chip). This process continues unt1l satellite
4 1s search for one code position. The receiver then sets the local
coder to the first sateliite, code-phase retarded one-half chip from the
first chip search on satellite 1. After Tp seconds, the coder 15 Jam
set to the second cell position of satellite 2, etc., until one satellite
15 finally acquired (true syhchronization 1s found). To make matters
concrete, assume that the third sateliite was acquired first. Then the
multiplexing process continues with the dwell time on satellite 3 being
used for tracking and the remaining multiplexing slots being used for ac-
gquisition of satellites, 1, 2 and 4. The resulting multiplexing scheme
- for a particular sequence of satellite acquisitions 15 shown In Figure
7.2; the crosshatch 1ines denote tracking, with acquisition dencted by
the lack of crosshatch Tines,

Pseydoch 1 Pseudoch 2 Pseudoch 3 Pseudoch 4

. SAT1 y SAT2 | SAT3 | SAT &4 |
I

"‘__TD_+— Tp —sfe—1p _"l"—TD_"l

Figure 7.1. Satellite Multiplexing Pattern for a Single Receiver
with Four Dedicated Channels
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According to Figure 7.2, satellite 3 was acquired first, satellite
1 second, sateilite 4 third, and satellite 2 Tast. After all the satellites
are acquired, acquisition 1s completed. Note that, after each acquisition,
the satellite goes into tracking.

In order to determine the mean acquisition time of this dedicated
four pseudochannel approach, we must medel the distribution function of the
time 1t takes to achieve acquisition for any of the four pseudochannels.
Denote the distribution function of the time 1t takes to acquire one satel-
11te by F(t) where

F(t) =P{T< t) (202}

that is, the probabi1lity that the acquisition time 1s less than or equal
to t seconds. Since acguisition doesn't occur until the last satellite

has been acquired, we desire the distribution of the last satellite ac-

gquisition. This 1s an order statistic, and the distribution of the last
satelli1te acquisition time 1s given by [12]

Falt) = [F(0)]° (203)

In order to obtain the mean acquisition time of the last sat-
211lite acquisition, we must specify the distribution function F(t).
Since we have made the simplifying assumptions that Pd==1 and PFA==0, we
know that acquisttion will occur with probability one after the uncer-
tainty range is completely searched. The acquisition probability density
function is therefore as shown in Figure 7.3, along with the continuous
approximation

The actual probability density function i1s discrete 1n nature,
“with the probabiT1ty density function being represented by N delta func-
tions. It 1s convenient to approximate this density function by a contin-
uous uniform density, as shown 1n Figure 7 3b  We shall use this approx-
mmation to evaluate the mean acquisition time  Since the pseudochannels
are searched sequentially, the mean acquisition time 1s given by

N
T = fTD o) (1) at (204)
0
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LEGEND

————ACQ
A%~ TRK
SAT 1 SAT 2 SAT 3 SAT 4

L
1 v

First Acquisition
— " SAT 3

[

—1- ——
R

1 Last Acquisition

A A A S A Ao A SAT 2

Figure 7 2 One Possibie Satellite Acquisition Sequence
for the Dedicated Pseudochannel Approach
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N Cells

(a) Actual Model of Acquisition Time Probability Density

(b) Approximate Model of Acquisition Time Probability Density

—F1gure 7.3 Models of the Acquisition Time Probability Density Function
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where the 4 comes from the fact that the channels are multiplexed
sequentially in time, not 1n parallel. Using (203) in (204) produces

T - 4]NTD t { AE:(t)]S p(t)} dt (205)

0

with F(t) defined 1n (202) and p(t) defined by

p(t) = 9F(E) (206)

{learly, from Figure 7.3b, the distribution function 1s

given by
[t <t <
[—GE 0<t < N'!:D
F(t) =4 1 t > Neg
0 0<t (207}
“
Since p(t) is specified by
- b 208
p(t) Ve 0 <t <Nt (208)
we obtain
N 4
T = mf Dt (209)
0 (NTD)
or evaluating*
T=32MN (210)

*

Quantization effects in the search of Figure 7.2 have been
neglected in this mean acquisition time calculation. In reality, (210)
15 & slight upper bound but, for large N, 1t 1s essentially exact.
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Now we can determine the mean acquisition time of the divide-
down strategy and compare 1t to the dedicated pseudochannel approach
which we w11l consider next.

7.3.2 Divide-Down Strategy for Four Sateliites--Single Receiver

This strategy allocates all four pseudochannels to the first
satellite and, after acquisition, allocates the one pseudochannel that
has acquired sateliitte 1 to tracking and the remaining three pseudochan-
nels to acquisition of satellite 2. This process continues untit all
four satellirtes are acquired Figure 7.4 11lustrates the sequence of
satellite acguisitions and trackings.

First the satellite 1 uncertainty 15 divided up 1nto four equal
amounts and all four pseudochannels start search 1n a time-multiplexed
manner, as can be seen in Figure 7.4. Notice that, after three channels
have been acquired, only one-fourth of the channel 1s dedicated to ac-
quisition whereas, for the first satellite, all of the’ channel (four

fourths) 1s dedicated to channel acquisition,
We can now determine the mean time to acquisition. For satellite

1, the uncertainty for each pseudochannel 1s Nﬁ)/4 chips. Since the true
acquisition position must be 1n one of the four pseudochannels, the mean
time to acquire for satellite 1 1s given by

N
T, - %(—Z—D)M) (211)

where NTB/4 1s the uncertainty time required to search one-fourth the code
uncertainty and the 1/2 comes from the mean-to-total uncertainty ratio.
The last factor of four comes from the fact that the four channels are
searched serially rather than in parallel. The mean acquisition time for
the second satellite 1s given by

Nt
= _ 1 D _2

Continuing, we have for the third sateliite,
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SAT 1 SAT 1 SAT 1} SAT 1
— } ! | Each Pseudochannel has 1/4 of
. SAT 1 , SAT 1 . SAT 1 , SAT 1 1 SAT 1 Uncertainty
] T T 1
IL SAT 1 l SAT 1 1| gAT 1 | SAT 1 :
; SAT | } SAT 1 a ,’?,’,’,’,’,’}" SAT 1 Acquired

SAT 2 SAT 2 SAT 1 %AT 2

(Tracking)
¢ } A A | Each of Three Pseudochannels has
1 1 Iy \ ]/3 of SATZUncer‘talnty
i YT L
s 1 I/////i////ni//fuu/u|
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L//////////: WA NNRN N uuuuul
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Figure 7 4. One Possible Satellite Acquisition Sequence
for the Divide-Down Strategy



81

L 1 NTD
T3=z\z /%"y (213)

Finally, the mean time to acquire the last satellite 1s grven by

— _l N =

T, =3 (NTD)(«-';) 2Ny (214)
Summing (211) through (214} produces

T = 4.17 N, (215)

In comparing {210) and (215), we see that, for the single-channel receiver
the dedicated-pseudochannel approach 1s faster 1n the sense of mean
acquisition time.

7.4 Dual-Receiver Acquisition

In this section, we consider the same two approaches with a dual-
channel receiver. By a dual-channel receiver, we mean that two independent
recelvers are availlable for 1ndependent code acquisition and tracking, and
1ndependent carrier-loop acquisition and tracking, etc. We first consider
dedicated channels.

7.4 1 E1ght-Dedicated-Pseudochannel Approach--Dual Receiver

In this approach, the eight available pseudochannels are dedi-
cated to four satellites, with the result that each pseudochannel has an
uncertainty range of NTD/Z seconds. Figure 7.5 11lustrates the eight-pseudo-
channel allocation. In this scheme, each satellite uncertainty 15 broken
into one-half (NTDfZ seconds) and there 1s no reallocation of receiver
capability after any satellite acquisition.

A typical acquisition (and tracking) scenario 15 1llustrated in
Figure 7.6. In this example, satellite 3 is acquired first, satellite 4 is
acquired, then satellite 1, and finally, satellite 2.
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PS 1 PS 2 PS 3 PS 4
| SAT 1 SAT1  SAT2 , SAT2
i l T | }
Ty —efe—T) _...l.q_.,.'rD ____,__,_ﬂ___ ) ___._l
_SAT3  SAT3  SAT4  SAT 4
" PS5 " PS 6 TPS 7 ' PS8 '

Figure 7.5

Satellite Multiplexing Pattern for a Dual-Receiver
with E1ght Dedicated Channels
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SAT 1 SAT I¥ SAT 2 SAT 2 “Acquisition of SAT 1
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Figure 7 6

Typical Acquisition Scenario for the Dedicated-Pseudochannel Case
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We now compute the mean time to acquire for the dedicated-channel,
two-receiver approach. Again we dencte by F(t) the probability of acquisi-
tion on or before t seconds. Again the distribution function of the last
satellite acquisition (ordered distribution) is given by

Fp(t) = I:F(t)]4 (216)

The mean acquisition time 15 given by

NTD

3
T=4 f"'Z' t{ 4[F(t):[ p(t)}dt (217)
0

where p(t) 1s the probability density function of the unordered acquisition
time. The distribution for the (unordered) acquisition time 1s given by

F(t) = Nz—t—] (218)
LD

Hence,
_D 3
T - 15[ > ¢ (%—) (—N-?-—) dt (219)
T T
! D D

Evatuating (219) yields

T= 1.6NT, (220)

By comparing with the single-receilver acquisition time (210), we
see that this dual-receiver approach halves the acquisition time, as one
would expect.
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7.4,2 Divide-Down Strategy for Four Satellites with Two Receivers

In this scheme, all eight pseudochannels are utilized to ac-
quire satellite 1. After 1ts acquisition, one pseudochannel 15 allocated
to satellite 1 for tracking and the remaining seven pseudochannels are
allocated to satellite 2 for acquisition. After satellite 2 1s acquired,
it is tracked, and all six pseudochannels are utilized for sateliite 3.
After satellite 3 1s acquired, all five pseudochannels are utili1zed to
acquire satellite 4.

In1tialily, the search time required to cover the uncertainty 1s
NTD/B for each pseudochannel since there are ei1ght pseudochannels available.
Therefore, the mean acquisition time for satellite 1 1s given by

= 1N\
T, = 5 |-~ ) 4 = 7 Ny seconds (221)

The second satellite has seyen pseudochannels available so that
the mean acquisition time for satellite 2 is given by

Nt
= _ 1 D _2
TZ =5 (-—-—-—7 ) 4 = 7 NTD (222)

In the same manner, the remaining satellites, 3 and 4, have mean
acquisition times given by

Nt
1
("“52) 4 = 3 e (223)

* and

3!

Nt
= 1 D _
Ty E(T) 4=

Summing (221) through (224) yields

orre

Nty (224)

T=1.27 NTD seconds (225)
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Comparing (225) to (215) points out that doubling the number of
receivers more than halves the mean acquisition time for the divide-down
acquisition strategy.

By comparing (225) with (220}, we see that the dual~receiver with
divide strategy 1s faster than the dedicated pseudochannel approach with
two receivers. However, for single-receiver systems, we found that the
dedicated-pseudochannel approach was superior.

7.5 Single-Recetver Acquisition--Refined Model

We now consider a refinement on the model in which Pd <1 but
PFA==0. In order to make the calculations tractable, we compute the med-
1an acquisition time which 1s the time it takes for the acquisition prob-
ab1lity to accrue to 0.5.

7.5.1 Four~Dedicated~-Pseudochannel Approach

First we consider the distribution function of acquisition time.
Figure 7.7 illustrates the distribution function without multiplexing. Llet
us designate the median acquisition time by TO 5 Then if T0 5 < NTD:WE
have

T 3
0.5 =J/‘To.5 Fy(t)dt =L/" 0 5:4}1t) p(t)dt (226)
0 0

neglecting multiplexing When T0 5 < NTD, we have from Figure 7.7 that

) t
F(t) = Py GWQE) (227)
From (226), we have
4 £ Tg.5
0.5 = 4 pA (] 34t (228)
D NTD
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Figure 7 7. Distribution Function of Acquisition Time When PD <1
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Solving (228) yields

p 4

0.5 = (“%F (T0_5)4 (229)

or

0.841 Nry
To.s= —p (230)

D
neglecting time-sharing.
Now to include the four-pseudochannel time-sharing effect, the
result of (230) must be multiplied by four so that we have

3.36 NTD

Ty g = — Py > 0.841 (231)

To obtain solutions for smaller values of PD, a quartic equation must be
solved but will not be pursued here since, normally, Py = 0.841. By com-
paring (231) with Py=1 and (210), we see that the mean and the median
are aimost equal.

Now we consider the divide-down strategy to compare 1t with the
dedicated-pseudochannel approach.

7.5 2 Divide-Down Strategy for One Receirver

In this scheme, as has already been discussed, the four pseudo-
D < 1, the distribution
_function 1s as shown 1n Figure 7 8. HWe consider the case 0.841 € PD s T,

channels are dedicated to satellite 1. When P

For the first satellite, we have that the median acquisition
time satisfies, without accounting for the time spent on the other three
channels, the equation

(4).T. _ P
0.5 = — 185 D (847 <p, <1 (232)
NTD D
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or

——"
1'(‘0.5 = SPD 0.841 < PD <1
Accounting for all four channels yields
NTD
]T[].5 = Eﬁa- 0.841 < PD <1

90

(233)

(234)

For the second satellite, the uncertainty search time per pseudochannel

18 NTD/3 so that

T = Aﬁ.‘r_D,
2°0.5 PD 3

(235)

Further, for the third satellite, the uncertainty search time 1s NTD/2

so that
3°0.5 PD 2
Finally, for the last satellite, we have
= 2
4lo.5 = 7, (NTD)
Summing (234) through (237) yields

To _ = 4.17 =L Py >0.841

Comparing (238) to (231} again substantiates the results of the mean

(236)

(237)

(238)

acquisition time for a single-channel receiver. That 1s, the dedicated-

pseudochannel approach is faster than the divide-down scheme with the

refined acquisition parameter model.
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7.6 Conclusions

Based on a simplified acquisition model, we conclude that, for
the single GPS receiver, dedicated pseudochannels, one for each sateilite,
provide a faster acquisition time than the strategy that uses all the
pseudochannels for satellite *1" then, after 1ts acquisition, the remaining
three channels are used for satellite 2, etc. This latter strategy has
been referred to as the divide-down strategy.

However, for the dual-receiver set, the divide-down strategy is
more efficient than the dedicated-pseudochannel approach. The relative
mean acgquisition times are summarized below, with the continuous receiver
used as a reference point.

Table 7.1. Single-Receiver Relative Acquisition Time Comparison

Relative Mean

Recerver Type Acquisition Time

Continucus Receiver 100%
Dedicated Pseudochannels 400%
Uncertainty-Dividing Strategy 521%

Table 7.2. Dual-Receiver Relative Acquisition Time Comparison

Relative Mean

Recewver Type Acquisition Time

Continuous Receilver 100%
Dedicated Pseudochannels 400%
Uncertainty-Dividing Strategy 318%

Note that the values of Table 7.2 should be one-half those 1ndicated 1f
they are compared to the continuous receiver of Table 7.1.
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8.0 PRELIMINARY C/A CODE ACQUISITION TIME ESTIMATES
2.1 Sunmary

This section describes the results of our estimates of the
C/A code acquisition time and associated probabilities for acquiring
with single-channel receivers, dual-channel receivers and four-channel
receivers utilizing seguential detection. The basic assumptions used
in the calculation 1nclude the following: (1) the full C/A code uncer-
tainty of 1023 chips must be searched (in one-half-chip elements),
(2} code doppler is negligible and, (3} residual carrier doppler corre-
sponding to 60 m/s 1s £315 Hz. The results are summarized below 1n
Table 8.1. Due to Timited simulation data, complete optimizations over
all types of systems were not tried.

Table 8.1. Summary of Acquisition Times and Probabilities
for a Two-Doppler 1023-Chip Search

. Acquisition Time Probability of
Receiver Type (seconds) Acguisition
Single-Channel 68.8 0.686

137.6 0.968

Dual-Channel 34.4 0 686
51.6 0.815

68.8 0.986

Four-Channel 17.2 0.686
34.4 0.986

51.6 0.997
638.8 0.9997
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8.2 Analysis

The purpose of this section is to determine the C/A code acqui-
s1tion time by utilizing sequential detection. Sequential detection 1s
an optimal method of sequentially acquiring code synchronization. A typ-
1cal analog 1mplementation of a PN code sequential detector 1s shown in
Figure 8.1. In Figure 8.2, a particular sample function of noise only
and signal-plus-noise are shown. Typically, the noi1se-only case 15 re-
Jected considerably prior to the truncation time TTR' The average rejec-
tion or dismissal time Tb is an important parameter in determining the
acquisition time. Given that the signal 1s present, the probability that
the signal-plus-noise is above the value of zero at the truncation time
15 called the probability of detection and 1s denoted by PD‘ If noise
only remains above the value of zero for TTR seconds, then a false alarm
has occurred and the false-alarm probability is denoted by pFA'

Holmes [13,14] has shown that the mean sweep time for a fixed-
dwell-time system with a false-aTarm penalty of KT seconds is given by

TSw = qr[l + KPFﬂ] (239)

where
number of cells to be searched, usually q=2N

£
I

single-dwell dismissal time

-
n

PFA = false-alarm probabili1ty

K = false-alarm penalty 1n units of <.

Now let us consider how the acquisition probability improves
as additional sweeps through the code uncertainty are made. Clearly,
after one sweep, the probability of acquisition equals the probability
of detection, 1i.e.,

(1)

Paca = Po (240)

After n complete sweeps, the probabitity of acquisition 1s one
minus the probabi1lity of no acquisition, or

Pﬁ(\gé = 1- (1 - PD)” (241)
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Now (239) also applies (approximately) to sequential detection
schemes if T now represents the mean dismissal time T. Therefore, after
n sweeps, the associated acquisition time (of n sweeps) 1s (approximately)

ACQ = nCI'rE-'FKPFA:[ (242)
and
Ton+T
K = RV (243)
’L'
where the associated probability of acquisition at time T&E% 1$ given by
n) ~ n
PRCy = 1—(1-pD) (244)

In (243), Top 18 the truncation time and Ty 15 the verification time needed
to verify a false alarm.
A plot of P(n) 1s 11lustrated 1n Figure 8.3. As an example, 17

ACQ

PD = 0.91, nga 1s given 1n Table 8.2.

Table 8.2. Acquisition Probability versus Number of Sweeps

(n)
n PACQ

0.91
0.992
0.9993
0.99993
(.999994

Gl W N s

Now consider the associated parameters of the system. With
aiding, the system must tolerate %60 m/s velocity uncertainty, which
corresponds to a carrier uncertainty of

of = =09 (1.575x109) = 1315 ke (245)
3x10
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With a bandpass filter bandwidth of about 400 Hz, two doppler
bins are needed to cover the doppler uncertainty of 630 Hz and provide
overlap of the uncertainty region. Figure 8.4 11lustrates the doppler
uncertainty and the corresponding doppler bins.

From a sequential detection simulation [15], the following
parameters were determined for C/N0 = 34 dB-Hz (after losses):

Pea = 0.001 T 3.18 ms

(246)
P

L]
n

0.91 T

R 25 ms

D

Using a noise bandwidth of 400 Hz along with a C/NO of 34 dB-Hz
y1elds a predetection SNR of 8 dB. From (242) - (244) and (246}, we have

Ta) = 2x10e31 + 130.025 (0.001):[ 0.00318 sec (247)
or
(1) _
TSW 8.6 seconds (248)

for one bin search of the full C/N code uncertainty of 1023 chips*. When
both doppler bins are swept, the probabi1l1ty of acquisition 1s still 0.91
1n 17.2 seconds.

Consider a single-channel receiver. Because of time-sharing
among four satellites, the acquisition time 1s 4 x17.2 seconds, or 68.8
seconds. However, the probabiiity of acgquisition 1s the fourth power
of 0.91, or 0.686. Consider the case where two sweeps rather than one
were used to increase the detection probability te 0.992 (from Table 8.2).
Then the acquisition time doubles to 137.6 seconds and the probability of
detection 1s (0.992)4 = (.968.

Now consider the use of a dual-channel receiver. Again, for a
single sweep over both doppler bins, the probabi1lity 1s 0.91 1n 17.2 sec-
onds for one satellite Due to time-sharing two channels, the acquisition
time becomes 34.4 seconds with a probabiiity of (0.91)4==0.686. With two
sweeps per doppler bin, the acquisition time 15 68.8 seconds with a

*
Note that this 1s about 80% of the time estimated 1n [16].
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corresponding acquisition probability of (0.992)4==0.968. If, however,
two sweeps are used on the first two satellites and one sweep 15 used on
the third and fourth satellite acquisitions, then the time to acquire 1s
Just the average of 34.4 and 68.8 seconds, or 51.6 seconds with a prob-
ability of (0.992)2(0.91)% = 0.815.

As a final case, we consider a four-channel receiver used for
acquisition. We have that, for a single sweep of each doppler, the acqui-
s1tion time 1s 17.2 seconds for an acquisition probability of 0.686.
Using two sweeps per doppler bin yields an acquisition time of 34.4 sec-
onds with a detection probabi1iity of 0.968. If three sweeps are made per
doppler cell, the time to acquire 1s then 51.6 seconds with a probability
of acquisition of (0.9993)4 = (0.997. Furthermore, 1f four sweeps per
doppier bin are made, then the acquisition time is 68.8 seconds with a
corresponding probabi1lity of acquisition of (0.99993)4 = 0,9997. The
results obtained above are summarized 1n Table 8.1.

8.3 Conclusions

Based on a full 1023-chip C/A code search and a doppler uncer-
tainty of %315 Hz, the dual-channel receiver using sequential detection
would take about 69 seconds for an acguisition probability of 0.99 and
about 55 seconds for an acquisition probability of 0.9.
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9.0 PRESERVATION OF THE PROCESSING GAIN FOR THE TI GPS RECEIVER
L1/L2 AND DISCUSSION OF THE RECEIVER FREQUENCY PLAN

9.1 Summary

The Texas Instruments (TI) GPS receiver frequency plan is
analyzed along with their method of ensuring that the processing gain
is obtained. Based on the analysis contained in this section, it is
concluded that the full processing gain of both the C/A and P codes is
achieved by util1zing the TI T code with mixers providing at least
35 dB 1solation. The detatils are omitted from this copy of the annual
report because they contain TI proprietary information that could pos-
sibly compromise the TI competitive position on GPS receiver procurements.



r
Nominal 1Ly

S e e i |
= 154F 8f f f f f Baseband_{
Frequencies r]-_ 11231:0 o 16F . f f f f Baseband 4

BPF
BW = BW = (:)
400 MHz 4 kHz

Baseband

f.=10.286 MHz

Q
N
o
8
2 s1n(136m]t) PNT(t) PNT(t) @ PN(t) 3
w O
2 sm{170;t) 2s1n |:C2w]+6md]ﬂ Ve sm[(m1 +T8]"I)% E
NOTES  f 1s nominally F0

fc 1s the center frequency of the BPF

Figure 9.1. Equivalent Frequency Plan Model for the TI GPS Receiver

¢01

DI¥o

g1 Iovd TN



103

where P is the desired signal power, d{t) the 50-bps modulation, PN(t) the P
code, PI the interference power, and 154w0 and wy are the respective angular
frequencies. In fact, L1 is nominally 1.575 GHz. It 1s to be noted that the
L] signal 1s centered at 154F0 nominally and the L2 signal is centered at 120F0
nomnally, where mO/Zw = FO = 10.23 MHz. At the first mixer, the desired P-code
signal 1s spread so that its leakage is not important. Also, the Jocal oscil-
lator (LO) frequency of 136F1 w11l leak across the first mixer; however, the
lowpass filter following the mixer prevents it from having a nonnegligible
Tevel out of the filter.

Hence, at point (:) of Figure 9.1, the signals of 1nterest are

xb(t) = ¥2P PN(t) d(t) cosCTBmO-136Am){—1IZPI cos[E}ﬁ-136m]]§] (252)

At the second mixer, there are no important teakage terms so that, at
point (:) of Figure 9.1, we have

x(t) = -/2P PN(t) d(t) s1n(m0-153Am)t - J2P; S'En]:[wI—?53m])1] (253)

At the third mixer, the T code 1s modulated onto (253); also, the
first significant Teakage term arises. This leakage term is the heterodyned-down
1nterference CW si1gnal which appears at the output of the third mixer attenua-
ted by 107og Ly dB, where L; 1s the absolute CW leakage of the third mixer.
Consequently, the signal at point (:) of Figure 9.1 15 given by

xq(t) = -v2P PN(t) d(t} PNT(t) cos[Cmo-153Am:)ﬂ -{f2P{ PNT(t) cosB:mI—153m1)t]
-1/2PIL] STn'B:mI- ]53&51)’;’ (254)

At the fourth mixer, both doppler and L1/L2 frequency compensation
ara employed such that, when heterodyned by F]+ F1/184, the carrier 15 beat
down to zero. The correction term 1s denoted by 8Fge Therefore, at point (:)
of Figure 9.1, the signal is expressed by
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xg(£) = -/EF P(E) PNT(E) d(t) stnCog+ 1558+ su)t]
- VZPL PNT(t) sin| (1550, - oy + 80,)t]
R VAL sm[CmI - 153m])’€[
- \PPLLy cos[(155u - w)t + sugt] (255)

where the third term is due to leakage of the fourth mixer and the fourth term
is a heterodyned version of the leakage term from the third mixer.

The fifth mixer multiplies the input signal by PNT(t)(® PN(t) and 1s
then followed by a bandpass filter centered at 10.286 MHz with a bandwidth of
4 kHz. Into this filter, we have, at point @ of Figure 9.1,

xf(t) = —/2F d(t) sm[CmOHSSAmed){[ —\[Z-P_I_PN(t) s1n|:C155m]—wI+6wd:)t:l
-m PN(t) PNT(t) sm|:(w1-153m1)1]
- ZPIL; PH(E) PNT(t) cos| (1560, - oy + su))t]
-W S'ln[(:mI - 153m1]ﬂ -\[ZPI_L]IE COSI:OSS‘”T ~ o+ Gwd]t] (256)

Now only those signals at 10.286 MHz + 2 kHz w11l be passed through
the BPF following the fifth mixer. The first signal of (256) has a center
frequency* of

g + 155Am + Sw
. 2

d = 10 286 Mz (257)

The next nonspread term, the fifth one, has a frequency given by

wy = 1 53m]

5 = 10 1688 MHz (258)

Swd

*Note that T T 6000 Hz 1n the L-1 mode.



ORGINAL PAGE IS 105
OF POOR QUALITY

when mI/Zn 1s essentially FO' This term, attenuated by three mixer isoTation
values, would be at Teast 90 dB, as well as being heavily fi1ltered by the
4-kHz bandwidth fitter since it 1s 117.2 kHz away from the center frequency.
Now, since the third and fourth terms are on the order of 30 dB and 60 dB down
from the second term, we have that the mmportant terms are

tg(t) = /2 d(t) s70[(ogr185autan)t] - 2Py PN(t) s1n] (155 -uroa,)t]
«1[2PIL1L3 cos [C155m1 -yt Gmdj{{ (259)

where 5ﬁ(t) denotes a 4-kHz bandwidth bandpass-filtered version of PN(t).
After heterodyning at the sixth mixer, we obtan

W ~ f_l.!'[
Xh(t) = /P d(t) COS[(154Aw+6md—Tg%){l -1’PI PN(t) COS[(.[54UJ]-mI+6wd“m)€l
. “1
+\’PIL1L3 S1n':('|54m] - mI+ Gmd - T8 (260)

Now, since the carrier loop (which 1s not shown 1n Figure 9.1}, when operating
properly, causes the argument of the first term to be zero, the first term
becomes a baseband data term. Unless the interferer 1s coherent with the sig-
nal (which 1s highly unlikely), the second and third terms could be centered

at a few tens to hundreds of hertz Greater offsets would not be of much tmpor-
tance since the second term 15 spread over a 10-MHz bandwidth. In either case,
the third signal of (260) 1s not a problem due to the TI design. To clarfy
this statement, note that, even 1f the interferer frequency 1s near the desired
s1gnal center frequency (154 FO), 1t 1s attenuated by the product\ﬁ:ﬁf_,

which wouTld provide about 60- 70 dB reduction in 1ts effect Consequently, as
long as the processing gain 1s an order of magnitude less than the CW isolation,
the processing gain will be preserved. Since the processing gain 1s about 53 dB
in this case, 1t 1s clear that reasonable mixers (at least 30-dB 1isolation) will
allow realization of the full processing gain  Again the above 1s true as Tong
as the TI T code 1s utilized in the design.
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9.3 Processing Gain

Now consider the processing gain. We define the processing gain to
be the reduction in power in the data (noise) bandwidth after carrier demodu-
lation with a spread spectrum system compared to a system without spreading.

Figure 9.2 11Tustrates the signal. coherent interference and carrier demodula-
tion model.

2PI PN(t) cos mot /P d(t) +‘(PI PN{t)
+
v2P d(t) cos wgt
Jﬁ'cos(mot)
Figure 9.2. Interference Model and Signals

The P code 1s denoted by PN(t) and the data by d{t}.

S1nce the GPS P code 1s very long, about 2,354x 1014 chips, the
periadic Tine structure 1s separated by approximately
Af = 4.36x1078 Hz (261)

s0 that the P code, modeled as a maximum length code, has a spectral density*
near f=0 of

AR S (262)

where PI 1s the tone interference power and TC 1s the chip duration Since the

two-sided noise bandwidth of a matched filter (%J[T ( )dt) to an NRZ waveform
0

is 1/T, where T 15 the data bit duration, we have that the power out of the
matched filter 1s

*
We assume a continuous spectral density.
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- = pr B
Py = PTJ/T = PIg (263)

c

where RB 1s the data rate and RC 1s the chip (P-code) rate. From Figure 9.1,
see that, 1f the interference was not spread, 1ts demodulated power out of the
matched filter would be PI' We therefore conclude that the reduction in inter-
ference power is Rp/R. = PG {processing gain) which, for GPS, 15

PG = > = 53.1 dB (264)

Therefore, if mixers L1 and L3 each offer about 35-dB 1selation, then the pro-
cessing gain would be reduced negligibly to 53.1 dB so that the processing gain
is preserved.

However, if the T code was not used, the 1solation of the interfering
carrier would then be egual to only L3 or about 35 dB. In thi1s case, the pro-

cessing gain would be only about 35 dB, which means that about 18 dB would be
Tost due to poor design.

9.4 L2 Frequency Plan

We again use Figure 9,1 to consider the L2 frequency plan. At point
(:), the recetved signal-plus-tone jammer 1s of the form

x,(t) = /2P PN(t) d(t) sn(120u5t) + 4f2P sin(u;t) (265)

where 120 F0 (LZ frequency] 1s nominaily 1.2276 GHz At point <:) after the
lowpass filter, we have

xp(t) = V2P PN(t) d(t) cos’:[]6m0+i36Am:)€| +\/2_P; cos[(-w1+]36m])t (266)

Again the Teakage term is removed by the 50-MHz filter since 1t 1s
centered at about 16x 10 23 x 106 MHz. Therefore, at point (:) , we have the
resulting signal
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x(£) = VI P(t) d(t) sin]Cu- 11980)t] + 2Py st Cap - 1190, - 119Dt | (267)

Now at the third mixer, the T code 1s modulated onto the signals and
a leakage term that is not filtered out also occurs. Hence, at point (:), we
have

xg(t) = V2P PN(t) PNT(t) d(t) cos[(wo—ﬂ%m:)t:[

+\JIP PNT(t)cos[CwI—ﬂQmO-HQAm)tj N sinl:(wI—HQmO—HQAm){l (268)

At the fourth mixer, both doppler and L]/L2 frequency compensation
are employed such that, when heterodyned by F1+ F1/184, the carrier 1s beat
down to zero. Again the correction term 1s denoted by afd. Hence, at point
(:), the s1gnal can be modeled as

x,(t) = /2 PN(t) PNT(t) d(t) sm[@uo+ 6md+]2mw:)t]
+ 2P PNT(t) 51n[(121m0-m1+]2£\w+ Gmd]{‘

+1/2PIL] cos[?]ZTmO - ot 12Am4~6wd)§]
+1/2PIL]L2 S1n[§m1 - 1%y - 119Am)E] (269)

The third term is due to leakage at the third mixer, whereas the fourth term
1s due to Tleakage at the fourth mixer

The fifth mixer functions to muTtiply the input signais by the prod-
uct of the T and PN codes At point @ at the 1nput to the 4-kHz bandwidth
f1lter, we have
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xg(t) = V2P d(t) s1n[@u0+ Gmd+121Aw)fz[
+ 2P} PN(t) sm[OZMO- wp+ 12180+ amd)t:I
+\Fﬁqi;'PNT(t) PN(t) cos[§121w0-w1+121Aw+-6wd)€]
+4/2P1 L5 PNT(t) PN(t) sinl:CmI— 119, - 119Aw)t:|
2P L cos[(mmo- wp+ 12180+ amd)t]
+W sm]:CmI - 119y - 119Am]1€[ (270)

Again the fifth and sixth terms are due to mixer leakage. Only those signals
of x¢(t) which are passed through the 4-kHz bandwidth bandpass f1lter are of
concern. The correction 1n L, 15 +7600 Hz, which 1s contained 6md/2w (wh1ch
inctudes the doppler component).

Hence, the first term of (270) 1s centered 1n the bandpass filter.
The second term 1s spread and, hence, w11l pass a portion of 1ts signal into
the fitter. The third and fourth terms are also spread but are at least on the
order of 30 dB down from the second term which 1s also spread. Both the fifth
and sixth terms are leakage terms of the interferer; however, the fifth term
1s at least 30 dB (minimum value of L2) weaker. Therefore, the essential terms

at point @ are

xg(t) = /2P d(t) s1n[§@0 + 12020 + Bmdjé]
2P BA(t) sm[(mmo- wp+ 1210+ Smd)t]
+\f2PIL]L3 cos I:Clz'imo - wp t 12T e + Swd){l (271}

where PH(t) 1s the filtered version of PN(t) After heterodyning at the sixth
mixer, we obtain
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()]
- pr ]
Kh(t) V2P d(t) COS|:(]20Am-T§?f + 6md){{
ot it}
+ 4 [ZPI PN(t) cos[(1 200)] -~ wyt Sug - TB%){I
+1’PIL]L3 s1n{(120m0- wli-]ZOAwi-smd-TgE){} (272)

Again we see that the leakage term 1s reduced by two mixer isolation
values and, hence, does not significantly degrade the processing gain. If the
T code was not used, then 1n effect Ly » 1, and we would have just one mixer's
worth of isolation which could be 1n the 30-35 dB range and, as such, would
not be sufficient.

8.5 ConcTusions

The T1 frequency plan for both 1‘1 and L2 frequencies 1s well thought
out and, by use of their T code with good mixers, the processing gain is pre-
served for both the C/A and P codes
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10.0 RESPONSE OF THIRD-ORDER PLL TO STEP IN JERK

This section documents the derivation of the expression for
the error response of a third-order phase-lock-loop with a step in jerk
mput. The error response of the perfect third-order loop is given by

8 (S) 3
— = > 3 (273)
8, () $°+2u S°+20 Sto

where the loop noise bandwidth 1s given by BL = mn/1.2. The Toop 1nput
phase angle for a step 1n jerk is given by

1 J27f 1
6. (S) = (-9-)— = = (274)
1 s/ 3 ¢ st

so that the time response 1s given by

1 1

8 (t) = JZ'nf ;Z)- 5
+ ZmnS + anS + W,

€ c

1 (275)
S

3 3

S
The Laplace transform pair [17].

1 .
(S-a)(S-b)(S-c)

F(S) £(t) = AeT +BePt 4 ceCt

where

o1 o1 1
A= (a-b)(a-c) ° B = (b-a)(b-c)’ ¢ (c-a)(c-b)

1s used after factoring the denominator and treating the 1/S by integrat-
ing the f{t). Thus,



8,(t)

1]

ORIGINAL PAGE 18 112

OF POOR QUALITY

t -1
C W
D RELY

(sap) (3 (-0 s+ 3 02

t w t w t

Jarf L Jeruntigont/2] L g /30 cos /3 Db dt

C 2 2 2
0 “n 3

w t
i:l - eunt ;g_g e~0nt/2 gip Jf—g——:l (276)

A normalized plot of {276) 1s given in Figure 10.1.

Normalized Loop Error, Ge(t/(Jquf/Cmn3]
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Figure 10.1. Plot of Normalized Loop-Tracking Error for Third-Order

Phase-Lock-Loop with Jderk Step Input
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11.0 SHUTTLE GPS RECEIVER MINIMUM REQUIRED SNR

This section documents the minimum required C/NO derivation
for a Shuttle GPS receilver. The minimum C/NO 1s ut1lized in the follow-
g section to calculate the GPS/Shuttle 1ink budget.

The minimum C/N0 is based on obtaining an acceptable probabil-
1ty of the Costas loop not Tosing Tock during the Shuttle mission. The
probability of not losing lock 1s given by

p = o t/T

where T is the mean time to Toop slip and t is the observation or mis-
sion duration over which we require the probability P. We have previ-
ously shown that the mean time to Costas loop sTipping 1s given by [18]

T - T i (Lﬂ C)'l( ) (277)
T = = explso () B+ 2 = 1+sin 2¢ 277
a3 P \N K,

where BL 1s the Toop one-sided noi1se bandwith, B 15 the arm filter band
width = 40 kHz, and ¢ is the phase error or offset due to dynamics. The
phase error ¢ 1s dependent on the type of dynamics, 1.e., acceleration,
Jerk, etc., and the order of the Toop, 1.e., second order, third order,
etc. However, we known that, for constant acceleration, the phase error
¢ for a third-order Toop i1s zero. Furthermore, for changing acceleration,
or jerk, we have derived the phase error ¢ 1n Section 10.

Thus, all that remains to be described in order to calculate P
15 the dynamics profile. The Rockwell GPS/Shuttle specification requires
dynamics consisting of 0.02 seconds of jerk equal to 150 m/s3, five seconds
of jJerk equal to 25 m/ss, and 900 seconds of acceleration at 40 m/sz. If
we assume that, for purposes of calculating loss-of-lock probabilities,
these three dynamic events are arranged 1n a contiquous fashion, then the
total probabi111ty of not Tosing Tock is given by

-t /T, -to/T, -t,/T. ~ (6 [T+t [Tttt /T
p. = ppp = e 1 1, 2/1t2 o 3/'3 o ( 1717 %027 3)(278)
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where
t, = 0.02s , 3, = 180 m/sS
t, = 5 , J, = 25m/s
ty = 900 s , J = 0.

The T's are given by

T - T _ﬂ.__C_ZB+2—C_-1 1+SNR2) (279)
U T g 1 A N, ( 4
and
Jylaf 4 ety o5 egty/2 n”i (280)
¢1 —-__C._.-—g]_-e -—-3—9 S'il']/? 2
W,
n

for 1=1,2 and ¢; = 0 for 1=3. It should be noted that, for the 900-second
period, ¢ = 0 because we have postulated a third-order Toop. The total
probability of not losing lock PT 1s shown plotted 1n Figure 11.1 as a
function of BL, with C/N0 a parameter. It can be seen that a C/NO of
27.5 dB-Hz 1s necessary to achieve a PT of 0.99 and the optimum bandwidth
is BL = 13.5 Hz. 1If we relax the 900-second 1nterval to 300 seconds, we
see that the probabi1lity of not Tosing Tock improves slightly. However,
s1nce several approximations have been made 1n deriving (277), 1t 1s bet-
ter to remain on the conservative side. Furthermore, since parts of (277)
were originally derived for a first-order loop, 1t is appropriate to add
an additional 1 dB to the result yielded by (278), (279) and (280). This
1 dB 15 already incorporated into Figure 11.1. Thus, we shall consider
the minimum reguired C/NO to be 27.5 dB-Hz plus a 2-dB implementation
loss, or 29.5 dB-Hz.
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12.0 SHUTTLE/GPS LINK BUDGET

This section presents an update on the Shuttle/GPS link budget.
The 11ink chosen 1s the on-orbit (200 nmi) L1 Tink using the Orbiter upper
GPS antenna. The budget for both a continuous-channel receiver and a
four-satellite muitipliex receiver 1s given 1n Table 12.1. The Tink mar-
gin for the continuous receiver 1s shown to be 4.2 dB, while the multiplex
recelver has a margin of -1.8 dB. An explanation of each of the entries
n the budget follows.

12.1 GPS/Shuttle Link Budgets

12.1.1 Sateilite EIRP

These values are for the edge-of-earth coverage, as specified
11 GPS Space Segment Specification No. CID-SV-101. The actual performance
of the two on-orbit spacecraft has been reported to be better than the
speci1fication values.

12.1.2 Space Loss

The two space Toss numbers of -184.6 and -182.4 dB for L1 and
L2, respectively, are based on the orbital geometry shown in Figure 12.1.
From this figure, the 1ine of sight (LOS) 71s given by

-1 6698

m 25 ,795 km

R = 26,650 cos = 26,659 cos[%In

The space loss is given by

|
i}

92.45 + 20 Tog f (GHz) + log R (km)

92.45 + 40 log 1.575 + 20 log 25,795
i84.6 dB .

il

*Information source: RI Memo #1024-20, Glen Yates, May 8, 1981.
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TabTe 12.1, Shuttle/GPS Link Budget Update
Continuous MuTtiplex
Tracking Tracking
Satellite EIRP Spec CID-SV-101 23.8 dBW
Space Loss -184.6 dB Path tangent to orbit.{-184.6 dB
Pointing Loss -0.4 dB See text -0.4 dB
Polarization Loss 0.1 dB See text 0.1 dB
Atmospheric Loss 0 0
Shuttle Antenna
Received Power -165.3 dBW -165.3 dB
System Noise
Temperature 28.6 dBW See text 28.6 dBK
Boltzmann's _
Constant ~-228.6 dB-W/K/Hz -228.6 dB-W/K/Hz
Noise Spectral - -
Density -200.1 dB-W/Hz 200.0 dB-W/Hz
C/NO 34.7 dB-Hz 34.7 dB-Hz
Time-Sharing Loss 0 -6.0 dB
Effective C/N0 34.7 dB-Hz 28.7 dB-Hz
Required C/N -
(Theoret1ca1? 28.5 dB-Hz See Section 11 28.5 dB-Hz
ImpTementation
Loss 2.0 dB 2.0 dB
Required C/N0 30.5 dB 30.5 dB
Link Margin* 4.2 dB

*Assumes no loop-tracking aiding
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Th1s geometry, called LOS tangent-to-orbit, is considered a
nominal baseline case. Some 1inks, such as the overhead viewing 1inks,
will have less space loss and other links, such as those where the Orbiter
may be 1n higher orbits and viewing tangent to the earth (or the earth's
atmosphere), will have greater Joss.

12.1.3 Pointing Loss

The pointing loss value of -0.4 dB occurs because the GPS
satellite antenna coverage is designed to provide maximum radiated power
at the edge of the earth. Since the Orbiter is some 200 miles above the
edge of the earth, there 1s a reduction 1n EIRP. The GPS satellite an-
tenna pattern for FSV #1 has a gain slope of approximately 0.5 dB/°.
From Figure 12.2, the angle seen by the GPS satellite antenna 1s 0.72°
for the 200-miTe Shuttle orbit. Thus, the EIRP loss is equal to 0.5 dB
x 0.72° = 0.4 dB.

12.1.4 Polarization Loss

The polarization Toss occurs because the GPS antenna and Orbi-
ter GPS antenna are not perfectly circular polarized. The GPS satellite
antenna 1s speciftied to have an axial ratio no greater than 0.8 [19].

The GPS satellite axtal ratio 1s specified at a maximum of 0.7 dB at
edge-of-earth coverage, or 14.3°. At the Shuttle-look angle of 15°

(see Figure 12.2), the axial ratio is not expected to change much. The
actual maximum polarization loss will be the polarization loss difference
between the GPS antenna against the JSC test horn and between the GPS
antenna against the GPS satellite*. Thus,

(Reps sat * Reps ANT)2

? 7
(1 * Reps saT )(1 * Rgps ANT )
+R 2

LP = 10 Tlog

aps ANT)
)@ +R

R
_ 10 Tog (Rrest Horn

(1 + R 7

TEST HORN GPS ANT 2)

where RGps SAT = 0.7 dB, RGPS ANT = 12 dB and RTEST HORN = 0.5 dB. The

RGPS ANT = 12 dB 1s based on extrapotation of the test data at ¢ = 60°,

R = 11.5 dB [20]. From this calculation, the polarization Toss 1s found
to be 0.06 dB and, because of the extrapolation uncertainty of RGPS ANT?
we use LP = (.1 dB.

"This formulation was suggested by J. Porter of JSC.
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12.1.5 Antenna Gain

The 4-dB gain is with respect to perfect RHCP and has been
chosen by Rockwell to give the desired angular coverage. It is based on
prototype antenna measurements. It should be noted that a decrease 1n
overall actual antenna gain can translate into a decrease 1n antenna
coverage volume, rather than a decrease 1n link margin.

12.1.6 Circuit Loss

The circuit losses used for the Tink budget calculations have
been provided by RI and are given in Table 12.2. Two types of losses are
given: the Toss from the antenna to the preamplifier and that from the
preamplifier to the receiver. The Tlatter loss includes a 6-dB power-
splitting loss for adding a third-string receiver. Although the baseline
Tink design 1s a two-string system, 1t is cost effective to install and
connect the necessary power splitters for a three-string system.

Table 12.2. RF Circuit Loss*®

Antenna Circuit | Antenna ((Zir"(]:mt (L1 | PA/RPA ((I'ir'():mt ()
dB dB

Upper Antenna 1.84 14.0

12.1.7 System Noise Temperature

The SNR required for all GPS receiver processing functions 1s
proportional to C/KT, (C/NO], where C is the available signal power, k
1s Boltzmann's constant, and Te 15 the effective noise temperature. Since
the Shuttle GPS receiving system 1s comprised of a cascade of elements,
1t is necessary to derive the effective noise temperature Te for the
_ desired point for the definition of C/KTe.

The Shuttie GPS system is modeled in the block diagram shown 1n
Figure 12.3. As will be shown, 1t 1s inconsequential as to which point
15 picked as a reference point for definition of C/NO stnce the ratio 1s
constant, 1.e., indeperdent of the point in the circuit. A generalized
model of a cascaded system is used to illustrate this point. This model

1s shown 1n Figure 12.4. The effective noise temperature at the input to

the cascade, Te’ 15 given by

T T T
2 3 4 -
T. = T, +=<=+ + +
e 1 Gl Gle 626263
*Informat1on source: RI Memo #1024-20, Glen Yates, May 8, 1981.
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and the input signal power is C. Now, to find the system effective noise
temperature at point (:), Te‘, we note that noise at (:) from the input
to the first box will have been increased by the gain of this box, Gl‘
Thus,

T'" = 6T, = T.6, + T +-I§-+-—Ii— + 0

e l'e 171 W GZ 6263

Similarly, the signal power at (:) 15 increase by Gl so that C' = Glc
and the SNR 1s given by

o . %0 ¢
KTT © Re T, C K

e

which, of course, is the same as the SNR at the input to the cascade. The
same reasoning can be applied to show that the SNR at (:) is alsc the same
by multiplying both signal and noise at (:) by gain 63. The noise temper-
ature at (:) 1S given by

Ty .
1818y * Ty + Tg b =+

T = T
€ 3

The generalized model of Figure 12.4 15 now applied to the
Shuttle GPS system. Box 1 is taken as the antenna with temperature TA’
box 2 1s the Toss between the antenna and preamp, Ll’ box 3 is the pre-
amp, box 4 is the loss between the preamp and the receiver, LZ’ and box 5
1s the receiver. The equivalent noise temperature of an active element
_of noise figure NF and gain G 15 given by T = (NF—-I)TO, where T0 1s the
reference temperature (290°K). The noise temperature of a passive ele-
ment of loss L and gain G=1/L 1s given by T = (L-—l)TO. Thus, the
equivalent noise temperature of the GPS system at the antenna termnal
(T,') is given by

(NFpp-10Tg  Ly-1 T (NFyo,-1)T
_ 27" 0 RPA™™'0
T =Ty + (Ll-leO + T * — 1

— — G — 17— GPA
L1 L1 PA L Lo
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The system noise temperature and the signal power in the Tink
budgets which follow are referenced to the GPS antenna terminals. There-
fore, the system signal power-to-noise density ratio is written as

€ ¢

N
0 T L.-1 L b,(NFops-1)
A 1 1-2%" RPA
kTO[T0+CL1-1)+L1CNFPA_1)+L1 Gn . Cpp ]

The system equivalent noise temperatures for the GPS system
have been calculated for the antenna and loss combination using the
parameters NFPA = 3.0 dB, Gy = 40 dB, NFRPA = 24 dB, and Ll,L2 = values
given in Table 12.1. The equivalent noise temperature for the upper an-
tenna, with an antenna temperature of 125°K, is found to be 722.4°K, or
28.6 dB-°K. The required C/N0 is derived 1n Section 11, ard 15 28.5 dB-Hz.

The 1mplementation Toss is 2 dB, and 1s documented in [19].
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APPENDIX A
REVIEW OF TACAN/GPS INTERFERENCE

1.0 INTRODUCTION AND SUMMARY

This appendix provides an updated assessment of the interfer-
ence effects from the Orbiter TACAN transmitter to the Orbiter GPS nav-
1gation system. Previous memoranda on this subject reported that the
TACAN interference was not a serious problem if the GPS preampiifier did
not saturate [1]. Here we extend those analyses to the case of a saturat-
ing GPS preamplifier. The conclusion reached 15 that the TACAN interfer-
ence 1s not a problem, even with a saturating preampiifier; however, rec-
ommendations for rather benign filter characteristics to be included 1n
the preamplifier specification are made, along with several other preamp-
T1fier parameter specification recommendations.

2.0 ANALYSIS

The block diagram of the system analyzed 1s given in Figure A.l.
We begin by considering the TACAN signal. A good model for the TACAN
puise train is a raised cosine pulse train. Figure A.2 shows the simi-
Tarity between the actual TACAN pulse and the raised cosine pulse. The
raised cosine pulse train (baseband) can thus be expanded 1n a Fourier
series and written as

n=+w &
P(t) = n;_m D, exp(anT) (1)
where
t
1 tU sm(nﬂvrg)
D, = FAS - ny; exp(J¢,) (2)
0 Nty
with
ty = 2 5x 107% seconds (from Figure 2),
= 1/150, 150 pulses per second 15 the TACAN rep rate,
A = peak voltage level corresponding to +64 O dBm pulse
power,
and

¢, = phase of the Fourier component.
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The RF expansion is given by

V(t) = P(t)l:/_ cos moizl V2 cos gt Z B, exp[n'n.r:l (3)

‘here Dn is recognized as the value of the spectral lines of the TACAN
pulse train.

The signhal V(t) 1s fiitered by the preamplifier input bandpass
filter H](jw). In order to numerically evaluate the effect of this fiiter,
the filter characteristic shown 1n Fiqure A.3 was used. This filter 1s the
manpack preamplifier (Magnavox) filter and 1s also the same filter used 1in
the GPSPAC preamplifier.

The average input power to the preamplifier filter is given by

T ®
Prave = %f ]V(t)[2 dt = _zw |Dn|2 (4)

0

and the average filter output power 1s given by

H[(f - (f]+nn%))]

where fT 15 the TACAN center frequency (1150 MHz)}. Evaluation of (5) was
performed on a computer, where the summation was done over an equivalent
bandwidth of approximately 120 MHz. Interestingly, 1t was found that the
_output power calculated from (5) was within 0.1 dB of the power calcula-
ted by weighting the average 1nput power with the filter gain at the TACAN
center frequency, 1 e.,

2

Poave = 2 [P (5)

~

; 2 _
Poave = Prave [H(F=1150 Miz)|© = »p

IAVG(dB)— 24 dB (6)

The average input power for the raised cosine pulse train 1s related to
the peak 1nput power by



_ 1227,
Fo= 1575  MHZ
-150 100 50 +50 +100 +150
{ } - 1 { | F—

'AF {MHz)

ALITYNO ¥0Od 40
5 Zovd TIMDHO

F=122 & 1.57 GHz
T=25°

ouT @ 3 35 260 14
IN & QUT @3+3 33 150  — 200

SY

Figure A.3. Preamplifier Bandpass Filter Characteristics
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t
-3 0
Pave = 8 Pox T (7)

AVG PK

The average and peak powers at the filter output, or active
stage input, are thus calculated to be

Poavg = -45.8 dBm and P = 7.3 dBm (8)

OPK

where the basic calculation is shown 1n Table A.1 below.

Table A.1. Calculation of Power Input to Preamplifier Active State

TACAN Transmitter Peak Power +64.0 dBm (Rockwell)
TACAN Cable Loss - 3.5 dB (Rockwel1}
Antenna Isclation -42.0 dB (Jsc)
GPS Cable Loss - 1.8 dB (RockwelT)
Preamplifier Input Filter Loss -24 0 dB (Magnavox)
Preampli1fier Peak Power Input -7.3 dBm
To Active Stage
%9

3/8 5 -38.5 dB
Preamplifier Average Power _
Input to Active Stage 45 8 dbm

It 1s obvious that, on an average-power basis, the TACAN signal
presents no danger of damage to the preampiifier. Furthermore, on a
peak-power basis, provided that the preamplifier has a damage threshold no
lower than +13 dBm, there 1s no danger of damage to the preamplifier
(20 dB margin).

In order to determine the effect of the TACAN signal on the GPS
recetver following the preamplifier, 1t 1s first necessary to consider if
the preamplifier 1s saturated by the TACAN pulses We will consider the
preamplifier saturation point to be the 1 dB gain compression pomnt +3 dB.
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In a previcus report, we saw that a typical 1 dB gain compression point

1s approximately -15 dBm so that the saturation point 1s approximately

-12 dBm  Thus, the -7.3 dBm peak power at the input to the preamplifier
active stage will cause some clipping, as shown 1n Figure A.3. A reasonable
way to model the clipped raised cosine pulse is as a trapezoidal pulse, as
shown 1n Figure A.4. This 1s a conservative model for the interference
analysis. The value of the Fourier coefficient that determines the TACAN
power 1n the spectral 1ines 1s given by

t] t0+t1
(t0+t] sinfrn -] swmlrn —
b = A (9)
n \ T t (P
an -Han{-0_1
T T

If we allow s1n2( Y=1/2 as a worst case, we find that

n] & 2
v

so that the power falls off as the 1nverse of the frequency to the fourth
power as compared to the inverse of the frequency to the sixth power for
the raised cosine pulse train. As a worst-case assumption, we have that
the peak power 1n the trapezoidal pulse 1s the raised cosine pulse

(-7 3 dBm)  Thus, the power 1n the spectral Tine centered at 1227 MHz

(n= 77x10%/150) 1s found to be approximately -187 dBm. This 1s an 1nsig-
nificant amount of power compared to the GPS signal of at least -140 dBm.
Furthermore, the power density of the TACAN 1ines 1n the receiver bandwidth
15 appraximately

Nogy = -187 - 10T0g 150 = -209 dBm-Hz (11)

where the 150-Hz 1line spacing arises from the 150 pulse-per-second rep
rate  This power density is significantly lower than the thermal noise
power density Thus, even though the preampiifier clips the raised cosine
TACAN pulse, the spectral components that fall within the GPS receiver
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bandwidth centered at 1227 MHz do not affect the receiver performance.
This holds true for either the P or C/A code. It should be noted that,
because of the doublet nature of the TACAN pulse train, the actual aver-
age power will be 3 dB greater than calculated herein. However, the 3-dB
difference does not affect the conclusions whatsoever.

3.0 SUMMARY OF TECHNICAL MEETING WITH ROCKWELL INTERNATIONAL (RI)

ON TACAN/GPS INTERFERENCE

A meeting was held on May 11, 1981 with P. Nilsen, E. Rosen,
M. Reuterman, G. Yates, K. Baily and F. Hybart to discuss Axiomatix's
recommendations on this problem. The following 15 a summary of the
meeting.

Axiomatix presented a review of 1ts latest analysis of the
TACAN/GPS 1nterference* as well as a summary of my recommendations for
the preamp specificattion. The most 1mportant of these are as follows:

(1) Based on the 42-dB of measured antenna isolation, nothing
needs to be done to the GPS system design as far as high-power Timiters
or blanking provisions are concerned.

(2) The preamp specification should include, as a minimum, a
three-pole fi1lter both preceding and following the active stage (filter
specification as per Section 2.0, Appendix A).

Rockwell was 1n agreement with these recommendations except
that they objected to the 0.75-dB 1nsertion loss of the three-poie f1l-
ter. Upon further discussion, 1t was stated that the most current RI
GPS/Shuttle circuit margin calculations do not include 1nsertion Toss
for th1s fitter. The additional 0.75-dB Toss would result in a Tess-than-
- satisfactory calculated margin (according to RI). The RI margin was
stated to be based on a preamplifier noise figure of 1.8 dB and 40 dB of
preampiifier gain. Rockwell has calculated the overall system noise
temperature to be 155°K, or an equivalent overall system noise figure of
1.86 dB. The Axiomatix position on this noise figure, as stated at the
meeting, 1s that these numbers are not realistic program numbers, but
represent performance which might be attainable from a high-risk devel-
opment program.

*"TACAN/GPS Interference Analysis for GPS-Saturated Preampiifier,”
P. N1lsen, Axiomatix Report No. R8103-1, March 31, 1981.
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Further discussion resulted in the following Axiomatix recom-
mendations:

(1) Axiomatix will reevaluate the C/NO requirements for
Shuttle GPS,

(2) Axiomatix will review/recalculate the link circuit margins
for Shuttle GPS.

(3) Axiomatix w11l talk to NASA about getting a standard 1ink
(1.e., space loss) for GPS/Shuttle circuit margin calculations. This was
done once by Axiomatix approximately four years ago, but 1t's time to
review it and get concurrence among NASA, RI and Axiomatix.

Axiomatix commented on the RI preamp specification and stated
that the f1iter characteristics should be specified to at least meet our
recommendations and that the preamp filter should be broken down 1nto in-
put and output characteristics, not Just a composite characteristic.
Furthermore, Axiomati1x recommended including detailed information on the
TACAN EMI characteristics, e.g., peak power at the preamp 1nput tevrminal,
pulse shape, and PRF. The peak power included in the specification should
include a 4-dB margin.

At the conclusion of the meeting, Axiomatix made the final rec-
ommendation that all elements of Rockwell's circuit margin calculation be
kept in a controlied document. Although we're not sure what the official
vehicle 1s for this, we feel 1t 1s necessary so that any future changes in

cable losses, antenna gains, etc., can be adeguately and timely reflected
in everyone's understanding of the 1ink margins.

4.0 RECOMMENDATIONS

As a result of the TACAN/GPS interference analysis, Axiomatix
recommends that the Shuttle GPS preamplifier specification include the
following provisions:

(1) Maximum-allowable 1nput power for no damage--the preamp-
1ifier shall tolerate, with no damage, 1nput power levels up to and
including +15 dBm (1n center of passbands).

(2) A 1-dB gain compression point (referenced to the preamp-
1ifier) > -15 dBm.
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(3) Preamplifier filter characteristics:
(a) Input filter

Center frequency = 1227 MHz and 1575 MHz
Minimum of three poles
3-dB bandwidth = 35 MHz
50-dB bandwidth = 260 MHz
Insertion loss < 0.75 dB
RolTloff = 18 dB/octave
(b) Output f1lter

Same as 1nput filter except that insertion Toss
can be relaxed to 1.50 dB.

Axiomatix further recommends that no provision for pulse blank-
tng or high-power Tamiting be added to the preamplifier.

Reference

1. "Shuttle Giobal Positioning System (GPS) System Design Study,"
Axiomatix Final Report on Contract NAS 9-15387C No. R7901-4,
January 20, 19879.
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APPENDIX B
REVIEW OF GPS PHASE IIB PROGRAM TESTING

1.0 INTRODUCTION AND SUMMARY

On May 29, 1981, Bruce Jamison, the Magnavox Phase IIB GPS
Program Manager, briefed Axiomatix on the Phase IIB testing approach.
This appendix summarizes that briefing. The purpose of the briefing
was to develop parallels for Shuttle/GPS testing.

The major testing phases are depicted 1n the flowchart shown
in Figure B.1. Testing begins with the “In-Plant Performance Tests”
(IPPT's). The IPPT's consist of software as well as hardware tests and
are designed to confirm the design and evaluate the performance and
functional operation of the user equipment with simulated signals,
host-vehicle interfaces and controls that, to the greatest extent
practicable, emulate the operating conditions of the intended host
vehicle. These tests include software Preliminary Qualification Test
(PQT) as well as hardware qualification and acceptance testing. Essen-
t1al to the tests 1s the Pecultar Support Equipment (PSE)} whose block
diagram 1s shown 1n Figure B.2. This PSE 1s an "all out", no-holds-
barred, system simulator. It tncludes simulation of user vehicle
motion, satellite motion, antenna shadowing, antenra and ionospheric
effects, the usual waveform generation for up to eight sateliites and
other functions shown 1n Figure B.2,

Following the 1n-plant testing, the Development Test and Eval-
uation (DT&E) and the System Integration Laboratories (SIL) testing com-
mences. In actuality, the SIL testing commences before completion of
in-plant testing, with testing performed on engineering model hardware
and 1nterim software. The SIL testing 15 performed for each platform
“and ut111zes a simulator of the platform interface which is provided by
the platform contractor or system 1ntegration contractor This test
could be a multiple-phase test, starting with I/0 verification using
interim software and, perhaps, using breadboard or engineerirg model
hardware., The final phase SIL test must be performed with the final
software.
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The SIL test is supported by a subset of the PSE, referred to
as a "test pack." The test pack may have only one or two waveform gener-
ators and only 1imited signal dynamics capability. This 1s because the
main 1ntent of SIL 1s to verify operation of the user equipment with the
host vehicle interfaces, with the emphasis on i1nterface and software com-
patibility, The host vehicle 1nterface may be actual hardware or hardware
simulators.

The DT&E (first phase) consists of flying the user equipment
{in the case of airborne users) 1n test bed aircraft, such as a Ci30. The
testing done 1n these fully instrumented platforms 1s primarily intended
to ver1fy receiver performance and, to this end, the testing wiil be done
over the Yuma 1nverted range. The interface with the test aircraft is
minimal. Test results are closely compared with the simulation tests run
1n the 1n-plant phase. Any anomalies can cause additijonal in-plant simu-
lations as well as further DT&E tests This phase of the testing 1s con-
trolled by the contractor.

Foliowing this phase of DT&E, the user equipment 1s sent fo the
"Mod Center", where 1t 1s integrated into the host vehicle. Additional
testing 1s done at the Mod Center with support from the test pack (scaled-
down PSE}. After this, each vehicle and 1ts equipment enters the opera-
tional readiness phase of DT&E. It 1s my understanding that this may not
be a fli1ght test, but consists of the full system checkout on board the
vehicle, perhaps parked on the flight 1ine. This test concludes with the
formal software qualification test (FQT).

Finally, the vehicle and 1ts equipment enters the Initial Opera-
tional Test and Evaluation (IOTRE) phase This consists of the vehicles
_utilizing the equipment for operational missions.

At thi1s point, 1t is appropriate to discuss the paraliels be-
tween the Phase IIB testing discussed above and the traditional Shuttle
avionics testing The 1n-plant testing corresponds to the normal in-plant
qualification and acceptance testing, with the exception of the software.
The SIL testing is a close analogy to a combined SAIL and ESTL test.

There 1s no ciear-cut analogy with the first phase of DT&E. The exception
may be a GPS experiment flown aboard the Shuttle wherein the NAV data
from the GPS 1s merely recorded for post-flight analysis and comparison
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with laboratory simulation data. The Mod Center corresponds to the
equipment installation at KSC (or Palmdale, if schedule permits). DT&E.
operational readiness corresponds to KSC operational readiness testing.
Of course, IDOT&E corresponds to Shuttle flights with GPS on board as an
operational NAY system.

Perhaps the two most significant comparisons between Phase IIB
and Shuttle GPS testing are as follows: First, the 1n-plant performance
tests are designed to high-Tidel1ty exercise the receiver processor RF and
NAV performance to specifications and mission profiles to the greatest
extent possible. Second, the SIL tests are designed to fully wring out
the interfaces with the host vehicle and, as such, are very similar 1n
concept and function to a combined SAIL/ESTL test or a SAIL test with good
RF stmmulation. An example cited by Jamison was the SSN submarine host
vehicle. In this case, the SIL tests are totally complete and exhaustive
before the eguipment "ever sets foot aboard the sub."

Magnavox diagrams and charts showing the PSE test configurations
for supporting test requirements are 1nciuded with this memorandum,
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THROUGHPUT AND MEMORY ESTIMATES
(8-CHANNEL CONFIGURATION)

THROUGHPUT MEMORY (BYTES)
ESIM 647 112K
RTC 547 70K
ANTC 57% 102K
HVS 607 80K
SBB 57% 61K
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13.0 TELEYISION DIGITIZER DEVELOPMENT

The objective of the development program reported herein was to
demonstrate, via a working breadboard, the feasibility of digitizing an NTSC-
format color-TV signal for run-length (R/L) encoding. The ultimate use of
such a TV digitizer would be for Space Shutile downiink transmissions via the
Ku-band wideband 1ink. The specific technique mmplemented by Axiomatix uses
tri-state delta modulation (TSDM), which is more adaptable to R/L encoding
than conventional bistate delta modulation. This technique 15 also applicable
to dig1tizing a black-and-white (B/W) TV signal for field-sequential color
transmissions,



ORIGINAL PAGE 18
OF POOR QUALITY

Digital {——-Pay1oad Data
[ Video
TV and
Analog Ki-Band
TV —»Digrtrzer[ 1Sy Downlink | Encrypt [ ommunication-7{g§
*
Signal and MUX MUX System
TV 4 ! ! Bypass
Audio

Rate Select:>-J

Space Shuttle Orbiter

N
f
SCF **‘Zég;
TDRSS
S P et

*Black and white, field-sequential color or NTSC format color

Figu

re 13.1.

Digital TV and Multiplex System Architecture: General Requirements



13.1 Background

The existing Space Shuttle onboard equipment provides for transmission
of TV signals via an S-band (2250-MHz) FM downlink. This downlink, however, 1s
avatlable only when the Shuttle 1s within Tine of sight of a ground station.
Furthermore, due to the severe constraints on the effective radiated power, the
bandwidth of this 1ink 1s Timited, thus precluding the use of any "privacy" fea-
ture for the downlink TV signal.

The anticipated requirements for Shuttle Orbiter Ku-band downlink com-
munication include the transmission of a digital video signal which, 1n addition
to accommodating B/W TV pictures, must also be able to relay to the ground the
color-TV information encoded 1n either field-sequential or NTSC-color formats.
Furthermore, at the expense of additional onboard hardware and increased band-
width due to the digitization process, the picture-privacy feature can be pro-
vided for the downlink. Thus, an objective for future Space Shuttle TV equip-
ment 1s the development of a digitization technique which 1s not only compatible
with data rates 1n the range of 20-30 Mbps, but also provides for good quality
pictures.

Figure 13.1 shows the overall space and ground functional configura-
tion that could be used to accommodate Shuttle digital TV with scrambling for
privacy to be transmtted to the U.S. Air Force Satellite-Control Facility (SCF)
and to NASA Johnson Space Center (JSC). As shown there, the Ku-band communi-
cation system [4] onboard the Shuttie Orbiter utilizes a high-gain steerable-
dish antenna to communicate with NASA's Tracking and Data-Relay Satellite System
(TDRSS) to provide a TV transmission capability simultaneous with two other com-
munication channels. Alternately, 50 Mbps of payload digital data can be provi-
ded simultaneously with the other two communication channels. Initially, the TV
modulation technique will be analog FM, similar to S-band, with no privacy capa-
bil1ty. A potential requirement for privacy, however, can be provided by digi-
tal technigues. Scrambled digital TV, if implemented at moderately low data
rates, can also provide the possibility of simultaneous transmission of payload
digital data as long as the total data rate (TV plus payload data) is within the
50-Mbps Ku-band system capability.



13.2 Principies of Delta Modulation

13.2.1 Conventional Bistate Delta Modulation

The commonly used delta-modulation encoder produces a sequential
output that i1ndicates whether the final output veltage should 1ncrease or de-
crease. It acts like a DPCM system with only one bit per sample; hence, 1t 1s
referred to as a "bistate" encoder. Acceptable performance with this encoding
scheme is realized by an increased sampling rate as compared to a PCM coding
scheme, Because the bistate delta modulator requires relatively low data rates
compared to PCM, considerable effort has been spent trying to perfect a delta
modulation system [5,6].

The goal of every design approach 1s to trade off fidelity of repro-
duction versus the allowable data-transmission rate and the amount of hardware
used. The best solution also depends on the qualities of the signal being sam-
pted. Video information tends to be a series of amplitude steps from one Tumi-
nance level to another. These Tevel steps are connected by voltage changes
with Targe dV/dt values. When handling a video signal, a delta modulator must
handle very sharp rise and fall time signals, then settle rapidly to a new Tum-
1nance value, with no overshoot, ringing or other added noise. The relative
delay for different frequency components in the picture 1s also important.

Figure 13.2 1s a block diagram of a bistate delta modulator, which
11Tustrates 1ts operation. Dk 1s the difference between the 1nput signal Sk
and the output of the estimator Xk' This difference signal 15 passed through
a hard 1imiter whose output 1s a bat Bk that causes the estimator to change
1ts output. This bit 1s the signal transmitted over a communication Tink to
the recetver. The receiver consists of only the estimator portion of the trans-
mitter block diagram. The sampiing rate of the delta modulator determines the
amount of delay inherent 1n the digitizing process. The faster the sampling
rate, the smaller the 1nherent delay.

The hard Timiter depicted 1n Figure 13.2 guarantees that the estima-
tor will increase or decrease 1ts output every time the samplie clock cycles.
This characteristic of indicating only changes results 1n the 1nherent "granu-
larity" in the reproducticn of a constant-luminance signal since the modulation
scheme must always output a sample corresponding to an increase or decrease 1n
voltage. The reconstructed signal will average to the correct level by varying
up or down around the desired output level. Any attempt to smooth the delta
demodulation output will sTow the response to step changes and, therefore, re-
duce picture "sharpness."
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Conversely, if the bistate delta-modulation scheme is designed to
provide good rise and fall times, the amplitude of the level jitter around the
desired output will increase and more granularity will appear. Furthermore,
the amount of overshoot and ringing after an abrupt edge wi1ll, in general, in-
crease as the delta-modulator system 1s designed to reduce slew time. Various
attempts to alleviate these conflicting requirements and reduce the overshoot
and ringing have been-proposed [7,8].
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13.2.2 Tr1-State Delta Modulation

The tri-state delta modulator (TSDM) [9,101 has characteristics that
make 1t especially suitable for encoding video information. By indicating the
"no-change condition" with a special code, the TSDM breaks the connection be-
tween rise-time performance and steady-state level jitter inherent in a bistate
delta modulator.

In comparison with the bistate delta modulator, the TSDM approach
shown 1n Figure 13.3 quantizes Dk 1nto three values instead of two. The third
value ndicates that Dk 1s between -e and e, . This condition causes the out-
put of the estimator to remain at its previous value. Just as 1n the case of
b1state delta modulation, the receiver consists of the estimator only. This
third state eliminates the granularity inherent n bistate delta modulation;
it permits the TSDM to be optimized for transient performance without consid-
ering granularity probiems. With the exception of the third state, the TSDM
operation 15 1dentical to the bistate delta modulator shown 1in Figure 13.2,

As 1ndicated 1n Figure 13.3, the TSDM state is determined by compar-
ing the estimate Xk with the 1tnput signal Sk to produce a voitage difference
s1gnal Dk' This voltage Dk 1s tested for si1gn and magnitude to produce Bk'

The rule 1s

g Sgn [?é], whenever le| > ey
 C
l 0 , whenever [Dki < e,

Since B =5 - Xk, a positive value for Dk signifies that Xk must
be made more positive to match Sk; therefore, Bk = +]1 must cause Xk to become
more ‘positive. The equation used to calculate Xk+1 from Xk 15 s1mply

Xes1 = Ko * By 8]

where B, may be +1, 0 or -1 and IAk+1| 1s given by
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Figure 13.3. Tri-State Delta Modulator (TSDM) Functional Block Diagram

*
With TSDM, the Bk vector can also represent a usignal-steady” condition.
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When ]Dk| < e,, the feedback signal X, 1s close enough 1n value to
the input signal Sk so that the system should maintain its state. It does this
by making Xk+1 = Xk and setting Ayt = 0 whenever Bk = 0. That process 1s unique
to tri-state delta modulation.

The adaptive characteristic of the system 1s realized by the |Ak+1| =
1.5 By term. When Bk has the same sign m times in sequence, the value of By 18
muTtiptied by (1.5)M-1 so that the slope of the feedback signal increases with-
out Tumt until Xk 2 Sk‘ Once that happens, the Bk vector changes sign and the
values of lAk+1‘ = 0,5 By reduce the slope as the Xk signal changes direction.
This provides for the eventual settling of Xk to a value near Sk by reducing
the value of By by a factor of two every time Xk crosses Sk' If Sk remains con-
stant Tong enough, Xk w11l eventually settle to within te, of 1t, 1f e, 18 at
least as large as one-haif the resolution of the DAC that produces Xk. Once
th1s happens, By w111 be equal to zero and the systems w11l stay at rest until
Sk changes again.

When Bk changes from Bk-l = 0 to either Bk = +] or By, = -1, the system
must 1nject a starting value for [Ak+1| since |Ak| was 0. That 1s handled by
the ZAO term which 1s simply a constant value selected to provide a large enough
n1tial slope to the Sy feedback signal when 1t must adjust to a step 1nput 1n
Sk so that the slew time is minimized.

The 1nit1al value of ZAO must be injected whenever By = 0 and Bk # 0.
Two terms are required for this 1njection because the values of Bk’ Bk—l’ etc.
are the only data available to the estimator. A sufficient condition for b =
0 1s that Bk~1 = (. Therefore, whenever Bk—l = 0 and Bk # 0, the system must
mJect ZAO for By - However, 1t is possibie for Ay to work 1ts way down to zero
without ever having Bk = 0. This requires S, to change value at just the right
time during the process of Xk settling toward the input voltage. This eventual-
1ty 1s handled by the term for IAk+1I which 1njects 3A0 whenever Bk = Bk_1 #0
and lAk| < 244,



13.2.3 Application of TSDM to NTSC Color TV

The previous discussion considered TSDM as a technique for digitizing
a single video signal that 1s presumed to be the NTSC luminance component used
for black-and-white TV transmission. Because field-sequential color transmission
ut1l1zes a sequence of such components, as provided at the output of a rotating
color-wheel filter, the approach described 1s applicable without modification
for systems such as those 1n use today by the Space Shuttle. For standard NTSC
color-TVY transmission, however, the TSDM technique 1s applied to each of the
three color components, Y, I and Q, where Y is the Tuminance component and I
and G are the chrominance components.

Figure 13.4 shows the method of handling those components, each poten-
t1ally with 1ts own R/L encoder. For maximum data compression, each component
should have 1ts own R/L encoder before multiplexing. Otherwise, since the col-
or and luminance components do not correlate well, there 1s T1ttle data-rate
reduction for the chrominance components when muTtipliexed with the Tuminance
information.

ReTative time delays are quite important 1n this scheme and differen-
t1al delays have to be added to the I and, especially, the Y channel in order to
compensate for the Tong delay inherent 1n the channel due to 1ts narrow bandwidth.
This narrow bandwidth impiies a low sampling frequency which produces more delay
1n the digiti1zing process.
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13.3 Breadboard System Description

13.3.1 Overall Test Setup

Figure 13.5 shows the block diagram of a digital TV test setup based
on tri-state delta modulation (TSDM). This is the test setup used by Axiomatix
to evaluate the TSDM technique.

As shown in this block diagram, the NTSC video signal is appiied to
the Lenco Model PCD-363 chroma demoduiator. This demodulator extracts the RGB
components of the video signal. These three components can then be routed to
e1ther the Lenco Model CCD-850 encoder or to the RGB/YIQ matrix. When they are
routed to the encoder, the digital system is bypassed and the decoder/encoder
equipment can be checked out and adjusted back to back.

When the RGB signals are routed to the RGB/YIQ matrix, they enter the
Ax1omatix-bu1lt breadboard equipment. As shown in Figure 13.5, the Y, I and Q
s1gnals can be applied to either their respective digital modems or directly
to the YIQ/RGB matrix. In the latter case, the digital equipment.is bypassed
and the decoder-RGB/YIQ-YIQ/RGB-encoder analog signal chain can be tested and
properly adjusted for color balance.

With the digital modems in the chain, the TSDM operation is implemen-
ted and the Y, I and Q components are processed by their respective modulators
and demodulators {modems). It must be noted that there are delay Tines 1n the
Y and I channels prior to the YIQ/RGB matrix. The purpose of these delay Tines
1s to compensate for analog-delay time differentials introduced by the I and §
lTowpass filters that are located at the output of the RGB/YIQ matrix. Figure
13.6 depicts the nominal delays of the compensating delay 1ines.

It 1s mmportant to note that all three modems (Y, I and Q) can also
be operated 1n the bistate mode. This feature 1s incorporated in the bread-
board so as to compare the relative picture quality of the bistate and TSDM-
encoded video.
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13.3.2 Transmitter Functional Block Diagram Description

The transmitter functional block diagram in Figure 13.7 depicts the
important signal interfaces between the various blocks.

Starting with the video 1nput, the Lenco color decoder block produces
red, green and blue drive signals by demodulating the color infermation in the
NTSC signal. The synchronization-stripper circuitry in the block below the
Lenco recovers horizontal and vertical synchronization signals. These signals
are used to reset the Tx and Rx delta modulators 1n addition to their normal
synchronization function. This process guarantees that any errors in the chan-
nel w11l not propagate Tonger than one horizontal sweep.

The transmit RGB/YIQ matrix block converts the wide-bandwidth R, G
and B s1gnals into narrow-bandwidth I and Q signals and a wide-bandwidth Y si1g-
nal. The synchronization-stripper circuitry counts down from four times the
color-subcarrier frequency to the horizontal and vertical repetition rates.
Th1s countdown chain 1s phased to the video 1nput, then produces sol1d, Jitter-
free, horizontal and vertical synchronization signals.

The narrow-bandwidth I and Q analog signals drive two "slow-speed”
transmitters which digitize them. The synchronization signals reset the trans-
mitters after every horizontal-Tine interval.

The high-speed TSDM block digitizes the Y-channel signal and supplies
that signal to the R/L encoder at the sampling rate. The R/L encoder bTock gen-
erates the downlink data at a rate that depends on the actual sampies. However,
encoding efficiency 15 picture dependent and, hence, variable.

In order to maintain a constant-downlink data rate with a variable-
encoded data rate being generated 1n the R/L encoder, a buffer memory 1s used
to provide variable-Tength storage. This memory, titTed FIFQO 1n the diagram,
prevents loss of data by providing this buffer function and feeding back poten-
tial overflow or underflow signals to the R/L encoder. Potential underflow is
guarded against by outputting dummy data from the R/L encoder. This data 1s
1gnored by the receiver. Potential overflow 1s handled by halving the sample
rate and going to the bistate mode with only one bit per sample.
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13.3.3 Recetver Functional Block Diagram Discussion

Figure 13.8 shows a functional block diagram of the delta-modulation
receiver section of the breadboard. The digitized data streams from the trans-'
mitter enter two types of memory, depending on their characteristics. The Y-
channel data encoded in the high-speed transmitter comes over a simulated down-
1ink channel and 1s stored in a variable-length memory calied an FIFO. This
memory 1s necessary because the R/L decoder must be able to 1nput data at a
variable rate in order to supply samples to the high-speed TSDM receiver at a
fixed data rate. The fixed data rate of the simulated downlink cannot supply
the R/L decoder with the variable rate that 1t requires.

The I and Q channel digital data is stored 1n two variable-Tength
digital-delay 11nes in the delay-time compensation block. These delay Tines
provide a delay for I and Q which correspond to the delay in the Y-channel
produced by the transmit and receive signals and setting the length of I and
Q channel delays to correspond.

The R/L decoder block undoes the encoding process and provides sam-
pled data and a block to the high-speed receiver that produces an analog out-
put. Since the I and Q channel data were not R/L encoded, 1t is merely sup-
plied directly to two slow-speed receivers to be converted back to analog sig-
nals. Since the I and Q data have been delayed to match the Y data, the re-
cei1ved signal 1s employed to reset all three recetvers. This resetting process
15 necessary to eliminate possible offsets between Tx and Rx delta modulators
due to b1t errors 1n the simuiated downlink.

Once the three analog signals have been reconstituted, the recelve
YIQ/RGB matrix circuitry is used to convert back to the R, G and B signals that
are necessary to drive the Lenco color-encoder block. Thus, the receiver unit
ultimately outputs the NTSC-format video signal.
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13.3.4 TSDM Digitizer/Reconstructor Implementation

Figure 13.9 15 a biock diagram of the Y-channel tri-state video
digitizer with the receiver input and output indicated by dotted Tines. Be-
cause the receiver 1s only a portion of the transmitter, 1t will not be dis-
cussed separately. As shown in this diagram, the analog video signal Sk 15
compared with the reconstructed analog estimate of the previous sample Xk. The
analog difference Dk 15 applied to the A/D converter. The hysteresis bias, or
"dead zone," te s 15 also applied to the analeg bias tnput of the A/ D conver-
ter. The analog error is then sampled by the A/ D unit and transformed into
Bk values according to the previously described algorithm. Each By vaiue which
1s a two-bit number 1s then applied to the Bk storage register. At the same
time, the previous value of Bk 1s clocked 1nto the Bk-l storage register. Once
Bk and Bk_1 are clocked 1nto their respective storage registers, the logic-and
decision umit (LDU) 1nmitiates 1ts analysis of the condition of these vectors.

The hardware block diagram of Figure 13.9 implements the required tri-
state algorithm. To provide the fastest sampling rate possible, the various
alternative computations are performed in paraliel and the appropriate result
is selected by a 4-to-1 MUX. There are two 4-to-1 muitiplexers: one for the
next value of x and one for the next value of Ax. The decision as to which
1input to select 1s made by the output of the A/D converter Bk and by the com-
parator that operates on both 2A0 and the output of the Ax register. The m-
plementation shown 1in Figure 13.9 provides the maximum amount of time for the
DAC, analog subtractor and three-state A/D converter to settle by performing
all possible calcuTations while they are settling, then selecting the actual
output needed. The x register input, for example, may be any one of the fol-
lowing numbers: x, x + BAO, X - BAO, X+ 1.5 ax, x - 1.5 AX, x + 0.5 Ax, and
X - 0.5 ax. Of these seven possible values, three may be eliminated by using
the previous value of Bk’ i.e., Bk—l' That 1s the reason why the decoding
logic driven by the Bk—l register 1n turn drives the x register adder/subtractor
units comprised of ALU's A, B and C. However, at any particular sample time,
only one of these ALU's has the correct value of the next Xk.

As shown 1n Figure 13.9, there are three output Tine groups emerging
from the LDU. One of these output 1ine groups (a dual Tine) controls the two
4-to-1 multiplexers. The second single Tine controls the 2-to-1 multiplexer.
Finally, a six-wire output line group (comprised of three dual 1ines) controls
the three ALU's. Depending on the present vector By and the preceding vector



Analog Video
Input

-
t
1

{Receive Mo

de)

©
2 ¢

¥

ORIGINAL PAGE 18
OF POOR QUAUW

Reconstructed Analog Video
~oD1g1tal Input (Receive Mode)

Bk and Bk~1

-—

Storage Registers

B B

2

Data to Encoder

72 ™ and Channel

15k 1Pk
D/A ("dead zone™) 5
Logic & Decision » by
] /8 Untt (LDU) | Comparator
/ ib’ /1 b2 ‘ ‘
" ToaLl's 4 P 24
1 Reqister MUX Control /
g Control T
rap Vg b hoh
‘ ) ™ T 7]
1 1 N yi /] /] _
/8 15 ax { .‘J
- | ,
/ 8 el 1.54X
ALU
g A 4-to-1
ALU AX Z o
g M\ -
Cantrol _ Register I 360
MUX -t
/’ /7 4
8 ALU Y ‘1
8 B . /
N, 2~to-1 lp=— 55 ax 7, |
7 MUX 2=
Control
/3
/
ALU
81 ¢
- L o A
/3 0
Control

Figure 13.9. High-Speed, Tri-State, Video Digitizer (and Reconstructor)

Block Diagram



&

Bk~1’ the LDU sends the appropriate commands to the 4-to-1 multiplexers. It
also sends the appropriate add/subtract commands to the x-register ALU's A, B
and C. The ALU at the output of the Ax register, however, 1s always 1n the
Yadd" mode. In this ALU, the value of ax is added to a "right-shifted" value
of 1tself (i.e., 0.5 ax), thus providing the next value of 1.5 ax. To ensure
that the aA-modulator does not "hang up" within a dead zone, the output of the
4x register is always compared with the 2A0 value. If the value of the Ax reg-
ister 15 less than ZAO, the comparator controls the 4-to-1 multiplexers to se-
lect 3A0 as the next increment. The value of 34, is also selected when the LDU
indicates that a transition from a no-change state (1.e., constant i1ntensity)
to a change state, 71.e., an 1ncrease or decrease 1n intensity, has occurred on
the Tatest sample.

For the receive mode, the logic 1mplementation 1s the same as that
shown 1n Figure 13.9, but without the analog subtractor or A/D converter. As
indicated by dotted 1ines, the received data stream 1s applied directly to the
B, and Bl Storage registers and the reconstructed analog video 1s taken from
the output of the D/A converter.

The TSDM digitizer/reconstructor implementation for the I and Q chan-

nels 1s 11lustrated 1n Figure 3.10. This mplementation 1s a simplified version
of the Y-channel digitizer/reconstructor.
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13.3.5 Run-lLength Encoder Implementation

The run-length (R/L) encoder used 1n the transmitter side of the 1ink
is shown 1n the block diragram of Figure 13.11. The high-speed encoding circuit-
ry accepts the Bk vatues at the sample clock rate and outputs a sequence from
that sample, as shown 1n Table 13.1; the sample clock rate is fixed. Since the
encoding process produces a variable number of bits out, depending on the sample
1nputs, the data-output rate of the encoder varies. Sixteen {16) bits of the
encoder output are grouped together qnd transferred in paraliel to the FIFO block.
This parallel transfer reduces the data-tréns%er rate tonone acceptable to the
rotating buffer.

The rotating buffer provides the necessary elastic storage between
the varying input-data rate and the fixed~output rate. Under normal circum-
stances, the output of the FIFQ 1s clocked by the transmission-channel clock
which 1s supplied to the TSDM from an external source. If the picturs being
transmitted happens to encode very efficiently so that insufficient data 1is
entering the FIFO to repiace the data being clocked out, the R/L encoder cir-
cuitry 1s apprised of this by the "potential-underfiow"” 1ine shown 1n Figure
13.11. When a potential underflow problem exists, the R/L encoder circuitry
wa1ts until a new horizontal-synchronization pulse occurs. At this time, the
R/L encoder generates a codeword indicating the end of valid data. HWhen the
synchronization pulse 1s complete, the R/L encoder transmits another codeword,
which signifies the start of valid data. Inbetween these two times, the R/L
encoder may generate f111 bits of all zeros to maintain the FIFQ buffer in 1ts
proper state of f111. Handling of those pictures which encode very efficiently
15 thus relatively simple. The rotating buffer has another output that indi-
cates potential overflow. This output feeds back to the encoding circuitry,
which changes 1ts operating mode when the possibility of overflow occurs.

The bastic reason for potential overflow 1s the type of picture being
encoded. The picture with large areas of constant-brightness encode very effi-
ciently (see Table 13.1) and the buffer does not have an overflow problem. Pic-
tures having a great deal of detail with very few constant-brightness areas do
not encode very efficiently. Since the tri-state delta modulator has three,
nstead of two, states for every sampie, 1t 1nherently generates more data bits
for a given number of samples than a bistate delta modulator. However, the
general tendency for bistate delta modulation to produce granularity 1s less
objectionable 1n those pictures with a large amount of detai1l. Therefore, the
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Table 13.1.

Encoding Table

Bk Vector T?ﬁgﬂgﬁifd
+1 10
-1 11
0 01110
Two 0's In a row 01101
Three 0's 1n a row 01100
Four 0's 1n a row 01011
Five 0's 1n a row 01010
Six 0's 1n a row 01001
Seven 0's 1n a row 01000
Eight 0's 1n a row 00
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R/L encoder circuitry can change 1ts mode of operation when the buffer 1s in
danger of overflowing. The encoder then sends a special sequence for 1ts hori-
zontal synchronization word that indicates the change of mode, and the encoder
switches to bistate delta modulation. This removes the encoding table and mere-
1y sends a normal bistate-delta-modulation stream over the data Tink unt1l the
potential for buffer overflow has been eliminated.

13.3.6 Implementation of the Run-Length Decoder

Figure 13.12 1s a block diagram of the receiver R/L decoder. It is
essentially the encoder turned around. The FIFO provides data to the decoding
circuitry upon demand so that the output of the decoder can be a constant sam-
ple rate despite the variable-length decoding process. The elastic storage in
the receiver rotating buffer forms the other half of the elastic storage in the
transmitter. The total information stored in the two memories should vary,
roughly together, depending on how the picture data 1s modified by the encoding
algorithm. The sample rate into the encoder 1s constant, as 1s the output at
the decoding end of the Tink. The Tink between the encoder and decoder also
has a fixed rate which 1s somewhat less than the sample rate. ‘The actual Tink
data rate and the type of picture being scanned determine how often the system
degrades to bistate delta modulation.

13.4 Summary and Conclusions

The main advantages of TSDM are summarized as follows:

(1) It permits R/L encoding techniques to reduce the required channel
data rate. Depending on the particular picture being scanned, the TSDM scheme
with-three states per sample and R/L encoding requires less channel data rate
than bistate deita modulation. While this statement does not apply to all pos-
sible pictures, R/L encoding of the TSDM output can consistently reduce the re-
quired data rate well below one b1t per sample.

(2) TSDM eliminates granularity in the reconstructed video. It per-
forms this function without degrading rise or fall times, compared with a bistate
delta-moduiation system.
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(3) The high-speed, tri-state transmitter described herein, when used
to handle the luminance information in a color link, employs abecut 97 chips.
The R/L encoder, including the FIFQ, uses about 170 chips. About 47 chips each
are employed by the I and Q slow-speed transmitters. The complete system of two
slow-speed receivers and a time compensator utilizes about 193 chips. The R/L
decoder utilizes 187 chips, while the high-speed receiver uses about 79 chips.



