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ABSTRACT 0

NTSC composite color televisién signals are sampled
at four times the color subcarrier and transformed using
intraframe two dimensional Walsh functions. We show that by
properly sampling a composite color signal and employing a
Walsh transform the YIQ time signals which sum to preduce
the composite color signal can be represented, in the
transform domain, by three component signals in space. By
suitably zonal quantizing the transform coefficients the YIQ
signals can be processed independently to achieve data
compression and obtain the same results as coﬁ;u;ént coding.
Computer simulations of three bandwidth compressors
operating at 1.09, 1.53 and 1.8 bitg/sample are presented.

The above results can also be applied to the PAL color

system,
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I., Introduction

The image processing facility at the Communications
Lahoratory of the City College of New York was used to
investigate low bit rate, intr;frame, video bandwidth
compression techniques. Both Hadamard ftransform and
predictive coding techniques were computer simulated and
subjectively cempared. A predictive coder with a delta

modulator guantizer was implemented in hardware.

IT. video Bandwidth Compression Algorithms

Three algorithms were computer simulated and
compared. The characteristics of the algorithms are

sumarized below. A detailed description of the algocithms

are given in appendix A and B.

A, Hadamard Transform Coding

1. Theé transform operated on the composite NTSC
signal sampled at 4 times the color subcarrier frequency

(14.3 MHZ). )

2. The tfansform was two dimentional, intra
fieid, and non-adaptive.

3. The bandwidth compressed bit rate was chosen
to be 21.5 MB/sec.

B. Delta Modulator

1. The input signal was a composite NTSC color

signal.

2. The sampling rate and the transmitted bit rate

1)
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was set at 21.5 MB/sec (A times the color subgarrier
friéquency) . B .

5. The predictor used e¢ight past samples from the
current scanning line and was adaptive.,

C. Adaptive DPCM

1. The imput signal was a composite NTSC color

signal sampled &t 10.7 MHz (3 times the color subcarrier

f{equency).
2. The predictor used 4 past samples from the
current scanning line and was adaptive. _*"
| 3. The quantizer was‘adaptivéhand generated 2
bits (4 quantization levels) per sample.

4. The transmission bit rate was 21.5 MB/sec.

III. Real Time Video Bandwidth Compressor

- A real time adaptive delta modulator (ADM) was built

()

and subjectively evaluated. The specifications of the ADM

were given in section IT B. A detailed description of the

" algorithm, block'diagrams and circuit schematic of the coder
ag

are given in appendix A.

IV. ‘' Results

A comparison of the three ~oding alggriﬁhms have
revéaled the féllowing
1.’ At low bit rates, less than 21 MB/s, transform
coding produced the best subjective pictures.

2. At 21 MB/s the delta modulator (ADM) produced

2)
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the same quality pictures as an adaptive DPCM coder. (See
appendix A).
3. At 21 MB/s the ADM picture quality was

sufficient for many teleconferencing applications.

-y
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ABSTRACT

Predictors operating on video signals sampled at 6

Yoy
times the color subcarrier (Gfr) have been investigated and

compared with predictors operating at 3 times the color

_subcarrier (3£,) . When the best 6f, predictor is used with

an adaptive delta modulator (ADM) step size gunerator, the

resulting pictures are similar in quality to 3fc predictors .

operating with a four level adaptive DPCM quantizer.

An ADM coder was implemented in real time. The

coder used between 24 and 34 IC's, depending upon the

algorithm, and fits on a single‘Q"xG” PC board. The

- transmission rate is 21.4 Mb/s. Subjective evaluation of

.the coder revealed that the picture quality was sufficient

'+ for many teleconferencing épplications.

5)
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’ COMPOSITE NTSC COLOR VIDEO BANDWIDTH COMPRESSOR
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"I, 1introduction R ORIGINAL PAGE 18
I e " OF POOR QUALITY .
}4 S The research presented in. this# paper was motivated

‘, by the need to design a simple, low cost, digital, video
L "' bandwidth compressor that would produce teleconferencing ‘ o
{g ,. quality pictures.- The hit rate was set at 21.4MB/s to allow

‘two TV signals to be sent over a single T3 telephone line
) . or 36 MHz satellite 1ink.

| Most of the recent literature on video bandwidth
- compression has been concerned with the design of very
fg. ) complex encoders whose implementation requires a rack of
. equipment. In this paper we present a video bandwidth
IE. .. compressor that was constructed from the standard lﬂﬂk'
‘ " series ECL IC's and fits on a 9 x 6 PC board.

sj '% The need to keep the coder simple and low cost P%F:
S} B f precluded the use of anygcompression technique other than ' . :
.* intraframe predictive coding. A choice between composite or

}g‘j f'component cpoding, and a choice between one or two .;;

, dimentional prediction remains. Since most video sources

=

"+ are in composite form, the extra circuitry needed to ,ﬂl

»

!« generate the components from a composite source mediated in

PR
e
™~
~

. favor of a composite coder. A two dimentional predictor

[

.requires at least one scanning line of memory and it also

requires that the sampling clock of the coder be synchonized -:

- '
1

*" deciding factor, and one dimentional prediction was chosen.

" to the horizontal sync: :.-OT’ to the burst. MNeither is

". needed for one dimensional prediction. Complexity was the ) K

e R




ORIGINAL PAGE IS
OF POOR QUALITY

N Two schemes were considered for implementation in

& e, "'- :I)
BRI

- hardware, One was a DPCM-Coider that used an acaptive

}é “ 5: guantizer (ADPCM). The ADPCM Eéder would sample the video gf;
jg . signal at 14,7 MHz (BEC) and transmit 2 bits per sample. 53
. "+ The other scheme was an adaptive delta modulator (AuUM). The L
g? ‘. ADM would sample the signal at 21.4 MHz (R £,) and transmit ;éf
j ... 1 bit per sample, Both schemes would transmit at the same t?
} ' rate, 21.4 MB/s. $fi

The ADM uses a predictor for which the composite 'ﬁ

s SRR
-

. video signal is sampled at 6 f_,. To the best of the

{ " authors' knowledge no prior work »Has been done on predictors'

r—— Aot
: N
-
-

at a sampling rate of 6 fc.

A
Tty
B IR
.
-
. .

Fig. la is a block diagram of the adaptive delta
modulator (ADM) and Fig. lb is a.block diagram of the “Q

Iﬁ adaptive DPCM ccoder (ADPCM).' The symbols used in Fig. 1 are f%}
} J' used throughout the rest of the paper. ;t
: S; v+ II. ADM Predictor (6 x coldr subcarrier) .jlf
| . j' This seétion presents the derivation of the ‘;Q
fg : predictors which use a rcomposite video sigral sampled at 6 jﬁ%g
ig times the color subcarrier (ch). Fig. 2 shows the location &;
‘f t; of the sémples in the picture with respect to the color v
; §g o subcarrier. Flg. 2 was drawn for constant luminance and / )
- . chrominance. X is the pel to be predicted. P is the
lﬁ o predictor's estimate of X. P is formed from a weighted éum :
i? ‘t of past pels as shown in Eq. 1 and Fig. 1 'i ifg
b * .

}.:‘;i% o * P = SA + bB 4+ ¢C + eE + fF + gG + HH e (1) ' }3;;"/ , .;“i
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, ORIGINAL PAGE .
where: OF POOR QUALITY :
AyB,C...are the inputs to'the predictor

a,b,c...are the prediction é%efficients for pels A,B,C..

" A predictor that sets P equal to sample X, (see Fig.,
2) is a‘'reasonable predictor. The values of the prediction
coefficents that set P = X in Eq. 1 for the conditions of
Fig. 2 can be found as follows: Let the luminance of all
the pels equala , let the phase angle of the subcarrier be ©
with respect to the sampling clock, and let the amplitude of
the subcarrier be P , then the pels X and A through H are
given by:
X =qo.+ Bcos O )
= + Beos ( 6+ 308) = g +.5 gcosO+ .5 /3 Bsin®
=0 -.5 Bcos 8 + .5 V3 Bsin@

H
R

-~ Bcos O
-.5 Bcos 8 = .5 V3 RBsin @ '
=a +.5 Bcos 8 - .5 y3 Bsin 0 o

=0o 4+ Bcos O

Substituting the values of the pels A through H into Egq. 1 /

and setting P = X yields:
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b P=X=q+ BcosO=ala* 5BcosC+ 5 /3Bsin0) +
b (oo-.5 Bcos 8 + ..5?>/33;§3$in0)+c(a-—BcosG)+
.. d (a—.SBcose-.S’/?»B sin 6 ) +

o

(a+ .5BcosH8~.5 V3 B sin6) +

m

(o+BcosB) +g (a+ .5Bcos® + .5 VIRsin®) +
:~. (a~.5Bcoso+ .5 /3IBsing) (2)

>

e If the left side of Eq. ? is to equal the right side for all

" values of o, B and 9 three conditions must be met: 1) The

sum.of all terms containing o on the right side of Eq. 2

*  must sum to o; 2) The sum of all terms containing sin 6 must’

[

= sum to zero; and 3) The sum of all “erms containing B cos 8

must sum to gcos® . These three conditions give rise to

equations ¥; ¢ and 5:

at+v+c+d+e+ £+g+h=1l {3)
B a+b+@0~d-e+P+g+h=240 (4)
B . H
a-b-2-d+e+ 26+ g=-h =2 (5)

Since there are only three equations and many

unknowns there are an infinite number of solutions to Egs. 3

A4

- 5. Several solutions are listed below with the values for \
. a, b, c... substituted back into Eq. 1. ' /
"-. I. P=2A-2B + C
Lt II. P'= 1.5 - B + .5D g
- IIX.- P = A+D-~-2C '
1V, P = A= ,25B + 5B - ,25H
v V. P =

A - .25B - ,5C + .5D + .25E




-~ proportional to the sum of the squared values of the

10)
VIO p = QGSA + nﬂSB - .‘]C + .”SD + OGSE

VII. P=F

* ORIGINAL PAGE 19
CF POOR QUALITY

The predictors listed abuaeigre referred to as subcarrier
predictors because they were derived so as to predict the
values of the samples along a constant subcarrier.

The folilowing comments can be made regarding the

predictors. Predictor I uses the most recent pels, and

therefore, it should be able to respond well to sudden

- changes in the picture. For predicter VI the sum of the

squared values of the prediction coefficients are equal to

1, whjch is less than all other predictors except predictor
VII. #BHmall prediction coefficients are important since the
quantization-noise in the encoded pels A, B, C.... is
multiplied by their respective coefficients. If the

quantization noise of each encoded pel is independent and of

' . equal vatiance, then the quantizétion noise in P will be

prediction coefficients. ‘

Subcarrier predictors produce prediction errors
during and shortly after st ep changes in luminance. To
minimize this problem we introduced the edge predictor,

predictor VIII, shown below:

The hypothesis behind predictor VIII is that the

Y breviously estimated sample is a better predictor than a '

gqbcarrier predictor when there is a sudden change in "

luminance. . ' X
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The edge predictor can be combined with any
subcarrier predictor by introducing the parameter N. Eq. 6
thru 8 show the resulting P;égi%tor. When N=1 Eq. 8 reduces
to the subcarrier predictor{;nd when N=f Eq. 8 reduces to

the edge predictor.

0
il

(1-N) (EDGE PREDICTOR) + N (SUBCARRIER PREDICTOR); # <N 1

i

0
1}

(1-N)A + N(aA + bB + ¢C +...); AN

(14N(a=1))A + N(b B + ¢ C +...); B <N 1

o
|

Eq. 6 - 8 are equivalent. The value assigned to N is

s+ discussed in sections IV and VII.

III. ADPCM Predictor (3 x color subcarrier)
A similar analysis to the one presented for the 6fc
(ADM) predictor can be carried out fbr the ADPCM pfedictor.
. Since ﬁhe ADPCM coder samples at 3fc' only samples B, D, F
h:;and H are available. (See Fig. 2). Egs. 3 - 5Ayie1d only

- one solution and it has thé form:
P= F + (B-H)A i A can be any number

The value of A that minimized the mean square prediction

error for the test pictures in Fig. 3 is #.8. This results

" in predictor IX.
." Ix ‘ P = .88 + F st DBH

‘ The terms in predictor IX have the following

L interpretation. Sample F is a perfect predictor for X when

[

11

(6)
(7)
(8)

T —— TP P SR N
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the luminance and chrominance remain constant. When the

N luminance changes, the term (B-H)(.8j adds a slope

correction factor te F. v
ORIGINAL PAGE IS
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IV. Predictor Performance Results

& The predictors were evaluated using the test
pictures shown in Fig. 3. The evaluation';as carried out
without a quantizer. The performance criteria is a
normalized predictor gain [2] which is defined as the ratio
of the peak-to-peak signal power to the mean sijuare error

s signal. Mathematically the performance criteria has the

.. form of a signal-to-noise ratio and is given by:

2

' PRED. GAIN = 10 LOG i (9)
M
1
- DCIEAL
. i=1
y Spp = the peak—to;peak signal amplitude and is
i equal to 256.
' _ th .
xi = the i picture sample
-? Pi = the prediction of sample xi'(See equatiqn 1)
' M = the number of samples in the picture | ‘
' /

The larger the PRED GAIN the better the predictor.

The results from testing the predictors without a
' quantizer are shown in TABLE I. TABLE I shows the PRED GAIN
when the optimum value of N is used in Eq. 8 wi%h\gredictofs

‘I thru VI. Ar attempt was made to increase tfi"e"‘*a,~ Aiction

: « galn over that obtained from the :optimum value of N by

-2




W TABLE I - Predictor Bvaluation Without a Quantizer
: R L]
. ? . ) "0‘"1'
"*. _PREDICTOR __OPTIMUM. N¥. PRED. GAIN** S

- | '

1 N=.9 - 35.8 ’

‘ I1 N=.9 34‘08 :

111 N=.9 33.0 ORIGINAL PAGE 18

. ‘ o OF POOR QUALmI'.e,,
;; , ". Iv N= 085 3105 .

V' N=.85 . 2.5

.E ”Q VI N=.75 . 30.9 7;52
. ' vII Not Applicable . 24,4 : .
VIII Not Applicable 27.8 ' ‘

PR IX Not Applicable 28.3

ﬁ 3
- > P=B Not Applicable 25.0 '

L . % The relationshlp between N and the predictor is shown in i
LN ‘ equations 6,7 and 8 Y

H . '.""‘; >
’ . et a3
b . ¥¥ PRED., GAIN is defined in equation 9 R
-{. L] : 1 . 1‘:‘1""
o, Sy
1.1 B
P - {5
* t ." *
- ."”.’
;. A
2 i
; ‘ :

~
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making N variable. N was set to be a monotonically

decreasing function of |A ~ G|. The hypothesis is that the

o
L4
»

.- value of |A - G| is an indication of an edge. When |A - G|

i{s large N should be small so;fhat Eq. 6 gives more weight
to the edge predictor, and when |A - G| is small more weight
is given to the subcarrier predictor. With a variaﬁle N the
prediction gain increased by only .ldb to 1db (depending

upon the predictor) over the best fixed W.

The ADM predictors that relied pn the most recent

- . pels did. the best. Unfortunately these predictors also had

the largest prediction coefficients and as a result they did
not do the best when a quantiéer was added.

ORIGINAL PAGE I3

V. ADPCM Quantizer OF POOR QUALITY

The quantizer for the ADPCM coder is adaptive [3].

The way in which the quantization levels adapt is shown in

. Fig. 4. At each sampling instant, k, the quantizer has one

of four values to choose f:om, such that
~q, (k) & -q; (k) < g (k) q,(k)

The quantizer will choose the value of q(k) that minimizes

LI A
F}. ’“lxk+1 - xk+1]. If the quantizer chooses either of the auter
Lir

values, % q,(k), at time k then at time k+l the quantizer
; 2 .

+, will have a larger set of values to choose from such that

o
of

q2(k+l) >q2(k) and,'ql(k+1) )ql(k). If the quantizer chooses
either inner value,tql(k), at time k, then at time k+l the

quantizer will have a smaller set of values to choose from

such that q,(k+1) < q, (k) and 'qq (k+1) <q, (k). The

PRy

e

.
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" generator described by Song [4]. It is sometimes referred

o

'‘by the factor P or decreases by the factor Q. The ADM coder o

Lo

quantizer values are given by the following expressions:

lay (k)1 = € lay (k)|

lg, (k+1) ] = Plg, (k)| } If the quantizer chose -
la, (k#1) | = Plg, (k)] J 29a(K) at time k.
|q2(k+l)| ='qu2(k)l } If the quantizer chose
lay (k+1)1 = olqy (k)1 J 2y (k) at time k.
€ = 3.5
P = 2.6
Q= 0.9 ORIGINAL PAGE 15
OF POO
ay (nin) = 2 OOR QUALITY
q,(max) = 31 '

€, P and Q were optimized for the pictures shown in Fig. 4
for a sampling rate of 10.7 MHz (3fc).

The quantizer transmits 2 bits to the receiver for ‘
each picture sample. The first bit, ey carries the sign of 3f5
g(k) and second bit, DY signals the generation of ql(k) f
or qz(k).

VI. ' ADM Quantizer

The guantizer for the ADM coder is the ADM step size

to as a P, Q delta modulator because . the step size Increases . !

LI i A

hy
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can be described by Eq. 14 -~ 14,

L .
P = EZai Xy g 3,5y‘i§ the i*h prediction
i:o

Ay

it M (10)
~coefficjent ‘
Eyyqp = SigniXy .- (B + 0.1 B HY, 1)) (11)
Yy = 1Y 11138, + .29 B ) (12)
Yk(mi’n) =2
Y = 31 h (13)
k(max) ORIGINAL PAGE 18
Resy = P * Y OF POOR QUALITY (14)

where the above variables are defined in Fig. 1lb.
When Ek = Ek-l in Eq. 12, the step size Yy o increases by the
factor P = 1.4 and when By = Bp_,r Y, decreases by the
factor Q = .84. The constants in Eqs. 19-14 were optimized

for the pictures shown in Fig. 3 for a sampling rate of 21.4

"+ MHz (ch).

e,
PALE
ALY

VII. Results of ADM and ADBCM Coding

This section gives the results of the evaluation of
the predictors with quantizers. The performance criteria is

a signal to noise ratio which is defined as the ratio of the

. peak to peak signal power to the filtered mean square error

. signal. The error signal (defined as ¥

k+1 ?h+l) is

. filtered to eliminate the energy from out of band frequency

components. These components stretch from 4.2 MHz to one

> half the sampling rate. The filters used to eliminate the

t,rdut of band frequency components from the error signal were

o 5 pole butterworth filters with a cutoff frequency of 4,2

RO | I

T : v oo e mammasam e R g
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" where (EF)i is the it

MHz. If the flltered error signal is denoted as EF, then

the performance criteria is given by:

CWE ORIGINAL PAGE 19
iy 2 OF POOR QUALITY
S/N = 10 LOG ___.D%E__
(15)
1 1 2
M 2 (EF)”
iz0

iy

filtered error signal. M and Spp are

h

. defined for Eqg.9.

»

The results of ADM and ADPCM coding for the various
predictors are given in Tabhle II. A comparison of the
predictors for ﬁfc sampling with and without the ADM

quantizer reveals that the 2DM quantizer has a significant

* effect on relative predictor performance. Table I shows

predictor I to be the best predictor, but Table II reveals

. it.to be among the worst predictors when a quantizer is

:’added. This is probably due to its large prediction

.coefficients. Predictor VI is among the worst predictors in

" Table I (probably because of the small prediction

‘coefficients of pel A) but it is among the best in Téble II

(probably because the sum of the squared values of the

prediction coefficients are very small). The best predictor

" with an ADM quantizer is predictor IV. The reason for this

is uncertain but it is probahly due to the following

* factors: The coefficents arc small; the most recent pel, A,

®

L

‘+1s weighted more than any other pel, and it behaves well on

Sslopes. If pels A thru H lie on a straight line of

"arbitrary slope then P will eéual pel A for predictor IV,

A subjective comparison between the ADM quantizer

L)

5
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N

S/N from Eq. 15

.,
v

* PREDICTOR

1

II

III

VI

VII
VIII
VII

P=B

* Optimum value for N -

ADM
ADM
ADM
ADM
ADM
ADM

ADM
ADM

~ ADPCM
ADPCM
ADPCM

N=1
N*"v" . 63

N*=,56

=1
N*‘:Q4'1

N¥= . 73

N=1
N¥*=,62

j=1
N¥=,58

N.A.
N.A.
N.A. -
N.A.
N.A.

1745
32,1

w28e1
32.8

28.4
32.0

34,2
3444

2045
33.1

29.6
33.2

26.6

30.8
30,7
3447
31.9

L0y
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"* YyIIT Real Time ADM Coder

with predictor IV and the ADPCM quantizer with predictor IX

was carried out using the picture processing facllities at

‘The City College of New York{s This facility enabled us to

- computer simulate the ADM and tﬁe ADPCM coders for the still

pictures in Fig.3 and then display the results on a SONY
TRINITRON RECEIVER/MONiTOR. Both coders produced the same

quality pictures and both exhibited the same type of

degradation., The degradation exhibited by the coders was

edge busyness. There was no loss of resolution and little

.graininess except in very highly saturated colors. Contour

nolse was never visable, even for Ymin = 6. AppAarently the

subcarrier acts as an effective dither signal which breaks .

up any contour noise.
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A real time ADM coder was built and subjectively

.evaluated. The ADM coder was chosen over the ADPCM coder

". because it required fewer fg's to implement. 1If predictor

+ IV was implemented with N=1 the ADM coder could be

" constructed with 22 IC's from the ECL 100K series, plus a

D/A converter arid a comparator. An A/D converter is not

. required. ‘'If N was set equal to .75 the IC count would

,;1ncreases from 24 (D/A and comparator included) to 26. If

" the coder was made programmable so that any value of N could

,be chosen between @ and 1 in'increments if 1/8 the IC count
“_ would increase to 29, and if N was made equal to a function
"of |A-G| the IC count would increase to 34. The latter

'3 coder was builtland subjectively evalyated. A block diagram

+of the coder is shown in Fig.5. The functional relationship
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between N and |A~G| is stored In ROM II; therefore, by

plugging in different ROMs we could change N. The P and

v values of the step size geqeﬁapgr (Eg. 12) were programmed

into ROM I. By moving jumpe; wires we could implement
predictors III, IV or V. This large degree of
programmability enabléd us to check the vallidity of the
computer simulations against a real time coder operating on
motion pictures. )

The real time subjective evaluations produced no
suprises.. They tended to confirm the results shown in TABLE
II. The entries with the highest signal~to-noise ratios
produced the best pictures. When P = 1.4 and Q = .8, N =
3/4 produced slightly better pictures than N =1 for

predictor IV. 1In general, when N was set equal to 1 the

picture quality was very sensitive to changes in P, Q0 and

' . the predictor. When P was increased from 1.4 to 1.5 and Q
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» when compared with N = 3/4,

was reduced from .8 to .5, the picture quality'decreased

rconsiderably. This was not the case for N = 3/4. Making N

f ’ '
- a function of J]A-G| did not. noticeably improve the picture
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IX Real Time Subjective Evaluation of the ADM Coder

The ADM csder was programmed with PRED 1V, N=.,75,

.'P=1.4, Q=.8 and subjectively ewvaluated. .. ivaluation was

-, performed by a group of viewers seated at a distance of 6

feet from a 19" monitor. The viewers watched several

" minutes of a daytime soap opera encoded with the ADM. The

', viewers evaluated the picture by.choosing one of the

following responses:
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. 1) The picture appears normal, just like a TV picture

; should appear.

2) The plcture appears degf%Qgg from a normal TV but the
degradation is not annoyibg.

3) Same as (2) but the degradation is annoying.

o v Untrained viewers usually chose 1 or 2. 'The authors
{‘ . A i

i chose 2. After seeing the original and encoded pictures
P .P.side by side most viewers chose option 2. 2 few chose

. ‘opt fon 3. .
5 ) ORIGINAL PAGE 12
SR OF POOR QUAL!
* X Conclusions
g, ! It is possible to build a digital color TV bandwidth
compressor, with a transmission rate of 21.4 Mb/s, out of 26
. standard IC's and produce usable QUality prictufes. The

.: simplicity of the design was acheived by using an ADM step

+.slze generator and a novel predictor designed to operate
, i

, . -with 2 sampling rate of 6 times the color subcarrier.

G The ADM coder was compared with a DPCM coder which
" also transmitted at 21.4Mb/s. Both coders produced similar
', quality pictures but the ADM coder fequired fewer IC's to

implement. '
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Fig. 2 The figure above shows the location of the

pels with respect to the subcarrier.
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WALSH TRANSFORM CODING OF NTSC COMPOSITE COLOR SIGNALS

J.B.Bai, J.Barba, N.Scheinberg, D.L.Schilling

city College of New York '
Department of Electrical Engineering

New York, New York

ABSTRACT

NTSC composite color television
signals are sampled at four times the
color subcarrier and transformed using
intraframe two dimensional Walsh
functions. We show that by properly
sampling a composite color signal) and
employing a Walsh transform the YIQ time
signals which sum to produce the
composite color signal can be
represented, in the transform domain, by
three component signals in space. By
suitably zonal qunatizing the transform
coefficients the YIQ signals can be
processed independently te achieve data
compression and ohtain the same results
as component coding. Computer
simulations of three bandwith compressors
operating at 1.09, 1.53 and 1.8
bits/sample are presented. The above
results can also be applied to the PAL
color system.

INTRODUCTION

The video images used in this
paper were obtained by the system shown
in fig.l. The NTSC composite video
signals is sampled at four times the
color subcarrier and uniformly quantized
to 8 bits/sample and stored in the frame
freeze unit. The frame freeze can store
two frames, each frame consisting of 512
samples/line and 512 lines/frame field
interlaced. The computer interface
allows images to be transferred between
the computer and the frame freeze.

Fig.2 shows the block diagram of
the computer simulated system, The frame
of video is partitioned into 1Ax1A sample
data matrix upon which the two
dimensional Walsh transform operates. 1In
general, let the array f(i,j) represent
the samples of an,NTSC composite image
over an array of N° points. Then the two
dimensional Walsh transform, F(u,v), of
f(i,3) is given by the maktrix product

(F(u,v)l = 1 Hlu,vITIF(L,5)1TH(u, )]
2
N

v e m—— it

1pa31

where [H(u,v)] is the Hadamard matrix
consisting of Walsh functions of order N.
The inverse transfo:imation s defined as

re(i,3)1 =

The result of the Walsh transform
is a 16x16 coefficient matrix where each
coefficient represents the projection of
the data matrix onto a particular Walsh
pattern. Data compression (handwidth
compression) can he achievod because the
image energy which is usually uniformly
distrubuted in the spatial domain, tends
to be concentrated in those transform
coefficients which represent the lower
frequency component of the Walsh domain.
The majority of the other transform
coefficients are always nearly zero and
need not be transmitted.

The transform coefficients can be
partitioned as follows:

1) Luminance information coefficients:
These coefficient constitute the majority
of the entries in the coefficient matrix
and are generally clustered ahout the low
frequency components.

2) The I color signal coefficients:
These coefficients always appear in a fix
location in the coefficient matrix when
the composite signal is properly sampled.
3) The Q color signal coefficients:
These coefficients always appear in a fix
location in the coefficient matrix when
the composite sigral is properly sampled,

Typical 16x16 coefficient matrixs
are shown in fig.3. The signals
described in statements {2) and (3) above
can also represent the UV color signals
in the PAL system. Which signals are
represented in (2) and (3) above will
depend on the sampling relative to the
color subcarrier, ’

Thus, the Walsh transform not
only maps the time sianals infto Walsh
spectrum signals and compacts the eneray
distribution, hut also ~Acts like A copnb
€ilter which seperates the TYQ components
of the composite NTSC sianAals and mAaps
them inte specific locAations of the
coefficient matrix. Note that tha Walsh
transform can also he used as a color
detector since the coefficient which

TH(u,v)1[F(u,v)]IH(u,v)]

29)
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represents the color information
represents the intensfty of the baseband
color signal.

The process of zonal qunantizing
the coefficient matrix consists of flrst
selecting the coefficlients to he
transmitted and then quantizing the
coefficients prior to transmission. The
coefficiant selection depends on the
statistical distribution of the energy in
the coefficient matrii. The larger the
percentage of the viergy contained in the
transmitted coeffiiients, the hetter the
quality of the reconstructed image. The
percentage of the energy lost due to
those coefflicients not selected for
transmission is equivalent to the mean
square error. Thus, the selection of the
coefficients to be transmitted is
basically the task of transmitting as
much energy as possible inp a given bit
rate. The quantizer performs both
uniform and nonuniform quantization for
the coefficients which represent the
lower frequency components and those
coefficients which represent the higher
frequency components respectively. The
nonuniform characteristics resemble the
Laplace distribution. This results in a
trade off between bit rate reduction and
reduction in quantization error.

THE WALSH SPECTUM OF I,0 SIGNALS IN
THE NTSC COLOR SYSTEM

]

In the NTSC color system,

I = A.596R'~0,275G'~7.321B"
Q = A.212R'~A.523G'+M,311B"

where:

I,0 = the baseband color differential
signals
R',G',B' = the tristimulate values gamma
rorrected signals

A NTSC composite color signal is
given by:

[-] o
S = Y+Ircos(2W ﬁsc+33)+Q-sin(2n fsc+33)
where:

s the NTSC composite color signal
Y = the luminunce signal.
fsc = 3.579545 MHz = (227+1/2) £,
Y = color suhcarrier.
fh = the horizontal line frequency.

There are twc points that one
should note. Firstly, the color signals
appear as amplitude modulated waveforms
where the amplitudes of the modulated
waveform are the baseband color
differential sigpal. Secondly, the phase

2 12
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of the modulated waveforms always change
188  from line to line., When the
sampling frequency is equal to four Limes
the celor suhcarrier and the sampling
occurs at 12, 102, 192, and 282 degrees
of the subcarrier, the sampled modunlated
T and Q signals will be as shown in
fig.4. Thus, {f we consider a 18xlA data
matrix in the two dimensional space, the
patterns of the modulated signals, T and
0, will be the same as the patterns of
the two dimensional Walsh functions
{(1A,9) and (16,8) respectively. 7Tn other
words, the carrier of the I and 0Q color
information are the same as the two
dimgnsional Walsh functions (16,9) and
(16,8)., The result is that amplitudes of
the modulated I and 0 signals will he
equal to the values of the coefficients
(16,9) and (15,8) in the Walsh domain.,
If any other data matrix size such as
Bx8, 4x4, etc were used, the ampliude of
the I and Q signals will also have
corresponding coefficients. Just as the
modulated I and Q siqgnals have their
respective handwidths in the Fourijer
domain, the will also have their
respective bandwidths In the Walsh
domain. The result §{s that there are
coefficients in the Walsh domain which
represent the higher components of the I
and Q signals as shown in fig.3. The
luminance signal, on the other hand, will
in gereral not be mapped onto the Walsh
patterns (1/,8) and (1A,9) and thus will
not be mappeéd onto the coefficien(s in
the Walsh domain which correspond to the
I and Q signals. This is similiar to
what occurs in the Fourier domain where
the liminance signal in general does not
occupy the same frequency spectrum of the
color-signals. Thus, the T and Q
components of an NTSC composite signal
will be mapped onto certain coefficients
in the Walsh Coefficients matrix which
represents the spectrum of these signals.
If the hasehand T and 0 sianals
are seperately sampled at f__./4 and
transformed using two dimensional Walsh
functions, the energy of the T and 0
signals will he compacted into
coefficient (1,1) and neiaghbhoring
coefficients. The coefficients ohtained
in this manner and those obtained hy
transforming the NTSC composite siagnals
would be identical. If we transform the
baseband sianals, for example, the
coeffivients (1,1), (1,2} and (2,1) which
are ohtained by transforning the T siqnal
will bhe equal to coefficients (15,9),
(16,10) and (15,9) respacizivelv as shown
in fig.3. Tf an %%x® walsh transform is
paerformed on ther composite siqnal the
corresspanding ¥ combanents will be
(RsBY, 17,0, . 17,8) respectively,
wortnr diagqram is shown in
fiq.5. Each colar has a prescribed
position in the vector dipgram. The Q, T

30)
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and U, V represent two different
coordinnte systems. The NTS5C system uses
the. QI coordinates whereas the PAL system
uses the UV coordinates. Every color can
be represented by its projections along
the axis of either of these two
coordinate systems or along any other
suitable defined set of axis. With
reference to fig.5, if. the simpling is
started at point 1 and continved at 2, 13
and 4 then the coefficients (1A,B8).0..
and (16,9).... will be equal to the
components of Q and I as stated above.
This means that by sampling at this phase
relative to the color subcarrier that the
basis vepgtors (16,8) and (16,9) will
correspond to the sampled Q and I
chrominace signals respectively i.e. the
Q signal will be in phase with the vector
(16,8) and the T signal will he in phase

with the vector (16,9). Note that phase

shifts of 'S0 degress wil) still produce
similar results. 1In general, the color
siqgqnal is time varying so that the
coefficients (16,R) and (16,9) actually
represent the average value of the Q and
I signals taken over an area equal to the
transform block size. The coefficients
(L6,7), (15,8),... and {(16,10),
(15,9),... represent the higher frequency
components of the Q and I signals
respectlively., The sum of the vectors
(14,8), (16,7), (15,8),.. iIs equal to the
Q signal just as the sum of the vectors
(16,9), (16,14), (15,9),.. is equal to
the I signal. The sum of all the vectors
in the walsh domain is equal to the NTSC
composite signal,

If the sampling phase relative to
the color subcarrier deviates from the
above, the basis vectors (l16,8) and

(16,9) will no longer correspond to the

vectors of the the chrominance signals.
The result would be that the coefficients
(15,8) and (16,9) would now contain
components of hoth the Q0 and I signals.
Thus, if the Q and I signals are not to
be seperated then the samplifg phase is
unimportant. However, the amount of
compression is identical in both cases,

To show that the above analysis
is correct the NTSC color bhars signal was
sampled and transformed as described
above, The result of this transformation
is shown ir Table 1. The slight
variation of the 0 and 1 signals form the
ideal values is due to the sampling phase
not being exactly as shown in figs. 4 and
5. Howevet, the results do show that the
vectors (1A,8) and (1A4,9) correspond to
the Q and T signals.

For the PAL color system the
color subcarrier is at a higher frequency
than in NTSC and the chrominance siannl=«
are not phase shifted by 33 drgy -
relative to the color subcarrier au in
the NTSC system.  Consequently, for
signals in the PAL system the sampling

[

phase relative to the colar suhaarrier,
requirud to sepsrate the chrominance
signals in the Walsh domain, should bhe
displaced by 33 deqrees rerlative to tha
NTSC system, l.e, for the PAL systenm,
sampl ing should begin at point ).

STATISTICAL PROPERTIES OF COEFFPICIFENTS
, IN THE WALSH DOMATN

In order to assiagn hits to each
coefficient in the transform domain and
choose quantization characteristics for
each coefficient, the energy distribution
in the coefficient matrix and the
probability density of each coefficient
were considered. The energy density
distribution in the Walsh domain is
defined as:

ED(i,§) = -—D=L0D

where: '

ED(i,j) = energy density of coefficient
{1,4). This is sveraged over
the entire imAage.

Vii,j) = the value of coeffjicient (1,9).

(i,j) = the elements in the coefficient

matrix.

W = the size of the matrix used.

p2.= the total number of matix in the

partioned image.

 The averaqge value of each
coefficient is given by:

B B .
AV = li zz :E:Vm,n(i’j)
B m=J n=l

and the coefficient variance is given hy:

. B B 2
VAlLL,3) =1 jz ;2 fan(i,i)-AV(i,i)l‘
2
B m=1 n=1

The statisticAl results obtained
from various different tynes of images
indicate that the picture enerqy is
compacted into those conefficients which
represent the lower frequency components
such as coefficients 1,1, (1,2y, (2,1
and those coefficients which represent
the color informAation such as
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coefficients (1A,8) and (16,9), as shown
in €ig.h, 1In fig.R, the darker areas in
the figure represent the greater enerqgy
density. Also, the coefficients which
contain the same enerqgy form hyperbolas
in the coefficient matrix. The energy
density of the SMPTE A4l test slide is
shown in flg,7.

The average values of
coefficients (1,1), (1A,8) and (16,9)
represent the average intensity of
luminence, Q0 and I signals respectively.
The other coefficients have nearly zero
average value. The coefficients (1,1),
(16,8) and (16,9) also have the greatest
change in variance whereas the other
coefficients have much smaller changes in
variance.

The energy density distribution
is one of the basic factors used to

selget-those rvoefficients which are to he-

transmitted. Those coefficients which
contain zero or almost zero energy
density are not transmitted. In order to
obtain the optimal bit assignment, the
number of bits assigned to each
coefficients is proportional to its
variance. In this paper, the number of
bits assigned to each coefficient were
calculated by the equation:

BUL,3) = log,[IAV(i,5) 1 + 3eVA(L,$)1 + 1

The B(i,3) matrix for various images
indicate that coefficients (1,1) requires
9 bits allocated, which is the largest
bit allocation.
coefficients in the B(i,j) matrix require
less than 3 bits, Those coefficients
which contain less than #.4081/100
relative energy density are not
transmitted.
also indicate that those coeffjicients
which have the same hits allocation form
hyperbolas in the B(i,j) matrix.

Statistical results also indicate
that for most images coefficients (1,1)
has an almost liner probability
distribution, As shown if fig.8,
Coefficients (1A.8) and (1A,9), in
general, have a L. lace probability
density. However, if an image contains
only a constant hue or if it contains a
specific hue which is streng, then the
density will have it greatest value at
some level other than that of the Laplace
density,

The density of the other
coefficients can be represented hy a
Laplace density with zero average value.
The actual density may not bhe symmetric.
The average value of the coefficient
indicates the amount of skew. The
majority of the cocfficients have an
average viiuw wlose *u zero. The density
plots of coetficient (1,?) in the Walsh
domain for the SMPTE #1 and SMPTE #4 test
slides are shown in fig.9.

Approximately half the

The statistical results '

had .

Thus, linear quantization is
suftable for coefficients (},1), (16,R),
and (16,9) and any other coefficient
which require 7 or more bits. Nonuniform
quantization with a Laplate
characteristic is suitahle for a)l other
coefficients which are to be transmitted.

SIMULATION OF CODEC

To simulate the codec a video
image is first partitioned into data
matrix and then each datp matrix is
transformed into a coefficient matrix
using the Walsh transform., In order to
obtain a good quality image at the
receiver and maintain as low a hit rate
as possihle, it is necessary to find
which coefficients of each matrix ought
to be transmitted and how many hits are
sufficlent to code these coefficients.
Three types of filter are used as shown
in fig.14d,

On the averadge, FIL10 requires
1.09 bits/sample, FIL15 ritquires 1.53
bits/sample and FIL1R requires 1,8])
bits/sample. Table 2 shows the amount of
energy that is transmitted by each
filter., Note that the values in Table 2
do not take Into consideration the
quantization error. The number in these
filters represent the numbher of hits
required to code the corresponding
coefficients, Coefficients requiring 7,
8 or 9 bits are coded using a uniform
quantizer with quantization spacing of
0.5 if the largerst level Allowed in the
coefficient matrix §s ?25A. Coefficients
requiring less than 7 bits are coded
using a nonuniform guantizer:

The coefficients which represent
the lower frequency components of an
image are assiqgned a larger numher of
bits because 1) they have larger energy
and variance 2) the quantization noise in
these coefficlents are easi)y seen by
human eyes, and 3) there are larqe
changes in the averaae value of these
coefficients from image to image so that
a nouniform quantizer is not suitable.

The result of uUsing these three
filters are shown in fig.ll. The only
degradation that is visiable when using
FIL18 is that there is a small amount of
noise.,

The processed image with FILLl(
has stalrwave contouring at slanted edaes
and noticable resolution dearadation.
This is due to the fact that most of the
coefficients which represent the detafls
in Aan image Aare suppressed.

The processed imaar with FPTLIS
has substantial noise And lTittle
resolution deqradation. The reason for
this I8 that the coefficients are
allocated a small number of bits anA
consequently the quantizer generates
substantia) amount of quantization noise.
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order to show that the OF PO?_B__Q_[_J__A_E_L_!_W
coefficients {16,B8) and (1A,9) nearly:

CONTROL
represent the Q and I signals uNIT
respectively, two other filters {.e. ,
FILYQ and FILYI were used. These filters. oo

are the same as filter FILIB except that
coefficients (16,9), (16,10) and (15,N vipEo DE-11734
are suppressed in FILYQ and coefflicients pry FRAME
(16,8), (1A4,7) and (15,8) are suppressed CANERA i proeze — —
in FILYI. The image processed with FTLYIX
is shown in €fig.12. JIn this case the
color vectors are all on the I axis of -
the vectorscope as shown {n £ig.13, All ANTERPACE
the color components in the processed
image belong to two opposite hues.
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, Fig.l VIDEO ACQUISITION SYSTE!
CONCLUSION :

; We have showrp that a NTSC
; composite signal~can be decomposed -into | - O B T
;m its YIQ components by applying a
two-dimensional Walsh transform to a: Code
properly sampled NTSC composite color —m— ,p e torm Pl5 f—tm—
signal, 1In addition, the YIQ components MO 1 ' |
i are always mapped into fix locations of . sienaL
! the coefficient matrix in the Walsh Q 0 |
domain. '
; The advantage of this technique
[ is that there is no loss of information I
} that is normally associated with the use
of comb filters in order to perform I
|
{
2

component coding of NTSC composite !

{  signals. The above results were extended Inverse Y ¥
| to the PAL color system. ' Walsh .
o ' Examples of component coding wars -t o/ Transtorm Pecode : i
presented which yield very good picture , coLor 1 v

- quality at 1.8 bits/pixel., At these , SIGHAL
! rates two digital NTSC television signals
L can be transmitted over e single 36 MHz. A - .
) sate -fl i taen énr an spoo nder u;’i ng QPSK Fig.2 Block diagram of codec for WTSC signals
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