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The main goal of the float zone crystal growth project of NASA's Materials Processing in Space Program is to thoroughly understand the molten zone/freezing crystal system and all the mechanisms that govern this system.

The purpose of this effort was to study and compute the surface boundary conditions required to give flat float zone solid-melt interfaces. The results of this study provide float zone furnace designers with better methods for controlling solid-melt interface shapes and for computing thermal profiles and gradients. Documentation and a user's guide were provided for the computer software required during this study.
One of the main goals of the Float Zone (FZ) growth project of NASA's Materials Processing in Space Program is to thoroughly understand the molten zone/freezing crystal system and all the mechanisms that govern this system. To accomplish this, the melt and interface properties, the heat and mass flows, and the dependencies of these on each other and on growth rate and g levels must be studied.

Since the float zone process involves two solid-melt interfaces, possible gas interfaces, heat and mass transfers, various driving forces and complex heating sources, an analysis of the entire process would be very complex. For an initial investigation, a more feasible approach is to examine each component of the process separately, particularly if mathematical models are to be manageable. The three principal components are: (1) the shapes of the melt and solid-melt interfaces, (2) the heat and mass transfers, and (3) the heating and cooling sources. This study combined facets of all three components.

The purpose of this 12-month effort was to study and compute the surface boundary conditions required to give flat FZ solid-melt interfaces. The successful completion of this study should provide FZ furnace designers with better methods for controlling solid-melt interface shapes and for computing thermal profiles and gradients.

This study was undertaken in two phases. The first phase was to investigate the solid zones surface boundary conditions required for flat solid-melt interfaces when given the melt zone surface boundary conditions. The second phase complemented the first and was to investigate the melt zone surface boundary conditions required for flat solid-melt interfaces if given the solid zones surface boundary conditions. Dual integral transform methods were used in both phases; in addition, the use of various numerical methods for differential equations and linear systems of equations were required.

Using NASA supplied data, the surface boundary conditions required for flat solid-melt interfaces were studied. In addition, complete documentation and a simple user's guide are provided for all the computer software required during this study.
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1.0 INTRODUCTION

1.1 OVERVIEW AND STUDY DEFINITION

Silicon (Si) is used in a wide variety of electronic devices including high power rectifiers, space solar cells, infrared detector arrays and high density integrated circuits. The three principal industrial methods for growing silicon crystal ingots or boules are the float zone (FZ), Czochralski (Cz), and cold crucible methods. Because molten silicon acts as a universal solvent, Cz grown Si is plagued with crucible contamination which is intolerable for high performance optical and infrared devices. However, because the FZ process is containerless, crucible contaminants are avoided. Other advantages of FZ growth include uniformity of axial resistivity (on a macroscale), visibility of the growth region, low consumable material costs, and high growth rates. Although the cold crucible method combines many of the best features of the FZ and Cz techniques, the molten Si must be superheated and volatile dopants such as In, Ga, and Tl are unfortunately evaporated.

Because most industrial advances in the FZ growth technologies have come about empirically, detailed analysis of the growth process has not kept pace with presently used FZ methods. Theoretical modeling of the melt dynamics has led to some understanding of the growth process, but it is very incomplete. The characteristics of the FZ melt must be more accurately modeled if an understanding of the heat balance and flow, isotherm shapes, density (including inversion) and surface tension variations is to lead to better methods of controlling the growth conditions. Moreover, such studies should contribute to the design and execution of FZ experiments in low-gravity (g) environments. In addition, knowledge gained by studying silicon FZ methods should be applicable to other FZ processed materials.

As noted by E. Kern [10], the main goal of the FZ growth project of NASA's Material Processing in Space program is to thoroughly understand the molten zone/freezing crystal system and all the mechanisms that govern this system. In addition, more optimal crystal growth conditions at g=1 and possible improvements made by processing in near zero-g environments need to be investigated. To accomplish this, the melt and interface properties, the heat and mass flows, and the dependencies of these on each other and on the growth rate and g levels must be studied.

To transform a polycrystalline material into a single crystal, it is not always necessary to melt the entire sample or charge before growing the desired monocrystal. In some cases, it is possible to melt a small portion of the original charge, translate this molten zone through the charge, and hopefully leave a monocrystal behind the translating molten zone. The actual heating sources for this type zone melting process are varied and include induction, resistance, electron beam, and laser beam. The molten zone itself can be moved through the charge by either moving the heating source over the charge or by moving the charge through the heating source. The actual charge may, but need not be, contained in some type of crucible or ampoule. If no container is involved, the technique is called a float zone method and is used for reactive or high melting point materials. For most float zone applications,
the molten zone is held intact by surface tension with the occasional aid of a magnetic field [6]. A simple illustration of the float zone technique is given in Figure 1-1.

In order to reduce nonuniformities in such things as resistivities and defect distributions, for example, the entire solid-melt system must be characterized. Since the float zone process involves two solid-melt interfaces, possible gas interfaces, heat and mass transfers, various driving forces and complex heating sources, an analysis of the entire float zone process would be very complex. A more feasible approach (at least for an initial investigation) is to examine each component of the system separately, particularly if the mathematical models are to be manageable. Three principal system components are: (1) the shapes of the melt and solid-melt interfaces, (2) the heat and mass transfers, and (3) the heating and cooling sources. This study combines facets of all three components.

While many investigators, e.g., R. Brown [2], R. Naumann [14], and W. Wilcox [20], are making significant progress studying the solid-melt interface shapes and the thermal gradients at the solid-melt interfaces for float zone and analogous systems subject to specified surface boundary conditions, the principal thrust of this effort was to study and compute the surface boundary conditions required to give flat FZ solid-melt interfaces.

The completion of this study hopefully results in a better understanding of the FZ diffusion and growth mechanisms and should provide FZ furnace designers with better methods for controlling solid-melt interface shapes and for computing thermal profiles and gradients. Moreover, the methods developed in this study should aid in the design of FZ heaters that achieve the required melt fluxes with minimal energy expenditures and, hence, perhaps reduce the system power requirements (a natural concern for any long-term, low-g FZ experiment). In particular, if radio frequency heating is used, the methodology developed in this study should be useful for computing the performance requirements and position of auxiliary heating and insulation required for the proper thermal profiles. In addition, the methodology developed in this effort might provide, for future studies, a starting point for the more complex and realistic case of a slightly concave solid-melt interface.

This study was performed in two phases. The first phase analyzed the solid zones' surface boundary conditions required for flat solid-melt interfaces when given (a priori) the melt zone surface boundary conditions. The second phase complemented the first and analyzed the melt zone surface boundary conditions required for flat solid-melt interfaces when given (a priori) the surface boundary conditions for the solid zones. Dual integral transform methods were used in both phases; in addition, both phases required the use of various numerical methods for boundary value problems. Although such a study has apparently never before been undertaken, analogous studies for the Bridgman-Stockbarger method have been completed by L. Foster [7], [8].

Mathematical descriptions of the problems posed above are stated in Section 1-2. In Chapter 2, various mathematical tools are developed followed by some rather interesting examples. The methodologies used to compute the surface
Figure 1-1  Illustration of the Float Zone Process
boundary conditions for the solid regions and melt zone surface boundary conditions required for FLAC interface shapes are developed in Chapters 3 and 4. The results of various test cases using NASA supplied data are presented in Chapter 5 and recommendations for future efforts are given in Chapter 6. A simple user's guide to various computer codes (listed in Appendix C) implementing the methods described in Chapters 2, 3, and 4 is presented in of Appendix A. Appendix B contains the proof of a claim made in Section 2.3.

1.2 MATHEMATICAL STATEMENT OF THE CONTROL PROBLEMS

Concise mathematical statements of the problems described in the previous section are given next using the numbered equations in the FZ model shown in Figure 1-2. First suppose that the melt zone surface temperature is some a priori known (by design or happenstance) distribution \( h(x) \) (Figure 1-2, Equation (FZ8)). Since the temperature at both of the assumed flat solid-melt interfaces is the material melting point (Equations (FZ1) and (FZ3)), the temperature distribution in the melt zone is known and may be computed by the method described in Section 2.2. Hence, the axial thermal gradients in the melt zone at both of the solid-melt interfaces are known (see Section 2.2). Invoking Equations (FZ2) and (FZ4), the solid regions' axial thermal gradients at the interfaces are also known.

For the moment, consider the lower solid region \( x < 0 \) in Figure 1-2) and let \( B(r) \) denote the known required thermal gradient* in the solid region at the interface \( x = 0 \), i.e.,

\[
T_x(0,r) = B(r), \quad 0 < r < 1
\]

The basic idea is to compute a temperature distribution \( f(x), \ x \leq 0 \), (henceforth called a surface control function), to be maintained on the surface of the lower solid region such that the resulting temperature distribution, \( T(x,r) \), for the lower solid region satisfies Equation (1.2.1). This is concisely stated in Problem Pr-1.

Equations (FZ2) and (FZ4) of Figure 1-2 guarantee the conservation of energy at the solid-melt interfaces \( x = 0 \) and \( x = Q \). \( k_s \) and \( k_l \) are the solid and liquid thermal conductivities while \( \Lambda \) is product of the growth rate, solid density and latent heat of fusion [15].

* Standard mathematical nomenclature is used in this report. Both the operator and subscript notation are used for partial derivatives, e.g., \( \frac{dT}{dt} \) and \( T_x \) both denote the partial derivative of \( T(x,r) \) with respect to \( x \). For functions of one variable, the "prime" convention for derivatives is observed, e.g., \( h''(x) \) denotes the second derivative of \( h(x) \). The Laplacian operator is denoted by \( \Delta \) and is, in cylindrical coordinates,

\[
\Delta T = T_{xx} + T_{rr} + \frac{1}{r} T_r.
\]
\begin{align*}
\text{(FZ1)} \quad & T\left|_{x=Q^-} = T\right|_{x=Q^+} = \text{melt pt.} \\
\text{(FZ2)} \quad & -k_e \frac{\partial T}{\partial x}\left|_{x=Q^-} + k_s \frac{\partial T}{\partial x}\right|_{x=Q^+} + \mathcal{A} = 0 \\
\text{(FZ3)} \quad & T\left|_{x=0^-} = T\right|_{x=0^+} = \text{melt pt.} \\
\text{(FZ4)} \quad & -k_e \frac{\partial T}{\partial x}\left|_{x=0^-} + k_s \frac{\partial T}{\partial x}\right|_{x=0^+} + \mathcal{A} = 0
\end{align*}

\[ \Delta T = \rho_s \frac{\partial T}{\partial x} \]
\[ T(x,1) = g(x) \] (FZ5)
\[ \Delta T = \rho \frac{\partial T}{\partial x} \]
\[ T(x,1) = h(x) \] (FZ6)
\[ \Delta T = \rho \frac{\partial T}{\partial x} \]
\[ T(x,1) = h(x) \] (FZ7)
\[ \Delta T = \rho \frac{\partial T}{\partial x} \]
\[ T(x,1) = f(x) \] (FZ8)

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fz_model}
\caption{FZ Model}
\end{figure}
Problem PI-1. Compute \( f(x) \) such that the solution \( T(x,r) \) of

\[
\begin{align*}
\Delta T &= P_s \frac{dT}{dx}, \quad x < 0, \quad 0 < r < 1 \\
T(x,1) &= f(x), \quad x < 0, \\
T(0,r) &= A(r), \quad 0 < r < 1
\end{align*}
\]

also satisfies the boundary condition (1.2.1).

The constant \( P_s \) is the solid Peclet number [20] and from a practical viewpoint, the function \( A(r) \) in Equations (1.2.1) is the material melting point. Moreover, since numerical methods will be employed, Condition (1.2.1) will only be satisfied approximately in practice.

Having stated the question for the lower solid region, the corresponding question for the upper solid region is analogous. Namely, let \( B(r)^{\dagger} \) be the required thermal gradient in the upper solid region at the upper solid-melt interface \((x=Q)\), i.e.,

\[
\frac{dT}{dx}(x,r) = B(r), \quad x = Q, \quad 0 < r < 1.
\]

Then find a surface temperature distribution \( g(x), \quad x > Q \) (henceforth also called a surface control function), to be maintained such that the resulting temperature distribution, \( T(x,r) \), for the upper solid region satisfies (1.2.3). This is concisely stated in Problem PI-2.

Problem PI-2. Determine \( g(x) \) such that the solution \( T(x,r) \) of

\[
\begin{align*}
\Delta T &= P_s \frac{dT}{dx}, \quad x > Q, \quad 0 < r < 1 \\
T(x,1) &= g(x), \quad x > Q, \\
T(Q,r) &= A(r), \quad 0 < r < 1
\end{align*}
\]

also satisfies the boundary condition (1.2.3).

\[\dagger\] To help make various computer codes listed in Appendix C easier to follow, the thermal gradients in Problem PI-1 and PI-2 are both represented by the same symbol, \( B(r) \); however, these gradients are not necessarily the same. For generality, a similar remark holds for the symbol \( A(r) \).
As before, in practice \( A(r) \) is set to the melting temperature and Equation (1.2.3) will only be satisfied approximately due to the numerical solution of the problem.

Problems P1-1 and P1-2 stated above belong to the class of so called ill-posed or over-under posed problems. Unlike most classical second order boundary value problems where each portion of the boundary surface is assigned a boundary condition, Problems P1-1 and P1-2 have two boundary conditions (over-posed) assigned to each of their respective solid-melt interfaces (for example, in Problem P1-1, \( T(0,r) = (r) \) and \( T_x(0,r) = B(r) \)) and no boundary condition (under-posed) assigned to the lateral surfaces of either of the solid regions. Indeed, part of the problem is to determine the proper missing boundary condition (for example, \( T(x,1) = f(x) \) for Problem P1-1) so as to relax the overposing of boundary conditions at the solid-melt interfaces. The solutions of Problem P1-1 and P1-2 are the subject of Chapter 3.

Next suppose that the solid regions' surface temperature distributions \( f(x) \) and \( g(x) \) (see Figure 1-2, Equations (FZ6) and (FZ10)) are fixed (by design or happenstance). Since the temperature at both of the solid-melt interfaces is assumed to be the melting temperature for FZ applications, the temperature distributions in both of the solid regions are computable (see Section 2.3). Hence the axial thermal gradients in the solid regions at the solid-melt interfaces are computable. Thus, the axial thermal gradients in the melt zone at the solid-melt interfaces \((x=0 \text{ and } x=Q)\) are known after invoking Equations (FZ2) and (FZ4) of Figure 1-2 and are denoted by

\[
\begin{align*}
T_x(0,r) &= A(r), \quad 0 < r < 1 \\
T_x(Q,r) &= B(r), \quad 0 < r < 1
\end{align*}
\]

The problem is to determine a surface temperature \( h(x), \quad 0 < x < Q \) (henceforth called the melt zone surface control function), to be maintained on the melt zone surface such that the resulting temperature distribution, \( T(x,r) \), for the melt zone satisfies (1.2.5). This is concisely stated in Problem P1-3.

**Problem P1-3** Determine \( h(x) \) such that the solution \( T(x,r) \) of

\[
\begin{align*}
\Delta T &= P \frac{\partial T}{\partial x}, \quad 0 < x < Q, \quad 0 < r < 1 \\
T(x,1) &= h(x), \quad 0 < x < Q \\
T(0,r) &= A(r), \quad 0 < r < 1 \\
T(Q,r) &= D(r), \quad 0 < r < 1
\end{align*}
\]

also satisfies the boundary conditions (1.2.5)
The constant $P_2$ is the liquid Peclet number and from a FZ point of view, $C(r)$ and $D(r)$ equal the material melting point. As with Problems PI-1 and PI-2, the numerical nature of the proposed solution method (the subject of Section 4.0) means that Conditions (1.2.5) will only be approximately satisfied.
2.0 TWO CLASSICAL PROBLEMS

Before turning to those moral and mental aspects of the matter which present the greatest difficulties, let the inquirer begin by mastering more elementary problems.

—Sherlock Holmes, "A Study in Scarlet"

2.1 DESCRIPTION OF THE CLASSICAL PROBLEMS AND CHAPTER OUTLINE

Before developing methods to compute the melt zone and solid regions' surface control functions which will yield the desired flat solid-melt interfaces, two more elementary problems must be dispatched. These are:

Problem P2-1: Given a surface temperature distribution for the melt zone, compute the resulting interior temperature distribution of the melt zone.

Problem P2-2: Given a surface temperature distribution for one of the semi-infinite solid regions, compute the resulting interior temperature distribution for that region.

In addition to solving Problems P2-1 and P2-2, methods for approximating the interface gradients are presented in this chapter. The techniques developed to solve Problems P2-1 and P2-2 will have three important functions in this study. First, they will be used to generate the solid and melt zone gradients required at the interfaces. Second, and probably most important, the solution techniques for Problems P2-1 and P2-2 will introduce the essential definitions and dual integral transforms which will be used later to compute the desired surface control functions (Chapters 3 and 4). Third, these techniques will be used to study how well (or poorly) the computed melt zone (or solid region) surface control function performs.

Problems P2-1 and P2-2 are resolved in Sections 2.2 and 2.3 respectively. Some numerical test cases are discussed in Section 2.3 along with two examples with correspondingly important remarks.

2.2 SOLUTION OF PROBLEM P2-1

Suppose the melt zone of Figure 1-2 is isolated (and perhaps translated) as displayed in Figure 2-1.

To reduce the terminology, the solid-melt interfaces will henceforth be referred to merely as the interfaces. The axial thermal gradient in a solid region (or melt zone) at an interface will be referred to as a solid region (a melt zone) interface gradient.
Realistically, the melt zone end temperatures $A(r)$ and $B(r)$ are both the material melting temperature; however, for sake of illustration, we require only that $A(r)$ and $B(r)$ be sufficiently smooth. Problem P2-1 can then be mathematically stated as:

**Problem P2-3:** Determine $T(x,r)$ such that

$$\Delta T = \frac{P}{\pi} \frac{dT}{dx}$$

$$T(x,1) = h(x)$$

and

$$T(x,0) = A(r) \quad 0 < r < 1$$

$$T(x_N,0) = B(r) \quad 0 < r < 1$$

$$T(x_N,1) = h(x) \quad x_o < x < x_N$$

where $A(r)$, $B(r)$ and $h(x)$ are sufficiently smooth, $A(1)=h(x_o)$ and $B(1)=h(x_N)$, and $P$ (the Peclet number with the subscript "l" suppressed for convenience) is a positive constant.

Before solving Problem P2-3, some notation is in order:

**Notation N2-1:**

(1) $A(r) = A(r) - A(1)$
(ii) \( B(r) = B(r) - B(1) \)

(iii) \( \psi(r) = J_0(\lambda_n r) \) where \( \lambda_1 < \lambda_2 < \lambda_3 < \ldots \) is the increasing sequence of real roots of the Bessel function \( J_0 \).

(iv) \( G(x) = P(x') - h''(x) \)

**Solution Technique:** The basic idea is to assume the solution \( T(x, r) \) is the sum of the lateral surface temperature \( h(x) \) plus some unknown function \( \theta(x, r) \), i.e.,

\[ T(x, r) = \theta(x, r) + h(x) \]

Problem P2-3 can then be recast as:

\[ \Delta \theta = \Phi_x + G, \quad 0 < r < 1 \text{ and } x_o < x < x_N \]  
\[ \theta(x_o, r) = \phi(r), \quad 0 < r < 1 \]  
\[ \theta(x_N, r) = \psi(r), \quad 0 < r < 1 \]  
\[ \theta(1, r) = 0, \quad x_o < x < x_N \]

and

\[ \theta_{rr}(0, r) = 0, \quad x_o < x < x_N \]  

Although Equation (2.2.6) is more complex than Equation (2.2.1), the corresponding boundary conditions are greatly simplified. First, the Dirichlet condition (2.2.4) is replaced by a simple homogenous boundary condition (2.2.9). In addition, because \( \phi(1) = \psi(1) = 0 \), the boundary conditions (2.2.7) and (2.2.8) can be further simplified by various Bessel series expansions. For the moment, assume \( \theta(x, r) \) is expanded as

\[ \theta(x, r) = \sum_{n=1}^{\infty} C_n(x) \psi_n(r) \]  

Then using the following well known property of Bessel functions [18],

\[ \int_0^1 \psi_n(r) \psi_m(r) r dr = \begin{cases} 0 & \text{if } n \neq m \\ \frac{1}{2} J_1^2(\lambda_n) & \text{if } n = m \end{cases} \]

the functions \( C_n(x) \) of Equation (2.2.11) are computed to be
If the integral portion of Equation (2.2.13) is denoted by $\psi_n(x)$, then Equations (2.2.11) and (2.2.13) may be combined to form a dual integral transform pair:

$$\theta(x,r) = \sum_{n=1}^{\infty} \frac{2 \psi_n(r) \overline{\psi}_n(x)}{J_1(\lambda_n)} \quad \text{and} \quad \overline{\psi}_n(x) = \int_0^1 \theta(x,r) \psi_n(r) r dr. \quad (2.2.14)$$

Unfortunately, the desired $\theta(x,r)$ of Equation (2.2.14) involves $\overline{\psi}_n(x)$ which in turn requires knowing $\theta(x,r)$; fortunately, this rather circular problem may be resolved by invoking Green's theorem. If both sides of the partial differential equation (2.2.6) are multiplied by $\psi_n(r) r dr$ and the resulting terms integrated from $r=0$ to $r=1$, a application of Green's theorem combined with the fact that

$$\left. \psi_n \theta - \theta \frac{\partial}{\partial r} \psi_n \right|_{r=0}^{r=1} = 0$$

implies

$$\overline{\psi}_n(x) - \psi_n(x) - \lambda_n \frac{1}{\psi_n(x)} = \overline{\psi}_n(x) \quad , \quad x_o < x < x_N \quad (2.2.15)$$

where

$$\overline{\psi}_n(x) = \int_0^1 G(x) \psi_n(r) r dr = G(x) \frac{J_1(\lambda_n)}{\lambda_n} \quad (2.2.16)$$

Since $\mathcal{A}(1) = \mathcal{B}(1) = 0$, the smooth functions $\mathcal{A}(r)$ and $\mathcal{B}(r)$ may be represented by the following Bessel expansions:

$$\mathcal{A}(r) = \sum_{n=1}^{\infty} \mathcal{A}_n J_0(\lambda_n r) \quad (2.2.17)$$

$$\mathcal{B}(r) = \sum_{n=1}^{\infty} \mathcal{B}_n J_0(\lambda_n r) \quad (2.2.18)$$

The above coefficients $\mathcal{A}_n$ and $\mathcal{B}_n$ could be computed using integral...
representations [18], for example,

\[ A_n = \frac{2}{J_1^2(\lambda_n)} \int_0^1 A(r) J_0(\lambda_n r) r dr \]

However, to avoid the eventually required numerical integration of such representations, the coefficients \( A_n \) and \( B_n \) may be approximated using a least squares method as described at the end of this section. Combining Equations (2.2.7), (2.2.8), (2.2.12), and (2.2.14)-(2.2.18), \( \theta_n(x) \) may be uncoupled from \( \theta(x,r) \) as the solution of the following two-point boundary value problem:

\[
\begin{align*}
\ddot{\theta}_n - P \dot{\theta}_n - \lambda_n^2 \theta_n &= \overline{\theta}_n, & x_o < x < x_N \\
\theta_n(x_o) &= \frac{A_n}{\lambda_n} J_1(\lambda_n) \\
\theta_n(x_N) &= \frac{B_n}{\lambda_n} J_1(\lambda_n) 
\end{align*}
\]

(2.2.19)

Since \( \lambda_n > 0 \), it is well known [5] that Problem (2.2.19) has a unique solution. Although the solution of (2.2.19) could be determined by a variation of parameters method [1], such a technique inevitably requires numerical integration. A more straightforward method is to discretize (2.2.19) in the following fashion. First, the interval from \( x_o \) to \( x_N \) is partitioned by the grid points:

\[ t_j = x_o + j \Delta x, \quad j = 0, \ldots, M \]

where \( M \cdot \Delta x = x_N - x_o \). Then solve the following finite difference analog of the boundary value problem (2.2.19):

\[
\begin{align*}
\frac{\mu_j + 1 - 2 \mu_j + \mu_j - 1}{(\Delta x)^2} - P \frac{\mu_j + 1 - \mu_j - 1}{2 \Delta x} - \lambda_n^2 \mu_j = \overline{\theta}_n(t_j), \quad j = 1, \ldots, M - 1 \\
\mu_n = \frac{A_n}{2} J_1(\lambda_n) \\
\mu_N = \frac{B_n}{2} J_1(\lambda_n) 
\end{align*}
\]

(2.2.20)
The linear system (2.2.20) is tridiagonal and guaranteed to have a solution \[ \mathbf{P} \Delta x \leq 2. \] Moreover, the solution vector \( \{ p_0, \ldots, p_N \} \) provides a second order approximation of \( \mathbf{a}^n(x) \), i.e.,

\[
| p_j - \mathbf{a}^n(r_j) | = O((\Delta x)^2)
\]

In addition, the boundary derivatives of \( \mathbf{a}^n \) may be accurately approximated by the following unbalanced finite differences:

\[
\begin{align*}
\mathbf{a}^n(0) & \approx (-3\mu_4 + 16\mu_3 - 36\mu_2 + 48\mu_1 - 25\mu_0) / 12\Delta x \\
\mathbf{a}^n(N) & \approx (3\mu_{M-4} - 16\mu_{M-3} + 36\mu_{M-2} - 48\mu_{M-1} + 25\mu_M) / 12\Delta x
\end{align*}
\]

Since

\[
T(x,r) = \mu'(x) + 2 \sum_{n=1}^{\infty} \frac{J_0^2(\lambda_n(x) \Delta x) \mathbf{a}^n(x)}{J_1^2(\lambda_n(x))}
\]

Equations (2.2.21) and (2.2.22) may be combined to approximate the axial gradients at \( x = x_0 \) and \( x = x_N \) (a very important requirement in Chapters 3 and 4).

To finish this section, a short description is given of how the coefficients \( \mathbf{a}^n \) of Equation (2.2.17) are approximated (the same technique applies to Equation (2.2.18)). First, denote \( r_i = (i-1)/M, \ i = 1, \ldots, M+1 \) and select \( N << M \) (typically \( N = 20 \) and \( M = 100 \)). Define an \( (M+1) \times N \) array \( \mathbf{L} \) and \( (M+1) \times 1 \) dimension vector \( \mathbf{b} \) by the respective elements:

\[
L_{1j} = J_0(\lambda_j r_1) \text{ and } b_1 = \mathbf{a}(r_1)
\]

Let \( \mathbf{a} \) be the solution of the linear least squares problem [17, Chapter 5]:

\[
\mathbf{L} \mathbf{a} = \mathbf{b} \quad (2.2.23)
\]

Then the first \( N \) coefficients, \( \mathbf{a}_n \) of (2.2.17) are approximated by

\[
\mathbf{a}_n \approx \mathbf{a}_n, \ n = 1, \ldots, N
\]
2.3 SOLUTION OF PROBLEM P2-2

Analogous to the solution technique of Problem P2-1 in Section 2.2, suppose the lower solid region of Figure 1-2 is isolated as shown in Figure 2-2.

\[
T(x, 1) = f(x) \quad \text{STATE EQUATION}
\]

\[
\Delta T = P_s \frac{dT}{dx}
\]

REMARK: FOR FZ PROBLEM

\[A(r) = \text{MELT PT.}\]

Figure 2-2 Generalized Lower Solid Region
Realistically, the upper end temperature $A(r)$ of the lower solid region is the material melting temperature; however, for the sake of illustration, it is only required that $A(r)$ be sufficiently smooth. In addition, it is assumed that the lateral surface temperature $f(x)$ is smooth, asymptotically constant as $x \to -\infty$ and is such that $f'$ and $f''$ approach zero as $x \to -\infty$ (loosely, this means $f(x)$ resembles a horizontal line as $x$ approaches $-\infty$). Mathematically, the lower solid region case of Problem P2-2 may be stated as:

**Problem P2-4:** Determine $T(x,r)$ such that

\[
\begin{align*}
\Delta T &= P T_x', \quad 0 < r < 1 \text{ and } x < 0 \tag{2.3.1} \\
T(0,r) &= A(r), \quad 0 < r < 1 \tag{2.3.2} \\
T(x,1) &= f(x), \quad x < 0 \tag{2.3.3} \\
T_r(x,0) &= 0, \quad x < 0 \tag{2.3.4}
\end{align*}
\]

and

$$\lim_{x \to -\infty} \max_{0 < r < 1} \left| f(x) - T(x,r) \right| = 0 \tag{2.3.5}$$

The functions $A(r)$ and $f(x)$ are assumed sufficiently smooth, and for compatibility, $A(1) = f(0)$. In addition, $\lim_{x \to -\infty} f(x)$ exists and is finite and both $f'$ and $f''$ approach zero as $x \to -\infty$. The constant $P$ is assumed to be positive (the subscript "s" is suppressed for convenience).

The notation established in Section 2.2 will be retained with the exception of $G(x)$ which now represents $G(x) = Pf'(x) - f''(x)$. The solution technique is very similar to that used in Section 2.2 First, $T(x,r)$ is expressed as

$$T(x,r) = \theta(x,r) + f(x)$$

and Equations (2.3.1) - (2.3.5) are recast as:

\[
\begin{align*}
\Delta \theta &= P \theta_x + G, \quad 0 < r < 1 \text{ and } x < 0 \tag{2.3.6} \\
\theta(0,r) &= A(r), \quad 0 < r < 1 \tag{2.3.7} \\
\theta(x,1) &= 0, \quad x < 0 \tag{2.3.8} \\
\theta_r(x,0) &= 0, \quad x < 0 \tag{2.3.9}
\end{align*}
\]

and

$$\lim_{x \to -\infty} \max_{0 < r < 1} |\theta(x,r)| = 0 \tag{2.3.10}$$
The boundary value problem (BVP) given by the Equations (2.3.6) - (2.3.10) is solved in a manner similar to the solution of the BVP (2.2.6) - (2.2.10). If \( f(r) \) is represented as in Equation (2.2.17), then the BVP (2.3.6) - (2.3.10) may be transformed by the dual integral transform pair (2.2.14) into the following boundary value problem:

\[
\frac{\partial^2 \bar{\varphi}}{\partial x^2} - p \frac{\partial \bar{\varphi}}{\partial x} - \lambda \bar{\varphi} = \bar{G}_n, \quad x < 0
\]

\[
\bar{\varphi}_n(0) = A_n \frac{1}{\lambda_n} (\lambda_n)
\]

and

\[
limit_{x \to -\infty} \bar{\varphi}_n(x) = 0
\]

where \( \bar{G}_n \) is still defined as in (2.2.16). Using a variation of parameters technique, the solution of this BVP is given by

\[
\bar{\varphi}_n(x) = \left[ A_n + \frac{1}{s_n} \int_0^x \bar{G}_n e^{-\alpha_n t} dt \right] e^{\alpha_n x} + \left[ B_n - \frac{1}{s_n} \int_0^x \bar{G}_n e^{-\beta_n t} dt \right] e^{\beta_n x}
\]

(2.3.11)

where

\[
s_n = \sqrt{\frac{p^2}{n^2} + \frac{4\lambda_n^2}{n^2}}
\]

\[
\alpha_n = \frac{(P + S_n)}{2}
\]

\[
\beta_n = \frac{(P - S_n)}{2}
\]

\[
A_n = -B_n + \frac{J_1^2(\lambda_n)}{2}
\]

Since each summand in (2.3.11) is the product of an exponentially exploding and exponentially decaying term, the proof that \( \lim_{x \to -\infty} \bar{\varphi}_n(x) = 0 \) is rather delicate and is reserved for Appendix B. The solution of Problem P2-4 is
Since the float zone process also involves the upper solid region of Figure 1-2, an upper region analog of Problem P2-4 must be solved. After translating the upper interface to $x=0$ for convenience, the mathematical statement of such a problem is:

Problem P2-5: Determine $T(x,r)$ such that

$$\Delta T = PT_x, \quad 0 < r < 1, \quad x > 0$$
$$T(0,r) = A(r), \quad 0 < r < 1$$
$$T(x,1) = g(x), \quad x > 0$$
$$T_x(x,0) = 0, \quad x > 0$$

and

$$\lim_{x \to \infty} \max_{0 < r < 1} |g(x) - T(x,r)| = 0$$

As before, $A(r)$ and $g(x)$ are assumed sufficiently smooth and, for compatibility, $A(1) = g(0)$. In addition, $\lim_{x \to \infty} g(x)$ exists and is finite, both $g'$ and $g''$ approach zero as $x \to \infty$, and $P>0$.

Without belaboring the details, the solution of Problem P2-5 is given by Equation (2.3.12) ($g(x)$ obviously replaces $f(x)$) where $\psi_n(x)$ is still represented by Equation (2.3.11) with the $\gamma_n$, $S_n$, $\alpha_n$ and $B_n$ unchanged but with new $A_n$ and $B_n$, namely

$$A_n = -\frac{1}{S_n} \int_0^\infty \bar{G}_n e^{-\eta T} \, dt$$

and

$$B_n = -A_n + \frac{J_n^2(\lambda_n)}{2}$$

As a computational aside, the numerical method described in Section 2.2 can be used to approximate the analytically defined solutions of this section. For example, in the upper solid region case, if the surface temperature $g(x)$ is rather constant for $x$, say, greater than some $L$, then the solution of Problem P2-5 may be approximated for $0 < x < x_N$ by the solution of Problem P2-3 with $x_N$ set to, say $3L$, and $B(r) = \bar{g}(x_N)$ and $h(x) = g(x)$. Moreover, the gradient at the translated bottom, $x = 0$, of the upper solid region may be accurately estimated by the approximate gradient generated by Equations (2.2.21) and (2.2.22).
Numerous test cases to numerically verify the above remarks were generated with \( A(r) = 0 \) (to simulate a solid-melt interface), \( 0.1 \leq P \leq 1.0 \), and \( x_N = 2L \) and \( 3L \) (I typically on the order of 10). The approximate temperatures (and gradients) so obtained were quite accurate.

2.4 AN UNSETTLING FACT WITH AN ADDED NICE SURPRISE

Consider for the moment Problem P2-4. If \( A(r) = 0 \) (to simulate a solid-melt interface) and two temperature distributions \( T_1 \) and \( T_2 \) are generated corresponding to two surface temperature conditions \( f_1(x) \) and \( f_2(x) \), then if \( f_1 \approx f_2 \), it is reasonable to expect \( T_1 \approx T_2 \). In addition, if \( f_1 \approx f_2 \) near \( x = 0 \), then it is also reasonable to expect that the corresponding thermal gradients of \( T_1 \) and \( T_2 \) will be close at \( x = 0 \). These intuitive observations are indeed true and may be rigorously proven after such concepts as "close" are precisely defined. All of this, however, might lead to the assumption that if \( f_1 \) and \( f_2 \) are not close, then the corresponding thermal gradients and temperature distributions near the simulated solid-melt interface (\( x = 0 \)) are probably not close. This, of course, is not always true, and will be illustrated in this section by two examples. In fact, the second example will demonstrate the somewhat unsettling fact that it is quite possible for \( f_1(x) \) to exponentially explode while \( f_2(x) \) remains nicely bounded with the corresponding thermal gradients at \( x = 0 \) virtually indistinguishable. In light of the development presented in Section 1.2, this implies there might exist many varied surface control functions, all of which provide the required (or nearly so) thermal gradient at the desired interface. If this is the case, then the float zone furnace designer may have at his disposal many different prospective surface control functions to choose from (a nice surprise). For example, the designer might select a surface control function that requires a minimum of power.

The two examples in this section clearly demonstrate that small changes in the thermal gradient at the end boundary (\( x = 0 \)) can result in a rather large change in the resulting surface control function. This, as noted before, can provide an entire family of useful surface control functions if the FZ designer is willing to permit a slight "misfit" (albeit small) between the desired and obtained thermal gradients at the end boundary (\( x = 0 \) for the following examples). Unfortunately, this also means that an attempt to measure the sensitivity of the required surface control functions to changes in the material or system parameters (which obviously produce changes in the desired interface thermal gradient) can be quite misleading and should probably not be attempted.

Example E2-1: In this example, \( P = 0.1 \), \( A(r) = 0 \) and the lower solid region case \((x<0)\) is selected. The nominal surface temperature \( f_1 \) is illustrated in Figure 2-3; the surface temperatures \( f_2, \ldots, f_5 \) (also illustrated in Figure 2-3) are perturbations of the nominal \( f_1 \).

Letting \( T_i \) denote the thermal distributions corresponding to the surface temperatures \( f_i \), the relative difference (measured in both \( L^2 \) and \( L^\infty \) norms) between the nominal gradient of \( T_i \) and each of the gradients of \( T_i, i = 2, \ldots, 5 \), at the end boundary, \( x = 0 \), is illustrated in Figure 2-4.

\[ \| h \|_2 = \left[ \int_0^1 h^2(r) dr \right]^{1/2} \text{ and } \| h \| = \max_{0 \leq r \leq 1} | h(r) |. \]
Figure 2-3 Nominal and Perturbed Surface Temperatures

Figure 2-4 Influence of Perturbations of the Surface Temperature on the Thermal Gradient
Note that even for the cases where $f_1$, the nominal surface temperature, is perturbed relatively close to the end boundary ($x = 0$), the corresponding perturbations of the thermal gradients at the $x = 0$ boundary are still remarkably close to that of the nominal gradient.

**Example E2-2:** In this example, $P = 0.1$, $A(r) = 0$, and the upper solid region (translated to $x > 0$) is selected. Suppose it is required that the thermal gradient at $x = 0$ be identically 1, i.e., $T_x(0, r) = 1$. A particular surface control function $g_1(x)$ which will give the desired result is the exponentially growing surface temperature:

$$g_1(x) = -10 + 10\exp(x/10), \ x > 0$$

In fact, the corresponding thermal distribution $T_1$ is identical to $g_1$. Suppose $g_2(x)$, ..., $g_5(x)$ are surface control functions that equal $g_1(x)$ on an interval $[0, z_i]$, $i = 2$, ..., 5 but are asymptotically constant as shown (see Figure 2-3). The relative $L^2$ and $L^\infty$ differences between the thermal gradients at $x = 0$ of the corresponding temperature distributions $T_2$, ..., $T_5$ and the thermal gradient of $T_1$ is illustrated in Figure 2-6. Note that even when $g_2$ (a bounded surface temperature) separates from $g_1$ (an unbounded surface temperature) rather close to the end boundary ($x = 0$), the two corresponding thermal gradients at $x = 0$ are remarkably close (see Figure 2-3, $z = 0.5$).
Figure 2-5 Nominal and Perturbed Surface Temperatures

\[ s_1 = -10 + 10 \exp(x/10) \]

Figure 2-6 Influence of Perturbations of the Surface Temperature on the Thermal Gradients

\[ x, \text{ The Distance From } x=0 \text{ Where } s_1(x) \text{ is Perturbed} \]
3.0 THE COOLING CONTROL FUNCTIONS

It is an old maxim of mine that when you have excluded the impossible, whatever remains, however improbable, must be the truth.

—Sherlock Holmes, "The Adventure of the Beryl Coronet"

The main thrust of this chapter is to provide solution methods for Problems Pl-1 and Pl-2. Beginning with Problem Pl-1, suppose a temperature distribution $T(x,r)$ is required to satisfy two known boundary conditions:

\begin{align*}
T(0,r) &= A(r) \\
T_x(0,r) &= B(r)
\end{align*}  \hspace{1cm} (3.0.1) (3.0.2)

at the lower solid region's end boundary (the melt-solid interface in practice) as depicted in Figure 3-1.

\[\Delta T = \int \frac{\partial T}{\partial x} \ (\text{State Equation})\]

\[T(0, r) = A(r) \quad \rightarrow \quad \text{KNOWN}\]

\[\frac{\partial T(0, r)}{\partial x} = B(r) \quad \rightarrow \quad \text{KNOWN}\]

\[T(x, 1) = \epsilon(x) \quad \leftarrow \quad \text{UNKNOWN}\]

\text{REMARK: For FZ problems,}

$A(r) = \text{Melting Temperature}$

\text{Figure 3-1 FZ Lower Solid Region Problem}
Recall from Section 1.2 that the problem is to find some (at this point unknown) cooling control function \( f(x) \), \( x < 0 \), such that the solution of the well-posed boundary value problem:

\[
\Delta T = P_T \text{ } x < 0 \quad , \quad 0 < r < 1
\]

\[
T(0,r) = A(r) \quad , \quad 0 < r < 1
\]

and

\[
T(x,1) = f(x) \quad , \quad x < 0
\]

also satisfies the additional boundary condition (3.0.2). The basic idea of the proposed method is to solve the boundary value problem (3.0.3)-(3.0.5) by the method described in Section 2.3 and, in the process find a sufficient number of conditions to allow the calculation of the desired, but unknown, \( f(x) \). First, from a practical point of view, any viable control function \( f(x) \) should become rather constant as the distance from the lower interface increases. Thus it is expected that:

\[
\lim_{x \to -\infty} f(x) \text{ exists and is finite}
\]

and

\[
\lim_{x \to -\infty} f'(x) = \lim_{x \to -\infty} f''(x) = 0
\]

Proceeding as in Section 2.3, denote \(^{+}\)

\[
T(x,r) = \Theta(x,r) + f(x)
\]

\[
G(x) = Pf' - f''
\]

\[
\mathcal{A}(r) = A(r) - f(0)
\]

\[
\mathcal{B}(r) = B(r) - f'(0)
\]

For \( f(x) \) to be compatible with \( A(r) \) and \( B(r) \),

\[
A(1) = f(0)
\]

and

\[
B(1) = f'(0)
\]

Then Equations (3.0.2)-(3.0.5) reduce to

\(^{+}\)For the moment, suppress the solid subscript "s", i.e., \( P_s = P \).
Denote $\psi_n = J_0(\lambda_n r)$ where $\lambda_1 < \lambda_2 < \lambda_3 < ...$ are the real roots of the zero order Bessel function. As in Chapter 2, let

$$\theta(x, r) = \sum_{n=1}^{\infty} \frac{2 \psi_n(r)}{J_1(\lambda_n)} \bar{\theta}_M(x)$$

and

$$\bar{\theta}_M(x) = \int_{0}^{1} \theta(x, r) \psi_n(r) rdr$$

form a dual integral transform pair. If $\mathcal{A}(r)$ and $\mathcal{B}(r)$ are expanded in the Bessel series:

$$\mathcal{A}(r) = \sum_{n=1}^{\infty} \mathcal{A}_n J_0(\lambda_n r)$$

$$\mathcal{B}(r) = \sum_{n=1}^{\infty} \mathcal{B}_n J_0(\lambda_n r)$$

and denoting

$$\bar{G}_M(x) = \int_{0}^{1} G(x) \psi_n(r) rdr = G(x) \frac{J_1(\lambda_n)}{\lambda_n}$$

then operating on (3.0.10) by the integral transform (3.0.12) yields

$$-\lambda_n \bar{\theta}_M' + \bar{\theta}_M'' = p\bar{\theta}_M'' + \bar{G}_M, \ x < 0$$

$$\bar{\theta}_M(0) = \mathcal{A}_n \frac{J_1^2(\lambda_n)}{2}$$

$$(3.0.16)$$

$$(3.0.17)$$
In practice, the Bessel coefficients, $A_n$ and $B_n$ in (3.0.13) and (3.0.14) are approximated by least square methods as described in Section 2.2. In addition, for FZ applications $A_n = 0$ because $A(r)$ is constant (the material melting temperature). Denoting

$$S_M = \sqrt{P^2 + 4\lambda_M^2}$$

$$\alpha_M = (P + S_M)/2$$

and

$$\beta_M = (P - S_M)/2,$$

the solution of (3.0.16)-(3.0.18) is then:

$$\overline{\theta}_M(x) = \frac{J_1^2(\lambda_M)}{2S_M} \left( \alpha_M - \beta_M A_M \right) e^{\alpha_M x}$$

$$+ e^{\alpha_M x} \int_0^x \frac{\overline{G}_M(t)}{S_M} e^{-\alpha_M t} dt$$

$$+ \frac{J_1^2(\lambda_M)}{2S_M} \left( \alpha_M A_M - \beta_M B_M \right) e^{\beta_M x}$$

$$- e^{\beta_M x} \int_0^x \frac{\overline{G}_M(t)}{S_M} e^{-\beta_M t} dt$$

Since $\overline{G}_M(x) = (Pf'(x) - f''(x))J_1^2(\lambda_M)/2$ approaches zero as $x$ proceeds toward negative infinity (see (3.0.7)), an argument similar to that found in Appendix B will show that the second summand in (3.0.19) approaches zero as $x$ approaches negative infinity; since $A_M$ is positive, the first summand of (3.0.19) shares a similar fate. In light of (3.0.6), it is reasonable to assume (or require depending on the point of view) that

$$\lim_{x \to -\infty} \max_{0 < x < 1} |T(x, r) - f(x)| = 0$$
and hence \( \lim_{x \to -\infty} \theta_n(x) = 0 \). Combining these observations with (3.0.19), the remaining conditions to be used in determining \( f(x) \) are easily discerned, namely:

\[
\lim_{x \to -\infty} \left[ \frac{J_1^2(\lambda_M)}{2 S_M} (\alpha_M A_M - B_M) - \int_0^x \frac{\bar{G}_M(t)}{S_M} e^{-\beta_M t} \, dt \right] e^{\beta_M x} = 0 \quad (3.0.20)
\]

Since \( \beta_M < 0 \), an analysis similar to that of Appendix B will show that (3.0.20) will be satisfied if

\[
\frac{J_1^2(\lambda_M)}{2} (\alpha_M A_M - B_M) = -\int_{-\infty}^0 \bar{G}_M(t) e^{-\beta_M t} \, dt \quad (3.0.21)
\]

Since

\[
\bar{G}_M(t) = G(t)J_1(\lambda_M)/\lambda_M = (Pf'(t) - f''(t)J_1(\lambda_M)/\lambda_M,
\]

combining (3.0.6)-(3.0.9), and (3.0.21) with two applications of integration by parts yields:

\[
\lambda_M J_1(\lambda_m) (\alpha_m A_m - B_m)/2
\]

\[
= \beta_m (\beta_m - P) \int_{-\infty}^0 f(t)e^{-\beta_m t} \, dt + (\beta_m - P) A(1) + B(1)
\]

Denoting

\[
R_m = \frac{1}{2} \frac{\lambda_m J_1(\lambda_m)(\alpha_m A_m - B_m) + (P - \beta_m)A(1) - B(1)}{\beta_m (\beta_m - P)}
\]

the desired properties of the surface function \( f(x) \) may be summarized as:
\[ f(0) = A(1) \text{ and } f'(0) = B(1) \]

\[ \lim_{x \to \infty} f(x) \text{ exists and is finite} \]

and \( f'(x) \) and \( f''(x) \to 0 \text{ as } x \to -\infty \) \hspace{1cm} (3.0.22)

\[ R_m = \int_{-\infty}^{0} f(t) e^{-\beta M t} dt, \quad M = 1, 2, \ldots \]

To numerically approximate such a surface control function as \( f(x) \), let

\[ f(x) = \sum_{k=1}^{NSYS} c_k e^{(k-1)t} \] \hspace{1cm} (3.0.23)

Then, in light of (3.0.22), set

\[ c_1 + \cdots + c_{NSYS} = A(1) \]
\[ c_2 + 2c_3 + \cdots + (NSYS-1)c_{NSYS} = B(1) \]

and

\[ \sum_{k=1}^{NSYS} c_k \int_{-\infty}^{0} \exp((k-1-\beta M)t) dt = R_m, \quad M=1, 2, \ldots, MTERM \]

If the \((MTERM+2)\) by \(NSYS\) matrix \(L\) and \((MTERM+2)\) dimension vector \(b\) are defined, for \(j = 1, 2, \ldots, NSYS\), by

\[ \begin{align*}
\beta_{1j} &= 1 \text{ and } b_1 = A(1) \\
\beta_{2j} &= j-1 \text{ and } b_2 = B(1) \\
\beta_{ij} &= \frac{1}{j-\beta_{i-2}} \\
b_i &= \tilde{R}_{i-2} \quad \text{for } i = 3, 4, \ldots, MTERM + 2
\end{align*} \] \hspace{1cm} (3.0.24)

\(\dagger\) The index in the expansion of \( f(x) \) starts at \( k=1 \) instead of \( k=0 \) to make referencing this section from the accompanying FORTRAN documentation easier (Appendix A). The index limits \(NSYS\) and \(MTERM\) noted here will be used in the same role in the accompanying FORTRAN codes (Appendix C). 3-6
then, provided \( \text{MTERM+2} > \text{NSYS} \), the coefficients \( c_k \) of (3.0.23) may be set to the least squares solution of

\[
L \bar{c} = \bar{b}
\]  

(3.0.25)

that is,

\[
\begin{pmatrix}
  c_1 \\
  c_2 \\
  \vdots \\
  c_{\text{NSYS}}
\end{pmatrix}
= \bar{c}
\]

The solution method for Problem Pl-2 is similar to the above and hence most of the details are left to the reader. Using the notation established for Problem Pl-2 denote

\[
G(x) = P g'(x) - g''(x)
\]

\[
\mathcal{A}(t) = A(t) - A(1)
\]

and

\[
\mathcal{B}(t) = B(t) - B(1)
\]

As before, expand \( \mathcal{A}(t) \) and \( \mathcal{B}(t) \) as

\[
\mathcal{A}(t) = \sum_{n=1}^{\infty} A_n J_0(\lambda_n t)
\]

and

\[
\mathcal{B}(t) = \sum_{n=1}^{\infty} B_n J_0(\lambda_n t)
\]

Then using the above established notation for \( S_n, \alpha_n, \) and \( \beta_n, \) the desirable properties of an upper solid region surface control function \( g(x) \) are summarized as:

\[
g(Q) = A(1) \quad \text{(3.0.26)}
\]

\[
g'(Q) = B(1) \quad \text{(3.0.27)}
\]

\[
\frac{\lambda_n J_1(\lambda_n)}{2} \left( \beta_n A_n - B_n \right) = \int_Q G(t) \alpha_n (Q-t) dt \quad \text{(3.0.28)}
\]

\[
\lim_{x \to \infty} g(x) \text{ exists and is finite} \quad \text{(3.0.29)}
\]
and

\[
\lim_{x \to 0} g'(x) = \lim_{x \to 0} g''(x) = 0 \quad (3.0.30)
\]

Mimicking the previous analysis, (3.0.28) is simplified by two applications of integration by parts. Thereafter, an approximation of \( g(x) \) given by:

\[
g(x) = \sum_{k=1}^{\text{NSYS}} c_k e^{(k-1)(Q-x)} \quad (3.0.31)
\]

is substituted into Equations (3.0.26)-(3.0.28) and the desired coefficients determined by a least squares method.
4.0 THE HEATING CONTROL FUNCTION

In five minutes you will say that it is all so absurdly simple.

--Sherlock Holmes, "The Adventure of the Dancing Man"

The ultimate goal of this chapter is the solution of Problem Pl-3. Suppose that the temperature distribution $T(x,r)$ for the melt zone is required to not only satisfy the state equation

$$\Delta T = P_x T, \quad 0 < x < Q, \quad 0 < r < 1$$

but also must satisfy for $0 < r < 1$ the four boundary conditions:

$$T(0,r) = C(r) \quad (4.0.2)$$
$$T(Q,r) = D(r) \quad (4.0.3)$$
$$T_x(0,r) = A(r) \quad (4.0.4)$$

and

$$T_x(Q,r) = B(r) \quad (4.0.5)$$

Unfortunately, not only is too much information supplied for the two end boundaries $(x=0$ and $x=Q$; see Figure 4-1), no information whatsoever is supplied for the remaining boundary, $r=1$ (again see Figure 4-1).

![Figure 4-1 FZ Melt Zone Problem](image)
The problem, therefore, is to find some heating control function \( h(x) \), \( 0 < x < Q \), such that the solution \( T(x,r) \) of the well-posed problem defined by the boundary condition \( T(x,1) = h(x) \), the boundary conditions (4.0.2) and (4.0.3) and the state equation (4.0.1) also satisfies (or nearly so) the additional conditions (4.0.4) and (4.0.5).

For simplicity, the functions \( C(r) \) and \( D(r) \) are both assumed to be zero. The generalization for nonconstant \( C(r) \) or \( D(r) \) is similar to the following analysis and is left to the interested reader. As in Chapters 2 and 3, define

\[
G(x) = P \frac{d}{dx} h(x) - h'(x) \tag{4.0.6}
\]

\[
A(r) = A(r) - A(1) = \sum_{n=1}^{\infty} A_n J_n(\lambda_n r) \tag{4.0.7}
\]

and

\[
B(r) = B(r) - B(1) = \sum_{n=1}^{\infty} B_n J_n(\lambda_n r) \tag{4.0.8}
\]

If \( T(x,r) \) is decomposed into

\[
T(x,r) = \Theta(x,r) + h(x) \tag{4.0.9}
\]

then Equations (4.0.1)-(4.0.3) imply

\[
\Delta \Theta = P \theta_x + G, \quad 0 < x < Q, \quad 0 < r < 1 \tag{4.0.10}
\]

Denoting \( \bar{G}(x) = G(x) \cdot J_1(\lambda_n)/\lambda_n \), and transforming (4.0.10) by the integral transform (3.0.12),

\[
\bar{\Theta}_n' - 2 \bar{\Theta}_n - \lambda_n^2 \bar{\Theta}_n = \bar{G}_n, \quad 0 < x < Q \tag{4.0.11}
\]

\[
\bar{\Theta}_n(0) = \bar{\Theta}_n(Q) = 0
\]

\( \dagger \) For FZ work, both \( C(r) \) and \( D(r) \) are set to the material melting temperature which can itself always be assigned to be zero on some translated temperature scale.

\( * \) For convenience, suppress the "L" (liquid) subscript, i.e., \( P_L = P \).
For convenience, let

\[ S_n = \sqrt{p^2 + 4\lambda_n^2} \]

and

\[ \alpha_n = \frac{(p + S_n)}{2} \]

and

\[ \beta_n = \frac{(p - S_n)}{2}, \]

By a variation of parameters method, the solution of (4.0.11) is

\[
\overline{\theta}_n(x) = \left[ K_n + \frac{1}{S_n} \int_0^x \overline{\vartheta}_n(t)e^{-\lambda_n t} dt \right] \beta_n e^{\lambda_n x} - \left[ -K_n + \frac{1}{S_n} \int_0^x \overline{\vartheta}_n(t)e^{-\lambda_n t} dt \right] \alpha_n e^{\lambda_n x}
\]

(4.0.12)

where

\[
K_n = \frac{\int_0^Q \overline{\vartheta}_n(t) \left[ x_n(Q-t) e^{-\lambda_n(Q-t)} \right] dt}{\int_0^Q \left[ \frac{\alpha_n Q}{\beta_n Q} e^{\lambda_n Q} - 1 \right] dt}
\]

For the desired \( h(x) \) to be compatible with Equations (4.0.2)-(4.0.5) (recall \( C(r) \) and \( D(r) \) are set to zero), \( h(0) = 0 = h(Q) \), \( h'(0) = A(1) \) and \( h'(Q) = B(1) \).

In addition, since \( \theta_x(0,r) = \theta_x(r) \) and \( \theta_x(Q,r) = \theta_x(r) \),

\[
\begin{align*}
\overline{\theta}_n'(0) &= \mathcal{A}_n J_0^2(\lambda_n)/2 \\
\overline{\theta}_n'(Q) &= \mathcal{B}_n J_1^2(\lambda_n)/2
\end{align*}
\]

(4.0.13)
Combining Equations (4.0.13) with the derivative of $\delta_n(x)$ (obtaining by differentiating (4.0.12)) yields

$$-\frac{\mu_1(n,\lambda_n)}{2} \cdot A(I) = \int_0^Q K_1(n,t) \, h(t) \, dt \tag{4.0.14}$$

and

$$\frac{\mu_2(n,\lambda_n)}{2} \cdot B(I) = \int_0^Q K_2(n,t) \, h(t) \, dt \tag{4.0.15}$$

where, if $C_n$ denotes,

$$C_n = \frac{1}{4} \left( \frac{P^2 - S_n^2}{1 - \exp(-S_n Q)} \right)$$

then kernels $K_1$ and $K_2$ in Equations (4.0.14) and (4.0.15) are defined by

$$K_1(n,t) = C_n \begin{bmatrix} -\alpha t & -(\beta t + S_n Q) \\ e^n - e^{n t} \end{bmatrix} \tag{4.0.16}$$

and

$$K_2(n,t) = C_n \left( 1 - e^{-S_n t} \right) e^{S_n Q} \tag{4.0.17}$$

† The actual process of differentiating (4.0.12) is routine but laborious and is left to the industrious reader. However, this is not to imply that great care should not be taken; several of the integrands are the difference of large functions (a numerically delicate situation). For the industrious reader willing to check these results, the removal of derivatives from integrands by integration by parts is necessary.
The desired \( h(x) \) is numerically approximated by some expansion of the form:

\[
h(x) \approx \sum_{k=1}^{\text{NSYS}} c_k h_k(x)
\]  

(for example, let \( h_k(x) = x^{k-1} \)). To finish this development, solve for the coefficients \( c_k \) in Equation (4.0.18) by solving (in a least squares sense) the System (4.0.19)-(4.0.23) given below.

\[
\sum_{k=1}^{\text{NSYS}} c_k h_k(Q) = 0 
\]  \hspace{1cm} (4.0.19)

\[
\sum_{k=1}^{\text{NSYS}} c_k h_k'(Q) = 0 
\]  \hspace{1cm} (4.0.20)

\[
\sum_{k=1}^{\text{NSYS}} c_k h_k'(0) = B(1) 
\]  \hspace{1cm} (4.0.21)

\[
\sum_{k=1}^{\text{NSYS}} a_{jn} c_k = b_{jn} , \quad n=1,2, \ldots, \text{MTERM}, \quad \text{and} \quad j=1,2
\]  \hspace{1cm} (4.0.23)

where

\[
a_{jn} = \int_0^Q K_j(n,t) h(t) \, dt
\]

\[
b_{ln} = - \frac{1}{2} A_n J_1(\lambda_n) \lambda_n - A(1)
\]

and

\[
b_{zn} = \frac{1}{2} B_n J_1(\lambda_n) \lambda_n + B(1)
\]

\[\dagger\text{In order to use a least squares method, the index limits NSYS and MTTERM should be selected such that NSYS/2 < MTTERM + 2.}\]
And here—ah, now, this really is something a little recherche

—Sherlock Holmes, "The Musgrave Ritual"

5.1 SOLID REGION SURFACE CONTROL FUNCTIONS

In this section, the methodology developed in Chapter 3 is illustrated using material and system data provided by NASA. Recall that the problem is to find, after being given the melt zone surface temperature distribution, the surface control functions for the solid regions which are compatible with flat interfaces. The material and system parameters used are listed in Table 5-1 and were provided (and in some cases appropriately modified) by E. Kern (NASA, [11]) and E. Cothran (NASA, [41]). The material selected was silicon.

<table>
<thead>
<tr>
<th>PARAMETER</th>
<th>VALUE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Radius</td>
<td>0.2413 cm</td>
</tr>
<tr>
<td>Melt Length</td>
<td>1.1684 cm</td>
</tr>
<tr>
<td>Conductivity</td>
<td></td>
</tr>
<tr>
<td>Solid</td>
<td>7.5 cal/°K m sec</td>
</tr>
<tr>
<td>Melt</td>
<td>16 cal/°K m sec</td>
</tr>
<tr>
<td>Density</td>
<td></td>
</tr>
<tr>
<td>Solid</td>
<td>2.28 gm/cm³</td>
</tr>
<tr>
<td>Melt</td>
<td>2.53 gm/cm³</td>
</tr>
<tr>
<td>Heat Capacity</td>
<td></td>
</tr>
<tr>
<td>Solid</td>
<td>0.241 cal/°K gm</td>
</tr>
<tr>
<td>Melt</td>
<td>0.265 cal/°K gm</td>
</tr>
<tr>
<td>Latent Heat</td>
<td>431 cal/gm</td>
</tr>
<tr>
<td>Growth Rate</td>
<td>2.5 mm/min</td>
</tr>
<tr>
<td>Peclet Number</td>
<td></td>
</tr>
<tr>
<td>Solid</td>
<td>0.00734</td>
</tr>
<tr>
<td>Melt</td>
<td>0.00421</td>
</tr>
<tr>
<td>Melting Temperature</td>
<td>1693° K</td>
</tr>
</tbody>
</table>

The melt zone surface temperature distribution used was suggested by E. Kern [11] and is illustrated in Figure 5-1.

The surface control functions for various combinations of MTERM and NSYS (see Equations (3.0.23) and (3.0.24)) obtained by the methods of Chapter 3 are illustrated in Figure 5-2.

5-1
Figure 5-1  Melt Zone Surface Temperature Distribution

Figure 5-2  Solid Regions' Surface Control Functions
In light of Section 2.4, the variety of control functions depicted in Figure 5-2 is expected. In addition, the results of Section 2.4 suggest that the two lower solid surface control functions that eventually are above the melting temperature may be modified as illustrated in Figure 5-3 without substantially changing the thermal gradients at $x=0$.

The relative differences between the thermal gradients (in the solid regions) required at the interfaces ($x=0.0$ cm and 1.1684 cm) and those obtained using the surface control functions defined in Figures 5-2 and 5-3 are listed in Table 5-2.

**TABLE 5-2**

<table>
<thead>
<tr>
<th>MTERM</th>
<th>MSYS</th>
<th>Solid Region</th>
<th>Surface Control Function Definition</th>
<th>Relative Difference (in $L^2$ norm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>3</td>
<td>Upper</td>
<td>Figure 5-2</td>
<td>0.0175</td>
</tr>
<tr>
<td>Lower</td>
<td></td>
<td></td>
<td>Figure 5-2</td>
<td>0.17</td>
</tr>
<tr>
<td>6</td>
<td>6</td>
<td>Upper</td>
<td>Figure 5-2</td>
<td>0.00012</td>
</tr>
<tr>
<td>Lower</td>
<td></td>
<td></td>
<td>Figure 5-2</td>
<td>0.001</td>
</tr>
<tr>
<td>Lower</td>
<td></td>
<td></td>
<td>Figure 5-3</td>
<td>0.056</td>
</tr>
<tr>
<td>8</td>
<td>9</td>
<td>Upper</td>
<td>Figure 5-2</td>
<td>0.000027</td>
</tr>
<tr>
<td>Lower</td>
<td></td>
<td></td>
<td>Figure 5-2</td>
<td>0.0013</td>
</tr>
<tr>
<td>Lower</td>
<td></td>
<td></td>
<td>Figure 5-3</td>
<td>0.061</td>
</tr>
</tbody>
</table>

As an aside, in a series of test cases over a range of values for $MTERM$ and $NSYS$, the relative differences between the required interface gradients and those obtained using surface control functions first decreased and then increased as $NSYS$ (or $MTERM$) was increased while holding fixed the value of $MTERM$ (or $NSYS$). Naturally, this is to be expected since an approximate solution of an ill-posed problem is attempted by employing an overposed system. This, of course, reinforces the old maxim of always examining a computed solution for "reasonableness." In fact, the computer software developed (see Appendix A) to determine the solutions of Problems P1-1 and P1-2 automatically computes the relative-errors between the required interface gradients and those resulting from the use of the surface control functions. It cannot be overstated: always examine these relative errors before accepting a computed solution as reasonable.

† See the Boundary Conditions (1.2.1) and (1.2.3).
Figure 5-3 Modification of Lower Solid Region's Surface Control Functions
5.2 MELT ZONE SURFACE CONTROL FUNCTIONS

The techniques developed in Chapter 4 are illustrated in this section using material and system data as provided by NASA. The problem is to determine a melt zone surface control function compatible with some solid regions' surface temperature distributions (provided a priori) such that flat melt-solid interfaces are achieved. The material and system parameters used are listed in Table 5-3 and were provided by E. Kern (NASA contractor [11] and E. Cothran (NASA [4]). The material selected was silicon.

<table>
<thead>
<tr>
<th>PARAMETER</th>
<th>VALUE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Crystal Radius</td>
<td>0.69 cm</td>
</tr>
<tr>
<td>Melt Length</td>
<td>1.43 cm</td>
</tr>
<tr>
<td>Conductivity</td>
<td></td>
</tr>
<tr>
<td>Solid</td>
<td>7.5 cal/°K m sec</td>
</tr>
<tr>
<td>Melt</td>
<td>16 cal/°K m sec</td>
</tr>
<tr>
<td>Density</td>
<td></td>
</tr>
<tr>
<td>Solid</td>
<td>2.28 gm/cm³</td>
</tr>
<tr>
<td>Melt</td>
<td>2.53 gm/cm³</td>
</tr>
<tr>
<td>Heat Capacity</td>
<td></td>
</tr>
<tr>
<td>Solid</td>
<td>0.241 cal/°K gm</td>
</tr>
<tr>
<td>Melt</td>
<td>0.265 cal/°K gm</td>
</tr>
<tr>
<td>Latent Heat</td>
<td>431 cal/gm</td>
</tr>
<tr>
<td>Growth Rate</td>
<td>2 mm/min</td>
</tr>
<tr>
<td>Peclet Number</td>
<td></td>
</tr>
<tr>
<td>Solid</td>
<td>0.01685</td>
</tr>
<tr>
<td>Melt</td>
<td>0.009638</td>
</tr>
<tr>
<td>Melting Temperature</td>
<td>1693° K</td>
</tr>
</tbody>
</table>

The lower and upper solid regions' surface temperature distributions used were suggested by E. Kern [11] and are illustrated in Figure 5-4.

The melt zone surface control functions for various combinations of MTERM and NSYS (see Equations (4.0.18)-(4.0.23)) obtained by the methods of Chapter 4 are illustrated in Figure 5-5.

Because of the ill-posed nature of the problem, a variety of surface control functions is expected. The relative differences between the required melt zone interface gradients and those obtained using the surface control functions defined in Figure 5-5 are listed in Table 5-4.

† See Boundary Condition (1.2.5)
Figure 5-4  Solid Region's Surface Temperature
Figure 5-5 Melt Zone Surface Control Function
In a series of test cases over a range of values for \textit{MTERM} and \textit{NSYS}, the relative differences between the required interface gradients and those obtained using the surface control functions first decreased and then increased as \textit{NSYS} (or \textit{MTERM}) was increased while fixing the value of \textit{MTERM} (or \textit{NSYS}). As in the previous section, this is to be expected because the solution technique employed uses over-posed systems to approximately solve an ill-posed problem. As before, the computed melt zone surface control function should be checked for reasonableness. For example, it is quite possible that the surface control function could be less than the melting temperature on part of the melt surface in which case the control function should be modified or rejected. In addition, the relative differences between the required melt zone interface gradients and those obtained using a candidate melt zone surface control function should be examined before accepting the control function as an approximate solution of Problem P1-3. Incidentally, these relative differences are approximated and displayed by the software developed for Problem P1-3.
6.0 FUTURE WORK AND UNRESOLVED ISSUES

Although the work presented in this report is, in itself, rather complete, several side issues remain unresolved and should be included in any continuation of this type of research. In this chapter, some of these issues are addressed.

6.1 VERIFICATION USING FREE BOUNDARY ALGORITHMS

The basic idea of the three methods described in Chapters 3 and 4 was to determine the properties a surface control function must have if a flat interface was to be maintained. Unfortunately, both methods involved many numerical approximations and some simplifying assumptions. As an example, for the method described in Chapter 4, the thermal distributions in the assumed infinitely long solid regions were approximated by numerical methods designed for finite length regions. In addition, the interface gradients were approximated by finite differences (a second source of error) followed by least squares Bessel function fits of these approximate interface gradients (a third possible source of error.) Thereafter, the surface control function was approximated by solving an overposed system of equations using only a finite number of terms in the control function (another source of error). Given these several possible sources of error, the actual interface shapes maintained using the computed surface control function should be constructed using some multiphase free boundary algorithm (for a survey, see [9]). The results of such numerical experiments should hopefully further verify the methods discussed in this report and should indicate some future areas to be studied with error reduction in mind.

6.2 MAINTAINING CURVED INTERFACES

Although thermal stresses, which can generate defects in the crystal, are generally minimal for a planar interface [2], a slightly curved interface shape is also quite desirable in some cases. Specifying the desired shapes, the required surface control functions could probably (with sufficient investigation) be constructed using methods similar to those in Chapters 3 and 4 after the introduction of transformations similar to those described in [12].

6.3 NON-DIRICHLET BOUNDARY CONDITIONS

Boundary conditions other than the Dirichlet type (Equations (FZ6), (FZ8), and (FZ10) of Figure 1-2) should be investigated. Fortunately, much of the work for this type of problem will probably be straightforward. For example, suppose a question like Problem P1-3 is to be solved where the Dirichlet boundary condition (see Equation (1.2.6))

\[ T(x,1) = h(x), \quad 0 < x < Q \]

is replaced by a boundary condition of the type

\[ T_c(x,1) = k \left[ F_c(x,1) - S_c(x) \right] \]  \hspace{1cm} (6.3.1)
where $S(x)$ is the desired surface control function (for example, if $\alpha = 4$, then $S(x)$ might be the temperature of a furnace wall providing radiant heating). To solve this problem, first solve Problem P1-3 as stated in Section 1.2. Using the computed Dirichlet type surface control function $h(x)$, next solve Problem P2-3 (let $x_0 = 0$ and $x_N = Q$). Then place the resulting temperature distribution $T(x,r)$ into the boundary condition (6.3.1) and solve for the desired surface control function $S(x)$.

6.4 BASIS FUNCTIONS USED TO EXPAND THE CONTROL FUNCTIONS

The exponentially decaying functions used to expand the solid regions' surface control functions ($f(x)$ and $g(x)$ of Equations (3.0.23) and 3.0.31 respectively) were selected because they represented what a typical control function would be intuitively expected to resemble and because they allowed for simple integrations in Equations (3.0.22) and (3.0.28). However, from a computational point of view, these basis functions are not the best. For example, some preliminary experiments indicate that replacing Equations (3.0.23) and (3.0.31) by

$$f(x) = c_1 + \sum_{k=2}^{NSYS} c_k \exp \left(-\left(t+k-2\right)^2\right)$$

and

$$g(x) = c_1 + \sum_{k=2}^{NSYS} c_k \exp \left(-\left(t-k+2+Q\right)^2\right)$$

respectively can significantly reduce the least squares residuals of overposed systems like Equation (3.0.25). More study is needed to find basis functions that both further reduce the least squares residuals and are not too difficult to integrate in equations like (3.0.22) and (3.0.28).

6.5 APPLICATIONS OF LINEAR PROGRAMMING

The linear system of equations (3.0.25) will be underposed if $\text{MTEP}+2 < \text{NSYS}$. However, the desired coefficient vector $\bar{c}$ may still be determined as follows. Let $\bar{F}$ be the residual vector of Equation (3.0.25), i.e., $\bar{F} = \bar{G} - \bar{L}\bar{C}$.

$$f(x) = \sum_{k=1}^{N} c_k f_k(x)$$

where all or most of the functions $f_k(x)$ "resemble" each other, e.g., $f_k(x) = \exp(kx)$. This, for example, is why Chebyshev polynomials are preferred over the so-called standard basis, $f_k(x) = x^k$, for polynomial approximation on certain domains.
Then solve the linear programming problem [3 pg 15]

\[
\begin{align*}
\min & \sum \left| x_i \right| \\
\text{subject to} & \quad \lambda C + \bar{r} = \bar{b}
\end{align*}
\]

(6.5.1)

In fact, such a technique might be used to reduce the chance of say, \( f(x) \) of (3.0.23), becoming positive \(^\dagger\) (recall that the melting temperature was translated to zero) as \( x \) approaches negative infinity. To accomplish this, first select a grid,

\[ x_1 < x_2 < \cdots < x_N < 0 \]

partitioning a portion of the lower solid region, and then adjoin to (6.5.1) the additional \( N \) constraints (see Equation (3.0.23)):

\[
\sum_{k=1}^{N} c_k \exp \left( (k-1)x_i \right) < 0, \quad i = 1, \cdots, N
\]

Some preliminary numerical experiments suggest this idea has sufficient potential to warrant further investigation. Although this discussion has centered on the lower solid region, these ideas are applicable to either of the solid regions or to the melt zone.

6.6 MODELS AND REALITY

The FZ process was modeled in this effort as a steady state process on an infinitely long boule. Unfortunately for the modeler (but fortunately for the commercial FZ operator), the boule has finite length \(^*\). For finite length boules, the problem of finding the proper surface control functions to maintain flat interfaces would now involve end effects and various time transients.

\(^\dagger\) The partial differential equations used to establish the desired surface control functions are quite ignorant of the fact that surface control functions for solid regions should always be below the material melting point. In fact, in some numerical experiments where \( \text{MTERM} \) and \( \text{MSYS} \) were large, the computed surface control functions for one of the solid regions became greater than the melting temperature. This is only one of the dangers in trying to solve an overposed problem.

\(^*\) Fortunately, the assumptions and results of this effort are still quite reasonable for long boules with slow growth rates.
However, the basic ideas discussed in this report could probably be extended to cover such difficulties. The resulting partial differential equations would involve the additional term

\[ \frac{\partial}{\partial t} T(x, r, t) \]

(where \( t \) represents time) and hence would be parabolic instead of elliptic. The boundary conditions would also be time dependent. However, the dual integral transform pairs used in this report should still provide enough information concerning the surface control functions (required for flat interfaces) to allow for their construction.

In addition, the fluid dynamics of the melt zone should be incorporated in the computation of the surface control functions. Of the topics discussed in this chapter, this is undoubtedly the most difficult one to model and resolve.


INTRODUCTION

The data input procedures and output interpretations for the software developed to approximate the solutions of Problems P1-1, P1-2, P1-3 and P2-1 is the subject of this appendix. To begin, Problem P2-1 is covered in Appendix A.2 and is followed by Problems P1-1 and P1-2 in Appendix A.3. To finish, Problem P1-3 is the subject of Appendix A.4.

USER CONSIDERATIONS FOR PROBLEM P2-1 SOFTWARE

The data input procedure and output interpretation for the software developed for Problem P2-1 is the subject of this section. To begin, all the required data are input in the form of punched cards. The definitions and formats of this input data are summarized in Table A-1.

TABLE A-1 PROBLEM P2-1 SOFTWARE INPUT

<table>
<thead>
<tr>
<th>PROGRAM SYMBOL</th>
<th>VARIABLE DEFINITION</th>
</tr>
</thead>
<tbody>
<tr>
<td>READ(5,16)IHFC,M</td>
<td>IHFC $= 1$ if a cubic spline will be used to approximate the boundary function $h(x)$ in Condition (2.2.4).</td>
</tr>
<tr>
<td>16 FORMAT(2I10)</td>
<td>$= 0$ if the user will supply a functional form of $h(x)$ (see Condition (2.2.4)). In this case, the user must insert this functional form of $h(x)$ in the subroutine HFC (see the software list in Appendix C.1).</td>
</tr>
<tr>
<td>IHFC</td>
<td>$M$ Number of knots used to approximate $h(x)$ (see Condition (2.2.4)) by a cubic spline (IHFC=1). If IHFC=0, set $M=0$.</td>
</tr>
<tr>
<td>DO 32 I = 1,M</td>
<td></td>
</tr>
<tr>
<td>READ(5,22)XD(I),YD(I)</td>
<td>32 CONTINUE</td>
</tr>
<tr>
<td>32 FORMAT(4E20.10)</td>
<td></td>
</tr>
<tr>
<td>XD(I)</td>
<td>The dimensionless axial position of the Ith knot used to approximate $h(x)$ (see Condition (2.2.4)). Ignore if IHFC=1. XD(I)&lt;XD(I+1).</td>
</tr>
</tbody>
</table>

$x, r$ and $R$ will denote the axial distance, the radial position and the rod radius respectively. $T$ will denote whatever temperature scale the user prefers.
### TABLE A-1  PROBLEM P2-1 SOFTWARE INPUT (CONT)

<table>
<thead>
<tr>
<th>PROGRAM SYMBOL</th>
<th>VARIABLE DEFINITION</th>
<th>UNITS</th>
</tr>
</thead>
<tbody>
<tr>
<td>YD(I)</td>
<td>The surface temperature represented by the Ith knot used to approximate h(x) (see Condition (2.2.4)). Ignore if DFHC=0.</td>
<td>( q_T )</td>
</tr>
<tr>
<td></td>
<td>READ(5,10,P,XO,XN,MSUM,NGRID,NR)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>10 FORMAT(3F10.5,4I10)</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>F</th>
<th>Peclet number</th>
<th>dimensionless</th>
</tr>
</thead>
<tbody>
<tr>
<td>XO</td>
<td>Dimensionless axial position of bottom boundary displayed in Figure 2-1. Remark: The boundary temperature distribution, ( A(r/R) ) at ( XO ) (see Condition (2.2.2)) is user supplied in Subroutine AFC (see Appendix C.2).</td>
<td>( x/R )</td>
</tr>
<tr>
<td>XN</td>
<td>Dimensionless axial position of top boundary displayed in Figure 2-1. Remark: The boundary temperature distribution, ( B(r/R) ) at ( XN ) (see Condition (2.2.3)) is user supplied in Subroutine BFC (see Appendix C.2).</td>
<td>( x/R )</td>
</tr>
<tr>
<td>MSUM</td>
<td>The first MSUM terms of the expansion in Equations (2.2.14) are used to approximate ( \theta(x,r) ). MSUM must be less than 21.</td>
<td></td>
</tr>
<tr>
<td>NGRID</td>
<td>((XN-XO)/NGRID) is the grid size employed in System (2.2.20). In addition, the final temperature distribution is output for NGRID+1 axial values from ( XO ) to ( XN ). NGRID may not exceed 500.</td>
<td></td>
</tr>
<tr>
<td>NR</td>
<td>The final temperature distribution is output for ( NR+1 ) radial values ((r/R)) from 0 to 1. ( NR ) may not exceed 100.</td>
<td></td>
</tr>
</tbody>
</table>

An input sample is illustrated next in Figure A-1.

The output is labeled clearly for ease of use. The input data are first viewed followed by the thermal distribution (the approximate solution of Problem P2-3) given in table format (see Figure A-2). Incidentally, the axial and radial positions in Figure A-2 are given in dimensionless form (\( x/R \) and \( r/R \)). The thermal gradients at \( XO \) and \( XN \) are given last in a table format (again, see Figure A-2).

A-2
<table>
<thead>
<tr>
<th></th>
<th></th>
<th>1.0</th>
<th></th>
<th></th>
<th>2.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-1.0</td>
<td>0.5</td>
<td>0.0</td>
<td>0.5</td>
<td>1.0</td>
</tr>
<tr>
<td>0.00734</td>
<td>-1.0</td>
<td>1.00</td>
<td>20</td>
<td>500</td>
<td>8</td>
</tr>
</tbody>
</table>

*Figure A-1 Sample Input For Problem P2-1 Software*
THE SURFACE TEMPERATURE DISTRIBUTION IS APPROXIMATED BY THE CUBIC SPLINE THROUGH THE FOLLOWING 5 (X, TEMP) DATA POINTS

<table>
<thead>
<tr>
<th>X</th>
<th>SURFACE TEMP</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1000E+01</td>
<td>0.2000000000E+01</td>
</tr>
<tr>
<td>0.5000E+00</td>
<td>0.3750000000E+00</td>
</tr>
<tr>
<td>0.0000E+00</td>
<td>0.0000000000E+00</td>
</tr>
<tr>
<td>0.1000E+01</td>
<td>0.1250000000E+00</td>
</tr>
<tr>
<td>0.0000E+00</td>
<td>0.0000000000E+00</td>
</tr>
</tbody>
</table>

P X0 XN HSUM NGRID WR

0.7340E-02 0.1000E+01 0.1000E+01 20 500 8

Figure A-2 Sample Output For Problem P2-1 Software
Figure A-2 Sample Output For Problem P2-1 Software (Cont)
To finish, the user must supply an algorithm to fit (in the least squares sense) a linear combination of functions to a given set of data points (see the end of Section 2.2 for a short discussion). This algorithm is required in the subroutine COEFS. In addition, an algorithm to evaluate the $J_0$ Bessel function (required in the subroutine JO) must be provided. These required algorithms are generally available from the host computer library or may be obtained from various software packages such as the IMSL and FUNPACK.

---

The user is warned, however, that many host computer mathematics libraries (with the general exception of IBM) still contain numerous faux pas that were well known years ago and still remain uncorrected.
A.3 USER CONSIDERATIONS FOR PROBLEMS P1-1 and P1-2 SOFTWARE

The data input procedure and output interpretation for the software developed for Problems P1-1 and P1-2 are the subjects of this section. Recall that the general problem is to find the solid regions' surface control functions \( f(x) \) and \( g(x) \) in Problems P1-1 and P1-2 respectively) which, for the sake of flat interfaces, are compatible with the a priori given melt zone surface temperature distribution \( h(x) \). At present, all the required data are input in the form of punched cards. The definitions and formats of the input data are summarized in Table A-2.
Table A-2

**PROBLEMS P1-1 AND P1-2 SOFTWARE INPUT**

<table>
<thead>
<tr>
<th>PROGRAM SYMBOL</th>
<th>VARIABLE DEFINITION</th>
<th>UNITS</th>
</tr>
</thead>
<tbody>
<tr>
<td>READ(5,80)IHFC,M</td>
<td>READ(5,22)XD(I),YD(I)</td>
<td></td>
</tr>
<tr>
<td>80 FORMAT(2I10)</td>
<td>DO 32 I = 1,M</td>
<td></td>
</tr>
<tr>
<td>IHFC</td>
<td>= 1 if a cubic spline will be used to approximate the melt zone surface temperature distribution, ( h(x) ).</td>
<td></td>
</tr>
<tr>
<td></td>
<td>= 0 if the user will supply a functional form of ( h(x) ). In this case, the user must insert this functional form of ( h(x) ) in the subroutine HFC (see the software list in Appendix C.3)</td>
<td></td>
</tr>
<tr>
<td>M</td>
<td>Number of knots used to approximate ( h(x) ) by a cubic spline (IHFC=1). If IHFC=0, set M=0.</td>
<td></td>
</tr>
<tr>
<td>YD(I)</td>
<td>The axial position of the Ith knot used to approximate ( h(x) ). Ignore if IHFC=0. In addition, XD(I)*XD(I+1) and it is recommended that the axial position be measured from the lower melt-solid interface, i.e., ( XD(1)=0 ).</td>
<td>rad</td>
</tr>
<tr>
<td>YD(I)</td>
<td>The surface temperature represented by the Ith knot used to approximate ( h(x) ). Ignore if IHFC=0.</td>
<td>°K above melting temp.</td>
</tr>
</tbody>
</table>

\[
\text{READ(5,10)P, XO,XN,XTERM,MSUM,NGRID,NR} \\
10 \text{ FORMAT(3F10.5,2F10.10)} \\
\]

<table>
<thead>
<tr>
<th>P</th>
<th>Melt Zone Peclet Number</th>
<th>dimensionless</th>
</tr>
</thead>
<tbody>
<tr>
<td>XO</td>
<td>Axial position of lower melt-solid interface; XO=0.0 is recommended.</td>
<td>rad</td>
</tr>
<tr>
<td>SN</td>
<td>Axial position of upper melt-solid interface</td>
<td>rad</td>
</tr>
<tr>
<td>XTERM</td>
<td>Set to Zero</td>
<td></td>
</tr>
<tr>
<td>MSUM</td>
<td>The first MSUM terms of the expansion in Equations (2.2.14) are used to approximate the melt zone temperature distribution, ( T(x,r) ). MSUM must be less than 11.</td>
<td></td>
</tr>
<tr>
<td>NGRID</td>
<td>((XN-XO)/NGRID) is the grid size employed in System (2.2.20). In addition, the melt zone temperature distribution is output for NGRID/10th axial values from XO to XN. NGRID may not exceed 500 and must be divisible by 10.</td>
<td></td>
</tr>
<tr>
<td>NR</td>
<td>The melt zone temperature distribution is output for NR+1 radial values (rad) from 0 to 1. NR may not exceed 100.</td>
<td></td>
</tr>
</tbody>
</table>

†All lengths will be measured in radius (rad) units, e.g., 2 rad is as long as the rod is wide. The temperature scale will be °K above or below the material melting point.
### TABLE A-2 PROBLEMS P1-1 AND P1-2 SOFTWARE INPUT (CONT)

<table>
<thead>
<tr>
<th>PROGRAM SYMBOL</th>
<th>VARIABLE DEFINITION</th>
<th>UNITS</th>
</tr>
</thead>
<tbody>
<tr>
<td>P</td>
<td>Lower solid region Peclet number</td>
<td>dimensionless</td>
</tr>
<tr>
<td>XO</td>
<td>The semi-infinite lower solid region is, for computational purposes, truncated to a finite length. XO is the axial position of lower end of this truncated region. Review the end of Section 2.3 for details.</td>
<td>rad</td>
</tr>
<tr>
<td>XN</td>
<td>Axial position of lower melt-solid interface.</td>
<td>rad</td>
</tr>
<tr>
<td>NTERM</td>
<td>Integer parameter determining the size of system used to compute the lower solid region's surface control function. See Equation (3.0.24).</td>
<td></td>
</tr>
<tr>
<td>MSUM</td>
<td>The first MSUM terms of the expansion in Equations (2.2.14) are used to approximate the lower solid temperature distribution, T(x,r). MSUM must be less than 21.</td>
<td></td>
</tr>
<tr>
<td>NGRID</td>
<td>(XN-XO)/NGRID is the grid size employed in System (2.2.20). In addition, the lower solid temperature distribution is output for NGRID/10+1 axial values from XO to XN. NGRID may not exceed 500 and must be divisible by 10.</td>
<td></td>
</tr>
<tr>
<td>NR</td>
<td>The lower solid temperature distribution is output for NR+1 radial values (rad) from 0 to 1. NR may not exceed 100.</td>
<td></td>
</tr>
<tr>
<td>RKS</td>
<td>Conductivity of material in lower solid region</td>
<td>cal ( \cdot ) K \cdot ) rad \cdot sec</td>
</tr>
<tr>
<td>RKL</td>
<td>Conductivity of material in melt zone</td>
<td>cal ( \cdot ) K \cdot ) rad \cdot sec</td>
</tr>
<tr>
<td>RL</td>
<td>( \Delta ) of Equation F24, Figure 1-2. RL is the product of the growth rate, the solid materials density and the latent heat.</td>
<td>cal ( \cdot ) sec ( \cdot ) rad^-1</td>
</tr>
<tr>
<td>NSYS</td>
<td>Number of terms in expansion of lower solid region's surface control function (see Equation (3.0.23)). NSYS may not exceed 20.</td>
<td></td>
</tr>
<tr>
<td>PROGRAM SYMBOL</td>
<td>VARIABLE DEFINITION</td>
<td></td>
</tr>
<tr>
<td>----------------</td>
<td>-------------------------------------------------------------------------------------</td>
<td></td>
</tr>
<tr>
<td>READ(5,21)</td>
<td>MINTERM, MAXTERM, DELTERM, MINNSYM, MAXNSYM, DELNSYS</td>
<td></td>
</tr>
<tr>
<td></td>
<td>21 FORMAT(8I10)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MINTERM</td>
<td>Lower bound on MTERM.</td>
<td></td>
</tr>
<tr>
<td>MAXTERM</td>
<td>Upper bound on MTERM.</td>
<td></td>
</tr>
<tr>
<td>DELTERM</td>
<td>Integer increment for MTERM</td>
<td></td>
</tr>
<tr>
<td>MINNSYM</td>
<td>Lower bound on NSYS</td>
<td></td>
</tr>
<tr>
<td>MAXNSYM</td>
<td>Upper bound on NSYS</td>
<td></td>
</tr>
<tr>
<td>DELNSYS</td>
<td>Integer increment for NSYS</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>READ(5,50)</td>
<td>IOPTION, CLIP</td>
<td></td>
</tr>
<tr>
<td>50 FORMAT(110,F10.5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>IOPTION</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>* 0 if f(x) is not to be modified. In this case, CLIP may be assigned any value, e.g., zero.</td>
<td></td>
</tr>
<tr>
<td></td>
<td>* 1 if f(x) is to be redefined as:</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$ f(x) \begin{cases} f(x) &amp; \text{if } x &gt; \text{XMIN} \ \ FMIN &amp; \text{otherwise} \end{cases} $</td>
<td></td>
</tr>
<tr>
<td></td>
<td>* 2 if f(x) is to be redefined as:</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$ f(x) \begin{cases} f(x) &amp; \text{if } x &gt; \text{XMIN} \ \ \min {f(x), \text{CLIP}} &amp; \text{otherwise} \end{cases} $</td>
<td></td>
</tr>
</tbody>
</table>

The software is designed to compute the lower solid region's surface control function for many combinations of MTERM and NSYS. To do this, the user must supply the bounds and increments for the cases desired.

After the lower solid region's surface control function, $ f(x) $, is determined, the user may specify certain modifications of the surface control function. These options are principally of use when the surface control function is above the material's melting point on portions of the lower solid region's surface. If $ f(x) $ is interpreted as the temperature above or below the melting point, then let A be the lower endpoint of the largest subinterval of the form $ [A, XN] $ on which $ f(x) $ is not positive. If $ A < X0 $, reassign $ A $ to be $ X0 $. Let $ (XMIN, FMIN) $ be the minimum point of $ f(x) $ on the interval $ [A, XN] $.
### TABLE A-2: PROBLEMS P1-1 AND P1-2 SOFTWARE INPUT (CONT)

<table>
<thead>
<tr>
<th>PROGRAM SYMBOL</th>
<th>VARIABLE DEFINITION</th>
<th>UNITS</th>
</tr>
</thead>
<tbody>
<tr>
<td>P</td>
<td>Peclat number for upper solid region</td>
<td>Dimensionless</td>
</tr>
<tr>
<td>XO</td>
<td>Axial position of upper interface</td>
<td>rad</td>
</tr>
<tr>
<td>XN</td>
<td>The semi-infinite upper solid region is, for computational purposes, truncated to a finite length. XN is the axial position of the upper end of this truncated region.</td>
<td></td>
</tr>
<tr>
<td>MTERM</td>
<td>Number of equations (n=1,2, ..., MTERM) of the type given in Equation (3.2.28) used in least squares generation of upper solid region's surface control function.</td>
<td></td>
</tr>
<tr>
<td>MSUM</td>
<td>The first MSUM terms of the expansion in Equations (2.2.14) are used to approximate the upper solid regions' temperature distribution, T(x,r). MSUM must be less than 2l.</td>
<td></td>
</tr>
<tr>
<td>NGRID</td>
<td>(XN-XO)/NGRID is the grid size employed in System (2.2.20). In addition, the upper solid region's temperature distribution is output for NGRID/10+1 axial values from XO to XN. NGRID may not exceed 500 and must be divisible by 10.</td>
<td></td>
</tr>
<tr>
<td>NR</td>
<td>The upper solid temp. distribution is output for NR+1 radial values (rad) from 0 to 1. NR may not exceed 100.</td>
<td></td>
</tr>
<tr>
<td>RKS</td>
<td>Conductivity of material in upper solid region</td>
<td>cal</td>
</tr>
<tr>
<td>RKL</td>
<td>Conductivity of material in melt zone</td>
<td>cal</td>
</tr>
<tr>
<td>RL</td>
<td>$A$ of Equation F22, Figure 1-2. RL is the product of the growth rate, the solid material's density and the latent heat</td>
<td>cal</td>
</tr>
</tbody>
</table>

**READ(5,10)P,XO,XN,ITERM,MTERM,MSUM,NGRID, NR**

10 FORMAT(3F10.5,410)

**READ(5,90)RKS,RKL,RL,NSYS**

90 FORMAT(3E20.10,110)
### Table A-2: Problems P1-1 and P1-2 Software Input (Cont)

<table>
<thead>
<tr>
<th>PROGRAM SYMBOL</th>
<th>VARIABLE DEFINITION</th>
<th>UNITS</th>
</tr>
</thead>
<tbody>
<tr>
<td>NSYS</td>
<td>Number of terms in exponential expansion of the upper solid region's surface control function (see Equation (3.0.31))</td>
<td></td>
</tr>
<tr>
<td></td>
<td>READ(6,25)MINTERM, MAXTERM, DELTERM, MINNSYS, MAXNSYS, DELNSYS 21 FORMAT(8I10)</td>
<td></td>
</tr>
<tr>
<td>MINTERM</td>
<td>As previously defined above but applied to the upper solid region.</td>
<td></td>
</tr>
<tr>
<td>MAXTERM</td>
<td></td>
<td></td>
</tr>
<tr>
<td>DELTERM</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MINNSYS</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MAXNSYS</td>
<td></td>
<td></td>
</tr>
<tr>
<td>DELNSYS</td>
<td></td>
<td></td>
</tr>
<tr>
<td>IOPTION</td>
<td>After the upper solid region's surface control function, ( g(x) ), is determined the user may specify certain modifications of this surface control function. The options are principally of use when the surface control function is above the material's melting point on portions of the upper solid region's surface. The definitions of IOPTION and CLIP are similar to their previous definitions above and are illustrated below.</td>
<td></td>
</tr>
</tbody>
</table>

![Diagram](https://via.placeholder.com/150)

\( ^{3}\text{K above the melting temperature} \)

0 \( \rightarrow \) CLIP

IOPTION=1

IOPTION=2

X0

XMIN

XN
An input sample is illustrated in Figure A-3.

The output is clearly labeled for ease of use. The melt zone input data is first displayed followed by the melt zone temperature distribution (given in table format) and interface gradients (see Figure A-4). The lower solid region's material and system parameters and the values of MINTERM, \ldots, DELNSYS are next displayed followed by the required lower solid region interface gradient, B(r) of Equation (1.2.1) (again see Figure A-4).

For each of various acceptable combinations of MTERM and NSYS (recall the definitions of MINTERM, \ldots, DELNSYS), a lower solid region surface control function is computed. For each of these cases, the values of MTERM and NSYS are first displayed followed by the coefficients (see Equation (3.0.23)) used to determine the surface control function. Using the surface control function, the temperature distribution in the lower solid region is next displayed (in table form\(^\dagger\)). The lower solid region's interface gradient is then given followed last by the relative difference (in the L\(^2\) norm) between the required lower solid region interface gradient and the interface gradient obtained by use of the surface control function (see Figure A-5).

After all the lower solid region cases (various combinations of MTERM and NSYS) are given, the results for the upper solid region are displayed in a similar fashion (see Figure A-6).

To finish, the user must supply the two algorithms described at the end of Appendix A.2. In addition, an algorithm to solve (in a least squares sense) an overposed system of linear equations must also be provided for use in the subroutines SOLID2 and SOLID3 (see Appendix C.3).

\(^\dagger\) The surface control function values can be read from this table in the R=1 column.
Figure A-3  Sample Input For Problems P1-1 And P1-2 Software
H E L T  Z O N E

I N P U T  D A T A

THE SURFACE TEMPERATURE DISTRIBUTION IS APPROXIMATED BY THE CUBIC SPLINE THROUGH THE FOLLOWING 24 (X, TEMP) DATA POINTS

<table>
<thead>
<tr>
<th>X</th>
<th>SURFACE TEMP</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.00000000E+00</td>
<td>0.00000000E+00</td>
</tr>
<tr>
<td>0.20000000E+00</td>
<td>0.18000000E+01</td>
</tr>
<tr>
<td>0.40000000E+00</td>
<td>0.36000000E+01</td>
</tr>
<tr>
<td>0.60000000E+00</td>
<td>0.54000000E+01</td>
</tr>
<tr>
<td>0.80000000E+00</td>
<td>0.72000000E+01</td>
</tr>
<tr>
<td>1.00000000E+01</td>
<td>0.90000000E+01</td>
</tr>
<tr>
<td>1.20000000E+01</td>
<td>0.99000000E+01</td>
</tr>
<tr>
<td>1.40000000E+01</td>
<td>0.93000000E+01</td>
</tr>
<tr>
<td>1.60000000E+01</td>
<td>0.99000000E+01</td>
</tr>
<tr>
<td>1.80000000E+01</td>
<td>0.95000000E+01</td>
</tr>
<tr>
<td>2.00000000E+01</td>
<td>0.99000000E+01</td>
</tr>
<tr>
<td>2.20000000E+01</td>
<td>0.94000000E+01</td>
</tr>
<tr>
<td>2.40000000E+01</td>
<td>0.98000000E+01</td>
</tr>
<tr>
<td>2.60000000E+01</td>
<td>0.92000000E+01</td>
</tr>
<tr>
<td>2.80000000E+01</td>
<td>0.96000000E+01</td>
</tr>
<tr>
<td>3.00000000E+01</td>
<td>0.90000000E+01</td>
</tr>
<tr>
<td>3.20000000E+01</td>
<td>0.84000000E+01</td>
</tr>
<tr>
<td>3.40000000E+01</td>
<td>0.78000000E+01</td>
</tr>
<tr>
<td>3.60000000E+01</td>
<td>0.72000000E+01</td>
</tr>
<tr>
<td>3.80000000E+01</td>
<td>0.66000000E+01</td>
</tr>
<tr>
<td>4.00000000E+01</td>
<td>0.60000000E+01</td>
</tr>
<tr>
<td>4.20000000E+01</td>
<td>0.54000000E+01</td>
</tr>
<tr>
<td>4.40000000E+01</td>
<td>0.48000000E+01</td>
</tr>
<tr>
<td>4.60000000E+01</td>
<td>0.42000000E+01</td>
</tr>
<tr>
<td>4.80000000E+01</td>
<td>0.36000000E+01</td>
</tr>
</tbody>
</table>

P  0.21000000E+02
XN  0.00000000E+00
XN  0.48200000E+00
INTERM  10
MSUM  20
NGRID  500
NR  1

Figure A-4 Sample Melt Zone Output For Problems PI-1 And PI-2 Software
Figure A-4 Sample Melt Zone Output For Problems Pi-1 And Pi-2 Software (Cont)
**Figure A-4** Sample Melt Zone Output For Problems Pl-1 And Pl-2 Software (Cont)
FOR ITERM = 1 AND NSYS = 3

LOWER SOLID SURFACE CONTROL COEFFICIENTS

<table>
<thead>
<tr>
<th>K</th>
<th>C(K)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-9773959810E+01</td>
</tr>
<tr>
<td>2</td>
<td>1596370608E+02</td>
</tr>
<tr>
<td>3</td>
<td>-6189773871E+01</td>
</tr>
</tbody>
</table>

LOWER SOLID TEMPERATURE DISTRIBUTION

<table>
<thead>
<tr>
<th>X</th>
<th>C1</th>
<th>C2</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>0.2</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>0.4</td>
<td>3</td>
<td>0</td>
</tr>
<tr>
<td>0.6</td>
<td>4</td>
<td>0</td>
</tr>
<tr>
<td>0.8</td>
<td>5</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>6</td>
<td>0</td>
</tr>
<tr>
<td>-1</td>
<td>7</td>
<td>0</td>
</tr>
<tr>
<td>-1.2</td>
<td>8</td>
<td>0</td>
</tr>
<tr>
<td>-1.4</td>
<td>9</td>
<td>0</td>
</tr>
<tr>
<td>-1.6</td>
<td>10</td>
<td>0</td>
</tr>
<tr>
<td>-1.8</td>
<td>11</td>
<td>0</td>
</tr>
<tr>
<td>-2</td>
<td>12</td>
<td>0</td>
</tr>
<tr>
<td>-2.2</td>
<td>13</td>
<td>0</td>
</tr>
<tr>
<td>-2.4</td>
<td>14</td>
<td>0</td>
</tr>
<tr>
<td>-2.6</td>
<td>15</td>
<td>0</td>
</tr>
<tr>
<td>-2.8</td>
<td>16</td>
<td>0</td>
</tr>
<tr>
<td>-3</td>
<td>17</td>
<td>0</td>
</tr>
<tr>
<td>-3.2</td>
<td>18</td>
<td>0</td>
</tr>
<tr>
<td>-3.4</td>
<td>19</td>
<td>0</td>
</tr>
</tbody>
</table>

Figure A-5 Sample Lower Solid Zone Output For Problems Pl-1 And Pl-2 Software (Cont)
<table>
<thead>
<tr>
<th>X</th>
<th>Lower Solid Thermal Gradients</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>R</td>
</tr>
<tr>
<td>0.00000</td>
<td></td>
</tr>
<tr>
<td>0.10000</td>
<td></td>
</tr>
<tr>
<td>0.20000</td>
<td></td>
</tr>
<tr>
<td>0.30000</td>
<td></td>
</tr>
<tr>
<td>0.40000</td>
<td></td>
</tr>
<tr>
<td>0.50000</td>
<td></td>
</tr>
<tr>
<td>0.60000</td>
<td></td>
</tr>
<tr>
<td>0.70000</td>
<td></td>
</tr>
<tr>
<td>0.80000</td>
<td></td>
</tr>
<tr>
<td>0.90000</td>
<td></td>
</tr>
<tr>
<td>1.00000</td>
<td></td>
</tr>
</tbody>
</table>

Relative Differences Between Required and Obtained Gradients

L-2 Error

0.1717

Figure A-5 Sample Lower Solid Zone Output For Problems P1-1 And P1-2 Software (Cont)
Figure A-6 Sample Upper Solid Zone Output For Problems Pl-1 And Pl-2 Software
### Upper Solid Surface Control Coefficients

<table>
<thead>
<tr>
<th>K</th>
<th>C(K)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-4.159986163E+02</td>
</tr>
<tr>
<td>2</td>
<td>-6.114089295E+02</td>
</tr>
<tr>
<td>3</td>
<td>-1.954103137E+02</td>
</tr>
</tbody>
</table>

### Upper Solid Temperature Distribution

<table>
<thead>
<tr>
<th>X</th>
<th>C(K)</th>
</tr>
</thead>
<tbody>
<tr>
<td>14.42000</td>
<td>-4.1597086E+02</td>
</tr>
<tr>
<td>14.64200</td>
<td>-4.155072E+02</td>
</tr>
<tr>
<td>14.84200</td>
<td>-4.1594787E+02</td>
</tr>
<tr>
<td>14.2.42000</td>
<td>-4.1593456E+02</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>X</th>
<th>C(K)</th>
</tr>
</thead>
<tbody>
<tr>
<td>5.642000</td>
<td>-1.0394604E+02</td>
</tr>
<tr>
<td>5.442000</td>
<td>-1.2293675E+02</td>
</tr>
<tr>
<td>5.242000</td>
<td>-4.9230783E+01</td>
</tr>
<tr>
<td>5.042000</td>
<td>-1.987107E+01</td>
</tr>
<tr>
<td>4.842000</td>
<td>0.0000000E+00</td>
</tr>
</tbody>
</table>

Figure A-6 Sample Upper Solid Zone Output For Problems Pl-1 And Pl-2 Software (Cont)
## Upper Solid Thermal Gradients

\[ \text{Grad. at } x = 4.84200 \quad \text{Grad. at } x = 14.84200 \]

<table>
<thead>
<tr>
<th>R</th>
<th>Grad. at x = 4.84200</th>
<th>Grad. at x = 14.84200</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.00000</td>
<td>-2.105285E+02</td>
<td>-5.504105E+02</td>
</tr>
<tr>
<td>0.10000</td>
<td>-2.106325E+02</td>
<td>-5.856769E+02</td>
</tr>
<tr>
<td>0.20000</td>
<td>-2.111412E+02</td>
<td>-5.163633E+02</td>
</tr>
<tr>
<td>0.30000</td>
<td>-2.126869E+02</td>
<td>-5.300070E+02</td>
</tr>
<tr>
<td>0.40000</td>
<td>-2.146167E+02</td>
<td>-5.136253E+02</td>
</tr>
<tr>
<td>0.50000</td>
<td>-2.167194E+02</td>
<td>-4.923823E+02</td>
</tr>
<tr>
<td>0.60000</td>
<td>-2.194111E+02</td>
<td>-4.659010E+02</td>
</tr>
<tr>
<td>0.70000</td>
<td>-2.228081E+02</td>
<td>-4.304843E+02</td>
</tr>
<tr>
<td>0.80000</td>
<td>-2.271562E+02</td>
<td>-3.958857E+02</td>
</tr>
<tr>
<td>0.90000</td>
<td>-2.327156E+02</td>
<td>-3.772575E+02</td>
</tr>
<tr>
<td>1.00000</td>
<td>-2.205884E+02</td>
<td>-2.775711E+02</td>
</tr>
</tbody>
</table>

### Relative Differences Between Required and Obtained Gradients

\[ \text{L-2 Error} \quad 0.01752 \]

For NTERM = 4 and NSYS = 3

---

Figure A-6 Sample Upper Solid Zone Output For Problems PL-1 And PL-2 Software (Cont)
A.4 USER CONSIDERATIONS FOR PROBLEM P1-3 SOFTWARE

The data input procedure and output interpretation for the software developed for Problem P1-3 are the subjects of this section. Recall that the problem is to find a melt zone surface control function \( h(x) \) in Problem P1-3 which, for the sake of flat interfaces, is compatible with the a priori given surface temperature distributions of the two solid regions. At present, all the required data are input in the form of punched cards. The definitions and formats of the input data are summarized in Table A-3.
### TABLE A-3 PROBLEM P1-3 SOFTWARE INPUT

<table>
<thead>
<tr>
<th>PROGRAM SYMBOL</th>
<th>VARIABLE DEFINITION</th>
<th>UNITS†</th>
</tr>
</thead>
<tbody>
<tr>
<td>P</td>
<td>Pacles number of upper solid region</td>
<td>Dimensionless</td>
</tr>
<tr>
<td>MSUM</td>
<td>The first MSUM terms of the expansion in Equations (2.2.14) are used to approximate the upper solid region's temperature distribution, T(x,r). MSUM must be less than 21.</td>
<td></td>
</tr>
<tr>
<td>NGRID</td>
<td>For computational purposes, the semi-infinite upper solid region is truncated to a finite length (SLENGTH). SLENGTH/NGRID is the grid size employed in System (2.2.20) which is used to approximate the temperature distribution in this truncated upper solid region. In addition, the upper solid region's temperature distribution is displayed for NGRID/10+1 uniformly spaced axial values. NGRID may not exceed 500 and must be divisible by 10.</td>
<td></td>
</tr>
<tr>
<td>NR</td>
<td>The upper solid region's temperature distribution is output for NR+1 radial values (rad) from 0 to 1. NR may not exceed 100.</td>
<td></td>
</tr>
</tbody>
</table>
| RKS            | Conductivity of material in upper solid region | cal sec rad
| RKL            | Conductivity of material in melt zone | cal sec rad
| RL             | \( \lambda \) of Equation F22, Figure 1-2. RL is the product of the growth rate, the solid material's density and the latent heat. |        |
| SLENGTH        | For computational purposes, the semi-infinite upper solid region is truncated to a finite length, SLENGTH. For details, review the end of Section 2.3. | rad |
| Q              | Q is the length of the melt zone | rad |

† All lengths will be measured in radius (rad) units, e.g., 2 rad is as long as the rod is wide. The temperature scale will be 0K above or below the material melting point.
<table>
<thead>
<tr>
<th>PROGRAM SYMBOL</th>
<th>VARIABLE DEFINITION</th>
<th>UNITS</th>
</tr>
</thead>
<tbody>
<tr>
<td>IHFC</td>
<td>= 1 if a cubic spline will be used to approximate the surface temperature distribution, ( g(x) ), of the upper solid region. = 0 if the user will supply a functional form of ( g(x) ). In this case, the user must insert this functional form of ( g(x) ) in the subroutine IHFC (see the software list in Appendix C.4).</td>
<td></td>
</tr>
<tr>
<td>( M )</td>
<td>Number of knots used to approximate ( g(x) ) by a cubic spline. (IHFC=1). If IHFL=0, set ( M=0 ).</td>
<td></td>
</tr>
<tr>
<td>XD(I)</td>
<td>The axial position of the ( I )th knot used to approximate ( g(x) ). Ignore if IHFC=0. In addition, ( XD(I)&lt;XD(I+1) ), ( XD(1)=0 ) and ( XD(M)=0=SLENG )</td>
<td></td>
</tr>
<tr>
<td>YD(I)</td>
<td>The surface temperature represented by the ( I )th knot used to approximate ( g(x) ). Ignore if IHFC=0.</td>
<td></td>
</tr>
<tr>
<td>P</td>
<td>Same definitions as above but applied to the lower solid region</td>
<td></td>
</tr>
<tr>
<td>MSUM</td>
<td>Same definitions as above but applied to the lower solid region</td>
<td></td>
</tr>
<tr>
<td>NGRID</td>
<td>Same definitions as above but applied to the lower solid region</td>
<td></td>
</tr>
<tr>
<td>NR</td>
<td>Same definitions as above but applied to the lower solid region</td>
<td></td>
</tr>
<tr>
<td>RKS</td>
<td>Conductivity of material in lower solid region</td>
<td></td>
</tr>
<tr>
<td>RKL</td>
<td>Conductivity of material in melt zone</td>
<td></td>
</tr>
<tr>
<td>RL</td>
<td>( \Delta ) of Equation FZ4, Figure 1-2. RL is the product of the growth rate, solid material's density, and latent heat</td>
<td></td>
</tr>
<tr>
<td>SLENGTH</td>
<td>For computational purposes, the semi-infinite lower solid region is truncated to a finite length, SLENGTH. For details, review the end of Section 2.3.</td>
<td></td>
</tr>
</tbody>
</table>
### Table A-3: Problem P1-3 Software Input (Cont)

<table>
<thead>
<tr>
<th>Program Symbol</th>
<th>Variable Definition</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>IHFC</td>
<td>Same definitions as previously given but applied to the surface temperature distribution, f(x), of the lower solid region.</td>
<td></td>
</tr>
<tr>
<td>DO 32 I = 1,M</td>
<td>READ(5,16)IHFC,M</td>
<td></td>
</tr>
<tr>
<td>JD CONTINUE</td>
<td>READ(5,22)XD(I),YD(I)</td>
<td></td>
</tr>
<tr>
<td>22 FORMAT(4E20.10)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>XD(I)</td>
<td>The axial position of the Ith knot used to approximate f(x). Ignore if IHFC=0. In addition, XD(I)&lt;XD(I+1), XD(1)=-SLIGHT, and XD(M)=0.0.</td>
<td>rad</td>
</tr>
<tr>
<td>YD(I)</td>
<td>The surface temperature represented by the Ith knot used to approximate f(x). Ignore if IHFC=0.</td>
<td>°K below melting temp.</td>
</tr>
<tr>
<td>READ(5,12)P,MSUM,NGRID,NR</td>
<td>DO 32 I = 1,M</td>
<td></td>
</tr>
<tr>
<td>12 FORMAT(E20.10,6E10)</td>
<td>READ(5,16)MAXTERM,MINTERM,MAXSYS,MINNSYS,DELTERM,DELNSYS</td>
<td></td>
</tr>
<tr>
<td>NGRID</td>
<td>Same definitions as previously given but applied to the melt zone of length Q</td>
<td></td>
</tr>
<tr>
<td>NR</td>
<td>READ(5,16)MAXTERM,MINTERM,MAXSYS,MINNSYS,DELTERM,DELNSYS</td>
<td></td>
</tr>
<tr>
<td></td>
<td>16 FORMAT(10I3)</td>
<td></td>
</tr>
</tbody>
</table>

The software is designed to compute the melt zone surface control function for various combinations of MTERM and NSYS. To do this, the user must apply the bounds and increments for the cases desired.

- **MAXTERM**: Upper bound on MTERM
- **MINTERM**: Lower bound on MTERM
- **MAXNSYS**: Upper bound on NSYS
- **MINNSYS**: Lower bound on NSYS
- **DELNSYS**: Integer increment for NSYS
An input sample is illustrated in Figure A-7.

The output is clearly labeled for ease of use. The input data for the upper solid region is output first followed by displays of the upper solid region's temperature distribution (given in table format) and interface gradient (see Figure A-8). The lower solid region follows in a similar fashion (Figure A-9). Using Equations FZ2 and FZ4 of Figure 1-2, the required melt zone interface gradients are computed and then displayed along with the melt zone input data (see Figure A-10). For each of various combinations of MTERM and NSYS (recall the definition of MINTERM, · · · , DELNSYS), the expansion coefficients of the melt zone surface control function (see Equation (4.0.18)) are output. Using the computed surface control function, the melt zone temperature distribution (given in table† form) and interface gradients are displayed next followed last by the relative difference (in the L^2 norm) between the required melt zone interface gradients and those obtained by use of the surface control function (see Figure A-11).

To finish, the user must supply the two algorithms described at the end of Appendix A.2. Also, an algorithm to solve (in a least squares sense) an overposed system of linear equations (for example, see [17, Chapter 5]) must be provided for use in the subroutine MELTI (see Appendix C.4 for code listing). In addition, a numerical integration routine is required for use in the subroutines INTEGL1 and INTECL2 (during software verification, the numerical quadrature code CADRE was used and is available in the IMSL package or from the open literature [16, Chapter 7]).

† The melt zone surface control function can be read from this table in the "R=1" column.
Figure A-7 Sample Input For Problem Pl-3 Software
### Upper Solid

**Input Data**

<table>
<thead>
<tr>
<th>P</th>
<th>NGRI0</th>
<th>NP</th>
<th>NSHA</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>500</td>
<td>10000000000000</td>
<td>20</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>RKS</th>
<th>RKL</th>
<th>RL</th>
<th>SLENGTH</th>
<th>MELT LENGTH</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.51750000000000E+01</td>
<td>11000000000000</td>
<td>1559513160000E+01</td>
<td>1000400000000E+02</td>
<td>20720000000000E+01</td>
</tr>
</tbody>
</table>

The surface temperature distribution is approximated by the cubic spline through the following 23 (X, TEMP) data points:

<table>
<thead>
<tr>
<th>X</th>
<th>SURFACE TEMP</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.20720000000E+01</td>
<td>0.00000000000E+00</td>
</tr>
<tr>
<td>0.21720000000E+01</td>
<td>-2.00000000000E+02</td>
</tr>
<tr>
<td>0.22720000000E+01</td>
<td>-4.60000000000E+02</td>
</tr>
<tr>
<td>0.23720000000E+01</td>
<td>-8.20000000000E+02</td>
</tr>
<tr>
<td>0.24720000000E+01</td>
<td>-1.18000000000E+03</td>
</tr>
<tr>
<td>0.25720000000E+01</td>
<td>-1.54000000000E+03</td>
</tr>
<tr>
<td>0.26720000000E+01</td>
<td>-1.90000000000E+03</td>
</tr>
<tr>
<td>0.27720000000E+01</td>
<td>-2.26000000000E+03</td>
</tr>
<tr>
<td>0.28720000000E+01</td>
<td>-2.62000000000E+03</td>
</tr>
<tr>
<td>0.29720000000E+01</td>
<td>-2.98000000000E+03</td>
</tr>
<tr>
<td>0.30720000000E+01</td>
<td>-3.34000000000E+03</td>
</tr>
<tr>
<td>0.31720000000E+01</td>
<td>-3.70000000000E+03</td>
</tr>
<tr>
<td>0.32720000000E+01</td>
<td>-4.06000000000E+03</td>
</tr>
<tr>
<td>0.33720000000E+01</td>
<td>-4.42000000000E+03</td>
</tr>
<tr>
<td>0.34720000000E+01</td>
<td>-4.78000000000E+03</td>
</tr>
<tr>
<td>0.35720000000E+01</td>
<td>-5.14000000000E+03</td>
</tr>
<tr>
<td>0.36720000000E+01</td>
<td>-5.50000000000E+03</td>
</tr>
<tr>
<td>0.37720000000E+01</td>
<td>-5.86000000000E+03</td>
</tr>
<tr>
<td>0.38720000000E+01</td>
<td>-6.22000000000E+03</td>
</tr>
<tr>
<td>0.39720000000E+01</td>
<td>-6.58000000000E+03</td>
</tr>
<tr>
<td>0.40720000000E+01</td>
<td>-6.94000000000E+03</td>
</tr>
</tbody>
</table>

Figure A-8 Sample Upper Solid Region Output For Problem 81-3 Software
Figure A-8 Sample Upper Solid Region Output For Problem P1-3 Software (Cont)
### Lower Solid

#### INPUT DATA

<table>
<thead>
<tr>
<th>P</th>
<th>NGRID</th>
<th>N</th>
<th>NWAX</th>
<th>20</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1556500000</td>
<td>500</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>RKS</th>
<th>RKL</th>
<th>RL</th>
<th>SLENGTH</th>
<th>MELT Length</th>
</tr>
</thead>
<tbody>
<tr>
<td>5.17500000E+01</td>
<td>5.17500000E+01</td>
<td>1.5595131AE+01</td>
<td>1.20000000E+02</td>
<td>2.07200000E+01</td>
</tr>
</tbody>
</table>

The surface temperature distribution is approximated by the cubic spline through the following 32 (x, temp) data points.

<table>
<thead>
<tr>
<th>X</th>
<th>SURFACE TEMP</th>
</tr>
</thead>
<tbody>
<tr>
<td>-0.100000000E+02</td>
<td>-1.140000000E+04</td>
</tr>
<tr>
<td>-0.800000000E+01</td>
<td>-1.130000000E+04</td>
</tr>
<tr>
<td>-0.600000000E+01</td>
<td>-1.130000000E+04</td>
</tr>
<tr>
<td>-0.500000000E+01</td>
<td>-1.130000000E+04</td>
</tr>
<tr>
<td>-0.400000000E+01</td>
<td>-1.120000000E+04</td>
</tr>
<tr>
<td>-0.315000000E+01</td>
<td>-1.100000000E+04</td>
</tr>
<tr>
<td>-0.266000000E+01</td>
<td>-1.050000000E+04</td>
</tr>
<tr>
<td>-0.230000000E+01</td>
<td>-1.000000000E+04</td>
</tr>
<tr>
<td>-0.205000000E+01</td>
<td>-9.500000000E+03</td>
</tr>
<tr>
<td>-0.190000000E+01</td>
<td>-9.000000000E+03</td>
</tr>
<tr>
<td>-0.180000000E+01</td>
<td>-8.500000000E+03</td>
</tr>
<tr>
<td>-0.175000000E+01</td>
<td>-8.000000000E+03</td>
</tr>
<tr>
<td>-0.170000000E+01</td>
<td>-7.500000000E+03</td>
</tr>
<tr>
<td>-0.500000000E+00</td>
<td>-1.250000000E+04</td>
</tr>
<tr>
<td>-0.400000000E+00</td>
<td>-1.100000000E+04</td>
</tr>
<tr>
<td>-0.300000000E+00</td>
<td>-1.000000000E+04</td>
</tr>
<tr>
<td>-0.200000000E+00</td>
<td>-5.000000000E+02</td>
</tr>
<tr>
<td>-0.100000000E+00</td>
<td>-2.500000000E+02</td>
</tr>
<tr>
<td>-0.000000000E+00</td>
<td>0.000000000E+00</td>
</tr>
</tbody>
</table>

**Figure A-9** Sample Lower Solid Region Output For Problem Pl-3 Software
Figure A-9 Sample Lower Solid Region Output For Problem Pl-3 Software (Cont)
### MELT ZONE THERMAL GRADIENTS

**AT INTERFACE**

<table>
<thead>
<tr>
<th>R</th>
<th>GRID, AT X = 0.0</th>
<th>GRAD, AT X = 0</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.00000</td>
<td>817879824E+01</td>
<td>3.15917773E+03</td>
</tr>
<tr>
<td>0.01000</td>
<td>817879824E+01</td>
<td>3.15917773E+03</td>
</tr>
<tr>
<td>0.02000</td>
<td>817879824E+01</td>
<td>3.15917773E+03</td>
</tr>
<tr>
<td>0.40000</td>
<td>817879824E+01</td>
<td>3.15917773E+03</td>
</tr>
<tr>
<td>0.80000</td>
<td>817879824E+01</td>
<td>3.15917773E+03</td>
</tr>
<tr>
<td>1.00000</td>
<td>817879824E+01</td>
<td>3.15917773E+03</td>
</tr>
</tbody>
</table>

### MELT ZONE

**INPUT DATA**

<table>
<thead>
<tr>
<th>P</th>
<th>NGRID</th>
<th>NP</th>
<th>NSYM</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.00963</td>
<td>500</td>
<td>2</td>
<td>20</td>
</tr>
</tbody>
</table>

MAXTERM 16  DETERMIN 2  MAXSYM 15  MINSYM 12  DELSYM 3

---

*Figure A-10 Sample Output Of Required Melt Zone Interface Gradients For Problem Pi-3 Software*
### Melt Zone Surface Control Coefficients

For ITERM = 10 and NSYS = 12

<table>
<thead>
<tr>
<th>K</th>
<th>C(K)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2480522923E+03</td>
</tr>
<tr>
<td>2</td>
<td>9220202871E+03</td>
</tr>
<tr>
<td>3</td>
<td>1755688501E+04</td>
</tr>
<tr>
<td>4</td>
<td>7261786889E+04</td>
</tr>
<tr>
<td>5</td>
<td>5309029995E+04</td>
</tr>
<tr>
<td>6</td>
<td>2118058508E+05</td>
</tr>
<tr>
<td>7</td>
<td>7872726061E+05</td>
</tr>
<tr>
<td>8</td>
<td>2885342107E+05</td>
</tr>
<tr>
<td>9</td>
<td>5394058399E+04</td>
</tr>
<tr>
<td>10</td>
<td>1882020987E+05</td>
</tr>
<tr>
<td>11</td>
<td>1410088937E+04</td>
</tr>
<tr>
<td>12</td>
<td>4754664000E+04</td>
</tr>
</tbody>
</table>

### Melt Zone Temperature Distribution

<table>
<thead>
<tr>
<th>x</th>
<th>Neutron Production Rate</th>
<th>Neutron Leakage Rate</th>
<th>Neutron Absorption Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>x= 2.072000</td>
<td>1.906086E+00</td>
<td>1.906086E+00</td>
<td>1.906086E+00</td>
</tr>
<tr>
<td>x= 2.030560</td>
<td>3.6464312E+01</td>
<td>5.6125410E+01</td>
<td>3.6464312E+01</td>
</tr>
</tbody>
</table>

Figure A-11 Sample Output Of Melt Zone Surface Control Function, Temperature Distribution, and Interface Gradients For Problem PI-1 Software
### Melt Zone Thermal Gradients

#### Given

<table>
<thead>
<tr>
<th>( x )</th>
<th>( 1.948120 )</th>
<th>( 1.947980 )</th>
<th>( 1.906740 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( y )</td>
<td>( 7.826276E+01 )</td>
<td>( 7.346294E+01 )</td>
<td>( 6.476293E+01 )</td>
</tr>
<tr>
<td>( z )</td>
<td>( 1.180044E+02 )</td>
<td>( 1.107674E+02 )</td>
<td>( 7.155273E+01 )</td>
</tr>
<tr>
<td>( u )</td>
<td>( 1.5786131E+02 )</td>
<td>( 1.4820840E+02 )</td>
<td>( 1.1757661E+02 )</td>
</tr>
</tbody>
</table>

#### Calculated

<table>
<thead>
<tr>
<th>( x )</th>
<th>( 0.413440 )</th>
<th>( 0.000000 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( y )</td>
<td>( 6.5227593E+01 )</td>
<td>( 7.68648948E+00 )</td>
</tr>
<tr>
<td>( z )</td>
<td>( 3.70608924E+00 )</td>
<td>( 3.7601892E+00 )</td>
</tr>
</tbody>
</table>

### Relative Differences Between Required and Obtained Gradients

- **L-2 Error**
  - At 0: 0.594948
  - At 0: 0.64650

---

**Figure A-11** Sample Output of Melt Zone Surface Control Function, Temperature Distribution, and Interface Gradients For Problem PI-3 Software (Cont)
APPENDIX B. CONVERGENCE OF EQUATION (2.3.11)

Recall, from Section 2.3, Equation (2.3.11)

\[
\bar{\sigma}_n(x) = \left[ A_n + \frac{1}{S_n} \int_0^x e^{-\frac{a_n t}{n}} dt \right] e^{a_n x} + \left[ B_n - \frac{1}{S_n} \int_0^x e^{-\frac{b_n t}{n}} dt \right] e^{b_n x}
\]

(2.3.11)

where

\[
S_n = \sqrt{p^2 + 4\lambda^2 n}
\]

\[
a_n = \frac{(P + S_n)}{2}
\]

\[
\beta_n = \frac{(P - S_n)}{2}
\]

\[
B_n = \frac{-1}{S_n} \int_{-\infty}^0 \bar{G}_n e^{-\frac{\beta_n t}{n}} dt
\]

and

\[
A_n = -B_n + \frac{J_1^2(\lambda_n)}{n^2}
\]

In this appendix, under the assumptions of Section 2.3, it will be shown that

\[
\lim_{x \to -\infty} \bar{\sigma}_n(x) = 0
\]

For convenience, suspend the use of the "n" subscript and define

\[
\| \bar{G} \|_{(a, b)} = \max_{a \leq x \leq b} | \bar{G}(x) |
\]

Since \( \bar{G} \) approaches zero as \( x \) proceeds to negative infinity, if given some \( C > 0 \), then there exists some \( N < J \) such that \( | \bar{G}(t) | < \epsilon \) if \( t < N \). Then since \( \alpha > 0 \),

\[
\lim_{x \to -\infty} e^{\alpha x} \left| \int_0^x \bar{G}(t) e^{-\alpha t} dt \right| < \lim_{x \to -\infty} e^{\alpha x} \left| \int_0^x e^{-\alpha t} dt + \| \bar{G} \|_{(N, 0)} \int_0^N e^{-\alpha t} dt \right| = \frac{\epsilon}{\alpha}
\]

\[ B-1 \]
Hence, since the above $\varepsilon$ is arbitrary and $\alpha > 0$, the first summand of (2.3.11) converges to zero as $x$ proceeds to negative infinity. Next, for the second summand of (2.3.11),

\[
\lim_{x \to -\infty} \left| B - \frac{1}{S} \int_0^x \frac{G}{y} e^{-\beta t} \, dt \right| e^{\beta x}
\]

\[
\leq \lim_{x \to -\infty} \left| \frac{1}{S} \int_0^y \frac{e^{-\beta t}}{G} \, dt \, e^{\beta x} \right|
\]

\[
\leq \lim_{x \to -\infty} \frac{e^{-\beta x} - e^{-\beta x}}{\beta} \frac{e^{\beta x}}{S} \| G \| \left( -\infty, x \right) = 0
\]

because $\lim \frac{G}{y} = 0$. Hence $\lim F(x) = 0$.

A clever man understands the need for proof. --Proverbs 14:15
INTRODUCTION

The computer codes developed to solve Problems P1-1, P1-2, P1-3, and P2-1 are given in this appendix. The codes themselves contain numerous comments correlating portions of the codes with sections and equations in this report. The code for Problem P2-1 is listed in Appendix C.2 and is followed by the code for Problems P1-1 and P1-2 in Appendix C.3. To finish, the code for Problem P1-3 is listed in Appendix C.4.

COMPUTER CODE LIST FOR PROBLEM P2-1

The computer code for Problem P2-1 is listed in Figure C-1. Before using this code, the user should review the remarks given at the end of Appendix A.2.
Problem P2-1

COMPUTER-PREPARED

Figure C-1. Computer Code List for Problem P2-1
Figure C-1. Computer Code List for Problem P2-1 (Cont)
Figure C-1. Computer Code List for Problem P2-1 (Cont)
Figure C-1. Computer Code List for Problem P2-1 (Cont)
Figure C-1. Computer Code List for Problem P2-1 (Cont)
WRITE(6,10)
30 FORMAT(//,,95H THE SURFACE TEMPERATURE DISTRIBUTION IS APPROX-
IATED BY THE CUBIC SPLINE THROUGH THE FOLLOWING,14,2TH (X, TEMP) D-
ATA POINTS, //,3TH X SURFACE TEMP.)
DO 32 i=1,m
1F FORMAT(5,23)X(I),YD(I)
16 FORMAT(2I10)
34 FORMAT(1H ,PE20,10)
32 CONTINUE
CALL CDPFPN
40 CONTINUE
READ(5,I0)P,XO,XN,MSUM,NGRID,NO
10 FORMAT(3F10.5,I10)
WRITE(6,20)P,XO,XN,MSUM,NGRID,NO
20 FORMAT(//,9H P
1 NR,/,14,,3E12.4,15.2I7)
RETURN
END

THIS SUBROUTINE SUPPLIES LATERAL SURFACE TEMPERATURE
SEE EQUATION (2,2,4) OF FINAL REPORT

SUBROUTINE MVC(X,ANS)
COMMON/CPFIMFC
DIMENSION C(7)
IF(MFC.F0.1) GOTO 0
CC
USER SUPPLIED LATERAL SURFACE TEMPERATURE

RETURN
CC
LATERAL SURFACE TEMPERATURE PROVIDED BY SPLINE
CC
FIT OF USER SUPPLIED DATA (X,Y)
CC
RETURN
END

THIS SUBROUTINE SUPPLIES RADIAL TEMPERATURE DISTRIBUTION
ON LOWER END OF CYLINDER - SEE EQUATION (2,2,2) OF FINAL REPORT
CC
SUBROUTINE MVC(R,ANS)
COMMON/READ1,P,MSUM,XO,XN,GRID,NO
CC
USER SUPPLIED LOWER END TEMPERATURE A(R).
CC
CALL MVC(X,ANS)
RETURN
END

SUBROUTINE SUPPLIES RADIAL TEMPERATURE DISTRIBUTION
ON UPPER END OF CYLINDER - SEE EQUATION (2,2,3) OF FINAL REPORT
CC
RETURN
END

Figure C-1. Computer Code List for Problem P2-1 (Cont)
Figure C-1. Computer Code List for Problem P2-1 (Cont)
SUBROUTINE FOR SOLVING A SYSTEM OF LINEAR SIMULTANEOUS EQUATIONS HAVING A TRIAGONAL COEFFICIENT MATRIX, DIAGONALS ARE STORED IN THE ARRAYS A, B, AND C. THE COMPUTED SOLUTION VECTOR V(1), ..., V(L) IS STORED IN THE ARRAY V.

SUBROUTINE TRIODAG(L)
COMMON/C06,XD(100),YD(100),C(4,100),M
DIMENSION C(4,100)
EQUIVALENCE(C(1,1),C(1,1))
IF(XINT=XD(1))2,1,2
1 YINT=XD(1)
RETURN
2 K=1
3 IF(XINT=XD(K))6,4,5
4 YINT=XD(K+1)
RETURN
5 K=K+1
6 YINT=XD(K+1)+XINT*(C(1,1)+C(K+1))*C(2,K)*C(3,K))
RETURN
END

SUBROUTINE SPLINE(XINT,YINT)
COMMON/C06,XD(100),YD(100),C(4,100),M
DIMENSION C(4,100)
EQUIVALENCE(C(1,1),C(1,1))
IF(XINT=XD(1))2,1,2
1 YINT=XD(1)
RETURN
2 K=1
3 IF(XINT=XD(K))6,4,5
4 YINT=XD(K+1)
RETURN
5 K=K+1
6 YINT=XD(K)+XINT*(C(1,K)+C(K+1))*C(2,K)*C(3,K))
RETURN
END

SUBROUTINE SPLINE(XINT,YINT)
COMMON/C06,XD(100),YD(100),C(4,100),M
DIMENSION C(4,100)
EQUIVALENCE(C(1,1),C(1,1))
IF(XINT=XD(1))2,1,2
1 YINT=XD(1)
RETURN
2 K=1
3 IF(XINT=XD(K))6,4,5
4 YINT=XD(K+1)
RETURN
5 K=K+1
6 YINT=XD(K)+XINT*(C(1,K)+C(K+1))*C(2,K)*C(3,K))
RETURN
END

Figure C-1. Computer Code List for Problem P2-1 (Cont)

C-9
Figure C-1. Computer Code List for Problem P2-1 (Cont)
C.3 COMPUTER CODE LIST FOR PROBLEMS P1-1 and P1-2

The computer code for Problems P1-1 and P1-2 is listed in Figure C-2. Before using this code, the user should review the remarks made at the end of Appendix A.3.
Figure C-2. Computer Code List for Problems P1-1 and P1-2
LIMITS TERM AND HYS (SEE EQ. (8.8, 19) = (8, 0.23) CC
OF FINAL REPORTS, TO DEFINE THESE COMBINATIONS CC
MINTERM = THE MINIMUM ALLOWED VALUE CC
MAXTERM = THE MAXIMUM ALLOWED VALUE CC
DELTERM = INCREMENT OF MINTERM FROM MINTERM CC
TO MAXTERM CC
MINNSYS = THE MINIMUM ALLOWED VALUE OF NSYS CC
MAXNSYS = THE MAXIMUM ALLOWED VALUE OF NSYS CC
DELNSYS = INCREMENT OF NSYS FROM MINNSYS CC
TO MAXNSYS CC

OPTION
* 0 IF SOLID SURFACE CONTROL FUNCTION IS TO
  REMAIN UNCHANGED CC
* 1 IF SOLID SURFACE CONTROL FUNCTION IS TO BE
  CLIPPED (SEE REF. III; APPENDIX A.3) AT ITS
  MINIMUM VALUE (MINIMUM VALUE FOUND IN SUBROUTINE
  LNSPC)
* 2 IF FUNCTION IS TO BE CLIPPED (SEE REF. II;
  APPENDIX A.4) AT SOME USER SPECIFIED VALUE (SEE
  CLIP)

CLIP = USER SUPPLIED VALUE OF HUNIFIED SURFACE CONTROL
FUNCTION (SEE APPENDIX A.3 FOR DEF.1)

OUTPUT VARIABLES
THOLD = TEMPERATURE DISTRIBUTION ARRAY FOR EACH REGION
GRAD2 = MELT ZONE LOWER INTERFACE GRADIENT
GRAD3 = MELT ZONE UPPER INTERFACE GRADIENT
GRADX0 = THERMAL GRADIENT AT X0 FOR EACH REGION
GRADXN = THERMAL GRADIENTS AT XN FOR EACH REGION
CPFR = ARRAY OF COEFFICIENTS OF SOLID REGIONS SURFACE
  CONTROL (SEE EQUATIONS (3.0.23) AND (3.0.31))
ERRL2 = THE L2 RELATIVE DIFFERENCE BETWEEN THE REQUIRED
  SOLID REGIONS INTERFACE GRADIENTS AND THE
  INTERFACE GRADIENTS RESULTING FROM THE USE OF
  THE SOLID REGIONS SURFACE CONTROL FUNCTIONS.

USER SUPPLIED NUMERICAL SOFTWARE:
* A LEAST SQUARES ALGORITHM TO FIT A FUNCTION TO A LINEAR
  COMBINATION OF SELECTED FUNCTIONS (REQUIRED IN SUBROUTINE
  CREFS.)
* AN ALGORITHM TO EVALUATE RENSFL FUNCTIONS (REQUIRED IN
  SUBROUTINE 10)
* A NUMERICAL INTEGRATION ROUTINE (REQUIRED IN SUBROUTINES
  INTEGRAL AND INTEGRAL)

INTEGER DELTERM, DELNSYS
REAL J1, J1AMK, MM8050
COMMON/C1/PLANDO(20), J1(20), J1AMK(20)
COMMON/C5/H101), P1(20, 10), M0(11, 20)
COMMON/C4/CPFR(20), RN
COMMON/C10/ASCRIP(20), BSCRIP(20)
COMMON/C20/ASCRIP(20), BSCRIP(20)
COMMON/C20/ASCRIP(20), BSCRIP(20)
COMMON/C20/ASCRIP(20), BSCRIP(20)
COMMON/C20/ASCRIP(20), BSCRIP(20)
COMMON/C20/ASCRIP(20), BSCRIP(20)
COMMON/C20/ASCRIP(20), BSCRIP(20)
COMMON/C20/ASCRIP(20), BSCRIP(20)
COMMON/C20/ASCRIP(20), BSCRIP(20)
COMMON/C20/ASCRIP(20), BSCRIP(20)
COMMON/C20/ASCRIP(20), BSCRIP(20)
COMMON/C20/ASCRIP(20), BSCRIP(20)
COMMON/C20/ASCRIP(20), BSCRIP(20)
COMMON/C20/ASCRIP(20), BSCRIP(20)
COMMON/C20/ASCRIP(20), BSCRIP(20)
COMMON/C20/ASCRIP(20), BSCRIP(20)
COMMON/C20/ASCRIP(20), BSCRIP(20)
COMMON/C20/ASCRIP(20), BSCRIP(20)
COMMON/C20/ASCRIP(20), BSCRIP(20)
COMMON/C20/ASCRIP(20), BSCRIP(20)
COMMON/C20/ASCRIP(20), BSCRIP(20)
COMMON/C20/ASCRIP(20), BSCRIP(20)
COMMON/C20/ASCRIP(20), BSCRIP(20)
COMMON/C20/ASCRIP(20), BSCRIP(20)
COMMON/C20/ASCRIP(20), BSCRIP(20)
COMMON/C20/ASCRIP(20), BSCRIP(20)
COMMON/C20/ASCRIP(20), BSCRIP(20)
COMMON/C20/ASCRIP(20), BSCRIP(20)
COMMON/C20/ASCRIP(20), BSCRIP(20)
COMMON/C20/ASCRIP(20), BSCRIP(20)
COMMON/C20/ASCRIP(20), BSCRIP(20)
COMMON/C20/ASCRIP(20), BSCRIP(20)
COMMON/C20/ASCRIP(20), BSCRIP(20)
COMMON/C20/ASCRIP(20), BSCRIP(20)
COMMON/C20/ASCRIP(20), BSCRIP(20)
COMMON/C20/ASCRIP(20), BSCRIP(20)
COMMON/C20/ASCRIP(20), BSCRIP(20)
COMMON/C20/ASCRIP(20), BSCRIP(20)
COMMON/C20/ASCRIP(20), BSCRIP(20)
COMMON/C20/ASCRIP(20), BSCRIP(20)
COMMON/C20/ASCRIP(20), BSCRIP(20)
COMMON/C20/ASCRIP(20), BSCRIP(20)
COMMON/C20/ASCRIP(20), BSCRIP(20)
COMMON/C20/ASCRIP(20), BSCRIP(20)
COMMON/C20/ASCRIP(20), BSCRIP(20)
COMMON/C20/ASCRIP(20), BSCRIP(20)
COMMON/C20/ASCRIP(20), BSCRIP(20)
COMMON/C20/ASCRIP(20), BSCRIP(20)
COMMON/C20/ASCRIP(20), BSCRIP(20)
COMMON/C20/ASCRIP(20), BSCRIP(20)
COMMON/C20/ASCRIP(20), BSCRIP(20)
COMMON/C20/ASCRIP(20), BSCRIP(20)
COMMON/C20/ASCRIP(20), BSCRIP(20)
COMMON/C20/ASCRIP(20), BSCRIP(20)
COMMON/C20/ASCRIP(20), BSCRIP(20)
COMMON/C20/ASCRIP(20), BSCRIP(20)
COMMON/C20/ASCRIP(20), BSCRIP(20)
COMMON/C20/ASCRIP(20), BSCRIP(20)
COMMON/C20/ASCRIP(20), BSCRIP(20)
COMMON/C20/ASCRIP(20), BSCRIP(20)
COMMON/C20/ASCRIP(20), BSCRIP(20)
COMMON/C20/ASCRIP(20), BSCRIP(20)
COMMON/C20/ASCRIP(20), BSCRIP(20)
COMMON/C20/ASCRIP(20), BSCRIP(20)
COMMON/C20/ASCRIP(20), BSCRIP(20)
COMM
Figure C-2. Computer Code List for Problems

P1-1 and P1-2 (Cont)

C-14
CALL SOLID3
CALL LINKCH(XMIN)
IF(XMIN.GT.0.0.AND.GMIN.LE.0.0) GOTO99
XMIN=100000.0
99 XMIN=XO+XMIN
80 CONTINUE
CALL MELT

DETERMINE RELATIVE DIFFERENCE BETWEEN REQUIRED UPPER SOLID
REGION INTERFACE GRADIENT AND THE INTERFACE GRADIENT RESULTING
FROM USE OF THE UPPER SOLID REGION SURFACE CONTROL FUNCTION

CALL ERROR
WRITE(*,120)XTERM,NSYS
120 FORMAT(' /1W',50X,12W,FOR MTERM = 12,12M AND NSYS = 12)
32 CONTINUE
31 CONTINUE
STOP
END

SUBROUTINE MELT
REAL J1,JILA,MAM10
COMMON/1A/(T,AO(20),J1(20),JILA(20))
COMMON/C10/AO(10),AO(20),BSCRIPT(20)
COMMON/RFAD/(RF,TERM,MSUM,XX,NH,GRID,RA)
COMMON/C5R/(R10),PSI(20,101),SOL(101)
COMMON/C20/(500),B(500),C(500),D(500),Y(500),QFTA(50),QALMA(50)
COMMON/CP1/(TERM:B(20,503),QMDL(101),T(10),GRAD(101),GRAC(101))
COMMON/C22/CASF,MELT(3)
COMMON/C33/GRAD(101),GRAD3(101)
COMMON/TARS,STAR(6)
COMMON/TARS,STAR(6)
DATA RIS/'Ra'
DATA TARS/'*****...**..S*..I.../
00
CONTINUE
01 CONTINUE

REAL R ISA1
ALPHA(L)RISA
STAR(L)STAR

CONTINUE

RISA

Figure C-2. Computer Code List for Problems
P1-1 and P1-2 (Cont)

C-15
CALL GBA(A, X, ANS)
D(I) = X
40 CONTINUE
D(I) = (1.0 + X*(P/2.0)) * E
CALL TRNAG(L)
ON 50 1 = 2, 50RD
1 = 1
THEMAT(M, I) = V(TI)
50 CONTINUE
NSTOP = 50/2 + 1
THEM1(M, I) = ASCRIP(M) * SQJ1(M)/2.0
THEM2(M, NSTOP) = ASCRIP(M) * SQJ1(M)/2.0
55 CONTINUE
ONTD999
99 CONTINUE
DR = 1.0/NR
NSTOP = NRSTOP + 1
ON 60 XR, NRSTOP
R(I) = (I-1)*DR
ON 85 M = 1, MSUM
VAR = R(I) * R(J) * M
CALL Jn(J, XR, T)
PSI(M, T) = Y
CONTINUE
05 CONTINUE
C
PRINT TEMPERATURES
GO TO (2, 27, 23) ICASE
21 WRITE(6, 001)
83 FORMAT(1H1, 9XY, X=, 8X, EL T, ZONE)
GONT20
22 WRITE(6, 30)
30 FORMAT(1H1, 9Z, X=, LOWER SOLID)
GONT20
23 WRITE(6, 50)
50 FORMAT(1H1, 9Z, X=, UPPER SOLID)
24 CONTINUE
WRITE(6, 70)
70 FORMAT(1H1, 9Z, X=, 90 TEMPERATURE DISTRIBUTION)
18A IF (NRSTOP, LF, RIGHT) IFLAG = 1
RIGHT = INQ(NRSTOP, RIGHT)
WRITE(6, 190)(R(J), J=1, NRSTOP)
190 FORMAT(1H1, 9X, IF (P2, 8.5X))
WRITE(6, 267)(ALPHA(I), I = 1, NRSTOP)
267 FORMAT(1H1, 9X, A, (I=1, NRSTOP)
WRITE(6, 268)(STAR(L), L = 1, NRSTOP)
268 FORMAT(1H0, 15X, A, (I=1, NRSTOP)
ON 200 1 = 1, NRSTOP
ISKIP = 1
100 FORMAT(ISKIP*100, 100, 4, 200)
XHOLD = (ISKIP/100, 100, 4, 200)
IF (XHOLD > 0.0005) GOTO 200
XHOLD = ISKIP*10
100 FORMAT(15X, A, (I=1, NRSTOP)
ON 202 J = 1, NRSTOP
CONTINUE
ORIGINAL PAGE IS OF POOR QUALITY

C

Figure C-2. Computer Code List for Problems P1-1 and P1-2 (Cont)

C-17
CC DETERMINE TEMPERATURE AT (X,Y,J)
CC @E EQUATION (2,2,14) OF FINAL REPORT
CC OF POOR QUALITY
CC

TMOLD(J)=0.0
DO 204 M=1,NSUM
   THOLD(J)=THOLD(J)+2.0*PSI(M,J)*THETAB(M,J)/SQJ1(M)
204 CONTINUE
CALL HFC(X,ANS)
TMOLD(J)=THOLD(J)*ANS
CONTINUE
WRITE(6,210)X,THOLD(J),J,LEFT,MRIGHT
P10 FORMAT(5H X=,F10.6,5H = ,6(E14.8,2X))
CONTINUE
IF(FLAG,.NE.11)GO TO 220
MRIGHT=MRIGHT+6
GO TO 160
CONTINUE

CC COMPUTE THERMAL GRADIENTS AT X=YO AND XN
CC

CC CONTINUE

GOT(31,39,35)
ICASE
WRITE(6,983)
GOT(32)
WRITE(6,30)
GOT(33)
WRITE(6,10)
CONTINUE
WRITE(6,71)
FORMAT(1H,67X,15S THERMAL GRADIENTS)
WRITE(6,220)X,Y
CONTINUE
RETURN
END

Figure C-2. Computer Code List for Problems
P1-1 and P1-2 (Cont.)
Figure C-2. Computer Code List for Problems

PI-1 and PI-2 (Cont)
ORIGINAL PAGE IS OF POOR QUALITY
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C-21
**Figure C-2. Computer Code List for Problems**

P1-1 and P1-2 (Cont)
Figure C-2. Computer Code List for Problems
Pl-1 and Pl-2 (Cont)
C-23
CONTINUE
CC
COMPUTE FINAL SOLN. VEC'TOR V
CC
Y(L)=GAMMA(I)
LASTL=1
ON 2 K=1, LAST
I=1
V(I)=GAMMA(I)-C(I)*V(I+1)/NFT(A(I))
2 CONTINUE
RETURN
END

SUBROUTINE DETERMINES THE LOWER SOLID REGION SURFACE CONTROL FUNCTION AS OUTLINED IN CHAPTER 3 OF FINAL REPORT.

REAL J1,J1LAM,HMSJ0
COMMON/C1/R AND(20), J1(20), J1LAM(20)
COMMON/C9/R AND(20), PSI(20,101), SN1(20)
COMMON/C9/CNEF(20), RH
COMMON/C2/TCASE, TMLT(3)
COMMON/C2/GRADP(101), GRAD3(101)
COMMON/C2/GRID, NL, NSYS
COMMON/READ/P, MTERM, MSUM, X0, XN, NXGRID, NP
COMMON/C3/F(4)
COMMON/C7/IFLAG2, IFLAG3
COMMON/C7/A2MAT(20,20), RNS(20)
COMMON/I, GRID2(101), IMK(20), VM(950)
DIMENSION Y(101), C(4), IMK(20), VM(950)
COMMON/I, PHA(20)
COMMON/I, IFLAG, ER, 0, CODE(120)
WRITE(6,444)
444 FORMAT(1X,1A40,18LOWER SOLID THERMAL GRAD.
= D E F I N I T E)
WRITE(6,333)
333 FORMAT(/,1H9,52X,1HR,27X,4I(4))
ON 30 JJ=1,101
JJ=102-JJ

SUBROUTINE DETERMINES LOWER SOLID REGION INTERFACE GRADIENT SEE EQUATION (P2A), FIGURE 1-2 OF FINAL REPORT

GRAD3(J)=RNS(JL)(JL+1)/RNS(JL)
WRITE(6,555)(JL,GRAD3(J))
555 FORMAT(1H10,30X,15X,10X,21X,10X,10X,10X,10X)
Y(JL)=GRAD3(J)-GRAD2(101)

CONTINUE

Determine COEFFICIENTS IN BESSEL EXPANSION (3.0,14)
CALL COEF(R, Y, 101, 20, COEF)

Determine MATRIX AND VECTOR ELEMENTS AS DEFINED IN EQUATION (3.0,24)

WRITE (6,40) VM, MTERM

Figure C-2. Computer Code List for Problems
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Figure C-2. Computer Code List for Problems
Pi-1 and Pi-2 (Cont)
SUBROUTINE SALR(U)
RFALJ(llL~R~MP$JO
COMMON/C1/RAND(20),J1(20),J1(20),J1(20)
COMMON/C5/R(101),PS(40,101),30.11(20)
COMMON/CW/C(W(20)),RH
COMMON/C22/TCASE,THM(L(3))
COMMON/C25/RAD(2,101),GRAD3(101)
COMMON/C28/RK3,RL,RL,STATE
COMMON/RAD1,P,TERM,MSUM,XX,XX,HGRID,HR
COMMON/C53/E(4)
COMMON/C76/FLAG2,IFLAG3
COMMON/C77/AMAT(20,20),RHS(20)
DIMENSION Y(101),E(4),INK(20),WK(950)
DIMENSION ALPH(20)
IF(FLAG3.EQ.0) GOTO120
WRITE(6,444)
444 FORMAT(1H1,112,AMUPPERN0LITYHERALGRADENTS)
WRITE(6,333)
333 FORMAT(///,11H,52X,1HR,27X,4NHGRAD)
DO 30 J=1,101
J=J+J
30 CONTINUE
CALL COEFS(3,Y,101,20,COEF)
DO 55 J=1,101,1
IF(J.GT.100) GOTO 50
50 CONTINUE
DO 50 J=1,101,1
55 CONTINUE
CONTINUE
DO 80 M=1,TERM
L=M+2
RHS(L)=RLAM(M)+J1(M)*COEF(M)/(2,0)
80 CONTINUE
CONTINUE
DO 100 K=1,TERM
L=M+2
AMAT(L,K)=AMAT(L,K)+1.0/(1.0+K/ALPHA(K))
100 CONTINUE
C-2. Computer Code List for Problems
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Figure C-2. Computer Code List for Problems
Pl-1 and Pl-2 (Cont)

C-28
Figure C-2. Computer Code List for Problems
P1-1 and P1-2 (Cont)

C-29
DO 70 KK=1,101
E2NUM=GRAD2(X(KK))-GRAD3(KK)=-2.5*E2NUM
XIMAG=ABS(GRAD2(X(KK))-GRAD3(KK))
E1INFNUM=MAX(1,XIMAG,E1INFNUM)
70 CONTINUE
E2NUM=SORT(F2NUM)
XROL=2*E2NUM/GXOL2
E1INFNUM=MAX(1,E1INFNUM,GXOLNFP)
WRITE(6,466)
66 FORMAT//,1H,46X,37HRELATIVE DIFFERENCES BETWEEN REQUIRED)
WRITE(5,670)
470 FORMAT(//,1H,43X,23H AND OBTAIN GRADIENTS)
WRITE(6,466)
666 FORMAT//,1H,58X,4HL=2 ERROR)
80 WRITE(6,50)FRRL2
30 FORMAT(1H,46X,2(9X,F10.5))
RETURN
END

SUBROUTINE SPLIT(XINT, YINT)
COMMON/32/YD(100),XD(100),C1(4,100),M
DIMENSION C(4,100)
EQUIVALENCC1(1,1),C(1,1))
IF(XINT=XD(1))RT=12.12
YINT=YO(1)
RETURN
2 K=1
3 IF(XINT=XD(K+1))B=4.5
5 YINT=YO(K+1)
RETURN
6 K=M+1
IF((M-K),GT:O)GOTO3
IF((M-K),LE:O)K=M+1
7 YINT=XD(K+1)-XINT)*C(1,1)+(XD(K+1)-XINT)*C(1,1)
RETURN
END

SUBROUTINE CORGEN
COMMON/32/YD(100),XD(100),C1(4,100)
DIMENSION C(4,100)
EQUIVALENCC1(1,1),C(1,1))
M=M+1
NO 2 K=1
P(K)=XD(K)
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The computer code for Problem P1-3 is listed in Figure C-3. Before using this code, the user should review the remarks made at the end of Appendix A.4.
PROGRAM PURPOSE =
COMPUTE THE MELT ZONE SURFACE CONTROL FUNCTION REQUARED FOR
FLAT SOLID-MELT INTERFACES AS DESCRIBED IN PROBLEM P1-2 AND
SOLVED IN CHAPTER 6 OF THE FINAL REPORT (TO NASA) ENTITLED THE
CONTROL OF FLOAT ZONE INTERFACES BY THE USE OF SELECTED
BOUNDARY CONDITIONS - BY SCIENCE APPLICATIONS, INC.

SOURCE =
SCIENCE APPLICATIONS, INC.
HUNTSVILLE, ALABAMA

AUTHORS =
LA : M. FOSTER
JOHN McINTOSH

REFERENCE =
- THE CONTROL OF FLOAT ZONE INTERFACES BY THE USE OF SELECTED
BOUNDARY CONDITIONS =
(FINAL REPORT = SAI-83/5034/HU)

SCIENCE APPLICATIONS

REMARKS =
- SOFTWARE DEVELOPED AND TESTED ON UNIVAC 1108
- ALL EQUATIONS REFERENCED IN CODE BELOW ARE CONTAINED IN THE
FINAL REPORT =
- THE CONTROL OF FLOAT ZONE INTERFACES BY THE USE OF SELECTED
BOUNDARY CONDITIONS

INPUT VARIABLES AND FUNCTIONS =
P = - PECLET NUMBER
MSUM = - NUMBER OF TERMS IN SERIES EXPANSION OF
BASIS = - USER PROVIDED FUNCTIONS TO EXPAND THE MELT ZONE
SURFACE CONTROL FUNCTION - SEE EQ. (4.0.18) OF
FINAL REPORT AND SUBROUTINE BASIS OF THIS CODE.
XA = - AXIAL POSITION OF LOWER END OF CYLINDER
XN = - AXIAL POSITION OF UPPER END OF CYLINDER
NGRID = - NUMBER OF GRID POINTS USED IN NUMERICAL
SOLUTION OF O. D. E. BOUNDARY VALUE PROBLEM
RESULTING FROM TRANSFORMATION OF PRE-THE MODELING
TEMPERATURE
NR = - NUMBER DIVISIONS OF CYLINDER RADIUS USED IN
OUTPUT OF TEMPERATURE DISTRIBUTION
RKS = - SOLID THERMAL CONDUCTIVITY
RL = - LIQUID THERMAL CONDUCTIVITY
PL = - PRODUCT OF CRYSTAL GROWTH RATE, SOLID DENSITY,
AND LATENT HEAT OF FUSION
LENGTH = - LENGTH OF SOLID REGIONS TO BE CONSIDERED
Q = - LENGTH OF MELT ZONE
MFHC = - 1 IF A DISCRETE DATA POINT FORM OF THE SURFACE
TEMPERATURE IS USER PROVIDED
0 IF A USER DEFINED FUNCTIONAL FORM OF THE
SURFACE TEMPERATURE IS PROVIDED
(XO,Y0) = USER PROVIDED DATA PTS FOR THE AXIAL DISTANCE
(XN) AND CORRESPONDING SURFACE TEMPERATURE (Y0)
M = - NUMBER OF DATA PTS, INPUT IF MFHC = 1
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ORIGINAL PAGE IS OF POOR QUALITY
Figure C-3. Computer Code List For Problem PI-3 (Cont)
END
CC
CC PURPOSE
CC = DETERMINE MELT ZONE TEMPERATURE DISTRIBUTION
CC = COMPUTE RELATIVE ERRORS BETWEEN GRADIENTS REQUIRED AT THE
CC MELT ZONE INTERFACES AND THOSE OBTAINED USING THE SURFACE
CC CONTROL FUNCTION
CC
SUBROUTINE POSTER
COMMON/XFAC(*,TERM,MSUM,XO,XN,GRID,SR
COMMON/CST/THERM(20,505),TCEL(101),T(18),GRADTH(181),GRADX(181)
COMMON/CST/SCALE,THELT(3)
COMMON/CST/IN,AKL,ALNSYS
COMMON/25/GRADAT0(101),GRADAT(101),NH1(20),MURG(20),S(20),Q,
1AMAT1(20,10),AMAT2(20,10),ALZ(44,20),AN4(44),W1(1500),IIMX(20)
COMMON/C1/RANGE
X=0
X=0
CALL MELT

GATQL2=0.0
GATQL1=0.0
GATQL2=0.0
GATOLINAN=0.0
ON 50 J=1,101
GATOL2=GATOL1+GRADAT(J)+GRADTH(J)
GATOL2=GATOL1+GRADAT(J)+GRADTH(J)
XMAX=XMAX+GRADAT(J)
XMAX=XMAX+GRADAT(J)
GATOLINAMAX1(XMAX,GATOL1)
GATOLINAMAX1(XMAX,GATOL1)
50 CONTINUE
GATOL2=GATOL2+GATOL2
GATOL2=GATOL2+GATOL2
EPHIMO=0.0
EPHIMO=0.0
ENFNO=0.0
ENFNO=0.0
DO 60 K=1,101
E2NUMO=GRADAT(K)-GRADX(K)
E2NUMO=GRADAT(K)-GRADX(K)
XMAX=XMAX+GRADAT(K)-GRADX(K)
XMAX=XMAX+GRADAT(K)-GRADX(K)
ENFNOAMAX1(XMAX,ENFNO)
ENFNOAMAX1(XMAX,ENFNO)
60 CONTINUE
E2NUMO=E2NUMO+E2NUMO
E2NUMO=E2NUMO+E2NUMO
ERLINPENFNO/GATOLIN
ERLINPENFNO/GATOLIN
ERRL20=EPHIMO/GATOL2
ERRL20=EPHIMO/GATOL2
WRITE(*,569)
E69 FORMAT(///,1H4,6X,37HRELATIVE DIFFERENCES BETWEEN REQUIRED)
WRITE(*,570)
A70 FORMAT(1H53X,23H AND OBTAINED GRADIENTS)
WRITE(*,A66)
A66 FORMAT(///,1H55X,6ML=2 ERROR)
WRITE(*,A67) ERRL20
A67 FORMAT(1H42X,4MAT 0.2(9X,P10.5))
WRITE(*,A68) ERRL20
A68 FORMAT(1H42X,4MAT 0.2(9X,P10.5))
RETURN
END
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Problem P1-3 (Cont)

C-36
SUBROUTINE WELT
REAL JJ, JILAM, SMB, SJO
COMMON/C1/R,AW(20), J1(20), JILAM(20)
COMMON/C1/ASCRIPT(20), BSCRIPT(20)
COMMON/RF,EP,EP,PS,SMU, XH, XH, XH, XH, XH
COMMON/C1/PI(101), PS(20,101), XH(20)
COMMON/CS/ALT0(500), H(500), C(500), V(500), FRE(405), XAH(504)
COMMON/C1/RF,EFAB(20,505), TMLLDY(101), T(101), GRADY(101), GRADX(101)
COMMON/C2/TCASE, TMLT(3)
COMMON/C3/GRADZ(101), GRADZ(101)
CHARACTER*17 RIS, ALPHA(6)
CHARACTER*1A STARS,STAR(s)
DATA RIS/R=
DO 207 L=1, P
ALPHA(L)=R
STAR(L)=STARS
CONTINUE
CC
C THIS IS A CONT OF JO BESSEL FCN
CC
C J1(M)=J1(RLAMD(M)) WHERE J1 IS BESSEL FCN
CC
C JJLAM(M)=J1(M)/RLAMD(M)
CC
C
CC
CC
RLAMD( 1) = 5.200781103
RLAMD( 2) = 4.653729129
RLAMD( 3) = 4.101534391
RLAMD( 4) = 3.639133708
RLAMD( 5) = 3.256130479
RLAMD( 6) = 2.953125138
RLAMD( 7) = 2.692113692
RLAMD( 8) = 2.450110270
RLAMD( 9) = 2.213018725
RLAMD(10) = 2.001918871
RLAMD(11) = 1.805118914
RLAMD(12) = 1.619618864
RLAMD(13) = 1.445318826
RLAMD(14) = 1.280718791
RLAMD(15) = 1.125418755
RLAMD(16) = 1.030818719
RLAMD(17) = 0.935718684
RLAMD(18) = 0.840518648
RLAMD(19) = 0.744818612
RLAMD(20) = 0.648818576
J1( 1) = 0.510174073
J1( 2) = 0.3002648065
J1( 3) = 0.214529494
J1( 4) = 0.172599904
J1( 5) = 0.145484331
J1( 6) = 0.120778030
J1( 7) = 0.172659942
J1( 8) = 0.141705507
J1( 9) = 0.125813638
J1(10) = 0.110453777
J1(11) = 0.103847934
J1(12) = 0.11246871
J1(13) = 0.1240799771
J1(14) = 0.132945288
J1(15) = 0.143234263
J1(16) = 0.153297826
J1(17) = 0.161818683
J1(18) = 0.170359624
J1(19) = 0.178999889
J1(20) = 0.187649989
DO 566 I=1, P
JJLAM( I)=J1( I)/RLAMD( I)
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THE SURFACE TEMPERATURE DISTRIBUTION IS APPROXIMATELY DETERMINED BY THE CUBIC SPLINE THROUGH THE FOLLOWING 16 DATA POINTS.

IF (IMFC.EQ.0) RETURN

30 FORMAT (2F20.10) RETURN

CALL COFGEN

END

THE SURFACE TEMP, COMPUTED NEXT

CC

RETURN

USER SUPPLIED UPPER SOLID SURFACE TEMP PLACED HERE IF IN

FUNCTIONAL FORM

END

CC

Figure C-3. Computer Code List For Problem Pl-3 (Cont)
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