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Sumzary
This report describes NBS work for NASA in support of NASA's Materials

, Processing in Space Program under NASA Government Order H-27954B (Properties
of Electronic Materislc) covering the period April 1, 1982 to March 31, 1983.
This work is directed toward measurement of materials properties izportant
to the design and interprefation of space processing expariments and
daterminations of how the space environment aay offer a unique opportunity
for performing improved meagurements and producing materials with imgroved
properties.

The work is being carried out in taree independent tasks:

Task 1. Scrface Tensione and Their Variations with Temperature and

Impurities

Task 2. Convection During Unidirectional Solidification

Task 3. Mzasurement of the High Temperature Thermophysical Properties
; of Tungsten Group Liquids and Solids

The results obtained for each task are given in detailed summaries in the

SR

body of tho report. Emphasis in Tasks 1 and 2 {8 on how the reduced
gravity obtained in space flight can affect convection and solidification
; procssses. Emphasis on Task 3 1is toward development of techniques for
" - thermodynamic measurements on reactive materials, requiring levitation
and containerless processing.

With the edvent of the Space Shuttle, it may lLecome feasible to
exploit the nunique aicrogravity environment of space flight to produce

improved materials and improved messurements of important materials

Lf properties. In materials processing on earth, gravity frequently produces

)



density-driven convection, thereby causing liquids to be stirred as they
solidify. This stirring disturbs the quiescent boundary layer at the
solidifying interface, and can be very undesirable L{f nearly perfect
crystals are required. PFor example, it creates interface instabilities,
i{ntroduces segregation of components and produces crystal defects in the
resulting solid material. These defects and inhomogeneities, which are
particularly troublesome in electronic technology and other advanced
technical applications, might be avoided in materials produced under
microgravity conditions. . ’
In Task 1, surface tension and surface segregation eéfects are being i
investigated to determine the possible influence of these gurface effects
on convection and solidification procesges. Iu particular, measurewents
are being made of the surface tension of liquid silicon. Silicon 1s one
of the most important materi;Ia uged {n electronic technology. Because
of the need for fully defect-free material, not readily obtainable under
earth-bound conditions whece gravity—driven coavection can be important,
silicon is a major candidate material for space flight processing. Under
microgravity conditions, Marangoni convectlon arising frowm surface teusion
gradienta could be the main source of fluld flows affecting solidification
processes. Thus surface tension information will be important in planning
materials processing in space., Because of the high reactivity of asilicon,
its surface tension is poorly known., Moreover, despite the technological
importance of silicon, the dependence of its surface tension on temperature
and {mpurities was really not known at all prior to the current work.

This work is designed to provide these surface tension measurements.
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In Task 2, solutal convection, which results from simultaneous

temperature and composition gradients, and othar convective phenomena
erioing during directional solidification are being i{investigated both by
theorecvical calculations and by experiments. The experiments are designed
to test the theories and provide quantitative data on convection processes.
Direct measurements of convection are being made during unidirec<ional
solidification of transparent materials, particularly succinonitrile
containing small amounts of ethanol. The theoretical calculations
specifically include deterainations of the effects a reduction in
gravitational force will have on convection.

Interactions between temperature gradients and composition gradieats
can make it imposaible to avcid solutal convection and other density-
driven convection effects during materials processing on earth. Since
this type of convection depends on gravity, its effects will be much less
pronounced in space. NBS work is directed toward provision of measurements
and development of models to define the conditions under which this type
of convection will be important and determine how it can be avoided or
controlled.

In Task 3, assistance 18 being provided to a joint project involving
investigators from Rice University (Prof. J, Margrave) and General Electric
Co. (Dr. R. T. Frost) in which a General Electric electromagnetic levitation
facility i8 being applied to develop levitation/drop calorimetry techaiques
and determine their possibilities for use in space flight experiments.

The critical advantage of such levitation experiments is the avoidance of
specimen contamination since in highly reactive materials even slight

contact with a container during heating and melting could completely




invalidate the experimental results. Measurements of the specific heat
of liquid tungsten uncontaminated by reaction with container walls
currently are being pursued in earth's gravity experiments to look at the
limitations imposed by gravity in such work. For example, in these
experiments, the large electromagnetic forces required to counteract
gravity tend to produce instabilities in the liquid droplets. A number
of the automated techniques being developed in this work should also be

useful for space flight experliments.
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Task 1

Surface Tensions and Their Variations
with Temperature and Impurities

S. C. Hardy
Metallurgy Division
Center for Materials Sclence

Introduction

Surface tenslon gradients produced by temperature or concentration
variations on free liquid surfaces result in ghear stresses which can in
many situations set the fluild into motion. 1In low gravity materials
processing the primary flu’4 flows are expected to be of this type because
buoyancy is greatly reduced. These thermocapillary flows can influence
the temperature and solute fields in the bulk liquid and the morphology,
nicrostructure and homogeneity of a solid produced from this liquid.

Thus, knowledge of surface teasion gradients is essential to the under-
standing of materials produced from the processes involving free liquid
surfaces in lew gravity. We are measuring the surface tension of liquid
silicon 1n support of space experiments with this material vhich are
being developed. The results of these measurements will also be of
interest for silicon crystal growth research and production on earth.

The temperature and chemical concentration dependences of the surface
tensions of many materials are poorly known; for highly reactive, high
melting point elements like s8ilicon often only estimates of these parameters
can be found in the litesrature. Thus in a recent computer study of the
fluid flow in Czochralski growth of silicon, calculations were performed
for values from -0.!l mJ/mzx to ~0.4 »J/m2K for K, the ratu of change of surface
tension with temperature [1]. The flow was found to vary significantly

both in magnitude and distribu~ion for this variation in K. Thesre results
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show that accurate surface tension data is essential for meaningful calcu~
lations or quantitative Interpretation of observed flow phenomena in
floating zones of silicon.

The uncertainty in K for silicon stems basically from the lack of
systematic measurements of the surface tension over a tewmperature range.
Various workers have measured the surface teusion at different temperatures
12, 3, 4]. However, K values calculated from their data are highly
inaccurate because systematic errors in the different experiments are
sufficiently large to obscure the surface tension differences due to
temperature, It 1s essential in determinations of K to measure the
surface tengion over a temperature range in the same experiment éo that
the effects of systematic errors are minimized. This is especially true
for silicon because of its extreme chemical reacrivity. Liquid silicen
dissolves almost all materials to some extent thereby picking up impuric
which can surface segregate and significantly lower the surface tensiou.
Thus 1t must be assumed that most experiments will have unique impurity

.concentrations.

The only systematic study of the surface tension of silicon over a
temperature range that we know of is that of Lukin, et al [5]. The
value they found for K is -0.1 mJ/m?K, Although this is a reasonable
value, no details or data are preseated. Moreover the density varilation
with temperature used in their work 1s significantly different from that
generally accepted. Thus it is not possible to make any judgment ae to
the accuracy of their measuraments.

Experimental

We are using the s2gsile drop technique to measure the surface

tension of liquid silicon. 7This method 1s based on a comparison of the

profile of a liquid drop with the profile calculated by solving the
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Young~Laplace equation. The comparisnn can be made in several ways; we -

1Y

are using the traditional Bashforth-Adams [6] procedure with modern drop
shape tables we have calculated which virtually eliminate interpolation
errors.

Although we have used the ee'iile drop technique previously to

measure the surface tension of gallium [7], the present experiments

o B,k Mserativra A L

require essentially new apparatus because of the high temperatures
involved. The melting point of silicon is 1410°C and it is desirable to
make measurements to at least 1600°C in order to determine the temperature
dependence of the surface tensicn.

Figure 1 1s a schematic diagram of the experimental apparatus. 1ne
silicon 1s contained in a cup which stabilizes the liquid drop and imposes
a circular cross sectior on the drop base, thus reducing errorg --ising
from anisotropic wetting often encounterad using flat drop supports. The
outside diameter of the cup 18 used as the length standard in the
calculation of the surface tension. The‘cup and drop are at the center
¢f 8 cylindrical susceptor which is heated inductively., The quartz jacket
enclosing the susceptor and drop connecte through an O-ring coupling to a
vacuum system consisting of a water cooled baffle and diffusion pump,
gauges, valves for admitting gases to the system, and a forepump. Quartz
windows at both ends of the tube allow eimultaneous photography and
temperature measurement of the drecp with an automatic pyrometer.

Figure 2 shows the central reglion of the heating tube in more detail.
The cup containing the silicon sitc on a tungsten platform which in turn
rasts on two tungsten rods. These rods extend well out of the susceptor

into a much cooler region of .ne heating tube. They are clamped to a
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Young-Laplace equation. The compar. .un can be made in several ways; we
are using the traditional Bashforth~Adams [6] procedure with modern drop
shape tables we have calculated which virtually eliminate iaterpolation
errors.
Although we have uaed the sessile drop technique previously to
measure the surface tension of gallium [7], the present experiments
require essentially new apparatus because of the high temperatures
involved. The melting point of silicon 18 1410°C and it is desirable to
make measurements to at least 1600°C in order to determine the temperature
dependence of the surface teansion. \

Figure 1 i8 a schematic diagram of the experimental apparatus. The
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silicon is contained in a cup which stabilizes the liquid drop and imposes

a circular crogss section on the drop base, thus reducing errors arising
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from anisotropic wetting often encountered using flat drop supports. The
outgide diameter of the cup 18 used as the length standard in the !
calculation of the surface tension. The cup and drop are at the center
of a cylindrical susceptor which is heated inductively. The quartz jacket :
enclosing the susceptor and drop comnects through an O-ring coupling to a
vacuum system consisting of a water cooled baffle and diffusion pump,
gauges, valves for admitting gases to the system, and s forepump. Quarte
windows at both ends of the tube allow simnltaneous photography and
temperature measurement of the drop with an automatic pyrometer.

Figure 2 shows tke central region of the heating tube in more detail.
The cup containing the silicor sits on a tungsten platform which im tura
rests on two tungsten rods. These rods extend well out of the susceptor

into a much cooler region of the heating tube., They are clamped to a
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stainless steel block at one end and rest freely on an identical block at
the other end. These steel blocks rest on the walls of the quartz tube.
The platform and cup can be moved along the rods and the entire assembly
translates inside the quartz tube. This device permits couvenient and
rapid sample insertion and removal.

The induction heater operates at 450 kHz and has a power rating
of 2.5 kW. This has proved adequate for these experiments if the
susceptor is insulated sufficiently. The most promising insulation we
have tried is zirconia, Zr0j, because of its low thermal conductivity and
outgassing rate. However, the stabilify ;f the insulatioﬁ in éonjunction
with the susceptor material is critical. In our initial measurements we
used zirconia wrapped about a tantalum susceptor. At operating teamperature
the tantalum reduced tv2 zirconia and generated volatile species according
to the following reaction [8]:

Ta(s) + Zr0z(s) = TaO(g) + Zr0(g)

Similar reactions can occur with other combinations of insulator and
susceptors (9). At present we are using zirconia insulation with molybdenum
susceptors. This combination is reported to be non—reacting up to 2200°C
[9, 10). Metallic heat shields cannot be used because the skin depth at
450 kH. is only 0.06 cm. Since the field decays exponentially as the
thickness over the penetration depth, a heat shield 0.006 cm thick reduces
the field by 10X, a power loss which would be intolerable with our equipment.

The susceptor is comstructed of two concentric cylinders of molybdenum
with the third, immer cylinder of tantalum because of its lower vapor
pressure. The total thickness is about 0.1l em, which is sufficient to

reduce the field to about 14X of the maximum val we. Thus the interior of

W ¢ i
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the susceptor is not field free. This may result in net forces on the
sessile drop which will cause distortions. Although we do not have
evidence for such distortions, it ie desirable to decrease this field
penetration.

Because of the very high reactivity of liquid silicon, the choice of
cup marterial is a critical feature of these measuremencs. Extensive
studiea of the compatibility of liquid silicon with various materials
have been made recently in coanjunction with the solar cell program of the
DOE. This research suggests that boron nitride is the most promising of
a very liaited group of materials [11]. Liquid silicon has a contact
angle with boron nitride of about 130° [11]. For ocur purposes a high
contact angle is desirable because it minimizes the wetting of the top
surface of the cup by the silicon with the attendent distortion of shape.
More ilmportantly, silicon does not dissolve boron nitride. Thus the
silicon is not grossly conteminated by cup material. The bonding between
the silicon and the boron nitride is sufficiently weak to preserve the
cup on cooling. Most materials bond strongly to liquid silicon and are
cracked by the differential thermal contraction on cooling. Thus the
boron nitride cups can be used for mauy experiments. Although the DOE
studies showed that silicon did acquire some free boron when in contact
with boron nitride, we do uot believe this will have a major effect on
our measurements because beron has a higher surface tension than silicon
and comsequently will not surface segregate. The development of a bulk
buron concentration will only increase the surface tension. Studies of

the boron silicon system indicate that 1 atomic perceat boron will raise

10
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the surface tension of silicon abcut 25 mJ/mz, i.e., approximately 3X (5).
This would be a very high bulk impurity concentration.

The silicon used in these early experiments i1s polycrystalline
material of six nines purity. The samples are cut from a large boule
using a carbide cut-off wheel. After rinsing in water and alcohol, the
silicon parallepiped is melted and soliditied on a flat bororn nitride
block to form a button with ioughly the shape of a sessile drop. This
button is then placed in a boron nitride cup and a sessile drop is formed.
The temperature of the silicon is raised to the maximum and the drop is
photographed as it is cooled to various temperatures by reducing the
power setting of the induction heater.

Results and Discussion

FPigure 3 shows the surface tension of liquid silicon as a function
of temperature for three different samples. Two sets of data are in good
agreement with each other: the third set lies about 40 mJ/m2 higher than
these points. The slopes, however, are nearly the same for the two
groupings of data. Linear regression anslysis gives slopes of

-0.245 % 0.012 ml and -0.237 % 0.025 moJ
mZK mZK

for the lower and higher data respectively where the range is the estimated
probable error. Thus our early measurements indicate the variation with
teaperature of the surface tension of silicon 18 approximately —0.24 nJ/a2K.
This data was acquired before the construction of the vacuum system; the
measurements were made in flowing argon which had been purified by passage
over hot titanium. The 40 mJ/m? difference in the two sets of data is

probably due to a different pariial pressure of oxygen in the flowing argon.
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It 1is possible, of course, that the surface tenslon difference arises
rvom a drop asymmetry which we cannot observe or to bulk contamination
with boron. These values of surface tension and the temperature variation
of the surface tension should be regarded as preliminary and as a
developmental step rather than a quantitative measurement.

We also show in Figure 3 as a dashed line the results of the Russian
measuremeuts refe:rred to previously which have oaly been reported in
summary form [5]. This curve is in fair agreement in absolute value of
the surface tensioi with our lower data. However, the temperature
variation 18 -0.1044 mJ/nZK, a value less than half that which we found.
Part of the discrepincy 18 due to the use of different density data.

The authors of referznce [5] claim to have measured the density and
report their results by giving a value for the coefficient Kp which
occurs in the expression

p - xp(r-1410).

B p1410

The value of K, for pure silicon they find 1s 0.1291 x 10‘33-/c-3x.

We have used ian our calculations of surface tension the density
measurements of Lucas [12] et al which are reported in detail, are
systematic, and in good agreement with less extensive meagurements by
others. Lacas finds K = 0.35 x 10 'gm/cn’K, a value significantly
dift. vent from the Ruseian work. I1f the lower K, 18 used to calculate
surface tensions with ocur drop measurements, the temperature variation of
the surface tension 18 reducad to -0.185 uJ/mz, a result still significantly
higher than that reported in the Russian work.

In surmary, we have developed the instrumentation required to measure

the temperature variation of the surface tenslon of silicon., Preliminary

12
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measurements in flowing argon using boron nitride cups to ccatain the
drops suggest that this temperature variation will be near -0.24 nJ/mlK.
In future work we will be making measurements in vacuum and in atmospheres
containing coutrolled concentrations of hydrogen and oxygen in order to
deternine the sensitivity of the silicon surface tension to oxygen partial
pressure. In addition, the effects of other container materials will be
investigated. Of particular interest is Si07 because of its wide use in
industrial silicon crystal growth. Some determination of the lmpurity
content of the uilicon after the surface tension measurements is highly
desirable to assess the extent to which the silicon is contaminated by
contact with the cup. We will characterize our samples using Auger

spectroscopy.

13
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Pig. 3. The surface teusion of silicon as a function of temperature
(preliminary results).
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Task 2

Convection During Unidirectional Solidification
R. J. Schaefer and S, R. Coriell !
Matallurgy Division
Center for Materials Science
and
G. B. McPadden and R, G, Rehm
Mathematical Analysis Division
Center for Applied Mathematics
SUMMARY
During solidification of a binary alloy at constant velocity vertically
upwards, thermosolutal convection can occur if the solute rejected at
the crystal-melt interface decreases the density of the melt. We assume
that the crystal-—melt interface remains planar and that the flow field is
periodic in the horizontal direction. The time-dependent nonlinear
differential equations for fluid flow, concentration, and temperature
are solved numerically in two spatial dimensions for small Prandtl
nuubers and moderately large S:hmidt numbera. For slow solidification
velocities, the thermal f£field has an important stabilizing influence;
near the onset of instability the flow is confined to the vicinity of the
crystal-melt interface. PFor fixed velocity as the concentration increases,
the horizontal wavelength decreases rapidly; a phenomenon also indicated
by linear stability analysis. The lateral i.homogeneity in solute concentra-
tion due to convection is obtained from the calculations. PFor a narrow
range of solutal Rayleigh numbers and wavelengths, the flow is periodic in
time.
Experimental observations of unidirectional solidification of succinonitrile

containing ethanol have revealed an interaction between convective

flow, interface shape, and the localized development of a cellular interface.

19
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The effect is attributed to thermally in¢, ced convection and can be modified
by changing the thermal field in the interface region.

In collaboration with M. E. Glicksman and Q. T. Fang of Rensselaer Polytechnic
Institute, and R. F. Boisvert of the Scientific Computing Division, we have
analyzed the stability of the parallel flow between a vertical crystal-melt
interface and a vertical wall held at a temperature above the melting point
of the rrystal. Three modes of instability occur: (1) a buoyant mode,

(2) a shear mode, and (3) a coupled crystal-melt mode. For Prandtl numbers
greater than approximately two, the coupled crystal-melt mode occurs at a }
lower Grashof number than the other two modes. These calculations and similar

calculations for a cylindrical geometry were motivated by and are in general

agreement with recent experiments on succinonitrile at Rensselaer Polytechnic i

Institute.

20
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Introduction

The general alm of this task 1s the theoretical and experimental study
of the fluid flow and solute segregation which occur during solidification.
The nature of the fluid flow, its effect on the shape of the crystal-melt
interface snd on the resulting distribution of solu;es is ewamined. In
particular, the role of solutal convection (gravity dri.. 7iow due %o solute
gradients) during the vertical directional solidificatio.. -,'a binary alloy
is8 considered both theoretically and experimentally.

We present a disscussion of the numerical calculations first and then a

description of the experiments: each Section can be read independently,

The results of a number of calculations of the fluid flow and concentration
field during directional solidification of an alloy with Prandtl number of
0.01 and Schmidt number of 10 are described in the Numerical Results section.
The experimental section describes the fluid flow and crystal-meit inter-
face shapes observed during the directional scolidification of succinonitrile
containing small additions of ethavol.

In an Appendix, we describe a linear stability analysis relevant to
experimental work being conducted at Rensseiaer Poytechnic Institute. As
described in the Appendix an interface instability occurs under conditions

for which in the absence of fluld flow, the crystal-meit interface would be
morphologlically stable.

21

A L AT T~ A B S e WD E LR | WAL ot AT TSRO LA Lribe



s Erpn—

o A

[ ———

P —— . - A

NUMERICAL RESULTS

The basic equations and methods for calculating the fluild veloclity,

solute, and temperature flelds during dire tional solidificati »n of a binary

alloy vertically upwards have previously been reported [l]. In this report

we present the results of a number of anumerical computations for an alloy

of Prandtl number P = 10"2 and Schmidt number Sc = 10. In general we will

use dimensionless variables; Tables I and II define dimensional and dimension-

less quantities, respectively.

The solutal Raylaigh number Rs* at the onset of convective instability

can be determined by linear stability calculations. Por convective modes of

instability, the results of the linear theery are approximately the same

whether the planar crystal-melit {aterface is allowed to deform or is maintained

rigid. The critical solutal Rayleigh number as a function of V/D is plotted iz

Fig. 1. 1In these calculaticns we have kept the imposed temperature gradieat

in the liquid constant so that Ra(V/D)* is constant; thus Ra decreases rapidly

as (V/D) increases. Pravious calculations [2-4] (see e.g. Table 3 of

ref. 2) have indicated that as V/D increases the therwmal field does not affect

the critizal solutal Rayleigh number. In fact, Hurle, Jakeman, and Wheeler [4]

shoed that for sufficiently large V/D the dependence of density on temperature
could be completely neglected, i.e., they set the Ra = 0, and obtained results

in agreement with those ef ref., 2, which corresponded to a liquid temperature

gradient of 200K/cm. Thue, linear stability theory indicates that for

small values of V/D, the the.mal field {s important while for large values

of V/D the thermal field i{s unimportant.

The different behavior in thede two regimes {8 further iliustrated in

Figs. 2 and 3. The critical bulk solute concentration C for the onset of

instability 1s plotted as a function of the horizontal wavelength A for

D/V = 0.015 and 0.15 cm 4in Figs. 2 and 3, regpectively. The concentrziion
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has been normalized by the minimum concentration C* as a function of wavelength;

thus C/C* = Rg/Rs*. Linear stability theory predicts that the amplitude of
a perturbation varies in time as exp [o (A)t]. For a given value of
C/C* > 1, there is a positive maximum value of g, as a function of A. The
wavelength corresponding to the maximum value of gy for a given value of C/C* is
indfcated by the dashed line iu Figs. 2 and 3. For D/V = 0.015, the wavelength
corresponding to the maximum growth rate, slowly decreases as C/C* increases.
In contrast, for D/V = 0.15 cm, the wavelength corresponding to the maximum
growth rate rapidly decreases as C/C* increases.

He note that the unperturbed melt density decreases with height 1if
Rs < kScRa/(P(k-1)) or Rs < 429 Ra for the values given in Table II. This
inequality holds for all of the non-linear numerical calculatious presented
in this report. Most of our numerical calculations have beea carried out for
D/V = 0.15 cm, where linear t?eory indicates that the thermal field 1s import-
ant and that the wavelength decreases rapidly with increasing solutal Rayleigh
number., For Rs/Rs*=! we choose the horizontal wavelength as that
correspoading to the onset of instability as determined by linear theory.
As the solutal Rayleigh number increases, we find that even though we gtart
with a given wavelength, the actual numerical solution has a smaller wave—
length, usually one half the original wavelength. We then use this new
wavelength as the starting wavelength for calculations at larger solutal
Rayleigh numbers. This behavior i3 {llustrated in Fig. 4. Por D/V = 0.15 cnm,
the wavelength at the onset of coanvection A, = 8.06 D/V. At Rs/Rs* = 1.62
and 1.65, the wavelength decreases to A,/2 and ),/3, respectively. At
Rs/Rs* = 3,5, the wavelength decreases again from A\y/3 to 1,/6. As will
be discussed, the numerical solution may depend on the initial conditions.
Over a narrow range o. Rs/R we have found time dependent solutions which

are indicated by the dashed line in Fig. 4.

23




Some tests of the numerical code have previously been described [l]. As a
further test, we carried out calculations at A = A, and Rs/Rs* = 0.977 and
1.020 on a (12, 36) grid and found no flow and flow, respectively, in agreement
with linear stability analysis.

Filgures 5-9 illustrate numerical results for Rs/Rs* = 1.29. In our aumerical
calculations, we use a dimensionless time, TN - tvlﬂz. We also define a dimen-
silonless time Tc based on the crystallization velocity, viz., Tc - VZCID, and
note that TC/TN = (VH/D)ZISc. In the absence of convection, the time for the
expounential concentration profile in front of the crystal-melt interface to
develop is of the order of T./k for k<<l. Specifically, for k = 0.3 the
interface concentration reaches 95X of its final value in a time corresponding
to Tc = 10.2 or Ty = 5.9 for (VH/D) = 4.17 as in Figs. 5-9. For Re/Rs* = 1.29, the
time to approach steady state in the flow, solute, and temperature fields corres—
ponds to ';N. = 1: as shown {n.Pig. 5 in which the maximum value of the stream
function is plotted agaianst time. In Figs. 6-7 we show the steady state gtream
function and concentration respectively as a function of position. At the
top boundary, we have assumed that the fluid velocity and perturbed temperature
gradieat vanish, and have used a mixed boundary condition on the solute
concentration, which ensures solute conservation [5]. The top boundary is an
artificial boundary, and we would like to place it sufficiently far from the
interface so that it does not influence the flow and solute segregation near the
interface. From Pig. 6-7 it is evident that the top boundary 1s having little
effect on the flow and solute concentration near the interface. As the solutal
Rayleigh number increases, the flow is less confined to the interface and even-
tually {t is not feasible in terms of computational times to move the upper
boundary far enough from the interface. As illustrated in Fig. 8, the solute

concentration ¢t the crystal-melt interface varies by 60Z. The average solute
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concentration at the incerface deviates by about 3% from the correct value

due to the finite mesh (9 x 36) usad ian the calculation. In Fig. 9 we show

the average solute concentration ian the liquid as a function of distance from

the crystal-melt interface. Por comparison, the exponential concentration pro-

file which would hold in the absence of convection is also shown in Fig. 9.
Over a narrow range of Rs/Rs* and A = 1,/3, we have found

time-dependent solutions. These are shown in Figs. 10-21; the calculations

were carried out on a (12 x 72) mesh with (VH/D) = 4.17 and Rs/Re* = 3.3,

Figs. 10 and 11 show the maximm value of the stream function and the

average interface conc utration in the melt, rervectively, as a function

of time. The period of oscillation is approximately ATy = 0.56

or AT. = 0.97, i.e., the interface has moved a distance 0.97 (D/V)

during one cycle. The magnitude of the average interface composition

oscillation 18 small, viz. about 1.6Z, which is considerably less than

the transverse gegregation of about 18X. The magnitude of the stream

function oscillation is considerably greater. Figures 12-2] show the

stream function and conceatration as a function of position at various

times during one period of the oscillation. It is clear from these

figures that the second vertical cell is undergoing the largest oscillation

with the stream function varying in magnitude from 0.119 to 0.234. Bote

that the flow does not reverse in direction; rather these are oscillations

superimposed on a base flow. This may explain why linear atability

calculations, assuming a motionless base state, have not revealed any

time dependent phenomena in this parameter range. We have also observed
that the steady state solution may depend on the initial conditinns,

i.e., there may be miltiple steady states. As initial counditions, we

have (1) perturbed a uniform concentration field, (2) perturbed a steady

state (exponential) concentration field, and (3) used a solution for a

25




particular value of Rs as the initial condition for a different value of Rs.
In Figs. 22-23, we show the steady state stream function and concentration
field, respectively, for Rs/Rs* = 3.6 using the oscillatory sclution at
Ks/Rs* = 3.3 (see Pigs. 10—-2]) as the i{initfal condition. In contrast,

Figs. 24-25 show the steady state stream function and concentration

field, respectively, for exactly the same conditions as Figs. 2z-23

except tilat the initial conditions consisted of a perturbed exponential
concentration field. For this case, the final solution has one half the
wavelength of the ianitial condition.

In FPigs. 26-27, the stream function and concentration fleld,
respectively, for Rsg/Rs* = 5.03 and (VH/D) = 4.17 are shown. Figs. 28-29
are identical to Figs. 26-27, respectively, except that (VH/D) and the
number of mesh points in the vertical direction have been doubled. It {1s
evident in Pige. 26 and 27 thgc the effect of the upper boundary 1s not
negligible. As can be seen 1; Fig. 28 with (VH/D) = 8.33, the strean .
function vanishes at a distance of approximately 5.4 (D/V) from the
intertace. The solute segregation at the interface i8 about the same in
Fig. 27 and 29, viz., 15X.

Figures 3-29 were for D/V = 0,15 em; in Figs. 30-33 we show the results
of a calculation for D/V = 0,015 c¢m, Rs/Rs* = 1.325 and Ra = 0.127, corres—
ponding to the same teaperature gradient as In Figs. 3~-29. As pte;iously
discussed, we do not expect the temperature field to astabilize the flow
since the Rayleigh aumber is very small. As shown in Figs. 30-31, even
ghough we have taken H = 20 (D/V), the flow is influenced by the upper
boundary, and is certainly not cenfined to the vicinity of the crystal-melt
interface. There are clearly fairly large lateral solute gradients far

from the interface. Fig. 32 shows the solute concentration at the crystal-melt
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interface; the solute segregation is about 60X. The average solure
concentration as a function of distance from the interface is compared
with the solute profile in the absence of convection im Fig. 33. The
average interface concentration and the average concentration gradient at
the interface are determined by the boundary couditions, and are {=l2pe:"2ut
of the fluid flow as can be se.n from Fig. 33. However, at about 2 D/V
trom the interface, the average solute concentration with convection is
about 40X higher than the unperturbed (convectionless) concentration.
Since the Rayleighk number was small for the results of Figs. 30-33, wve
carried out an identical calculation with Ra = 0 to deteraine whether the
thermal field can be completely neglected. The maximum value of the
stream function was 80X larger for Ea = O than for Ra = 0.127 indicating
that the thermal field plays a role even for Ra as small as 1.127.

The numerical results presented here provide insight into the solutal
convection which can occur du;ing directional solidification. The ranga
of parameters which can be studied is severely limited by the computational
times required for these calculations. Results for differeant values of
the distribution coefficient and temperature gradient in the liquid would
be desirable. We have limited the calculations to a Schmidt number of
ten, which 18 appropriate for semiconductors. The time to reach steady
state appesrs to be proportional to the Schmidt nmumber for large Schatdt

numbers so that calculations for metallic melts with Schmidt nuabers of

the order of 100 will take ten times as much computer time. The iateraction

of the solutal convection, which {8 driven by the adverse concentration
gradient near the crystal-melt interface, with the thermal convection due
to horizontal teamperature gradients in a real furnace 1s an important

area for further research.
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EXPERIMENTAL

BacEground

Succinonitrile containing ethanol provides a useful system for the
investigation of thermo-solutal effecta duriang solidification. The
density of ethanol being significantly less than that of succlinonitrile,
unidirectional upward solidification in this aystem leads to solute
distributions which are predicted to be unastable with respect to convective
perturbations. We previously determined the succinonitrile-rich end of
the phase diagram for this system aad, on the basis of the m2asured phase
dlagram parameters and the published physical properties of succinonitrile,
predicted the critical concentraticn of ethanol in succinonitrile above
which instability occurs, as a function of the velocity of upward
solid{fication. The predicted instabilities are efther ianterfacial, in
which case the wavelength 1a:qhort and the shape of the golid-liquid
interface deviates froa planarity, or convective, in which case the
wavelength 1s longer and the liquid above the interface starts to flow.

At a fixed temperature gradient, the concentratioa of ethanol required to
produce interfacial instability decreases with increasing solidification
velocity, while the concentration required to produce convective inatability
increases with increasing solidification velocity. At some compositions,
there therefore exists a range of solidification velocities im which
unidirectional upward solidification is predicted to he stable; above
this velocity range Iinterfacial instability is predicted and below this
velocity range convective instability is predicted.

Our experimental obgervations of solidification processes in the

region of these transitions have used both pure succinonitrile and

succinonitrile doped with an appropriate concentration of ethanol to
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investigate the behavior when a finite range of stable veiocitles 1s
predicted. Because of the low solute distribution coefficient for ethanol
in succioonitrile (k ~ 0.044), conceatrations of interest are very low

(2 -5 x 10”3 we.X ethanol) and the samples were thus made from ultra-
purified succinonitrile and sealed under vacuun.

Perfectly uniform upward solidification of a 3ubstance with a normal
thermal expansion coefficient ({.e., one which expands wirh increasing
teaperature) is convectively stable 1f no solutes are present. The
convective instability predicted for the succinonitrile-ethanol systen
arises from the rejection of the lower—density solute by the advancing
iaterface. In a real experiment, however, there are sources of convection
which may be described as purely thermal and which interfere with
obgervation of the effects predicted for truly unidirectional solidification.
Any factor which causes the ipotherms in the liquid to deviate from
horizontal planes will be a driving force for convective flow.

There are two important causes for thermally induced fluid flow in
the liquid above a soliiifying interface when unidirecticnal solidification
of & material in a tubuiar contalner is attempted by drawing the container
downward through a terperature gradieant. Pirst, heat losees or gains
thzough the container walls to the furnace or outside environment
aecessglly imply the presence of a raiial component in the temperature
gradient. These mus: be minimized by design of the crystal growtk
apparatus and by control of the interface pcsition. The second origin
for theraally induced convective flow is the distortion of the isotherms
by the container walls. When no solidification 18 taking place, thcre is

a gradient discontinuity at the solid-liquid intertace due to the different
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thermal conductivity of the solid and liquid. Because this gradient
discontinuity 1s not present in the container walls, the isotherms in the
region where the interfce meets the walls must be distorted from planarity.
Succinonitrile is unusual in that the thermal conductivity of solid and
liquid are, within experimeantal uncertainty, equal, so that at zero
solidification velocity this effect is not important. When solidification
starts, however, a gradient discontinuity is produced at the solid-liquid
interface by the emission of latent heat of fusion. The heat emitted per
unit area of the interface is vL where v is the velocity and L is the
latent heat (4.7 x 107 J/m3 for succinonitrile). Becausge in a typical
experiment the discontinuity produced by this latent heat is not negligible
compared to the externmally imposed gradients, a significant thermal field
distortion is produced by the container walls.

For the unidirectional solidirication of metals it is often possible
to use containers having much lower thermal conductivity than the metal,
in which case the thermal distortions caused by the container walls will
be small. However, lateral heat losses to the environment can be large in
metallic systems due to the high melting temperatures. For an organic
material such as succinonitrile, however, the thermal conductivity of the
container cannot be much lower than that of the material and container
wall effects are unavoidable. Radial heat losses to the environment,
however, can be small because of the low melting temperature. Thus
distortion of the isotherms may be similar in metallic and crganic systems,
although the most important cause of the distortion may differ.

In our experiments we have investigated the effects of radial
gradients on “uuidirectional” upward solidification under counditions

close to thos? predicted to result in solute-induced interfacial or
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convective instability, and have investigated methods to reduce the
effects of radial gradients. We have also measured densities of
succinonitrile-ethanol mixtures because earlier calculations were based
on estimated values.

Experimental Methods

a. Density Measurements

The dengity of pure liquid succinonitrile and succinonitrile containing
four different concentrations of ethanol (up to 6.67 wt.2) was wmeasured
by determining the temperatures at which calibrated standards with
densities of 0.9700, 0.9800, and 0.9850 hsd neutral bouyancy. Distilled
succinonitrile was used and messurements were carried out under air at
atmospheric pressure. The temperature of neutral bouyancy was determined
to within 0.3°C. _ .
b. Convective Flow During Unidirectional Solidification

Pure succinonitrile and succinonitrile-ethanol samples are contained
wvithin borosilicate glass tubes 19 am in diameter and approximately 50 cm
long. The residual impurity content of the succinonitrile samples, before
Aoping with ethanol, was found to be equivalent to approximately 1074
vt.2 (lppm) of ethanol, in terms of its effect on the solidus and liquidus
temperatures. Most experiments were carried out on a sample containing
2.6 x 1073 wt.2 ethanol.

To produce solidification, the sample tubes are drawn downward through
a temperature gradient altabiisﬁed by a thermostatically controlled lower
cold water jacket and an upp-v heater which i{s either a similar hot water

Jacket or an electric heater. Growth velocities can be from 0.4 to 10 m/s.
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An lmportant constraint for these experiwments is the requirement of
good visibility in the interface region. This can be attained only if
the ecylindrical tube is surrounded in the interface region by a medium
with a refractive index similar to that of the succinonitrile, but which
itself has a flat ocuter wall for microscopic observation. The best image
i8 obtained if the index-matching medium is8 a fluid contained in a flat-
walled outer container, but such a system could also undergo convective
processes which would tend to perturb the temperature field within the
solidification tube.

We have therefore surrounded the interface region of the solidification
tube with close-fitting transparent solid pieces vith flat outer windows.
Heaters have been incorporated into these pileces in the region of the
80lid-1liquid interface to provide control over the isotherm shape within
the sample tube. The heaters are in the form of a flat (pancake~like)
coll so that they can duplicete in the transparent solid the temperature
discontinuity existing in the sample at the solid-liquid interface. The
required heater power is proportional to the velocity of motion of the
sample: for a velocity of | um/s8, a heater power of about 0.5 W is
appropriate.

The sample tube i8 photographed from the side by a horizontally mounted
microscope. 710 measure couvective flow, small neutrally bouyant latex
particles are incorporated into the sample. These are photographed using
a triple flash exposure with unequal intervals between the flashes, to
allow determination of the direction of particle motion. The particles
are seen only in dark field illumination, but the interface shaps is seen

better in bright field illumination.
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Results
a. Density

The measured densities of succinonitrile—ethanol solutions are shown
in Pigure 34. The measured densities are close to those which are calculated
under the assumption that no change of total volume takes place wher the
two components are mixed, although a deviation from this behavior might
have been expected on the basis of the liquid-phase miscibility gap in
the succinonitrile—ethanol system. The lines of constant density lie
almost exactly parallel to the liquidus line in the composition and
temperature range which was measured. The density of the liquid at the
liquidus 18 thus constant, 0.9880 g/cu3. This leads to the unusual result
that the liquid at the surface of a succinonitrile crystal growing into a
succinonitrile—ethanol mixture has a constant density, no matter what the
shape of the crystal, so long as the ethanol concentration does not exceed
approximately 7 wt.X. Liquid not immediately at the surface, however, is -
not constrained to be at the liquidus and therefore has a variable density.

The measurements indicate & concentration dependence of liquid
density a. = ~(3p/3c)/p = 2.7 x 1073 (irt.l)"1 which 18 close to the
value used previously (3.07 x 1073 (we. )7L,
b. Coavective Flow During Unidirectional Solidification

When the succinonitrile sample is held stationary in the directional
solidification apparatus, the solid-liquid interface is horizontal and
very slightly concave upwards. The amount of this councavity, which
probably results from a small radial heat loss, depends upon the position
of the interface between the hot and cold jackets, the nature of the

surrounding medium, and other details of the growth apparatus design. A
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concave interface indicates that the liquid in the center of the tube 1s
warmer than that near the wail at the same level. Therefore, as expected,
there is an upward flow of liquid in the center and a downward flow closer
to the walls, with the liquid immediately above the solid-liquid interface
moving radially {mward. The upward flow velocity at the tube center 1s
typically 10 ym/s. The only microstructural features present at the
interface in either pure or ethanol-doped samples are faint grooves due

to grain boundaries or sub-boundaries.

When solidification is produced by drawing the sample tube downward,
the solid-liquid interface becomes strongly concave in either pure or
ethanol-doped succinonitrile. Simultaneously there is a substantial
increase in the velocity of upward flow at the tube center (to about
40 ym/s for a growth velocity of 2 im/s). The pattern of the flow
repains unchanged. .

These flow velocities are sufficienrly large that they can be expected
to seriously distort the solute distributf{on in the liquid above the
solid-liquid {nterface. It was found, however, that the pancake—shaped
auxiliary heater surrounding the interface region could be effective at
altering this flow pattern.

When the auxiliary heater ia not used, the convective flow can result
in a transient macroscepic interface shape change which thean leads to a
localization of interfacial instabilities. The sequence of events which
constitute this phenomenon is as follows:

a. The interface is equilibrated in its almost planar configuration

at zero growth velocity.
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b. Growth is started at a velocity somew' -t less than that which s

P N

expected t. produce interfaclal instabilities.

c. The interface becomes concave upwards as a result of the heat
flow effects mentioned above.

d. Pollowing an incubation time which dependq on the growth velocity,
an additional deeper depression develops in the center of the concave
interface. The size and shape of this depression also depends on the
growth velocity.

~e. The depression deepens rapidly and interfacial instabilities
develop within 1it.

f. The cellular interface within the depression advances rapidly
and catches up ta the general contour of the concave interface.

g. The concave interface then propagates at steady state with a
central cellular region in the area where the depression had been.

The {ncubation time for development of the depression 1is longer at
lower growth velocities. At 1 um/s, the depression has not been
observed, and the interface remains bowl-shaped but smooth (no interfacial
instabilities). At 2 ym/s the conditions for formation of the
depression are apparently marginal and the incubation time in different
rung was found to be between 26 and 125 minutes. At a growth velocity of
3 /s the incubation time was 13 to 15 minutes. At 4 m/s the
incubation time becomes more difficult to define because of shape changes

(82e below) which make the pit less distinct from the overall concavity

oy

of the interface.
The traunsient interface pit takes its most dramatic form under the :
most marginal conditions for its formation. Thus in the 2 ym/s run in

which the pit took 125 minutes to develop, the pit was very deep, narrow,
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and pointed before a cellular structure daveloped near its bottom and

spread upwards along the walls (Figure 35 a). At faster growth rates, or

when the growth conditions at 2 um/s were som.what different and the

pit formed more rapidly, the pit was broader, shaliower, and more rounded

when the cellular structure developed within it (Figure 35 b). After the

cellular interface formed within the pit, c2lls spread rapidly up the

sides of the pit as far as the point where the plt merged into the overall

bowl-shaped interface. The pit reglon then filled in rapidly with cellular

material until the leading edge of this material was essentially coincident

with the overall bowl-shaped contour of the interface. Fig-re 36 shows

the development of the pit in & run at 2 p./s. The position, relative

to a fixed point i the apparatus, of the bottom of the pit is shown:

after the cellular substructure develops, the positior c. the first solid

(the leading edge of the cells) and the last liquid (the last entrained

intercellular liquid) are shown.

After the development of the ce.lular interface in the central pit,

the canvective flow pattern in the liquid above this region is different.

Many particles are seen indicati.g fluid flow downward into the central

cellular interface. The flow appears to be less regular than the simple

pattern which prevails before the cells

\

discerned its detailed structure.

devolop, but we have not yet

When the auxiliaryedheater gurrounding the interface 1s.actdivated,

the formation of the cehtral pit’can be

-

suppressed, Ideally, the heater

would be located exactly at the interface level and would transfer heat

uniformly to the sample container walls
difficult to arrange that the interface

heater because the vertical position of
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from all sides. In practice 1t is_
lies exactly in the plane of the

the Iinterface is affected by many
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factors including the growth velocity and the auxiliary heater power.
Circuxferentially uniform transfer of heat to the container walls can
also only be approximated. Nonetheless, auxiliary heaters are very
effective at changing the convective flow pattern and eliminating the
central pit.

As an example, on one run at 2 ym/s a central pit developed 33
minutes after the start of growth and the interface within the p! then
became cellular. The auxiliary hesater was then turned on and its power
level adjusted to give, as closely as possible, a flat interface near the
walls of the sample tube. After approximately 30 minutes, the central
cellular region of the interface had disappeared. The interface at this
point was relativcly flat but tilted to one side: the convective flow in
the liquid was downward on one side of the tube (where the tilted interface
was higher), across the tube fpove the interface, and upward on the
opposite side (where the interface was lower). Similarly, if growth {is
started when the heater 18 activated to an appropriate level, the central

pit does not develop.

Discussion

Thes.» experiments have demonstrated the importance of a previocusly
unrecoreded interaction between couvective flow, interface shape, and the
development of cellular interfaces. Ag observed in the succinonitrile-
ethanol system, the effect occurs over a small range of growth velocities,
but this range of growth velocities is an important one because it
represents the conditions which might be chosen for an attempt to grow a

crystal of homogeneous, cell-free material. The predicted velocity for
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interfacial instability in the system used for these experiments 1s
approximately lU ym/s (depending on the value of the temperature
gradient, which is close to 10 K/cm), and the interactive effects were
observed at growth velocities of 2 to 4 pm/s. In addition to being
limited to a narrow velocity range, the effect is transient in nature,
with the result that the evolution ¢f interface shapes by this process
will not be understood 1f observations are not sufficiently frequent.

Figure 37 summarizes the nature of these interactions in pure and

“solute—doped systems. At zero growth velocity, the solid-liquid interrace
in either system can be planar and horizontal. When solidification
occurs, the thermal effect of the container walls results in a concave
solid-liquid interface and a convective flow pattern in which the liquid
above the golid-liquid interface sweeps radially inward and then up along
the tube center. .

In the pure material, the interface remains smooth and bowl-shaped.
If solute 18 present, the radial inward flow redistributes the solute
rejected by the interface and the concentration at the interface 1is
r.ghest in the central region. The resultant local depression of the
melting point in this reglon causes the formation of the pit, which
becomes progressively deeper as the geometry for diffusive and convective
removal of solute becomes less favorable.

The absence of the pit in the pure system, and the fact that the pit
formation can be suppressed by the auxiliary heaters, both support the
interpretation that the pit formation is the result of lateral redistribution
of solute at the solid-liquid interface. Formation of a macroscopic pit
is possible only if the interface does not immedilately become morphologically

unstable, and the observed velocity dependence meets this coundition.
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Table 1. Definition of aymd " used for physical quantities.
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(kinematic viscosity)

(thermal diffusivity of melt)

(thermal diffusivity of crystal)
(d1ffusion coefficient of melt)
(acceleration of gravity)

(thermal coefficient of expansion of melt)
(solutal coefficlent of expansion of melt)
(thermal conductivity of melt)

(thermal conductivity of crystal)
(distribution coefficient)

(bulk concentration of solute)

(bulk concentration corregponding to onset of convection)
(temperature gradient in melt)

(melt height)

(crystal growth velocity)

(horizontal wavelength)

(time)
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Table 2. Dimensionless quantities used in calculations (unless otherwise

specified)

Ratio of Thermal Conductivities

Ratio of Thermal Diffusivities
Distribution Coefficient

Schmidt number

Prandtl number

Thermal Rayleigh number

Critical solutal Rayleigh number
Dimenslonless Crystal Growth Velocity
Ratio of solutal Rayleigh number,

to critical soiutal Rayleigh number

Ratio of melt height to horizontal wavelength

ki /kg = 1.0

k/eg = 1.0

k = 0.3

Sc = ¥/D = 10.0

P = V/x = 0.01

Ra = (gaG,/Ve)(D/V)® = 1268.
RS = (ga Ca/VD)(D/V)3 = 963.
VH/D = 4 - 20

Bs = (ga.C,/VD)(D/V)3,

Rs/RE = VARIOUS VALUES

H/A = VARIOUS VALUES
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RAYLEIGH NUMBER

Pig. 1.

107

rrriry vy o
10° 10' 10° ) 10°
V/D cm

The solutal Rayleigh number, Rs, at the onset of convection as a
function of the ratio of interface velocity, V, and the diffusion

congtant, D. The temperature gradient in the melt was kept
constant 8o that the thermal Rayleigh number, Ra, varies as the

inverse fourth power of V/D. The values of the other parameters
are given in Table 2.
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C/Cx»
0.01.0 2.0 3.0 4.0 5.0 6.0 7.0 8.0

LINERR THEORY FOR D/V = .015 CM

ZERO GROWTH RATE
............ MAXIMUM GROWTH RATE

-
ot
-
-t
rTrrry T LR AAR] T LRI BRRARE 1

Pig. 2

10° 10' 10°
WAVELENGTH

The normalized critical bulk solute concentration, C, at the onset
of convection as a function of the horizontal wavelength (in units
of D/V = 0.015 ca.) of a sinusoidal perturbation. The wavelength
corresponding to the maximum growth rate of the perturbation is
indicated by the dashed line.
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0.0 1.0 2.0 3.0 4.0 5.0 6.0 7.0 8.0

1

B

1

LINEAR THEORY FOR DB/V = .15 CM
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Fig. 3.

1rrn° T T T rﬁnri T 11 T_ITYTIz )
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WAVELENGTH

The normalized critical bulk solute concentration, C, at the onset
of convection as a function of the horizontal wavelength (in units
of D/V = 0.15 cm.) of a sinusoidal perturbation. The wavelength
corregponding to the maximm growth rate of the perturbation is
indicated by the dashed line.
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NONLINEAR CALCULATIONS FOR D/V = .15 CM

C/Cx»

ITIYTO T LA TITTTTx 17T 1T 1T TT1TTT] 2 1
10 10 10
WAVELENGTH

Fig. 4. The wvertical lines indicate the wavelengths and solute concentrations
for which numerical calculations were carried out. The horizontal
lines indicate values of solute concentrations for which the wave-
length decreases. The solid curve is the same as in Fig. 3.
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Fig. 5.

STREAM FUNCTION
Rs = (1.29]Rs¥

1

0.00 0.05

T 1 1 T 1

L
0.0 4.0 8.0 12.0 16.0 20.0 24.0
TIME

The paximum of the stream function as a function of time (in units
of H¢/v) for Rs/ = 1,29, VH/D = 4,17, and H/XA = 0.517.
The values of the other parameters are givean in Table 2.
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Fig. 8.

INTERFACE CONCENTRATION

T T R
-0.5 0.0 0.5 1.0 1.5

X/ A

The steady state interface concentration in the melt for two

wavelengths in the lateral direccion for the same parameters as
in Fig. 5.
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Fig. 9.

4.0-1

— STEADY SOLUTION,
(RVERAGED HORIZONTALLY)

3.0 ---- UNPERTURBED SOLUTION
>
(@)
—d
E'—‘
E
=  2.0-
=
(3
(-
=
-]
O
1.0

0.0 1.0 2.0 3.0 4.0
Z

The sverage steady state concentration in the melt as a function

of the distance (in units of D/V) from the crystal-melt Iinterface
for the same parameters as in Fig. 5. The dashed line indicates

the coancentration in the absence of convection.
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STREAM FUNCTION

ggu VW\J\’\IWW\!\!WW\[\(WWWW

-
0.0 4.0 8.0 12.0 16.0
TIME

Fig. 10. The maximum of che stream function as a function of time (in units
of HZ/v) for Re/RE = 3.3, VH/D = 4.17, and H/A = 1.551. The
vzlues of the other parameters are given in Table 2. The stream
-function i{s periodic in time; the spatial variation of the stream
function during one cycle is shown in Figs. 12-16.
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CONCENTRATION

Cove
3.0

2.5

2.0

0.0 4.0 8.0 12.0 16.0

Fig. 1l. The average conceatration at the crystal-melt interface as a function
of time for the same parameters as in Fig. 10. The spatial variation
of the concentration during one cycle {s shown in Figs. 17-21.
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Fig. 12.

STRERM FUNCTISN CENTAR MAP RT T = 18.65
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The stream function as a function of position at dimensionless time
16.65 for the game parameters as im Fig. 10.
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Fig. 13.

STREAM FUNCTIBN CONTBUR WHP AT T = 16.79

CNTER M -. 200 v N CONER INRW. & .THB-0N PTG . DGAN

The stream function as a function of position at dimensionless time
16.79 for the same parameters as in Fig. 0.
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STRERM FUNCTIEN CENTBUR MAP AT T = 16,89

GIER N - N W .mn CRTIR IR ¥ .- PN -, ROERD-OE

Pig. 14. The stream function as a function of position at dimensionless
time 16.93 for the same parametervs as ia Fig. 10.
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STRERM FUNCTIBN CONTBLR MAP AT T = 17.08

v

CNTER M -.1E? w .uam CITER Tl ¥ .2N5-001 M= -, 10M-00R

Fig. 15. The stream function as a function of position at dimensionless
time 17.08 for the same parameters as in Fig. 10.
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Fig. l6.

‘he stream function as a function of position at dimensionless
time 17,22 for the same parameters as in Fig. 10.
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CBNCENTRATIEN CANTBUR NP RT T = 18.85
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The solute concentration as a function of position at dimensionless

time 16.65 for the same parameters as in Fig. 10,
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Fig. 18. The solute concentratlion as a function of position at dimension-
less time 16.79 for the same parameters as i{a Fig. 10.
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Fig.

13. The solute concentration as a function of position
less time 16.93 for the same parameters ac in Fig.
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CONCENTRATISN CONTEUR MAP RT T = 17.08
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The solute concentration as a function of positiou at dimension-
less time 17.08 for the same parameters as ia Fig. 10,
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CENCENTRATIBN CBNTBUR MAP AT T = 17.22
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Fig. 21. The solute concentration as a function of position at dimension-

less time 17.22 for the same parameters as in Fig. 10.
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Pig. 22,

STREAM FUNCTIBN CBNTBUR MAP RT T = 21.88
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The gteady state stream function as a function of position for
Rg/RE = 3.6, VH/D = 4.17, and H/A = 1.552. The values of

the other parameters are given in Tgble 2. The initial sgtate
for this solution was the solution perlodic in time shown in
Pigs. 10-21 with Rs/RE =~ 3.3
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CENCENTRATIEZN CBNTBUR MAP AT T = 21.88.
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The steady state concentration as a function of position for the

same parameters as in Fig. 22.
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Fig. 24.
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The steady state <-:»iw funztion as a function of position for

Re/RE = 3.6, VH/D = 4.17, and H/XA = 1.552 (same as Figs. 22-23).
The initial state for this solution was a perturbed exponential
concentration field. The steady state solution has one half the
wavelength of the initial state. Comparison with Fig. 22 indicates
that the steady state solution depeuds on the initial conditions.
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CONCENTRATIEN CBNTBUR MRP AT T = 10.21
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Pig. 25. The gteady state concentration as a function of position for
the same parameters as in Fig. 24.
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STREAM FUNCTIBN CENTBUR MRP AT T = 10.15
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Fig. 26. The gteady state stream function a
s a function of positi
Rs/RS = 5.03, VH/D = 4.17, and H/A = 3.104. The vglzes on for

of the other parameters are given in Table 2.

§

”,mb-.. e



CENCENTRATIEN CENTBUR MAP AT T = 10.15
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Fig. 27. The steady state concentration as a function of position for the
same parameters as in Fig. 26.
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Fig. 28.

The steady state stream function as a function of position for
Rs/RE = 5.03, VH/D = 8.33, and H/A = 6.208. The ralues of
the other parameters are given in Table 2. This calculation

is identical to that of Fig. 26 except that the height has
been doubled.
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Fig. 29.

CONCENTRATIEN CENTBUR MRP AT T = 3.13

The steady state concentration as a function of position for the
same parameters as in Fig. 28.
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Fig. 30.

YTREAM FUNCTIEN CENTBUR WP RT T = 3.41
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The steady state stream function as a function of position for
Rs/RE = 1. 33, VH/D = 20.0, H/A = 1.547, Ra = 0.127,

~ 6,78, and D/V = Q. 0.5 cm. The values of the other
parameters are given in Table 2.
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INTERFACE CONCENTRATION
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The steady state lnterface concentration in the melt for two
wavelengths in the lateral direction for the sawe parameters
as in Pig. 31l.

Pig. 32.
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Fig. 33.

4.0
STEABY SOLUTION,
(AYERAGED HORIZONTALLY)
3.0 e UNPERTURBED SOLUTION

CONCENTRATION

0.0
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0.0 10.0 20.0
Z

The average steady state concentration in the melt as a functfion
of the distance (in units of D/V) from the crystal-melt fntertace
ror the same parameters as in Fig, 30. The dashed line

indicates the concentration in the absence of convection.
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TEMPERATURE (°C)
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Fig. 34.
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ETHANOL CONCENTRATION (wt %)

Temperature and composition dependence of th. density of dilute solutions
of ethanol in guccinonitrile.
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Fig. 35. Ceniral pits formed duriung ithe soviidificarion of succinonitrile containing
2.6 x 1073 wt.% ethanol.
a. at a growth velocity of 2 ym/s.




Fig. 35. Central pita foruwed during the solidification of succinonitrile containing
2.6 x 1077 wr.% ethanoi.

b. at a growth velocity of 3 um/s.
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function of time following the start of growti ‘2 wm/s. The pnsition

of the bottom of tha pit {s plotted until the cellular structurc develops
the leading and trailing edpes of the cellular structure are then show?.

Fig. 36.
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APPENDIX
Coupled Convective Instabilities at Crystal-Melt Interfaces
§. R. Coriell, G. B. McFadden, and R. F. Boisvert
National Bureau of Standards
Washington, D.C. 20234
and
M. E. Glicksman and Q. T. Fang
Materials Engineering Departomeat
Rensselaer Polytechnic Institute
Troy, NY 12181

The interaction between fluid flow and the crystal-melt {nterface is
of cen*ral importance in determining the solute distribution in the
golidified material, which 1o turn determines its propertfes. The effect
of convective flow on morphological stability has been recently reviewed
{1}]. Calculations by Delves [2] showed that a flow parallel to the
crystal-melt interface could increase stability and give rige to traveling
waves on the interface. TheAinCetaction of morphological instability
with a melt subject to thermosolutal instability has also been studied
{3}. In both these cases, morphological instability occurs evem in the
absence of fluid flow, although in gereral the critical value of the
parameter for the onset of instability is changed by the flow.

Recent experimenta [4-7] have demonstrated an interface instabiiflty
ut. .c conditions for which in the absence of flow, the crystal- uelt
interface would be notphologicaliy stable. In these experiments, a long
vertical cylindrical saumple of high purity succinonitrile was heated by
passing an electrical cucrent through a long, coaxial, vertical wire, so
that a vertical melt annulus formed between the coaxial heater and the
surrounding crystal-melt ioterface. The outer radius of the crystal was

aaintained at a constant temperature below the melting point (58.1°C).
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With this arrangement the temperature increases in the melt and decreases
in the crystal with distance from the crystal-melt interface, and
consequently the interface would be morphologically stable in the absence
of fluid flow.

Buoyancy dictat-s that the fluid flows upward near the heated wire
and downward near the crystal-melt interface. There are analytic solutions
of the fluid flow and temperature equations in which the flow velocity is
vertical and the flow velocity and temperature are functions of the radial
coordinate alone. Choi and Rorpela [8] and Shoaban and Q0zisik [9] have
calculated the critical Grashof number for axisymmetric instabilities of
the axisymmetric flow between two vertical, infinite, coaxial, rigid
cylinders held at different temperatures. We [6] have repeated these
calculations by a differeat numerical technique and for physical properties
appropriate to succinonitrile (Prandtl number of 22.8). The flow between
two vertical infinite coaxial cylinders containing succinonitrile is
unstable to an axisymmetric perZurbation above a Grashof aumber of 2150
and the wave speed of this perturbation is comparable to the unperturbed
flow velocity.

When these calculations are carried ocut with the outer rigid cylinder
replaced by a crystal-melt interface, quite different results are obtained.
The onset of instability occurs by an agymmetric mode at a Grashof number
of 176, which {s in agreemeut with experiment. The linear atability
calculations indicate that the deasity change on solidification and the
crystal-melt surface tension are of little importance in determining the
instability. The .:1_ulations predict that the period of oscillation
(time for the vave to traverse one wavelength) 1is proportional to the

fifch power of the gap width (the difference between the radius of the
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crystal-melt interface and the wire radius). This has been verified
experimentelly with the period of oscillation ranging from 300 to 60000 s.
In order to understand better the “coupled mode” of instability, we
use linear stability theory to analyze a simpler geometry, viz., we
consider the atability of the parallel flow between a verticsl crystal-
melt interface and a vertical wall held at a temperature above the melting
point of the crystal. Three modes of instability occur: (1) a buoyant
mode, (2) a shear mode, and (3) a coupled crystal-melt mode. The first
t#o modes are well knoun from previous research [10] on the instability of
the flow between two vertical walls. The behavior of these modes as the
Prandtl number varies will also be described.
Theory
We consider an (x, y, z) Cartesiaa coordinate system such that in the
unperturbed state the region x < 0 is crystalline, the region 0 ¢( x < L
is molten, and at x = L thare is a rigid isothermal wall, whose temperature
is greatar thar the melting point of the planar crystal by an amount AT.
We assume that the force of gravity acts in the negative y direction and
that all quantities are independent of the z—coordinate. We measure
lengths in units of L; temperature T in units of AT; time t in units
of L2/v, where v 18 the kinematic viscosity, and velocitles in units of a
reference velocity U, which will be specified subsequently. The
dimensionless equations for the fluld velocity u and the temperature are,

in the Boussincsq approximation

Ve u =0, (1)
( 3/3t) + Re (us9)u = - Vp + V& + (G/Re)TS, (2)
(3T/3t) + Re u«¥T = (V2T)/P, (3)
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where Re = UL/v is the Reynolds number, p 18 a dimensionless | (roaure,
G = gaATL3/vZ is the Grashof number, 3 is a unit vector in the -
direction, P is the Prandtl number, g 18 the gravitational acceleration,
and a 18 the coefficient of thermal expansion. The temperature Tg in
the crystal satisfies

(3Tg/3t) = v2T/pg, (4)
where Pg = Px/xg = v/xg and x and xg are the thermal diffusivities of
the melt and crystal, respectively.

The boundary conditions at the crystal-melt interface are that the
tangeatial component of the fluld velocity vanishes and that the normal
component satisfies

usn = ~ g(ven). (5)
Here n is the normal to the crystal-melt interface, e = -1 + ps/oL,
pg and py, are the crystal and melt densities, respectively, and v
is the local golidificatiocn velocity. At the crystal-melt interface, the
temperature is continuous and equal to the equilibrium temperature, viz.,

Tgr = T = -TK, (6)
where the sulscript I denotes evaluation at the crystali-melt interface.
Temperature is merasured relative to the dimensionless melting point EH/AT
of the nlanar crystal-melt interface, T = Tyy/(LEyAT), y is the
crystal-melt surface free energy, H, 1s the latent heat of fusion per
unit volume of solid, and K is the mean curvature of the crystal-melt
interface. Conservation of energy at the ciystal-melt interface requires

Aven) = (~keVT + VTg)+m, )
where A = VHyRe/kgAT and ky is the ratio of the thermal conductivity

of the melt ki to that of the crystal kg.
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At the rigid wall y = ], «

u=20 (8)
and

T=1. (9)
In the crystal we require that far from the crystal-melt interface, the
temperature gradient is constant and assumes a value such that the
unperturbed planar interface 1is stationary.

A solution of the differential equatious satisfying the boundary

conditions is

uge = [1/6 = (x - 1/2)2][(G/6Re)(x-1/2) + 61], (10a)
T, = X, (10b)
Tso = keX, (10c)
Po = [G/2Re - 121]y, (10d)

where I 18 the uet flow in the y-direction, i.e., the integral of uy from
x = 0 to x =1, The subscripts x aad y denote the x and y components of
u and the subscript o denotes the uaperturbed or base flow and temperature
fields.

We examine the stability of the flow with respect to small
perturbations. We decompose tne fluid velocity, temperaturz fields, and
crystal-melt interface shape xy into an unperturbed and perturbed part,
and assume that the y and t dependences of the perturbed quantities are
of the form FP(y, t) = exp ({wy + ot), where w 18 a spatial frequeancy and
o= o0y + 10y 13 a complex number which determines the temporal
behavior of the system. If op > O for any value of w, the system is

unstable. We write
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u, = W, (x)F, (lla)

Uy = uyg + Wy(x)F, (11b)
T = x + T(x)F, (11c)
Tg = kex + Tg(x)F, (11d)
P = po + P1(X)F, (11le)
Xy = 6F, (11£)

where § is the amplitude of the perturbation of the crystal-melt interface.
1 The linear ordinary differential equations for the perturbad

quantities, Wy, Wy, p], T, and Tg can be written as

| DWy + iuly = 0, (12a)
\Wy + 1uDWy + Dp = O, {12b)
~Re(Du W, + (n? - M, - lup) + (G/Re)T = 0, (12¢)
-PRed + (D2 - AT = 0, (12d)
(02 ~ w? - PoO)Tg = 0, (12e)

where D = (3/3x), A = w? + o + 1uReu, , and Aj = w? + P(c + iuReu ).
The perturbed temperature field in the crystal, Tg, can be found analytically
and 1s of the form exp [(m2 + Pso)llzx].

Tt 1s desirable for purposes of numerical computation to prescribe the
boundary conditions at x = O rather than at the crystal-wmelt Iinterface x = xj.
This is easily accomplished in linear theory because any function, e.g., f(x),
evaluated at x = xy = &r can be written as f(xy) = £(0) + 6F(3f/3x), where
the partial derivative is evaluated at x = 0. Upon eliminating Tg and §,
we find the following houndary conditions for the fluid variables, Wy,

Hy, and T at x = O:
(1 + rwz)xewx - €oT = 0, (13a)
(1+ sz)wy = (Duy )T = O, (13b)

(2 + Pea) 20 + Tw?) + oA/RelT - k_(1 + Tw?)(31/2x) = 0. (13c)
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These boundary conditiouns are furhter simplified by taking I' = ¢ = O.
It is not surprising and aumerical calculations have verified thdat these
are excellent approximations.

The boundary conditions at the rigid {sothermal wall at x = | are

Wy =Wy =T =~0. (14)

In order to understand the physical mechanism of instabiiity, it is
useful to compute the average kinetic energy of the perturbed flow tield.
The average kinetic energy in the disturbances is obtained by integrating
the quantity (Real ux)2 + [Real(uy - uyo)lz, as given by eq. (11), over a
basic cell baving unit width in "he x—~direction and one wavelength
(2¢/n) in the y—direction (Rea’ indicates the real part of the complex
functions uy and uy). At the onset of instability (or = 0) the rate
of change of the kinetic ewnurgy in the disturbance vanishes, and from
eqs. (i2b) and (12¢), it fol%owa that

—(p)wxlz + lnuylz + “zl"xlz + @ l? + (orre) {Real(T *))

- Re(Duyo)(Real(W, %)) ~ Real[W (0)DU*(0)] = O, (15)
whera the < > fndicates integration from 0 to 1 in the x-dicection and
the * indicates the complex conjugate. The sum of the iirast four terms
repres nts energy los’ o viscous diassination o-] 1y always negative, It
is balanced by tue s.. of the remain 1g three t-rms. We denote {he terms
proportional ter G and (D“yo) as buoyant and shear terms, respactively.
The remaining term Wy DMy evaluated at x « 0 i8 due to the crystal-melt
interface ard would vanish for a rig’d interface. In the results to be
presented subsequently, we have found modes of instability for which one

of the turms, l.e., buoyant, shear, or interface, is dominant.
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The numerical methods used to solve the linear .. . NIFTERNE
defined by the differential equations [egs. 12a-d] and the '+ udaty conditions
{eqs. 13-14] are all similar to those described previously [3]. We
usually viry G and oj, keeping o, and all other parameters constant,
until a solution of the differential equations is found which satisfies
che boundary conditions. The program SUPORT [l1] i8 used to solve the
differential equations, aud the program SNSQE [12-13] is used for the
non-linear itevration procedure. Calculations of the critical Grashof
number for the flow between two rigid plates are iu agreeaent (to 4
significant figures) with Table 3 of Korpela, Gozum, and Baxi [l4].

Numerical Results

For the calculations reported here, we have taken I = 0 (see eq. 10a)
so that the net flow in the y-direction vanishes, and we choose our
reference velocity U such thqt Re = G, PFurther we take ' = ¢ = 0
and kg = P/Pg = [, i.e., we neglect both the crystal-melt surface energy
and the density change during solidf{fication, and we assume that crystal
and melt have the same thermal proper-ies. In wmost of our calculations
we set A = vHvRe/ksAT - vaaL3/ksv = 1.017(10“), which corresponds to
succinonitrile with L = 0.25 cm. The corresponding valve of A for
lead with L = 0.25 cm 1s A = 625. In general we calculate the onset
of instability viz. o, = 0. For the Prandtl nuaber P and all other
param:ters fixed, we calculate the Grashof number C and g4 as fuanctions
of the spatfal frequency w for gr = 0. Typical results fo_ succinonitrile
P = 22.8 are shown in FPigures 1-4. As previously discussed the instabilities
can be characterized as buoyant, shear, or interface., For P = 22.8, the
mode with the lowest Grashof number shown in Figure 1 is primarily an

interface mode. The next highest branch represents a buoyant mode,



»e

MRy = -

followed by a shear mode at higher va'ues of G. The interface mode is
shown in more detail in Figure 2, where values of o{ as a function

of w are also included. Note that oy < 0, meaniny that the interface
deformation propagates upward, whereas the base flow 1s downward near the
laterface. The buoyant mode is shown in FPigure 3 and has a gy value
three orders of amagnitude greater than the interface mode. There 18 also
a shear mode with a minimum Grashof number of 6200 shown in Figure 4.

The variation of the shear and buoyantimodes of ingtability as a
function of Praudtl number for the flow between two vertical rigid walls
has been described by Gershuni and Zhukhovitskii [10]. In Pigures 5~7, we
show the behavior of the various modes as a functiou of Prandtl number
for the crystal-melt {interface. Figure 5 ghows the minimum Grashof number
(as a function of w) as the Prandtl number varies. In Figures 6 and 7,
we have plotted ¢4 and w, reqpectively, as a function of Prandtl
number; the oy and w curves correspond to nminimum values of the
Grashof number as a function of w. The buoyant mode, which has a large
value of gy and a large wave gpeed (comparable to the unperturbed
flow velocity), is hardly affected by the presence of the crystal-melt
interface, and {s essentially identi{cal to the buoyant mode for a rigid
boundary. For high values of the Prandtl number the Grashof number for
the interface mode is two orders of magnitude lower than the Grashof
nunber for the shear mode of instability. 7Aa the Prandtl number decreases,
the interface and shear modes approach each other, while the Grashof
number for the buoyant modes rises abruptiy and is much larger than the

Grashof number for the shear mode for Prandtl numbers less than 10.
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At a Prandtl number of 2.5, a plot of Grashof numbe. .o v L. tion
of w, shown {n Figure 8, has two minima, which correspond to the two
Grashof numbers appearing in Figure 3. The size of each of the last
three terms appearing in eq. (15) are shown in Figure 9; that is, the
shear term (dashed line), the buoyant term (dot-dashed lire), and the
interface term (solid line). Positive values indicate a destabilizing
influence gince the term tends to increase the kinetic energy of the
disturbance to the main flow, whereas negative values indicate a
stabilizing influence. At wavenumbers less than unity, the interface
term dominates the instability, while for wavenumbers greater than two,
the shear term is8 driving the disturba-=ce.

As the Prandtl number is decreased, Figures 10-17, the second minimum
in Grashof number, correspoanding to the shear mode, disappears (cf, Pigure
3). Both shear and interface:terms are significant for the remaining
minimum. As P is further reduced, the wavenumber at the minimum Grashof
number increases and the effect of the interface term becomes less and
less significant. Por Prandtl number P = .01, Figures 16 and 17, the
crystal-melt {nterface term 1s negligible and the shear mode drives the
disturbance,

In Figures 18-20, we show results for lead with L = 0.25 cm, A = 625,
P = 0.0225, Pg = 0.012, ky = 0.535, and y = ¢ = 0, for both the
crystal-melt interface and a rigid boundary. The Grashof number as a
function of w 18 essentially independent of the type of boundary. For a
rigid boundary oy = 0, while for the crystal-melt interface gy = -2.7
at the minimum value of the Grashof number of 7630. This corresponds to a

period of oscillation of 60 8.
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The Grashof number, G, at the onget of {n=abllity as a function
of the spatial frequency, w, of a sinusoidal peircurbation for
Prardtl number, P, of succinonitrile, viz., P = 22.8. The
three curves correspond to different modes of instability.
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o Succinonitrile (P=22.8)
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The Grashof number (s0lid curve, left ordinate) and the imaginary
nart of the time constant, oy, (dashed curve, right ordinate)

as a function of the spatial frequency, w, of a sinusoidal
perturbation for Prandtl number of 22.8. The solid curve 1.

identical to the middle curve of Fig. 1.
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Fig. 4.

G (107

The Grashof number (solid curve, left ordinate) and the imaginary
part of the time constant, o4, (dashed curve right ordinate)

as a function of the spatial frequency, w, of a sinusoidal
perturbation for Prandtl number of 22.8. The solid curve is
identical to the top curve of Pig. l.
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The minimum Grashof .number (as a function of gpatial frequency)
as a function of Prandtl number.

For large values of the Prandtl
number, three different modes of instability occur.
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Fig. 6. The imaginary part of the time constant, oy, (corresponding
to the minimm values of the Grashof number as a function
of w) as a function of Prandtl number.
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Pig. 8. The Grashof number, G, at the onset of {nstability as a function

of the spatial frequency, w, of a sinusoidal perturbation for
Prandtl number, P, of 2.5.
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The interface (solid curve), shear (dashed curve), and buoyant
(dot—-dashed curve) contributions to the rate of change of the
average kinetic energy (poser) of an instability as a function
of spatial frequency for Prandtl number of 2.5.
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Fig. 10. The Grashof number, G, at the onset of instability as a function

of the spatial frequency, w, of a sinusoidal perturbation for
Prandtl number, P, of 2.0.
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The interface (solid curve), shear (dashed curve), and buoyant
(dot-dashed curve) contributions to the rate of change of the
average kinetic energy (power) of an instability as a function
of spatlal frequency for Prandtl number of 2.0.
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function of the spatfal frequency, @, of a sinusoidal perturbation
for Prandtl number, P, of ].0.

103

et e <" -



FPig.

POWER

13.

PLANAR CRYSTAL-MELT INTERFACE

P-1.0

0.6 1

0.5

0.4

0.3

0.2

0.1

0.0

T
L,
0.1~ W

The interface (solid curve), shear (dashed ctcve), and buoyant
(dot~dashed curve) contributions to the rate of change of the

average kinetic energy (power) of an i{nstability » a function
of spatial frequency for Prandtl number of 1.0.
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The Grashof n. .ver, G, at the onset of instability as a function
of the spatial frequency, w, of a sinugsoidal perturbation for

Prandtl number, P, of 0.5.
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Fig. 15. The interface (solid curve), shear (dashed curve), and buoyant

(dot—dashed curve) contributions to the rate of change of the

average kinetic energy (power) of an fnstability as a function
of spatial frequency for Prandtl number of 0.5.
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Fig. 17. The interface (solid curve), shear (dashed curve), and buoyant
(dot-dashed curve) contributions to the rate of change of the
average kinetic energy (power) of an instability as a function
of spatial frequency for Prandtl unumber of 0.0l.
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Fig. 18.

7.0

The Grashof number, G, at the onset of instability as a function
of the spatial frequency, w, of a sinusoidal perturbation for
Prandtl number, P, of lead, viz., P = 0.0225. The solid curve
corresponds to a rigid interface while the dot-dashed curve
corresponds to a crystal-melt interface.
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Fig. 19. The Grashof number (solid curve, left ordinate) and the imaginary
part of the time constant, oy, (dashed curve, right ordinate)
as a function of the spatial frequency, w, of a sinusoidal
perturbation for Prandtl number of 0.0225. The solid curve is

identical to the dot—~dashed curve of Fig. 18.
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The Grashof nunber as a function of the spatial frequency, w,
of a sinusoidal perturbation for Prandtl number of 0.0225. The
solid curve is identical to the solid curve of Fig. 18. The
imaginary part of the time constant vanishes.
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Task 3

Measurement of The High Temperature Thermophysical

Properties of Tungsten Group Liquids and Solids

0. W. Bonnell
Materials Chemistry Division

Center for Materials Science

SUMMARY

The General Electric Space Systems Division (GE) developed prototype
“gulp” calorimeter has been tested in joint Rice University (RICE) and The
National Bureau of Standards (NBS) experiments by dropping levitated tungsten
solid at 2800 K, and found to function mechanically to perfection. The steps
necessary to establish this device as a working calorimeter for both ground
and potential cspace applications is discussed. The central problems remaining
are the addition of calorimetric temperature measurement hardware precise to
0.001 K and resistant to electromagnetic interferance, the development of
techniques to achieve 0.1 percent enthalpy determination uncertainty with
expected 18 K temperature rises, and direct calibration of the calorimeter.

The conceniration of effort to measurements at the melting point of
liquid tungsten have yielded the first reported direct measurement of the heat
of fusion of tungsten. The value obtained was 53.0 £ 2.3 kJ/mole (12.7 £ 0.5
kcal/mole) and, in comparison with estimates and previous indirect methods, is

considered to be a current best value.
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INTRODUCTION

The primary objective of this task is to develop, in conjunction with
General Electric Space Systems Division (GE) and Rice University (RICE), the

techniques, methodology, and experimental apparatus for measuring thermophysi-

cal properties (e.g. heat of fusion, enthalpy increment, heat capacity) of

~aterials at extremely high temperatures. Electromagnetic levitation of
conductive samples using auxiliary heating techniques such as electron-beam
heating has been coupled to a drop-type block calorimeter system. Specific
application to tungsten has been a prime area of interest because it is the
highest melting element. Measurements of tungsten are crucial for estimation
of the thermophysical properties of othe elements by correlation. The third
long period transition elements have all proved to be difficult to measure
directly, and Tittle data is available for VIB and VIIB elements in spite of
their importance both scientifically and for engineering purposes. Accurate
data are necessary to encourage further theoretical investigation of the
liquid state at high temperature. Modern computer capacities promise new
models based on detailed evaluation by molecular/atomic dynamics [1], but will
require validation by experimental determination of definitive thermc~hysical
properties.

The technical difficulty of this effort has provided a measure of the
dividing line between experiments which can be performed in the terrestrial
environment, and those which require the absence of gravity for successful
accomplishment. Continued advance of ground based efforts seems at present
fhe clearest means to successful future experiments in space, as considerable

hardware development is still necessary to take advantage of the low-gravity

environment.
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GULP CALORIMETRY

In the initial development of the levitation technique, it was recognized
that the technique was a method to gain the advantage of non-material support
in a one gravity field, giving many of the advantages of the space micro-
gravity enviromment. The technique's application to the measurement of the
heat content of levitated materials added a separate requirement, whose
simplest solution is the "drop" calorimeter technique, in which gravity
provides a rapid and hence &pproximately isothermal transfer of the sample
from the high temperature state into contact with a calorimetric mass whose
teaperature is near the reference state. A significant problem in conducting
similar high temperature calorimetry in space is the transfer of a sample to
the caiorimeter without the aid of gravity and without giving up the advantages
of the containerless environment. The problem is not insuperable. Acoustic
positioning techniques are capable of manipulating levitated objects [2-4] but
the acoustic techniques still appear to have severe materials problems to
overcome at the very high temperatures which are of greatest interest, and are
most difficuit to achieve in a controlled fashion on the ground. Electrostatic
techniques are possible [5] and can be used in a vacuum, an important advantage
where some methods of auxiliary heating need to be used. Less well conceived
and apparently untested are techniques using an electromagnetic pulse to move
a sample. Such a method would be difficult to develop in a one-g environment
in conjunction with RF levitation. Since the design of ground based levitation
coils is still somewhat of an art, another method was sought. In 1974, this
investigator made the suggestion that it would be more straightforward to
attempt to move the calorimeter instead, and J. L. Margrave of Rice University

coined the name “"gulp" calorimeter for this technigue.
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The advent of Space Shuttle experiment opportunities has made this
problem an important one, as high temperature calorimetry is one of the most
obvious kinds of science certain to benefit from the advantages of space for
experimentation. General Electric Space Laboratories has undertaken a ground
pilot development of a "gulp" calorimeter. NBS expertise has been sought in
this connection in an advisory capacity, since use of the device on the ground
would almost certainly occur within the framework of the current GE/RICE/NBS
levitation effort. The final development by GE [6] is a excellent application
of mechanical engineering ingenuity, and closely mimics the behavior a space-
based device must have. Certain compromises were necessary. A primary one is
the physical size of the calorimeter. Traditional drop calorimeters are
designed for total heat rises of the order of one degree to minimize the
temperature difference between calorimeter and surroundings. The mathematical
basis for data analysis of the thermal behavior of an isoperibol (drop-type)
calorimeter [7,8] invokes a linear approximation of the combined effects of
the exponential Newton's law of cooling (conduction/convection) and the power
law radiation transfer process. This approximation is generally excellent
(better than 0.0005 average percent deviation per 10 second measurement period
over 10-20 minute intervals where calorimeter block/jacket temperature differ-
ences are 1 - 2 degrees [8]). This linear relationship is used to determine
when the calorimeter has equilibrated with the heat input from the sample and,
more importantly, to correct for the heat contribution to/from the calorimeter
during the equilibration time of calorimeter with sample. For typical
equilibration times of ca. 3000 seconds, worst case error from this source is

less than 0.1 percent and thus negligible in measurements of a few tenths

percent overall accuracy.
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The GE calorimeter prototype was designed to be tested on the ground, and
to be a reasonable model (i.e., physical overall dimensions and system total
mass) for a flight system. In addition, capture times were required to be as
short or shorter than ground experimental arrangements, to minimize radiation
losses from the sample. A pnuematic actuation system was chosen by GE as the
most reasonable system capable of the required speed of operation with
significant masses. This choice limited the moving mass of the calorimeter to
the order of one kg, approximately 5 percent of the current ground
calorimeter. Predicted heat rises for 10 gm samples of freezing liquid
tungsten at 3695 K are about 18 K. No isoperibol calorimeter has apparently
been reported using such large heat increases. By the above analysis, one
would assume that existing data analysis techniques would cause the error from
such large calorimeter/jacket temperature differences to contribute at least
one percent to the uncertainty of the heat measurement. In addition, wide-
spread practice has determined, for calorimeters with 1 atmosphere gas
pressure (at 1 gravity) in the jacket region, that a jacket/calorimeter gap of
the order of 1 cm yields the best uniformity of convection driven temperature
transfer. This was a difficult structural requirement, and was ignored for
prototype purposes, as this system {s expected to operate in vacuum. Operated
in atmosphere the gulp calorimeter system would require careful calibration to
establish its true heat capacity behavior and the thermal effects of movement
as a function of differential temperature. Even restriction to operation in
vacuum below the 10 Pa (0.0001 atm) point, where gas thermal conduction
becomes much less significant, will still require attention, as the radiation
transfer, and incidental mechanical connection conduction will not be
negligible. At the moment, there is just too little experimental data

available to make such corrections a priori.

417




There are two possible solutions to tiiis problem: 1) new rumerical
techniques for evaluation of the true thermal exchange process; and/or 2)
controlling the jacket temperature to track the block temperature - a form of
adiabatic calorimetry. For the first, both the radiation and conduction
processes have well defined functional forms, and a direct determination of
the net transfer coefficients for the two processes should be relatively eacy
to model from experimental calibrations, although separating the two processes
may prove difficult. The hardware solution, using the surface temperature of
the calorimeter as a control signal to heaters controlling all "jacket"
surfaces near the calorimeter at tne calorimeter surface temperature is quite

attractive. This adiabatic wall process is used extensively in calorimetry

where large temperature excursions are routine (e.g. low temperature caleorimetry

and differential scanning calorimetry) and involves only existing commercially
available technology. Although the gulp calorimeter system is considerably
more massive, and has both a much more complicated physical geometry and more
complicated thermal pathways than the above examples, a combination of the
above two methods should make high accuracy calorimetry possible with the
prototype design.

The GE designed calorimeter uses a pnuematic ram with special high speed
valves to move the calorimeter from its rest positicn to the capture region.
For ground based testing, this location is just below the work coil, with
clearance for the momentum opened calorimete: gate. Timing and capture trials
with levitation heated samples of tungsten were conducted with the prototype
instrument as a joint GE/RICE/NBS experimental effort. The calorimeter ram
and gates were instrumented by GE to allow oscillograms of the time trajectory
of the calorimeter to be obtained and to detect when, in that trajectory, the

block radiation gates were fully open [6]. A simple time delay relay was
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inserted in the signal line from the drop detector (originally constructed for
tungsten experiments) which triggers the capture cycle. The delay was adjusted
to retard the pnuematic impulse about 0.02 sec until the timing oscillogram
intersected the falling sample location in the middie of the gate open time.
The block radiation gate is counterweighted to opep inertialiy as the calori-

meter accelerates, and to close by momentum as tre calos ~.r stops at

maximum excursion. The calorimeter system adapter to the ltation chamber
was designed to limit excursion to a location approximately 4 cm below the
levitation point (about 2 cm below the drop detector jocation), allowing
clearance for the coil and pedestal assembly [for experimental details, see
reference 9]. The calorimeter mount has a pair of overlapping radiation
shutters which are opened by cams moving with the calorimeter. The calorimeter
is just beginning to open the block gates as it passes the point of opening
the main external shutters, and the block gate open time of more than 0.05 sec
allowed several centimeters leeway in sample location at "capture" (defined
for this purpose as the time the sample crossed the gate hinge plane and would
be retained by the closing gates, rather than possibly having some of the
sample ejected). A capture point corresponding to a drop distance of about 7
cm (0.12 sec) was selected. Actual testing with a hot levitated sample of
tungsten (no e-beam heating) was successful. This system halves the drop time
of the current system, and would presumably improve drop success significantly.
It is still to be determined how robust the system is with missed drops, and
how well the timing repeatc as the system wears.

The remaining development needed with this new system is the actual block
temperature determination. Discussions with GE led originally to the selection
of a miniaturized commercial 100 chm platinum resistance thermometer. It

appeared that a custom version of the Hewlett/Packard quartz oscillator based
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thermometer used for the existing system would have been required to meet
geometry constraints, allow passage through a .vacuum wall, and accommodate the
ca]orimeter movementl The installation used.}or the existing RICE/GE system
is unique to a nonmoving system, and would have been extiemely difficult to )
.adapt to the gulp calerimeter (requiring a hollow ram and other changes).
Also, the 10 times larger increase in temperature rise anticipated relaxes the

measurement constraint by the same factor. Although &0 commercia., sources of

electronic readout units capable-of 0.001 K precision have been ‘ncated, it

should not be necessary to resort to potentibmetric techniques te achieve this

temperature sensitivity. However, a significant problem requiring some
development exists here, as very small voltagrs will be necessary to avoid

" self-heating error and to,minimizq'input eiergy toc the calorimeter. In
addition, DC determinations of the resistarce of the thermometer are quite
likely to be seriousl]y disturbed by e]ectrémagnetic intarference (EHI) for the
Rﬁ,héater. 1Thus, AC excitation and detection techniques will be necassary to
determine the resistance of the thermometer. Expected‘hggt inputs for the
hjghe&t;iamperature experiments is of the 'wrder of 8000 J. ‘Equilibratipn time
for th?”gulp;caloriméier will likely be between 1500 and 6000 seconds.! ..For
the upper Timit estimate, if the thermometer is to contribute less than two
percent of the total heat to the block, the maximum RMS voltage for excitation
will be 1.6 volts. This is convenient for modern operational amplifiers, and
a low (few 100 Hz) frequency AQ self-balancing bridge circuit of this sensitiv-
ity should be within the state-of-the-art. The design may be non-trivial
because of the electromagnetic interference rejection requirement. OFhér
sensors, ke.g. thermocouples or thermistors) have been used, but are éenera]]y
not considered to be as suitable (e:g.3 because of hysteresis). Temperature

sensitive integrated circuits (e.g., Analog Uevices AD590 or equivalent) might
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be attractive temperature sensovs, given that specialized apparatus to achieve

" the required sensitivity must be constructed.

The next steps to complete the development of the “gulp" calorimeter

concept can be summarized:

1) Develop temperature measurement technique to required sensitivity with
adequate EMI rejection.

2) Calibrate calorimeter by existing techniques, with specific emphasis
on establishing validity of data analysis and calorimeter performance.

. 3) Incorporate changes as dictated by the results from 1) and 2), and
repeat until calorimeter system heat capacity/temperature response is
known over operating temperature range to 0.1 ¥ level.

The unique RICE/GE interaction would seem to be ideal for this task, as
the capabilities of RICE to accomplish the testing required in 2) appear a

natural complement to the development expertise of GE in the completion of
this task.

YTAT OF FUSION OF TUNGSTEN

The primary thrust of this project has been to assist RICE and GE in
developing methodolegy for high temperature thermophysical property measure-
ment utilizing the .GE coupled RF Levitation/Electron-beam heating facility
with a RICE supplied and operated calorimeter system. A prime problem in this
work has been sample temperature determination, as the location of the levita-
tion process in vacuum, the x-ray hazard posed by electron-beam heating and
the high vapor pressure of the target material, tungsten, at its melting point
all impose stringent requircments on optical access, and make commercial
pyrometers impractical. For routine monitoring, GE developed an imaging
system based on a silicon diode v._<o camera, with selection electronics to

allow using individual diodes as intensity detectors. Recent efforts [10]
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have established the techniques for converting this type of gevice to a
practical pyrometer system, with tracability to the International Practical
Temperature Scale [11]. The cowbination of the apparent ?Eibility of the
newly redesigned levitation coil to maintain liquid tungsten, the long cycle
time of the calorimeter, the inhezrent noise characteristics of the existing
camera system, and the difficulty of real time compensation for window obscura-
tion have made actual temperature measurements extremely difficult. For that
reason, and in order to isolate problems in this effort, it was decided to
concentrate efforts on measurements at the melting point, with the specific
aim of obtaining the heat of fusion of liquid tungsten.

Previous reports of this parameter have been primarily based on the
Tamman Rule [12] (AHm/Tm = 2.3 cal/mole.X {9.6 J/mole.K}, 1 calorie = 4.184
joule) used in the standard references [e.g., references 13 and 14]. This
gives the value, 36 kJ/mole, for the heat of fusion using the best estimate
value for the fusion temperature, 3635 K, determined by Cezairliyan [15].
Dikhter and Lebedev [16] reported AHm of 80 + 4 cal/gm, corresponding to 62 t
3 kJ/mole. This value is probably too high, as it predicts a value for the
entropy of melting (ASm) of 17 J/mole.K, a value almost 25 percent higher than
the currently highest known value for a transition metal (molybdenum, 12.9
J/mole.K. ASm for tungsten is expected to be somewhat higher than for molyb-
denum, although too much of the data for the transition metals is estimated to
draw strong conclusions. One would expect, in this region of the transition
metal portion of the periodic table, that the second-to-third long period
change in ASm would be less than a 25 percent increase. Thus, this value is
viewed as an upper bound. The report by Wouch, et al., [17] is based‘on the
application of a cooling model to experimental duta with rather large tempera-

ture error bounds. The model ignores supercooling, and yielded a heas of
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_fusion of 47.7 kJ/mole, with a corresponding entropy of fusion of 12.9 J/mole.K.
From their reported fit to the model, a change in AHm of 8 kd/mole occurs with
an increase of only 0.5 times the standard deviation of the best fit and t 32
kJ/mole at the 20 point is the variance in the fitted aH . Although somewhat
insepsitive, this model approach has produced the best estimate of Ahm prior
to the direct measurements of this task.

Results of drops estimated to be 50 percent or more molten out of 25
drops for this work are given in Table 1. The estimates of percent melt for
partially fused samples were based on visual inspection. Sectioning is
pilanned to refine these values, but some of these sauples may be reused in

subsequent efforts, as partially melted samples are generally more successful.

The completely melted sample was weighted 5 times the partially meited data in
recognition of the uncertainty in the partial melt estimates. Two methods
were used to derive essentially identicai values of the heat of fusion. In
the first method, the difference between radiation corrected (8] drop heat
(molar basis) and the enthalpy value for the solid, 119.395 kJ/mole, from
JANAF [18] was corrected to a 100 percent melted basis, and a weighted average
taken. In the second method, a two parameter weighted least square analysisr
of corrected drop heat verses fraction melted was made. The heat of fusion 7
was then just the slope of this function, and its intercept is the solid
enthalpy. That intercept was 119.5 t 2 kJ/mole, in excellent agreement with
the JANAF [18] value. Because of this agreement, both methods are essentially
numerically identical, and the value for the heat of fusion obtained by both :
methods was 53.0 + 2.3 kJ/mole. The statistical uncertainty is of the order

of twice the anticipated error from temperature uncertainty, excess e-beam

PR

disturbance of the calorimeter, and normal calorimetric errors.
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Several factors contributed to the relative success of chese efforts: 1)
nearly flawless operation of the new automatic gate system; 2) improved
initial stability and low outgassing of the specially cleaned ground samples
[19], and improved heating and holding characteristics of the slightly smaller
samples (a set of large samples (1.25 cm diameter, 20 gm) were extremely
stable levitators, but proved impossible to melt, even on the surface); 3) the
redesigned coil, which improved levitation stability (only in the case of
sample N did the coil show any evidence of holding a molten sample, and that
sample may have completed melting as it was being lowered in the coil prepara-
tory to dropping in that case).

However, a number of problems, related to the age of the GE equipment,
and the large number of hand operations necessary to ensure successful upera-
tion resulted in a significant number of failures (at least 1 in 4) due to
system error, either outright hardware misfunctions or human error. The
remainder of failures to melt are attributable to electron-beam adjustment
failure. This appears to be the current primary difficulty to obtaining
successful melting. A number of tests and setup techniques were employed in
attempts to correlate tuning technique with successful melting. A special
fixture to simulate high temperature emission grounding was constructed. One
of the larger balls was mounted oh a 0.32 um diameter tungsten sting, attached
to a baseplate flange, which allowed the placing of a specimen in the coil for
beam focusing. This established that the levitation field did not seriously
disturd beam focus, but pointed up a number of equipment improvements
necessary toc make tuning more reproducible.

It appears that successful melting occurs only when the electron beam is

focused so tightly that it can actuaily "drill" a hole through the sample (see
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figure la and 1b). The local heating is apparently considerable, and signi-
ficant amounts of material are ejected, often with accompanying ar-=-induced
shut-off of the RF generator and loss of sample. It would seem that this
tight focus and consequent undesirable local heating should not be necessary
for melting on the basis of estimates of the secondary emission characterisvics
at the melting temperature of tungsten. Houéczr:'Tﬂhbility to obscvve o J
control the beam focus as desired has made systematicrtesting of focus effects
~ difficult. o

A new molybdenum shade ring, to protect the smaller work coil and to
provide a run-to-run place to tune the electron bzam witnout mounting special
fixtures, will be installed. A number of minor hardware modifications to the
e-beam control apparatus have also been suggested. These improvements should
be completed about the time GE finishes the development of a new two-color
pyrometry camera system, implementing part of the design pr¢nosed earlier
[19]. In order to improve performance, a ngw Sﬁ:ies of smaller samples will
be prepared with a weight of approximately 6-7 gm. In addition, a new coil
with smaller (1.4 verses 1.6 cm) inside diameter and solenoid geometry to
maximize the field gradient for these smaller samples and improve liquid
holding capability has been designed and recommended to GE.
CONCLUSIONS

A prototype “gulp” calorimeter system has been developed and tested for
pechanical performance. The design seems suitable for a potential flight
experiment series, but a number of developmenti.are still necessary before the
unit operates as a true calorimeter.

The ground-based effort to determine thermophysical properties for
- tungsten have yielded a value of 53.0 t 2.3 kJ/mole for the heat of fusion of

tungsten. This value needs additional experimentation for confirmation, but
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appears at present to represent a best value for that parameter. Experimental
difficulties are still a serious problem. It is clear that the electron beam
performance is the most important obstacle to successful levitation melting.
Focus, beam shape, and positioning are all quite critical factors, even though
the more than 3000 watts available is about 7 times the necessary power to
melt the tungsten samples if absorbed. It is recommégalﬂ that GE devote some
effort to improving this aspect of their experimental facility, with a view
toward determining the critical factors in electron beam melting of levitated
specimens. Improvements have been suggested to improve control and allow some
experimental tests to be performed.

It appears that this research still reﬁuires some developmental effort to
achieve its goal of cbtainfng tungsten liquid enthalpy increments. The

problems are understood, but will require [qboratory time to resolve.

126




o e AERer v T mmmp n

.

Table 1.

Sample Weight, gm Drop enthalpy,? kJ/M

A 7.835 158.36
D 9.740 148.62
F 9.473 148.44
G 9.596 158.83
N 9.468 172.58
RiA 9.3249 159.35

dRadiation loss corrected

bcomputed on 100 ¥ melt basis

cueighted average/regression - see text
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Figure 1.

la. Run P

1b. Run T

Recovered tungsten samples, showing electron beam "drilling"
of stably Tevitated samples. Note the obvious signs of
ejecta surrounding the site of melting. The specimens are 1 cm

in diameter, and the hole in run T is about 0.7 cm deep.
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