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FOREWORD

This study was conducted by the Power Systems Section of Martin Mari-

etta Denver Aerospace. The program manager was Mr. Matthew S. Imamura.

Study support personnel and their areas of contribution are:

Robert Moser Power Processing, Subsystem, and Automation
Marty Veatch Power Sources and Power Distribution Devices
Robert Richards Energy Storage
Eric Dietrich Artificial Intelligence and Expert Systems
Matthew Imamura Subsystems, Systems, and Automation
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ABSTRACT

Martin Marietta Denver Aerospace undertook a study to develop a method
for analyzing, selecting, and implementing automation functions for
multihundred~kW photovoltaic power systems intended for a manned space
station. The study 1nvolved identification of generic power-system
elements and their potential faults, definition of automation functions
and their resulting benefits, and partitioning of automation functions
between power subsystem, central spacecraft computer, and ground
flight-support personnel. All automation activities were categorized
as data handling, monitoring, routine control, fault handling, planning
and operations, or anomaly handling. ZXncorporation of all these class—
es of tasks, except for anomaly handling, in power subsystem hardware
and software was concluded to be mandatory to meet the design and oper-
ational requirements of the space station. The key drivers are long
mission lifetime, modular growth, high-performance flexibility, a need
to accommodate different electrical user-load equipment, onorbit assem-
bly/maintenance/servicing, and potentially large number of power sub-
system components. A significant effort in algorithm development and
validation is essential in meeting the 19487 technology readiness date

for the space station.

Artificial intelligence technology was briefly assessed, specifically
with regard to the applicability of expert systems to the automation
functions defined for the power subsystem. Expert-system software
techniques have the potential of vast improvement over traditional ap-
proaches. Possible onboard applications are for electrical consumables
management and battery—opefations management, which are system-level
tasks. Potential applications for ground use are in non-real-time
fault diagnosis, anomaly assessment, and mission planning. An indepth
research investigation is desirable to determine the range and domain
of artificial—~intelligence technology and the resulting hardware and

software needs for onboard spacecraft use.
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GLOSSARY

ADC Analog-to-Digital Converter

Agin Silver-zinc

Al Artificial Intelligence

AMO Air Mass Zero

APSM Automated Power System Management

AU Astronomical Unit

BOL Beginning of Life

CDS Control and Display Subsystem

CMD Command

CPU Central Processing Unit

CPV Common Pressure Vessel

CTS Communication and Tracking Subsystem
cv Charge Voltage

de-dc Direct Current to Direct Current
dc-ac Direct Current to Alternating Current
DD Detailed Design

DDTE Design, Development, Test, and Evaluation
DMS Data Management Subsystem

DOD Depth of Discharge

DV Discharge Voltage

EC/LSS Environmental Control/Life-Support Subsystem
EMS Energy Management Subsystem

EOCV End-of-Charge Voltage

EODV End-of-Discharge Voltage

EODP End-of-Discharge Pressure

EOL ‘ End of Life

EPS Electrical Power Subsystem

ESR Equivalent Series Resistance

EvAa Extravehicular Activity

GaAs % Gallium Arsenide

GEO Geosynchronous Equatorial Orbit

GNCS Guidance, Navigation, and Control Subsystem
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GSFC
H,0
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Ipv
ISc
IUS
JSC
LEC
LisSOCl
MSFC
NiCd
NiH
P3
PD
Pm
Ps
PSAS
PV
RF
RFC
RPC
s/cC
SEP
50C
SOH
SCATHA
Si
SR
SW
ICs
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Ground Support Equipment
Goddard Space Flight Center
Hydrogen-Oxygen

Current at Maximum Power Point
Individual Pressure Vessel
Short Circuit Current
Interim Upper Stage

Johnson Srace Center

Low Earth Orbit

Lithium Thionyl-Chloride
Marshall Space Flight Center
Nickel-Cadmium
Nickel-Hydrogen

Programmable Power Processor
Preliminary Design

Maximum Power

Propulsion Subsystem

Power Subsystem Automation Study
Photovoltaic

Recharge Fraction
Regenerative Fuel Cell
Remote Power Controller
Spacecraft

Solar Electric Propulsion
State of Charge

State of Health

Spacecraft Charging at High Altitude
Silicon

Series Regulation

Switch

Thermal Control Subsystem
Telemetry

Open Circuit Voltage

Viking Orbiter
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1.0

1.1

EXECUTIVE SUMMARY

This chapter presents an overall summary of the study results. Chapter
2.0 provides the objectives, guidelines, and background information for
this study. Chapters 3.0 through 7.0 follow with detailed results of
the study, arranged in order of the five study tasks. Chapter 8.0 sum-
marizes the artificial intelligence technology and its status, and dis-
cusses the potential applicability of the expert system techniques

among the power subsystem automation functions identified.

INTRODUCTION

A major purpose of the Space Station is to implement new designs, con-
cepts, and methods that will reduce life-cycle costs, exiend operation-
al life, and yield improved system performance. The resulting power
subsystems must therefore be flexible, reliable, efficient, controi-
lable, and most of all, employ a high degree of automation in their
operation. To this end, sutomation technologies are expected to make
signifieset and important contributions to the development and afford-
able pperation of these missions. Therefore, the electrical power sub-
gystem (EPS) must ensure, in the event of a failure, that the onboard
power capability will degrade gracefully while providing for some wini-
mun set of useful services. The ultimate power-subsystem configuration
would be one that protects against failures and reconfigures itself in

the event of a fallure so as to continue normal operationms.

The primary objective of the NASA-MSFC study undertaken by Martin Mari-
etta Denver Aerospace is to assess and trade off the automation tech-
nology required to support a multihundred-kW power subsystem in orbit.
This study also is intended to identify the benefits that can be
achieved by a logical and planned application of automated and autono-

mous functions. The bhasic study guidelines are:
1) Generic photovoltaic power system in the 100- to 250-kW range;

2) Manned and unmanned space station operation;



3) 10-year life.

It is intended that the automation concepts identified will signifi-
cantly reduce the ground and onboard operational burden; accommodate
near-tern hardware-technology limitations; and reduce the development,

operations, and resupply costs of the space station.

The following definitions of automation and autonomy apply to this
study:

Automation - The performance of a function independently and in a man-

ner invisible to the human user or operator;

Autonomy - The application of automated functions without external
human intervention for a specified period of time.

There are two basic ways of implementing automation. One is to use
hardwired analog circuits and discrete devices. The other is to use a
programmable controller or computer. The automation of various moni-
toring and control tasks enables an autonomous operation. As the dura-
tion of autonomous period increases, so does the complexity of automa-
tion. Autonomy levels of a spacecraft developed by JPL for the Air
Force (Ref 1)* were used in this study for the purpose of demonstrating
a method for automation assessment and implementation. The duration of
autonomy can be described as (1) operating for x days without ground
intervention and no degradation, or (2) operating for y days without
ground intervention and under a permissible degradation.

The study consisted of the following five tasks:
1) Characterization and classification of power subsystem;

2) Definition of faults and factors affecting electrical power subsys-

tem (EPS) performance;

*The number in parentheses is the source reference listed in Chapter 10.
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1.2

3) Definition of automation task candidates;
4) Partitioning of automation functions;
5) Development of automation assessment and implementation method.

The results of each of the above tasks are summarized in the following
sections. Appendix A contains the contractual statement of work for

these study tasks.

CHARACTERIZATION AND CLASSIFICATION OF POWER SUBSYSTEM

As shown in Figure 1.2-1, a generic photovoltaic power subsystem was
defined by identifying the most promising components under each of the
following major subsystem elements: (1) array, (2) power conditioning,
(3) tatteries, and (4) power distribution. Other elements such as gim-
bals, auxiliary power sources, and sensors/signal-conditioning circuits
were also included. To provide the basis for definition of EPS faults
and automation candidates, typical subsystem configuration arrangements
were also identified. 71hese arrangements fall into two basic cate-
gories, series regulation and direct-energy-transfer types (Fig. 1.2-2
and 1.2-3). The power-subsystem interfaces with all components that
consume electrical power and with subsystems that are involved in moni-
toring and control functions. Figure 1.2-4 shows these interfaces,

which are defined in terms of the major space-station disciplines.

ﬂi.-»—l‘v!:::::-?,:".—"vﬂ:‘t?:{!wwmmu.,_ .
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Series Regulation Configuration of a Space Station Power Module
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1.3

DEFINITION OF FAULTS AND FACTORS AFFECTING POWER~SUBSYSTEM PERFORMANCE

The basis for defining the automation function was the identification
of all EPS and non-EPS faults and activities that could affect the EPS
or prevent it from performing its intended functions. All major faults
were identified for each generic subsystem components listed in Figure
1.:!-1 except flywheel energy storage and computer-related devices and
circuits. A fault may be defined as the interruption of service at one
or more levels of the space station's functional architecture. Specif-

ic levels are:

Piece Part

Assembly

- EPS

System

Table 1.3-1 is a summary of the major failure and degradation modes for
each component. A summary of other subsystems and the failure that can
affect the EPS is shown in Table 1,3-2.
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ORIGINAL PAGE 13
OF POOR QUALITY

Table 1.3-2 Other Subsystems and Activities that Affect EPS Operation

Subsystem

Failure/Activity

Effects

Structures

Thermal Control

User Loads (All
Subsystems and
Payloads)

Attitude Control

Command

Data

EPS/Crew Interface

EPS Ground Operations

Modular Buildup

Impaired Capacity to Manage Waste
Heat

Shorts or Overloads

Large Differences in Day and Night
Power at Buses

= Gravity Gradient Attitude Mode

- Fallure to Maintain Required Stable
Attitude Becduse of {nknowns in Con~
trolling lLarge, Plexible Structures

- Degraded 1M Data Transmission

- Loss ol CPU Power

Software Maintenance

Crew Commands, bisplavs, New (rew,
Interface Ambiguity, Mistakes

Power Management Configuration

Modular EPS Required

Reduced Power

Bus Undervoltage

May Reduce Bus Power;
Excessive Battery DOD

- Reduced Power
- Reduced Power

- Reduced [nformation
Reduced Automation
Capability

Reduced Power

Reduced Power;
Unintended Shutdown

Reduced Power

History; Audit Trail or Automated
Activities; Training; Commands/
Displays

DEFINITION OF AUTOMATION FUNCTIONS

The ultimate objective is to produce a spacecraft that is fault toler-
ant and able to perform routine health and maintenance functions with-
out ground intervention. To this end, faults and activities identified
Specif-

ic fault correction and routine health and maintenance functious were

for the generic power subsystem were used as a starting point.

then identified. All specific automations were categorized under fol-
lowing classes: data handling, monitoring, routine control, planning
and operations, and anomaly handling. A generalized 1list of benefits
was developed (Tables 1l.4~1 and 1.4~2). An example of the analysis
applied to faults for a dc/dc converter is shown in Tabie 1.4-3. Table
1.4~4 lists specific examples of automation tasks for monitoring, rou-

tine control, and mission operations and planning.



ORIGINAL PAGE 1§

Table 1.4-1 OF POOR
A List of Generic Automation Funections QUALITY

Data Handling
- Acquisition
- Processing

- Storage
Monitoring
-~ Operational State %
- State of Health :
- Performance Analysis :

Trend Analysis

Fault Handling

- Fault Detection (Caution/Warning/Alarm
Limit Check)

~ Fault Isolation ;

-~ Fault Correctipgn

Control
Planning and Operations

Anomaly Handling

Table 1.4-2 '
A Generalized List of Potential Benefits from EPS
Automation

! - Increased Life
- Increased Reliability, Maintainability, and
Safety g
- Improved Performance
- Reduced Cost
-~ Subassembly
- Subsystem
- Spacecraft
-~ Launch Operations
- Flight Operations
- Inflight Fault Detection, Maintenance, and Servicing
~ DDTE (Design, Development, Test, and Evaluation)
- Ground Support Personnel Labor
- Ground Support Equipment (Prelaunch
and Flight Operations)
- C&DH Subsystem
~ Thermal-~Control Subsystem
~- Life~Support Subsystem
- Crew Training Simulator/C&D Subsystem
- Reduced Maintenance
- Able to Overcome Technology Limitations
~ Reduced Astronaut/Power Subsystem Interaction
- Reduced Number of Ground-Support Personnel
~ Reduced New Subsystem Familiarization/
Training Time {
- Reduced PV Array Size and Weight 3
- Reduced Battery Size and Weight :
- Reduced Power Conditioning Size and Weight :
- Minimized Human Error }
- Allows Space Operation without Crew
- Provides Real-Time Short-~Response Control
~ Reduced Software/Hardware Interfaces to C&DH . )
Subsystem ’ : i
~ Improved Security and Survivability k ’

.

'
i
i
;
;
:

1-10 N
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Table 1.4-4 Examples of Monitoring, Control,
and Mission-Operation Automation Tasks

ORIGINAL PAGE 19
OF POOR QUALITY

Monitoring Tasks

Operational State Determination
- Number and Identity of Components Online, Offline, or Failed
~ Relay Position and Command State

State of Health

- Solar Array, Batteries, Power Conditioning, Bias (Housekeeping) Power Supplies
- Built-in Test and Checkout

Performance and Trend Analyses

Solar Array

- Normalized Peak Power (NPP); Available Average Power/Daytime versus Orbit Number
-~ NPP and Isc Degradation

- Minimum, Average, and Maximum Temperature

Batteries

- S0C, DOD, EODV, and EOCV Limit versus Orbit Number

- Average Temperature during Charge and Discharge versus Orbit Number
- Total Number of Cycles above X%, DOD, T% DOD

~ Number of Cycles Since Last Reconditioning

Battery Recharge Fraction versus Orbit Number

Bus Power Capability (u’rbital Average, Average Power Margin)
Bus Load (Day, Night, and Orbit Average)

Converters and Inverters
- Normalized Efficiency
- Output Impedance

Load Equipment
- Input Impedance

Control Task

Solar Array
- Orientation Control
- Voltage Regulation

Batteries

~ Charge and Discharge Control

- Spare Module or Cell Management
- Reconditioning

- Redundancy Management

Converters
- Load-Sharing Control
- Redundancy Managzement

Imbedded Controller (e.g., P3 Converter)

- Mode Control (Voltage Regulator or Battery Charger)
- Internal Fault Detection and Isolation

- Overload Handling

- Output Voltage Programming

Planning and Operations Task

Electrical Consumables Management
- State~of-Health Prediction
- Operational State Determination
- Energy-Balance Calculation
~ Bus Power Capability and Power-Margin Prediction
~ Load Profile Determination
- Power versus Time
~ Day, Night, Orbital Average
- Load Equipment Timeline versus Power Capability Analysis
- Mission Timeline Compatibility Analysis
- Load Equipment Sequence~and-Command Generation

1-12
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1.5

PARTITIONING OF AUTOMATION FUNCTIONS

The basic purpose of this task 18 to develop a method for partitioning
the automation candidate between the system, power subsystem, and
ground. The partitioning method used is as follows. First, the time
criticality of the function is determined. From this analysis, func-
tions can be separated into time-critical functions that require dedi-
cated hardware, such as bus overvoltage; and functions that do not re-
quire the fast response time and are candidates to be performed by a
computer. Next, the location where the task is to be performed and the
resources to do the task are identified. A deteruination is then made
of the external interface impacts—-Are the impacts totally within the
EPS? Or are these impacts outside the EPS? General criteria estab-
lished for partitioning the automation functions are as follows:

-~ Dedicated hardware is to be located in the EPS component;

- Fault detection, isolation, and correction can be partitioned to
different levels;

- To be partitioned to the EPS, the féult must originate in the EPS;
the correction resources should be in the EPS; and there should be
no impacts outside the EPS.

Finally, the last step consists of considering each function parti-
tioned to the EPS, the space station system, and the ground, and pro-
viding rationale for or against each subsystem's partitioning. Exam¥
ples of partitioning of automation functions between the onboard and
ground are shown in Table 1.5-1. Note that partitioning can be facili~
tated in terms of where sensing, analyzing, and acting should best be
performed.

1-13
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1.6

Table 1.5-1 Partitioning of Automation Functions

ORIQINAL PAQGE 18
OF POOR QUALITY

Partitioning
Automation Function Sense Analyze Act Rationale/Comments
Monitoring
~ Operational State EPS EPS EPS
= Performance and Trend
~ Solar Array and Batteries EPS EPS EPS
~ Power Conditioning EPS EPS EPS Other Subsystems Involved;
-~ Load Equipment (A) | EPS EPS EPS Data Available to SYS
(B) | EPS sYs EPS Simplest to Implement
=~ Bus Power Capability (A) | EPS EPS EPS
(B) | EPS sYS EPS
(C) | EPS Ground EPS
Control
- Sclar-Array Orientation (A) | ACs ACS EPS Past~Practice Data
{B) | s¥Ys 5YS EPS Available to SYS;
{C) | EPS EPS EPS Requires SYS Concurrence
~ Solar-Array Voltage Regulation EPS EPS EPS
- Battery Charge and Discharge EPS EPS EPS
Control
- Battery Reconditioning (a) EPS EPS EPS Requires SYS Concurrence;
(B) EFS SYS EPS May Require Load Management
(c) | EPS Ground EPS Past Practice
- Battery Spare-Cell/Module EPS EPS EPS
Management
=~ Redundancy Management (A) EPS EPS EPS
(B) | EPS SYS EPS Whenever Other Subsystems Are
Affected
~ Coaverter Loadsharing Control EPS EPS EPS
Planning and Operations
- Electrical Consumables Management (A) | EPS Ground EPS Past Practice (Skylab);
(B) EPS SYS EPS Other Subsystems Involved
(C) | EPS EPS EPS

Legend:

SYS System
ACS Attitude~Control Subsystem
EPS Electrical Power Subsystem

Note:
(A), (B), (C) Are Options

METHOD FOR AUTOMATION ASSESSMENT AND IMPLEMENTATION

The first step is to define a specific study area such as how to auto-

mate the correction of overtemperature faults in batteries. Three

basic inputs required for the study are:

1) System-Level Criteria

a) Space station autonomy/automation requirements, including

autonomy level,

b) Reliability, maintenance and safety requirements;

1-14




2) Subsystem-Level Criteria

a) Functional requirements and description,

b) Subsystem interfaces,

c¢) Component functional requirements;
3) Mission Oper.tions

a) Man-machine interface,

b) Flight-controller functions (i.e., ground crew),

¢) Astronaut/subsystem operational criteria and constraints.
The autouomy level is used to prioritize automation candidates and aid
Station. Reliability requirements are used to categorize faults and to
aid in selecting a fault-correction option. Mission-operations criter-
ia are used to define specific automation functions needed for orbital

operations.

Factors to be analyzed and defined in a detailed assessment of the
automation function are:

1) Impact;
2) Fault category;
3) Fauit correction options;

4) Benefits;

1-15



1.7

5) Time-criticality;
6) Basic implementation, hardware or software.

Basic technical elements in NASA's program development usually consist
of Phase A (planning, conceptual requirements definition, and design),
Phase B (preliminary requirements definition and design), and Phases C
& D (detailed design, fabrication, and integration; launch operations;
mission operations). It is assumed that Space Station-level autonomy/
automation and reliability requirements will be addressed in each of
these program phases, and their details will increase the program
phases' progress. The method outlined here depends to a large extent
on the system-level requirements available. Therefore, the extent to
which automation assessment can be done at the subsystem level would be
a function of level of details available at the station level. It 1is
logical then to assume that the designers, especially during Phases B,
C, and D, would have access to top-level specifications and design-cri-
teria documents covering not only autonomy/automation requirements, but
also other high-level functional criteria.

ARTIFICIAL INTELLIGENCE (AI) AND EXPERT SYSTEMS

——

1.7.1 AI Technology

Artificial intelligence is that branch of computer science concerned

with the design and implementation of programs that make complicated j
decisions, learn, or become more adept at making decisions, interact | |
with « man in a natural way, and, in general, behave in a manner typi-

cally considered the mark of intelligence. 4

Intelligence is to be understood not as a property that, for example,
gifted mathemati~ians possess, but rather as a property all men and

some animals possess. Intelligence, in this sense, is the ability to

g a0

understand and process large amounts of information. It is the ability
to meet and cope with novel situations, to comprehend the interrela-

tionships between facts and concepts, and to generate new concepts and

-

1-16
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1.7.2

relationships from those already known (i.e., already in the data

base). The artificiality of the intelligence means merely that the
intelligence is achieved by means of technology.

Scientific research done in AI covers a large area of theoretical top-
ics such as knowledge representation, knowledge acquisition, problem
solving and search, vision, theorem proving, and natural language.
Though each one of these topics can be researched from the human—abil-
ity perspective, i.e., by asking how a man represents knowledge, ac-
quires knowledge, solves problems, sees objects, communicates, etc,
researchers in AI are concerned with implementing the given ability in
computers. AL is not only a theoretical enterprise, it has definite
and robust applications. The primary concern in the applications arena
is the design and implementation of expert systems and natural language

interfaces.

What Is An Expert System?

An expert system is an intelligent computer program that embodies the
knowledge of human experts in a particular domain of expertise. Expert
systems recognize situations, derive conclusions, make decisions based
on what they recognize, and recommend corrective and directive ac-—
tions. All of this is done with a compefence comparable to that of
human experts. Figure 1.7.2~1 illustrates the basic components of an
expert system. It contains a knowledge base, a rule base, and an in-
ference engine. The knowledge base (sometimes called working memory)
stores the information (data) on which the expert system operates. The
knowledge base 1s constantly updated as data are added or deleted. The
rule base is the component that gives the expert system its expert com-

petence--that is, the ability to make decisions, recommend actions, etc.

1-17



1.7.3

!
!
Control Knowledge
USer e E:ﬁgﬁ:ée b———’ | Structure | Base
Interface ! (Inference
| Engine) Rule Set
|
|

f@«——— Expert System———————=

Figure 1.7.2-1 Bastic Components of an Expert System

The inference engine's job is to execute various rules depending on the
contents (data elements) of the knowledge base. Con&eptually, the in-
ference engine's algorithm is a search and pattern match. It scans the
rules, efficiently searching for a rule whose antecedent (the IF part)
matches the present state of the world, i.e., the facts in the present
knowledge base. If a match is found, the consequent of the rule (the
THEN part) is executed. The actions can be anything from querying or
advising a huwan user to performing a real-world action, such &as up-
linking commands to a satellite or moving a robot arm, to manipulating
its knowledge base or rule set and modifying the behavior of the expert
system itself,

Natural Language Interface

It is usual to have a natural language interface to facilitate the use
of the expert system. A natural language interface is a computer pro-
gram that allows an end user to intcract with an applications program
using a "natural” language such as English rather than special menus or
special-purpose languages such as FORTRAN for programming, RAMIS for
data-base queries, or JOVIAL for command and control. A key advantage
to using a natural language interface rather than a more conventional
interface is ease of learning and use. Because English is used, no
special languages must be learned. Because its use is an extension of
a person's normal communication skills, a natural language interface

can often be a highly effective way to interact with a computer program.

1-18



1.7.4 Expert System Applicability

Four considerations must be taken into account when deciding whether an
activity warrants using an expert system. These four are applicable to
a wide variety of domains and find ready application in the area of
automated power subsystems. The reader is referred to other publica-

tions (Ref 2 and 3) for a discussion of expert systems.

A given candidate for automation warrants considering the use of an
expert system if it:

1) 1Is to be used for possible control applications, for non-real-time

processing, or where very slow response is required;
2) Must process large amounts of information;
3) Requires nonalgorithmic, heuristic problem solving;
4) Requires a high-level, human-like decision;

5) 1Is such that the software requires frequent modification as a re-

sult of changing performance characteristics, and operating criter-~
ia and constraints.

Another discriminator is compiexity and how the tasks were performed in
the‘past. Simple tasks that are well understood and have algorithmic
solutions are not good candidates for expert-system solution. If the
task is complex enough that in the past it could only be performed by a
recognized expert, or group of experts, then the task is a good candi-

date for automation by expert-system software.

The following functions were identified as good candidates for automa-

tion by expert-systems software:

1~19



1-8

1) Battery operations management (as contrasted with routine charge/

discharge control and protection);

2) Electrical consumables management;

3) Trend analysis;

4) Fault analysis (fault detection and diagnosis only and not correc-

tive actions);

5) Anomaly handling.

In the past, the computer has been used to maintain a data base and to
plot data on request, but a man was required to interpret the data and
initiate corrective action. This is an area where expert-system soft-
ware could be used to replace some of the human experts. Complex
faults that would require tree searching using algorithmic software
could be replaced by the heuristic approach. Consumables management
could be done with algorithmic software, but there may be benefits in
development time and ease of modifications if expert system software
were used because of the dynamic natures of power management and load
management. In the past, an anomaly has occurred when there was no
preprogrammed, algorithmic response to a situation. A group of experts
would be assembled to analyze the data, propose experiments, and deduce
a response. Many types of faults have similar traits. Anomaly han-
dling and some types of faults therefore appear to be a fertile area
for an indepth assessment of expert-system applicability.

CONCLUSIONS AND RECOMMENDATIONS

The significant conclusions and recommendations of the study are as

follows:

1) To meet basic station objectives and goals presently defined in the
NASA Space Station Definition Book, all power suksystem automation
candidates defined in this study, except for anomaly handling, must

be implemented to a varying degree of automation.

1-20
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2) Specific functions that have immediate high payoffs for onboard

3)

4)

applications are:

a) Data Acquisition, Processing, and Storage,
b) State of Health Monitoring,

¢) Built-in Test and Checkout,

d) Fault Detection, Isolation, and Correction,
e) Performance and Trend Analysis,

f) Integrated Array/Battery Controller and Load Management (Space
Station Level),

g) Electrical Consumables Management (Space Station Level).

Automation of any combination of the above functions (a through g)
will have a significant beneficial effect on nission-operations
efforts on the ground. A detailed study 1s recommended to deter-
mine the effects of onboard automation of monitoring functions on
ground activities such as failure detection, consumables manage-

ment, and crew and flight-controller training.

A key driver in when and what to automate in the subsystem is
spacecraft autonomy level, which must be defined at the program

level.

The best way to partition an automated activity between the EPS,
spacecraft system, and ground is to first define each subtask
required to be performed, and then assign each subtask to EPS, sys—

tem, and ground, in terms of:

a) Sensing,

1-21
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5)

6)

7)

b) Analyzing,
¢) Acting;

For real-time control consideration, the principal driver in hard-
wired-versus-software (i.e., using digital computer) trade is the
speed requirement for implementing that control function. There—
fore, in general, all offline or non-real-time tasks such as moni-
toring, performance analysis, and fault diagnosis that require slow
response and are not in the control loop, can be done with a digi-

tal computer.

The best onboard—application candidates for expert systems for any
of the power automation functions appear to be for electrical-con-
sumables management and battery-operations management. Potential
ground applications are in non-real-time fault assessment and mis-
sion planning. An indepth research investigation is desirable and

highly recommended to determine:

a) The range and domain of its applicability to power-system con~-

trol functioms;
b) Adequacy of AI language for onboard use;

c) Computer hardware (speed, memory) required to support expert-

system software.

A significant effort in engineering-algorithm development and vali-
dation is essential in meeting the 1987 technology-readiness date.
There are many implementation approaches to each automation func-
tion because they are done by software. Thus, future efforts in
algorithm dévelopment must include optimization processes with sim-
plicity and reliability in mind. It should be emphasized that al-
gorithm development also is necessary to permit a detalled design

of any expert-system software such as that for electrical consum-

ables and battery management.
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2.0

2.1

2.2

INTRODUCTION

OBJECTIVES AND SCOPE

The primary objective of the study was to assess automation technology
required to support a multihundred-kW photovoltaic power subsystem for
space station and platforms. To do this, the following five subtasks

were identified in the statement of work (see Appendix A):

Task 1 - Characterize and Classify a Generic Power Subsystem

- Task 2 - Define Faults and Activities That Could Affect Power Sub-

system Operation

-  Task 3 - Define Candidate Automation Tasks

- Task 4
(Central Computer), and Ground

Partition Automation Tasks between the EPS, Space Station

= Task 5 - Develop Method for Assessing and Implementing Automation
Tasks

A secondary objective of this study was to evaluate artificial intelli-

gence technology and identify its potential role in power subsystem

automation.

STUDY GUIDELINES

The following study guidelines were used:

~ Power Subsystem Type: Photovoltaic/Battery

— Power Level: Multihundred-kW Range

-~ Modular Design



2.3

~ Lifetime of At Least 10 Years
~ Use of Space Station and Autonomy/Automation Study Documentation:
-~ Space Station Systems Definition, Book 5, Nov 82 (Ref 9)

- Autonomous Spacecraft Program Study for the Air Force by Jet
Propulsion Laboratory (JPL) (Ref 10-12)

BACKGROUND INFORMATION

A major goal of the present Space Station is to implement new designs,
concepts and methods to reduce life-cycle costs, extend operational
life, and yield improved system performance. The resulting power sub-
systems must be flexible, reliable, efficient, controllable, and most
of all, employ a high degree of automation. To this end, automation
technologies are expected to make significant and important contribu-
tions to the development and affordable operation of these missions.
Therefore, the electrical power subsystems must ensure, in the event of
a failure, that the onboard power capability will degrade gracefully
and provide a minimum set of useful services. The ultimate power-sub-
system configuration would be the one that protects against failures
and reconfigures itself in the event of a failure so as to continue

normal operationms.

This study is concerned with automation of functions within the power-
subsystem and also space~station level tasks related to it. The term

"automation" has diverse interpretation. It can describe a simple con-
trol of a process by an on-off device as in a thermostatic control. It
is used to describe a complete feedback-control process that includes

sensing, analyzing, and doing a required operation like voltage regula-
tion. Automation has also been used to describe more complex processes

in which the automated system replaces some of the human activities.
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All automation functions fall basically into two categories: monitor-
ing and control. The monitoring function involves sensing, analyzing,
and displaying solution approaches and simple decisionmaking informa-~
tion for user (i.e., human) disposition. It is not in the control
loop, so monitoring per se does not affect the reliability of that con-
trol circuit. A control function consists of all the elements of an
operation--sensing, analyzing, and effecting. The fundamental problem
of automation, given that the function should be automated, is that of
strengthening the designer's and user's confidence that automated func-
tions will be accomplished effectively and reliably. This requires
contidence in hardware and software reliability, adequate optimization
and validation, and flight experlience. Questions such as the following

are of concern to this and future studies involving automation:

- What is automation all about? What is the minimum level of automa-
tion? What can be automated?

-  Why should automation be undertaken? Can it significantly improve
the 1life and performance of some components? Can it increase the
specific power of the power subsystem? Can it reduce the cost of

the power and other spacecraft subsystems?

- What system-level studies are needed to evaluate the desirability
and identify guidelines for subsystem automation development? What
are the appropriate jobs for the flight crew?

- What effect might automation have on the next version of the sub-
system design? How can subsystems be designed or modularized to
minimize the consequences of changes? Can software minimize

changes? 1Is standardization an issue?

To address the question of which activities to automate, it is neces-
sary to examine (1) basic criteria that direct space station (and other
‘spacecraft) toward automation, (2) how automation tasks work at the
component, subsystem, and system levels to meet their objectives, (3)
problems encountered in past spacecraft, and (4) what has been done in

past automation efforts.



Table 2.3-1 lists the basic reasons from the system and subsystem
points of view as to why automation is often mandatory in many cases.
The basic approach necessary in achieving an autconomous operation is to
provide adequate sensors, redundant hardware, switching capabilities,
and software. ‘“lhe principal goal of this approach is to prevent loss

of any critical function via timely reconfiguration and graceful
degradatioun.,

Table 2.3-1 Why Autonomy and Automation?

From Mission and Spacecraft Viewpoint:

- Enable Autonomous Spacecraft OUperation, Especially during Degraded
Modes

- Enable Rapid Changes in Mission Sequence

~ Enable Onorbit Subsystem Checkout, Verification, and Maintenance
Quickly and Precisely

~ Decrease Reliance on Ground Stations and Reduce Long~Term Flight
Operations Cost

- Decrease Cost of Other Housekeeping Subsystems

From Subsystem Viewpoint:

- Reduce Subsystem Size and Weight

- Increase Operational Life and Performance Reliability
- Decrease Subsystem Cost

- Respond Rapidly to Malfunctions

- Permit Maximum Use of Capability

- Permit Graceful Degradation

- Overcome Technology Limitations

- Accommodate New Technologies

Table 2.3-2 shows the key projects collectively representing the state
of development in spacecraft power subsystem automation. Note that the
more recent efforts by the Air Force are being performed at the space-
craft level. The principal features and results of these major pro-
grams (Ref 4 through 8) are summarized in Table 2.3-3. It should be
emphasized that the microprocessor is the key techmology that enabled
these development projects to be carried out effectively. However,
several key issues have yet to be addressed and validated. Among these
are processor redundancy configuration and management strategy, proces-
sor fault-tolerant criteria and implementation approach, and optimiza-

tion of application software and long-term validation.
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Table 2.3-2

Major Progjects Involving Spacecraft Power Subsystem Automation

Funding
Project Dates Source Contractor
ARMMS (Autonomous Redundancy | 1982-1986 | AF-STC JPL
and Maintenance Management
Subsystem)*
Autonomous Spacecraft¥ 1981~-1986 | AF-STC JPL
Power Subsystem Automation 1982-1983 | NASA~MSFC Martin Marietta
Study
Energy Management System 1983-1984 | NASA-MSFC Martin Marietta
Software Development (Expert
System Demonstration)
MAPS (Miniaturized 1980-1982 | Classified | Martin Marietta
Autonomous Power System)
AMPS (Autonomously Managed 1978-1Y82 { NASA~MSFC TRW
Power System)
P3 (Programmable Power 1979-1981 | NASA-MSFC Martin Marietta
Processor)
APSM (Automated Power 1978-1979 | NASA HQ-JPL | Martin Marietta
Subsystem Management)
SBPS (Single—-Cell Battery 1975-1977 | NASA-LeRC Martin Marietta
Protection System)

*Spacecraft level, including power subsystem.
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Table 2.3-3 Principal Features and Results of Major Projects

Project Features Key Results
ARMMS ~ Add-On Computer-Based Subsystem | -~ Engineering Algorithms
(Continuing) | - Interfaces Only with Satellite Defined for DSCS III
(Ref 4) TT&C Satellite
~ Receives IM Data, Determines - Communication Interfaces
Maintenance, and Implements and Computer Architecture
Contingency Plans Defined
- Allows for Evolutionary -~ Functional Requirements
Development Identified
- Test Bed for Ground Validation - Spacecraft Telemetry
- CMOS Processor (16-bit) Simulator Designed
- Emphasis: Algorithms, Archi~-
tecture, and Proof of Concept
AMPS - 250-kW Design (17 Channels, 16.7 | = Detailed System Design
(Continuing) kW Each); Channels Isolated Completed
(Ref 5) - 220-Vdc Nominal - Algorithms Designed
- 150-A-h, 160-Cell, Ni-H2 - Conmputer Architecture
Battery per Channel and Hardware Defined
- Array Series-String Switch-
ing for Voltage Control
- Algorithms: Power Source,
Load Center, and EPS Management
p3 - Charger or Regulator Function ~ Engineering Prototype
(Completed) via Software Change Designed
(Ref 6) - Single Imbedded Computer - Algoritrms Demonstrated
(T19900) and Validated
-~ Input/OQutput:
~ Input: 26 to 375 Vdc
- Qutput: 24 to 180 Vdc
- Algorithms: Array Peak-Power
Tracking, Caution and Warning,
Current Limit
APSM ~ Test Bed Using V075 Power - Test Bed Operational
(Completed) Subsystem Components — Algorithms Functiomal
(Ref 7) ~ Distributed Processors with - Distributed-Microproc-
Central (TI9Y00) and Local essor Concept Demon—~
(RCA 1802) strated
- Fault Sinulators
- Cell~Level Battery Protection
(One Battery)
- Algorithms: Data Handling,
Monitoring, Control, Resource
Management, Fault Handling
SBPS - Cell-Level Protection, Both Ana- | - First Use of Microproces-
(Ref 8) log and Digital Configurations sor Verified on Secondary
- Intel 8008 & 8080 Processors AgZn 'Battery Protection
~ 18-Cell Secondary AgiZn Battery - Hardware and Software
Demonstrated ,
~ Battery Cycle-Life
Improvement (AgZn)
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Effective use of automation often implies performance of several tasks
concurrently. This means both subsystem- and system-level tasks should
be identified and evaluated. Successful automation of the space sta-
tion may, therefore, transcend boundaries created in the past between
disciplines. The classical parochial and dissected view of a space-
craft is likely to be changed. The interaction hetween the EPS, life-
support subsystem (LSS), and thermal-control subsystem (TCS), for exam-
ple, can be so involved that functions like load sequencing and overall
power management can be viewed only at the system level. One attrac~
tive system—-level automation task is spacecraft energy management.

This involves a carefully coordinated electrical-load management that
satisfies both experimental needs and the functional requirements of
critical subsystems such as LSS and TCS. This activity can signifi-
cantly reduce the battery mass, which is a substantial fraction of the

overall space-station weight if a conventional approach is used.
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3.0

TASK 1 - CHARACTERIZATION AND CLASSIFICATION OF POWER SUBSYSTEMS

OBJECTIVE

The objective of this task was to classify and charactérize the photo-
voltalic power subsystem and its major elements, This task was intended

to provide the basis for subsequent study tasks.

SUMMARY

A generic photovoltaic power subsystem was defined by identifying the
most promising components under each of the following five major

categories:

1) Photovoltaic array,

2) Power conditioning,

3) Batteries,

4) Power distribution,

5) Power control.

Thermal control. hardware was not considered in this study. However, it
must be recognized that heat dissipation management presents a signifi-
cant problem for high-power systems. Other elements such as gimbals,
sensors, signal conditioning circuits, and auxiliary power sources were
included. Typical subsystem arrangements were also identified. These
arrangements fall into two basic classes by the power conditioning

strategy used, the serles regulation, and direct energy transfer.

The power subsystem interfaces with all electrical components that use
power and with the spacecraft subsystem involved in data acquisition
and command functions (C&DH and control and display subsystems).



3.1

3.1.1

Th photovoltaic power systems can be classified roughly by:
1) Application or mission type: LEO, medium altitude, GEO, planetary;

2) System arrangement: series regulation (SR) or direct energy trans-
fer (DET);

3) Bus voltage level and type: ac, dc, or combination.

A key system performance parameter is the overall specific power (W/1b)
which 1s basically a function of the type nf solar cell and battery
cell used and the orbit altitude. Typical values estimated by the Air
Force (Ref 16) are depicted in Figure 3.0-1 for several combinations of
these hardware. The specific power for a system is highly dependant on
the battery energy density used,

SYSTEM CONFIGURATION

General Classification

A power subsystem for any spzcecraft comprises the following generic

elements:

1) Energy source,

2) Energy storage,

3) Power convefsion,

4) Power processing (conditioning),
5) Power distributi&n,

6) Power control.

SR
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Figure 3.1.1-1 shows the relative arrangement of these subsystem ele-
ments along with their principal interfaces. In past spacecraft, con-
trol and data interfaces from the spacecraft C&DHS to the power subsys-
tem components were distributed rather than centralized in the power
control as depicted in Figure 3.1.1-1. That is, data and control sig-
nals were nsually routed directly to the power subsystem assembly, such

as the power distribution unit and the battery charger.

Energy Power Power Power |
Source 1 Conversion | Processing Distribution | ~ Loads

l

|

Data Control Energy |

Storage

P |

Power l

Control |

________ — e e e 1)

Data Control

Command and Data
Handling Subsystem

Figure 3.1.1-1 Generic Power Subsystem Elements and Interfaces

The photovoltalc power subsystem was defined to include various compo-
nents listed under each major subsystem category (Fig. 3.1.1-2). Each
component was characterized by key design features, operating charac-
teristics, state of the art, flight history, and types available. Fly-
wheel energy storage was the only component in Figure 3.1.1-2 that was
not characterized because of its low development state., System-level
options, such as dc¢ bus voltage level, ac vs dc, and number of power

channels, are listed in Figure 3.1.1-3.

e
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- Signal Conditionin
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Figure 3.1.1-2 Photovoltaie Power Subsystem Options

ac dc
Arrangement: Direct Energy Transfer (DET)
] vs Series Rggulation {SR) Bus ~ Bus
: Y | WE——
Number of Power Channels g?]\:?\rnel
— —e3acC Loads
dc Bus Voltage: Nominal 28 Vdc and : ——=dc Loads
120 Vdc or 240 Vdc Power ]
Channel
ac Voltage, Frequency, and Phases
Power Conditioning & Distribution: z
o Solar | | Power Primary
- Centralized vs Distributed Voltage Array Conditioning Power
Regulation and Power Distributors Distribution
C} 4D
Power
Batteries Controller

Figure 3.1.1-3 System-Level Options for a Multihundred KW Power Subsystem

3-5




The arrangement of the electrical power subsystem connecting the solar
arrays, batteries, power conditioning, and power distribution network
to the user loads is critical to reducing the specific weight and cost
of the subsystem and improving its efficiency. Figure 3.1.1-4 shows
the two basic arrangements that have been used predominantly in space-
craft: one 1s a direct energy transfer (DET) and the other is a series
regulation (SR) type. These configurations differ basically in their
methods of controlling the solar array output voltage and providing

battery charge/discharge protection.

Configuration I features a dc battery charger and peak-power tracker
combination. The peak-power tracker integral to the battery charger
provides maximum solar array energy collection whenever the battery 1s

not fully charged and can accept the availlable power.

Configuration II requires no dc battery charger but relies on full-
shunt regulation to limit battery charge voltage. This arrangement
eliminates the cost of the dc charger and the efficiency loss caused by
charger operation. The increase in total system efficiency gained by
deleting the series charger more than offsets nonoptimum solar array
operation off the peak-power point. The main penalty of this full-
shunt regulator approach is the need to dissipate a large amount of un-

usable array power in the regulator.

Configuration III controls the dc bus voltage in a manner similar to
II, and is known as a partial shunt regulation system. Its advantages
over II are basically a much lower level of power dissipation (in the
bypass switches) and elimination of the full-shunt regulator hardware.
Its principal drawback is control complexity and related electronics.
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Configuration I (SR) OF POOR QUALITY

Battery
Charger/ Main dc
Peak Power Bus
Tracker

Solar

Array Battery

? —0

Configuration IT (DET)

Main

! T T ' —0 dc Bus
Solar Shunt Battery v
Array Regulator

— 7 o

Configuration III (DET)

Main dec
Bus
Control
Array ‘ oo
String Array Bynass
String dd Battery
e Switch

L TT [,

Note:

1. Main dc bus is connected to a load regulator,
inverter, and/or power distributor.

2. The bypass switch in Configuration III can be
linear partial shunt or digital switch

Figure 3.1.1-4
Bastie Photovoltaic Battery. Power Subsystem Arrangements
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3.1.2

A combination of II and III, controlled by a miroprocessor, has been
used very effectively in a large terrestrial system (Ref 14, 15). Its

advantages are:

1) The overall system cost is lowest (comparted to I and II) because
the intermediate power processor is eliminated and the partial sub-
array on/off switching approach permits the full-ghunt regulator to
be sized to only handle a fraction of the total available power
(partial shunt regulator), and thereby minimize thermal dissipation

management.

2) The partial shunting approach provided a very flexible and effec-
tive battery control for four 240-Vdc batteries in parallel.

Specific System Arrangements

The modular nature of a PV/battery system allows this power scurce to
be used in applications ranging from a few watts to megawatts. For a
multihundred kW system, the key tradeoff issues are the (1) main dc bus
voltage level (120 vs 240 Vde), (2) ac vs dc for main power distribu-
tion, and (3) the power distribution scheme to meet the redundancy cri-
teria. An example of an arrangement that can provide a combination of
unregulated (150 to 300 Vdc) and regulated (200 to 300 Vdc) HV, low
voltage (28 Vde), and ac power in a DET configuration is shown in Fig-
ure 3.1.2-1. This arrangement can serve as a building block to scale
up to the required Space Station power levels while providing redun-
dancies in power channels. The power distribution configuration and
load control strategy must be carefully designed at the system level to
provide the flexibility required for load management during various
phases of station growth. Several examples of photovoltaic power sys-—

tem configurations are presented in simplified forms in Appendix B.
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Section N Batteries Inverter || Distributor [~ Loads
C t ‘D '
Power Control l
Unit
Pawer Subpyten 4 T .
C DY Command and Data Handling
Subsystem

Figure 3.1.2-1
An Approach to a High-Power System to Provide HV and LV de and ac Power

PHOTOVOLTAIC ARRAY

An array consists of a number of solar cell module strings or branches
connected at the dc bus. The number of modules in series is determined
by the desired dc bus voltage level, and the number of strings by the
total array power required. Key factors affecting the electrical per-
formance of the PV array are: (1) solar irradiance; (2) solar cell
temperature; (3) solar incidence angle; (4) charged particle radiationm;
(5) reverse voltage breakdown; (6) plasma arcing; and (7) electrical

wiring configuration including line resistances and bypass diodes.

The solar arrays can be classified by how they are mounted to the
spacecraft and oriented to the Sun. The three basic array types are
body mounted, paddle mounted, and panels mounted and Sun-oriented as
shown in Figure 3.2-1. To reduce the array area, high-power multi-kW
spacecraft would require array articulation capability for Sun
orientation.

3-9




ORIGINAL PAGE i&
OF POOR QUALITY

Body Mounted

Oriented Panel

Figure 3.2-1 Basic Solar Array Configurations

The types of photovoltaic systems applicable to the space station are

as follows:

1) Planar, nonconcentrating array (SEP and ultralightweight arrays),

2) Concentrating array (cassegranian and trough).
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The basic features of specific candidate designs of each array type are

summarized in the following subsections.

3.2.1 SEP Solar Array (Ref 16)

Description - The SEP solar array consists of five major ccmponents:
array blanket, mast, tensioning mechanisms, containment box, and box
cover (Fig. 3.2.1-1). The solar array wing can extend or retract fully
or partially to a predetermined point. Table 3.2.1-1 lists SEP blanket

physical characteristics.

Store
Array Containment
Preload Rox Cover

3 N
v'\

Mechanism

2> &

;
Y

Guide Wire 1

Guide Wire Grommet
Panel Hinge

Intermediate
Tension
Distribution

e 31.6 m
Array (1244 in.)

AYZAYZ Y% X~ 4
Y A LY AN N LR %

A

[
S:‘ Harness
Arzay "’ Array
H 1/
ardness 5’ Storage
P 1 Container
Intermediate i‘aF Extension/
Tension £Y Retraction
Negator Mast
Tension Box Negator
Mast Canister i’

Guide Wire Negator

Figure 3.2.1-1 SEP Solar Array Wing
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Table 3.2.1-1 SEF Array Blanket Characteristics (One Wing)

Single Cell Area
Total Cell Area

No. of Cell Assemblies/Electrical Module
No. of Electrical Modules/Wing
No. of Cell Assemblies/Wing

Nominal Cell Spacing (On-Array Padding)

Overall Blanket Area 41x158x29.9 in.*

Cell Area Packing Factor (1.19 mm Cell Spacing)
Overall Blanket Area Cell Packing Factor

Printed Circuit Substrate Area Density (No Cells)

Substrate Plus Cell Assemblies Area Density

Total Blanket Plue Harness Area Density+

1530

82

125,460

8068 cm

101.47 cm?

1.09 mm (0.043 in.)
125 m2 (1345 ft2)
0.887

0.812

0.1358 kg/m?
(0.02776 1b/ft2)
1.0132 kg/m?
(0.2072 1b/£t2)
0.9785 kg/m?
(0.2001 1b/ft2)

*Includes area for array harness, panel stiffening, and panel-to-panel

hinges.

*Includes hinges, panel stiffening, on-array padding, and tension-

distribution bars.

The mast i1s a continuous Longeron lattice structure made from high tem-

perature polyimide resin (See Table 3.2.1-2),

The deployment canister

uged to extend and retract the mast uses two 27-Vdc motors, is 58-in.
high, 16.24-in, diameter, and weighs 17.35 kg (38.17 1b).

Principal Operating Characteristics - Present-technology 25~kW SEP ar-

ray uses a 12,3% efficiency solar~cell having a back-surface reflec-

tor. The solar céll also employs a dielectric wraparound contact.

Table 3.2.1-3 1lists solar-cell characteristics.

The array system is

composed of two wings, each providing 12.5-kW BOL power at 1 AU. The

array slzing assumes the following losses:

-  Assembly 3%

- Bussing 4.47%
- Diode 0.4%

-  Present-Technology Array Design Provides 66 W/kg Using the Minimum

Cell Efficiency
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Table 3.2.1-2 Extension Mast Design

Mast Diameter:
Mast Mass:

Longerons:

- Cross=Section:

Battens:

-~ Cross section:

Diagonals:

Bay Length:
Mechanical Properties:

~ Bending Stiffness:

= Bending Strength:

Shearing Stiffness:
Shearing Strength:

Torsional Stiffness:
Torsional Strength:

37.3 em (14.7 in.)
16.74 kg (36.8 1b)

0.553x0.572 cm (0.218x0.225 in.), Rectangu-~
lar, with Corners Rounded to 0.030-in., Radius

~ Material-S-Glass/Polyimide Composite Using 20~End-Glass Roving/
PMR15 Polyimide Resin

0.457x0.457 cm (0.18x0.18 in.), Square, with
Corners Rounded to 0.030 in. Radius

~ Material: Same as Longerons

3/64-in, Diameter, 3x7-~Strand, Stainless-
Steel Cable

23.9 cm (9.0 1in.)

62.8 kN-m? (21.96 x 106 1b-1n.2)

1.64 m-N (1456.3 in.-1b), Minimum Value Asso-
clated, with One Lorigeron In Compression

87.2 kN (19,620 1b)

134.8 N (30.33 1b)

1.453 kN-m2 (5.08 x 105 1b-in.2)

970.7 N (218.4 1b)

Table 3.2.1-3 Present Technology 256-kW Array Solar Cell Design Features

Coverslide Material:

Cell Size:

Cell Thickness:
Cover Thickness:
Coverslide Adhesive:

item Value
Covered Efficiency (Based on Total Cell
Area and 135.6 mW/cm2): 12.3%
Diffusion Depth: 1200 to 2000 A
Cell Base Resistivity: 2 ohm/cm
Solar Cell AR Coating: MLAR
Back-Surface Field: No
Back—-Surface Reflector: Yes
Contact Material: Cr-Pd-~Ag or Ti-Pd-Ag
Cover Cut-On Wavelength: 350 nm,

Fused Silica (Alternate:
Ceria Stabilized Microsheet)
2x4 cm, nominal

200 micrometers (8 mils)
150 micrometers (6 mils)

DC 93-500

3-13




3.2.2

Testing of the full-scale coilabhle longeron extension mast resulted -in

a mass-stiffness measurement of 15,15 x 106 lb—in.2 compared to the

19.6 x 106 1b-in.2 requirement., The associated weight increases

along with the achieved cell assembly weights require a cell-efficiency
increase from 11.4% to 12.3% to meet a specific power of 66 W/kg. This
also reduces the number of panels per wing from 41 to 38 (25-kW array)

and decreases the extension length from 32.0 m to 31.2 m.

Flight History - None; SAFE experiment 1s scheduled on shuttle orbiter
flight in mid-1984,

Types/Manufacturer - Lockheed Missile and Space Company.

Ultralightweight Solar Array (Ref 17)

Description - Ultralightweight Solar Array is being developed by TRW
for use in applications where existing technology is limited. This
design is directed toward the following goals:

Retractable, Redeployable

Low Cost

Modular/Scalable over 10 to 70 kW (BOL)

Compatible with Automatic Fabrication/Assembly Processes

The: array configuration consists of one or two flatpack foldout Kapton
blankets contained in a graphlte-epoxy stowage box attached to a
strongback deployment structure. The blanket and container are inte-
grated with a mast-stowage canister containing a coilable trilongeron
mast for extension and retraction of the solar-cell blankets, Figure
3.2.2-1 shows the full-power two-blanket design. The total weight for
the full-power design, made up of the blanket, blanket box system, and
the blanket extension system combined, is 1262.8 1b (572.7 kg). Table
3.2.2-1 lists physical characteristics.,
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Figure 3.2.2-1
Two-Blanket Ultralightweight Solar Array (Ref 17)

Principal Operating Characteristics ~ The full-power, two-blanket de~
sign has a BOL power of 72 kW per spacecraft (68°C at 235 nmi, 60° in-
clination). End-of-life power (10 years) is approximately 17% less, or

61.7 kW per spacecraft. BOL open-circuit voltage is 425 V derating to
an EOL voltage of 178 V (peak power at orbit MAX Temp of 80°C). Table

3.2,2-2 shows the array's performance analysis.
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Table 3.2.2-1 Physical Characteristics, Full Power, 2 Blanket

Blanket Panel Size

Mast Deployed Length
Mast Diameter

Mast Canister Length
Mast Canister Diameter
Wing Width

No. of Blanket Boxes/Wing
Blanket Box Size

Cell Type and Size

Cover Type and Size
No. of Cells/Panel
No. of Cells/Blanket
No. of Cells/Wing
Wing Weight

Blanket Size (Including Leader Panels)

Deployed Wing Natural Frequency
No. of Panels/Electrical Module
No. of Electrical Modules/Wing

Iten Value
No. of Wings/Spacecraft 2

No. of Blankets/Wing 2

No. of Active Panels (with Cells)/Blanket| 96

178.3x14.8 in.
178.3x1450 in.

1470

21 in.

66 in.

23 in.

396 in.

2

180x18x7 in.

0.04 Hz

2 Modules per 3 Panels
128

2 ohm~cm BSR; 4.08x2.35 cm
x 8 mil

Fused Silica, 6 mil
174 x 8 = 1392

133,632

267,264

601 kg

State of the Art - Level 5 -~ 6 1s estimated.

Flight History - None

Types/Manufacturer — TRW
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3.2.3 High Concentration Array - Cassegrainian (Ref 18)

Table 3.2.2-2 Array Performance Swummary

P y e R e B e T e ol T
- st 2o 2 * P

EOL
Parameter, BOL Factor | Temp | BOL EOL
Cell Efficiency (2-ohm-cm BSR) - 28°C {13,3% -
At Vp, = 0.49 -~ 28°C 1490 mV | -~
Cell Efficiency:
[1-0.0046 (68-28)] 13.3% 0.85 68°C {10.9% 9.26%
At 490-2,2 (78-28)mV 0.96 68°C {402 mV | 386 mV
Cell Output:
8.57 cm? x 10.85% x 135.3 mW/cm? 0.85 | 68°C {126 mW | 107 uW
Half-Panel Output: 4p x 104s x 0.126 W | 0.85 68°C |52.3 W | 44.7 W
At 104s x 0.402 V 0.96 68°C (41.8 V | 40.1 V
Module OQutput: 5 x 0,96 x 52.3W 0.85 68°C {251 W 215 W
At 5 x 0.96 x 41.8V 0.96 68°C {201 V 193 v
Blanket Output (36 Modules, 90 Panels) |0.85 68°C |9.04 kW| 7.72 kW
Wing Output (4 Blankets) 0.85 | 68°C {36.2 kW| 30.9 kW
Array Output (2 Wings) 0.85 68°C [72.3 kW| 61.8 kW
Cell Size 4.08x2.10 cm = 8.57 cm? Qutput Values Rounded to 3

Temperature Coefficient,
Power: -04.6%/°C
Voltage: =2.2mV/°C

Significant Figures

Description - A development program is in progress (AF and NASA) for a

miniaturized Cassegrainian concentrator solar array.

The main interest

in this type of array 1is to develop a multiki