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This 1is the second progress report submitted by BITS. The NASA
Technical Officer for this Cooperative Agreement is §S.G. Hart, Ames

Research Center, Man-Vehicle Systems Research Division.

The work accomplished during this first year of the Cooperative
greement can be grouped into three categories. First, and most important,
are theoretical advances aimed at integrating the concepts of attention and
workload. Second, are empirical studies performed at Ames Research Center.
Third, are systems and operational software being written in West Lafayette

for the Cromemco 68000 microcomputer to allow data collection and analysis.

The 3jewel in the crown for this year (and next year as well) was
acceptance by The Journal of Mathematical Psychology of a lengthy review
art.cle written by BITS's Principal Research Wizard. This article, entitled
"Stages and channels in human information processing: A limited review,"
c-.gcusses the theoretical assumptions used by researchers in the area of

“tention, with particular amphasis upon errors and inconsistent
a. “umptions used by some researchers, It is based upon the original grant
vroposal submitted to NASA (see Appendix for manuscript as accepted by
JMP) . The article is currently being revised, with particular emphasir
upon the use c¢f z-score transformations and their theoretical implication

lor POC functions in timesharing tasks; the revised article will be

o

nrmene

in next year's annual rogress repocrt since the requisite computer
g

-u.ations to generate POC functions with given performance-resourc.
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fanctions will take another 3-4 months of effort.

Five experiments conducted at Ames Kesearch Center were completed
and/or presented this year: two GAT experiments conducted by Michael
Bortolussi and two laboratory studies and one field experiment conductad by

Jan Hauser.
Experiments conducted by Michael Bortolussi

The first GAT experiment using an asynchronous secondary reaction-time
task was presented at the Annual Meeting of the Human Factors Society,
Norfolk, 1983 and a complete written description 1is contained in the
proceedings of that meeting (see Appendix). This experiment was important
because it demonstrated quite successfully that pilot workload could be
measured in a flight simulator with an appropriate secondary task that was

derived from a theoretical model of attention and timesharing.

The second GAT experiment on building levels of workload (BLOW) built
on this foundation and was equally successful. (Since the PI only claims a
50% hit rate on experiments, this implies that the next two experiments
won't work.) Again the asynchronous secondary task was able ¢to
discriminate the different 1levels of workload associated with three
hierarchical levels of flight tasks: baseline tasks (e.g., fly at constant
speed) , paired tasks (e.g., fly at constant speed and heading), and complex

~agks (e.g., fly at constant speed, heading, and altitude). 1In this
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experiment certain degrees of freedom of the GAT were frozen for the Zower
tierchical tasks to obtain better workload estimates of performance
ancor=zaminated by "automatic" corrections of an irrelevant task component
‘e.g., correcting heading when pilots were instructed to fly at constant
speed and to ignore other aspects of flight). A complete description of
this experiment is contained in the Appendix. It is anticipated that this
exper:ment will be combined with another asynchronous secondary task
experiment currently in progress using the GAT and that a single write-up
of both experiments will be submitted for journal publication. Furthermore,
the Principal Investigatcr has agreed to write a chapter encitled "Mental

workload"” in which this research is prominently featured (see publication

list following).
Experiments conducted by Jan Hauser

The results of an experiment conducted earlier in the year were
presented at the Annual Conference on Manual Control, Cambridge, 1983. The
experiment examined the importance of the effect of feedback on the
subjective assessment of workload and performance. Strong associations
were found between actual and perceived performance, and perceived workload
anc¢ »erformance. It was concluded that the nature of the task, pursuit
tracking, was in part responsible for these associa*ions, as constant

feedback was inherent to the task.

7 second experiment was then conducted to further examine the effect of
feedback on the perception of performance and workload. Two tasks, the

Sternberg memory task and a target acquisition task modelled on the F_tt:’
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Law paradign, were employed. Feedback and difficulty were manipulated on
ooth tzasks. Results of this experiment wcre presented at the Annual Meeting
cf the Human Factors Society, Norfolk, 1983. Although the associations
found between actual and perceived performance, and perceived workload and
performance, were weaker than those reportea for the previous pursuit
tracking experiment, the effect of feedback produced marked differences in
these associations for the two tasks. This finding supports the notion that
the effect of feedback on subjective assesments is to some extent dependent
on the type of task. The results of this experiment will be incorporated in
a NASA technical report, currently in preparation, that will include results

of a number of experiments examining the same two tasks.

A third experiment was conducted to examine the usefulness of
subjective rating scales during actual flight missions. This experiment
was conducted over a period of several months in Lhe NASA C-141 airborne
Observatory. Data was collected for a total of 11 missions, each mission was
approximately seven and a haif hours in length. The flight crew were asked
tc make subjective ratings of Stress, Mental/Sensory Effort, Time Pressure,
Fatique, Performance, and Workload, for each of seven flight segments. . hey

isc estimated the percent of workload experienced for type of activity,
Plying the aircraft and Managing the Systems, Navigation, Communication,
and Change 1in Procedures for each segment. In addition, a physiological
measure of heart rate was recorded on each mission for each crew member.
Zthough data was collected for all three crew members, the subject pool
frr the position of flight engineer was very limited, thus analyses will be
largely directed towards comparisons of the left and right seats. Data

2~ 73es are still incomplete, but results indicate that for both left and
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right seat position, the subjective assessment of stress rather than
workload, is associated with heart rate. No differences have been found
for ratings of workload across the two seats, but large differences were
found for the type of activity. A final report on this experiment will be

presented at the Annual Meeting on Manual Control, 1984.

Software Accomplishments

Progress in this area has been slow but unsteady. Since the Cromemco
68000 microcomputer is quita inexpensive, it lacks a real-time operating
system. Therefore, its Cromix «ystem must be defeated before experiments
can be conducted. (Cromix is designed to keep multiple users from
clobbering each other.) This 1is an especially difficult problem because
68000 Cromix is actually a hybrid operating system with over 80% of its
code using the resident Z80 co-processor chip. (The Cromemco 68000 CPU
board, called the dual-processing unit or DPU contains both 7280 and 68000
processors to enable users to keep old Z80 software runaing while updating
to 68000 code.) In particular, the interrupt handling routines of the 68000
simply hand off to the Z80. This could be handled but there is no easy way
of discovering at the time an interrupt is encountered which processor, 280
or 68000, is then in control. (Both processors never work simultaneously.)
Our temporary solution has been to disable the interrupt mechanism and to
use device polling techniques instead. Since BITS has funds for only
part-time programming, our progress has been slow although the purchase of
a hard disk for the Cromemco has accelerated progress. A program in the C

language (see Appendix for listing) has been completed and will be ready for

total (Gestalt) testing by February. Allowing a generous amount of time
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for £ul1l debugging still pernits data collection to start before

summer.
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Channels and Stages in Human Information Processing:

A Limiteﬂ Review

This article reviews the status of the theoretical construct of capacity.
Four basic questions are discussed: (1) What is capacity? (2) How is capacity
measured? (3) Is capacity limited? (4) If so, where is it limited? It is
ciaimed that empirical answers to these ques..ons have been unsatisfactory due
to theoretical and methodclogical issues that need be resolved. Data are pre-
sented to illustrate such difficulties. It is concluded that the construct of
capacity has become more_and more vacuous and that caution is required whenever

capacity is invoked to explain behavior.

To appear in Journal of Mathematical Psychology

(currently being revised)



Channels and Stages in Human Information Processing:

A Limited Review?
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Purdue University

Current models of attention and information processing that invoke channels
and stages as key constructs share two closely related, but, nevertheless,
logically distinct, concepts. The first is the assumption that human behavior
can be best understood in terms of a hypothetical informational flow inside the
organism (e.g., Broadbent, 1971, p. 7); this flow cannot be directly observed
but clever manipulation of experimental conditions allows us to make reasonable
inferences about this postulated flow. The second assumption is that a diagram
of this internal flow is not by itself sufficient to explain behavior, that is,
a second concept, that of capacity, must also be included. Some portions of
the Information flow proceed satisfactorily without the allocation of capacity
but other portions suffer when the requisite amount of capacity cannot be sup-
plied. While the flow of information within the organism and the allocation of
flow of capacity within the organism may be highly correlated, they are seldom
identical.

This paper is primarily concerned with the capacity construct, although
as shall te seen, this cannot be discussed without also remarking upon the flow
of information. The basic issue is simply to what extent does the use of the
cepacity construct increase our ability to explain behavior, Alas, there is no
direct answer to this question and attempts to evaluate the utility of capacity
necessarily raise addftional questions.

In this paper attempts to understand and/or explain the basic theoretical
nature of the concept or construct of capacity lead to four basic questions:
1This research was supported by Cooperative Agreement NCC 2-228 from The

National Aeronautics and Space Administration, Ames Research Center.
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1. What is capacity?

2 How 1s capacity measured?

3. [Is capacity 1imited?

4, If so where is 1t limited?
The reader may feel that these questibns are rather straightforward requiring
only a few empirical results for clarification., A major purpose of the present
paper is to deny this simplistic solution. Instead it is claimed that any
resolution of empirical differences in this area will first depend upon clari-
fication and resolution of theoretical issues not amenable to direct empirical
test. This point will be made salient by reference to existing articles that
reach apparently conflicting conclusions about capacity and by some new experi-
mental results that highlight the source of this difficulty.

Capacity: What Is It?

For a clearer understanding of the psychological meaning of capacity we
must start with the seminal work of Droadbent (1958; 1971) who was largely
responsible for making psycnolcgists aware of the general issue of capacity as
expressed in his limited-éapacity channel model of performance. In reviewing
the earlier formulation Broadbent (1971) states that

"e o o 1t was to some extent meaningful to egard the whole nervous

system as a single channel, having a 1imit to the rate at which it

can transmit information; such a limit is usua..y termed a 1imit te

‘capacity' (page 8)."

This definition is precise specifying the system in question (the whole nervous
system) and that the limitation is one of information transmission rate, i.e.,
bits/time. Broadbent also had the grace and foresight to bracket the term
capacity with quotation marks, indicating his concern for an overly literal

interpretation of the concept. It is clear that for Broadbent (1958; 1971) the
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concept of capacity has meaning only insofar as it relates to information
theory and the communication model cf Shannon (1948), While the term capacity
has been otherwise used (e.g., Garner, 1962) to indicate a 1imit in the amount
of information transmitted in perceptual discrimination, such usage neglects
the temporal or rate-dependant aspects of a comunicaticn channel and is
eschewed heve,

Later workers found the quantitative concepts of information theory less
useful (Garne:, 1974) or even useless for psychologists (Neisser, 1967). While
a ;mall vanguard still maintains that information theory is indeed useful
(Kantowitz, 1975; Moray & Fitter, 1974), most psychologists have been disap-
pointed with the utility of information theory (e.g., Resch, 1974). This re-
Jection of information theory hos quite interesting implication: .. the capacity
concept, This concept was retained :nd amplificd even tnough it: - ~ginal in-
formation-tneoretic base was cast aside. But in this process capacity became
more ambiguous and amorphous. Broadbent was able to define capacity quite pre-
cisely but later worker. were not since they had rejected the information theory
framework which first spawned the concept in a concrete manner. Thus later
workers (Kahneman, 1973; Norman & Bobrow, 1975) had to rely upon som¢ implicit
meaning or pretheoretical assumption retained from information theory.

Norman and Bobrow (1975) offered an extensive discussion based upon a
dichotomous classification of process limit.ions into data-limited and resource-
limited processes. The important concepts of a prerformance-response function
and a dual-task operating characteristic will be discussed later. Now we focus
upon their definition of a resource--their neclogism for capacity.

"Resources are such things as processing effort, the various forms

of memory capacity, and communication channels (p. 45)."

While this definition lacks the precision of the Broadbent example, it exemplifies
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current usage because many operational definitions could be Tinked to it;

indeed the following section discusses operational definitions of capacity in
detail. It is clear that the concept of capacity exists on a higher theoretical
level than that of operational definition. The definition above offers three
major concepts--processing effort, memory capacity, communication channels--each
of which can be operationally defined in several ways. Yet the definition above
implies that a resource is more than any one of this large number of possible
operational definitions.

Townsend (1974) deserves credit for explicitly noting that semantic conno-
tations of the term capacity were often misleading, Any answer to the question
posed in the heading of this section necessarily implies some particular system
as a locus for capacity. Metonomy is a term meaning the substitution of the
container for what is contained as in the serntence "The pot is boiling," Here
we are faced with a psychological reverse metonomy with the contents, ~-capacity
--being substituted for the system containiag the capacity. Most authors have
tacitly assumed that the system is the entire organism. Townsend (1974, Table 1)
has shown this to be a gross oversimplification since any specification of capa-
city is meaningless without a concommitant specification of other system pro-
perties. The third major section that considers the question "Is capacity
limited?" will return to tris issue.

Kahneman (1973) has provided an important book eﬁtire]y devoted to the
topics attention and effort. Yet it is difficult to find an explicit definition

of capacity, although the term appears on v{rtually every page, The index

directs us to attention, effort and spare capacity. It is hoped? that the follow-

ing excerpt conveys the sense of what Kahneman means by these terms:

"These observations suggest that the completion of a mental activity
requires two types of input to the corresponding structure: an information
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fnput specific to that structure, and a non-specific {nput, which may be

variously labeled ‘effort,' 'capacity,' or 'attention.' To explain man's

limited ability to carry out multiple activities at the same time, a

capacity theory assumes that the total amount of attention which can be

deployed at any time is limited (page 9)." .
While this definition does contain one precise clue, that capacity is nor-
specific, a naive reader unversed in the lore of psycho}bgy and unacquainted
with the hydraulic analogy, which 1ikens the flow of capacity to the'fidw of
some fluid (gasoline has been suggested due to its energizing properties),
would be hard put to understand exactly what capacity is from this definition.

Many other imprecise definitions simflar to the two cited above caﬁ be

found in the literature, These two have been singiediout because of the im-
portance of the works that contain them and are examples of the best:current
efforts at defining capacity. They clearly reveal some tacit pretheoretical
assumptions accepted by most psychologists working with the concept of capacity.
Without the e pretheoretical assumptions no one could understand these defini-
tidns.

| These ambiguities are amplified when the hydraulic analogy is applied to
psychological systems which are often less clearly specified than are water
systems. Removing the information-theoretic base of the analogy stretches its
credibility even more, so that heavy emphasis need be placed upon operational
definitions of psychological capacity. If these definitions provide converging
operations, capacity may still prove an extremely useful concept in psychology.

So we now consider the problenms encountered in measuring capacity.

Capacity: How is it Measured?

Most psychologists accept the dictum that anything that exists, exists in
some quantity and this quantity can be measured. If capacity is more than a
diaphancus analogy, amounts of capacity must be precisely measured. Psycholo-
gists have relied upon two measurement techniques to establish capacity re-

quirements of different tasks, In single-stimulation paradigms the human must
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perform one task that has several levels of difficultres. Changes in capa-
city demands are inferred either 1ndirect1y from changea %n the time needed
to perform the task or dtrectly from: changes ‘i working rate (Broadbent, 1965) .
In double-stimulation paradigms human: must perfarm two - separate tasks simul-
taneously. Changes in capacity demands are 1nferred from observing decrements

in secondary task or both secondary and primary task perfornmnce.

Sinq]e-Response-Measures,of Capacity ’

~ The most common measure of capacity has been lag (Broadbent, 1965) or
reaction tfme. Tﬁis %erchediiaefbetﬁeen the insertion of‘a signal into a system
such as che human'and’it§~eventual emergence fror the system in the fcrm of a
response. The key assumption is thatrtasks requiring greater capacity will
tfaverse thersystem more slowly than tasks requiring lesser capacity. It is
now well known that reaction tfme is a linear function of the information present
in a set of alternatives (Hick, }952; Hyman, 1955; Briggs, 1974). The recipro-
cal of the siope of this function has often been interprated as meaéuring the
channel capacity of the human (Welford, 1960). Broadbent (1971} has noted that
this is not a satisfactory measure of channel capacity since restrictions upon :
input or output ends, such as altering S-R compatibility, affect the slope.
Indeed with highly practiced subjects and extremely compatible S-R relation-
ships the slope approaches zero implying that capacity approaches infinity.
Thomas (1974) has noted that slope measures of capacity derived from speed-
accuracy operating characteristics may be valid providea certain restrictions
are met; this offers theoretical advantages lacking when the Hick's law sTlope
is used to index capacity. Since a speed-accuracy operating characteristic
relates two dependent variables, this procedure is quite different from using
the slope of a Hick's law function,

1t §s not too astonishing that an indirect measure such as lag is inade-

quate as an index of capacity. However, a more direct measure, working rate

-
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(information/time) appears to be limited not by rate of information but rather
by rate of respondirng (Broadbent, 1971). Tha;e factors led Broadbent (1971)
to the following conclusion: ' )

A1l these points make somewhat doubtful of the value of the origiﬁalf “

analogy with the speed at which messages coulq be -perfectly encoded

in our limited system (page 242)." '

Such warnings, however, have not yet done much to dampen enthusiasm for
the practice of inférring capacity from measures of reaction time. For exam-
ple, Treisman, Squire and Greeh (1974) have interpreted earlier RT data (Treis-
man & Fearnley, 1971) to suggest that perceptual processing capacity is limited.
(The meaning of a limited capacity system will be deferred unti} the following
major section; the present example is cited only to demonstrate that RT is still
used as a measure of capacity.) Treisman and Fearnley recorded RT in a digit
classification task involving either one or two target items, Reaction time
to pairs was slower than to single items and this increase in lag was taken by
Treisman et al (1974) as supporting a limit on capacity. A similar position was
taken by Ninio and Kahneman (1974) who measurad RT in dichqtic listening when
only a single response was required on each trial. Increased lag in a divided-
attention condition was attributed to the greater capacity demands of divided-
versus focused attention. Since change in RT does not always imply an impact
on capacity, this interpretétion, while not necessarily incorrect, should be
accepted orly with great caution. Ideally, lag should not be used as an index
of capacity without strong converging observations.

While the two examples of lag given above are similar to those discussed by
Bro;dbent. a much more sophysticated dée of RT measures-of capacity 1s illus-
trated in the work of Townsend (1974)., The crucial distinction between Town-
send's work and that described above lies in the detailed a priori specification

of system architecture that precedes Townsend's inferences about capacity.
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-Instead of dealing with the capacity of a relatively amofphbus system equivae--

lent to the entire human central nervous system, Townsend specified capacity
at some particular level of processing, e.g., the level of an individual i
element where an elemeni is defined as one of the finite inputs to a processing
stage. 7(For now terms like eiement and stage will be used somevhat loosely;
the last section of this paper attempts to be more precise regarding such con-
cepts.) A specific assumption about capacity at one level usually implies
strong constraints upon capacity at other levels, The level of processing is
related to the number of elements with higher levels involving greater numbers
of elements. Capacity is related to the rate parameters that specify the speed
of processing for individual elements. Thus capacity becomes meaningful and
measurable only when the size of the element is first specified, A simple
example illustrates this. Suppose we wish to measure the capacity reguired to
process the letter A in a perceptual identification stage. If the entire letter
is one glcbal element (or template) different conclusions about capacity would
be drawn than if the letter consisted of three elements (or features): a hori-
zontal line and two oblique lines.

This approach accepts the basic assuaption, that operations requiring

greater capacity take longer, as necessary but not as sufficient, Equal pro-

* traction of reaction times need not imply that operations require equal capacity.
Models with unequal capacity parameters can easily produce equivalent reaction
times by varying such structural arrangements as the level at which capacity

is assigned, parallel vs. serial processing, self-terminating vs. exhaustive
processing and independent vs. dependent processing (Townsend, 1974). There

is no obvious and simple relationship between capacity and reaction time that
holds for all systems when capacity is defined and measured in this precise

mathematical manner,
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Double-Response Measures of Capacity
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VAnother paradigm that can be utilized to measure capacity requires the
simultangous performance of at least two independent tasks., Task independence
1mp1ies that the qualitative nature of each of the component task remains un-
changed in the dual-task environment (see also Garner & Morton, 1969, for a dis-
cussion of independence). In particular it is assumed that the component tasks
are not reconstituted into some more molar single task as a result of practice
and (hypothetical) operations such as stimulus and response grouping (Kahneman,
1973; Kantowitz, 1974).

The logic behind this assessment of capacity at first appears straight-

forward, Assume that performance on the primary task (i.e., the task arbitrarily
defined by the experimenter by instructions or pay-off matrix as being most

important) remains constant in both single- and double-task conditions. Then

y
i
s
3
H

any decrement in secondary-task performance in the dual-task environment, rela-
tive to secondary-task performance by itself, can be attributed to capacity
demands of the primary task provided that structural interference (Kahneman,
1973) is not the cause of the performance decrement, Structural interference
occurs when contradictory or mutually impossible demands are placed upon a
single processing system; again we will defer precise definition of the term
*single system." This kind of structural interference is best illustrated by
an example: It is impessible to simultaneously insert the index finger of your

right hand into your ear and nose. The astute reader will have already noticed

at least two difficulties with this means of measuring capacity: First, sub-
jects are seldom sufficiently accommodating to equate primary task performance

for single- and dual-task conditions, Second, how can one be sure that inter-

ference is not structural?

Equating Primary Task Performaice. Despite pay-off matrices, instructions,

temporary cessation of the experiment to excoriate subjects, good intentions
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and even practice. it is extremely diff1cu1t for subjects to maintain a con-

. stant level of performance on a primary task undet both single- and dual- task
environments. Indeed the more detail in which perfonnance is examined (e.g.,
measuring speed and accuracy), the less likely that constant primary task per—i
formance is achieved. It is difficult for subjects to maintain constant
performance in a single task despite great amounts of practice and explicit
pay-off matrices; in research dealing with the speed-accuraqy tradeoff this
difficulty has been formally termed the micro-tradeoff (Thomas, 1974). In less
mathematically oriented research this difficulty ic usually called variability
and is assumed to be part of the innate nature of (a) the human, (b) the exper-
imenter's imprecise control of the environment, or both (a) and (b).

Since the desired condition of constant primary task performance is often
approximated but Seldom achieved, some specific model of primary task perform-
ance is usually required so that slight changes (relative to chanrges in the
secondary task) in primary task performance can be equated. Sohe common models
often used when reaction time and/or response accuracy are measures of primary
task performance include the theory of signal detection and assorted mode}s of
speed-accuracy tradeoff, If the primary task involves tracking, control models
are used to derive corrections. All these models introduce post hoc mathemati-
cal or statistical corrections after the data have been obtained. The utility
of the correction depends, of course, upon the validity of the model as applied

to the particular experimental situation at hand.

The recent availability of mini-computers in many psychological laboratories

has given us another option in solving this problem in dual- or multi-task en-

vironments. Real-time (or on-line) computer capabilities can interactively

shift primary (or secondary, or even both) task difficulty as a function of dual-

task performance. Such a solution was used by Knight and Kantowitz (1974) to

main~ain a constant error rate in a double-stimulation speed-accuracy tradeoff
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paradigm. The minf-computer interactively shifted the criterion for a FAST
response based upon the subject's previous behavior on immediately preceding
trials. |

While most experimental psychologists have been trained to prefer exper-
imental to statistical control, the choice between these two solutions should
be more than a reflex decision. With we]l-praéticed subjects, it is likely
that mathematical models such as signal detection theory fit nicely and so can
be safely and usefully applied. Indeed with well-practiced subjects the inter-
active computer technique may backfire since subjects have ample opportunity
to discover the algorithm guiding interactive changes and can use this informa-
tion to defeat the purpose of the experiment. For example, in the Knight and
Kantowitz (1974) experiment (which used naive unpracticed subjects), experienced
subjects might have deliberately slowed their responses so that the computer
would adjust the criterion for FAST responses upwards. Conversely, when naive,
unpracticed subjects are used, their substantial variance often prevents ade-
quate fitting of a precise mathematical model so that on-line techniques may be
preferred, The key pcint is that instead of relying upon experimental designs
that discourage switching between the dual tasks (Kerr, 1973), the tools are
available to experimentally or statistically control and interpret slight
changes in primary task performance. This seems more appropriate than restricting
experimental design to those that appear to offer a sufficiently slight change
in primary task performance so that this change may be ignored. FEven sinall
changes if consistent can have large implications (e.g., Pachella, 1974).

Structural interference, The introduction of this section noted that

structural interference arises when contradictory demands are placed upon a
single processing system, Kahneman (1973) measures structural interference by

the following operations:
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“Tasks A and B are equated by difficulty or by a physiélogical

measure of effort, when performed singly. If the combination of

Task A with a new Task C is more demanding or difficult than the

combination of tasks B and C, this result provides evidence for

jnterference between A and C beyond what can be explained in terms

of attention or capacity. The alternative interpretation, that

Tasks B and CAare mutually facilitating, also assumes a structural

interaction (page 196)."

According to this operational definition, structural interfereace must be re-
moved before capacity can be measured, i.e., structural interference is a con-
founding factor insofar as concern is upon capacity measurement,

Such a position is eminently reasonable when by structural interference
is meant a limitation imposed by the physical arrangement of an effector or
affector unit; this more specific type of structural interference will be
termed “"physical interference” in the present article. Examples of physical
interference would be the eye's inability to image two stimuli upon the fovea
if the stimuli are sufficiently separated and the hand's inability to simul-
taneously push a lever up and also push it down. Physical interference is a
rather uninteresting phenomenon and any capacity-like effects that can be attri-
buted to it are trivial and appropriately regarded as confounding factors.
Kahneman's definition of structural interference goes much beyond physical
interference and may prove too severe a restriction upon capacity measurement,
i.e., such a broad definition may throw out the baby and the bath water.

For the moment let us assume that Tasks A and B can be successfully equated
and that related difficulties discussed earlier have been surmounted or at least
finessed. Let Task A be pushing a lever UP with the right hand and Task B be
pushing the lever DOWN, also with the right hand. Further asﬁume that both

these tasks require equal reaction times and that this finding satisfies us
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that they are of equal difficulty. Now let Task C be pushing another lever
UP with the left hand. It is more difficult to combine Tasks B and C than to
combine Tasks A and C when reaction time is taken - a measure of task diffi-
culty (Way & Gottsdanker, 1968). So this combination of task§ satisfied the
definition and demonstrates structural interference above and beyond capacity
interference, i.e., the experiment does not prove that capacity limitations
account for the relative inability of subjects to combine Tasks B and C. Now
let us change the situation slightly by presenting the stimuli of Task C but
no longer requiring an cvert response, It is still more difficuif to combine
"non-task" C with Tazk B than with Task A (Kantowitz, 1973), In this latter
situation it becomes considerably more difficult to dismiss the findings as an
unimportant demonstration of structural interference, even though the opera-
tional definition of structural interference is satisfied. One caninot help
but ask what “structures" are interfering with each other. In the Way and
Gottsdanker (1968) study, one might be willing to state that some amorphous
and generally unspecified "response structure" accounts for the structural inter-
ference., But when no response is required to Task C, the "structural® aspects
of the situation are diminished to so great an extent that the operational defi-
nition need be questioned. Such a broad operationalization of structurul inter-
ference precludes by definition any capacity explanation of a wide variety of
interesting non-trivial findings. Again the issue reduces to the particular
systam involved in the interference. If the system is limited to observable
effector and affector units, the definition shrinks down to physical interference.
If, however, the system also includes any and all inferred processing stages, the
definition expands to encompass and eliminate many interesting task combinations,
As if this difficulty were not sufficient by itself to eliminate a broadly
defined structural interference as a confounding in the measurement of capacity,

there is yet another perhaps even more serious difficulty with the operatiunal
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deffnition cited above. Again let us ignore the practical difficulties en-
countered when trying to compare dual-task performance of different componeht 5
tasks. The operational definition above strongly implies a reflexivity in
dual-task conditions, i.e., if Task A interferes with Task C then Task C will
also interfere with Task A, (While this reflexivity assumption is mentioned
here, it has been a tacit assumption in many studies of dual-task performance.)
As Norman and Bobrow (1975) have.clearly shown, this assumption depends upon

the location of both component tasks on their performance operating character-

istics, Tasks A and B may be equal in difficulty as measured by some particular
dependent variable'or'physio]ogical concomni tant of behavior and yet occupy
quite different locations on a performance operating characteristic. The addi-
tion of Task C will then exhibit different effects despite the attempt at -
equating Tasks A and B. ;

These considerations arque that broadly defined structural interference
forces capacity measurement into a Procrustean bed when structural interference
is regarded solely as a confounding factor. The question, raised by Kerr (1973),
as to when the limits of structural interference have been reached cannot be

satisfactorily answered when structural interference is broadly defined as by

Kahneiaan, The empirical solutions offered by Kerr regarding preferred para-
digms do not reach the theoretical issue raised by this operational definitior.

The theoretical solution proposed here would 1imit structural interference to

only physical interference, i.e., only physical interference would be regarded t
as an uninteresting confounding factor. Specification of the system being
studied wouid determine capacity considerations regardless of structural inter-
ference as defined by Kahneman. '
Grouping. The most basic assumption in time-shéring paradigms is that the ;
two (or more) éomponent tasks remain independent when performed in concert.

Measuring the capacity demanded by a primary task by changes in secondary task
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performance implies that two tasks remain separate even though being performed
simyltaneously. This assumption is not easily tested empiricaliy. The solu-
tion of requiring a third simultaneous task only pushes the probiem back a
level by offering more ways (3 to be exact) for two tasks to be combined to

say nothing of all three tasks merging., There are at least two ways in which
this independence assumption can be violated. First, the two tasks may be re-
constituted into a more molar single task through stimulus or response grouping
(Kahneman, 1973), Second, the two tasks may not be grcuped but may neverthe-
less become time- or phase-locked so the elements of one component task cannot
be completed until a "synchronization pulse" arrives.

The concept of stimulus grouping was used by Welford (1952) to explain
findings in the psychological refractory period effect when the interval separ-
ating two successive stimuli was short. Welford believed that processing of
the first stimulus was delayed so that both stimuli could be processed jointly.
Later workers extended this ide2 to allow for the possibility of response group-
ing (Borger, 1963) where the first of two responses was delayed, Grouping is
still a widely used explanatory device in the area of double stimulation, al-
though it is often difficult to distinguish between stimulus and response group-
ing (Kantowitz, 1974).

It is difficult to find a behavioral index that will ciearly identify
examples of grouping., One possibility that can be used when both component
tasks are discrete is the inter-response interval (IRI). If IPT is constant
then grouping can be inferred. Since the temporal relation between both task
components s unchanged, this may be taken as evidence that the two tasks have
been merged into a single molar task. Kahneman (1973, Chapter 9) uses this
approach to discredit conclusions contrary to his variable-capacity model reached
by Schvaneveldt (1969), The arguments for and against such an interpretation

are complex and will not be summarized here; the reader is referred to the
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orfginal sources and to a discussion by Kantowitz (1974). The relevant dif-
ficulty for present purposes is that the same variation fn IRI was interpreted
by Kahneman as supporting response grouping and by Schvaneveldt and also by
Kantowitz as failing to support grouping. Furthermore, IRI may reasonably be
expected to vary with task complexity so that faflure to obtain a constant IRI
need not necessarily rule out a grouping explanation. A constant IRI criterion
seems to be a reasonable first-approximation and until a better a priori
specification is offered, this seems to be the best available criterion for
discrete task components. Even this conservative definition will not serve

for continuous tasks like tracking. The definition and measurement of response
grouping is a major unsolved problem of considerable theoretical import., Per-
haps the spectral analysis techniques of electrical engineering used for pulse
trains may prove helpful,

Synchronization of the two component tasks is a problem clnsely related to
grouping. The idea that basic perifodicities in information processing charac-
terize the human is not new (Craik, 1947; 1948) and has been generally accepted
(Fitts, 1964). The human can be viewed as a sampled-data control system with
perfodic interrupticns of feedback sampling. Studies of attention have attempted
to relate this periodicity to some physiological concommitant such as the alpha
rhythm (e.g., Kristofferson, 1967) or other evoked potentials (Posner, 1975].
However, this general type of time-locked behavior does not necessarily influence
the independence of the two component tasks in the same way as grouping violates
the independence assumption. A more specific type of synchronization can occur
when one component task s experimenter-paced and the othe:r is self-paced. The
self-paced task may fall into a fixed phase relation with the experimenter-paced
task. A similar problem can arise when both component tasks are self-paced; in
this case one task (usually the primary task) may temporally dominate the other

which must fall into phase. While the spectral analysis techniques nf engineering
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should prove useful in locating this kind of failure of the independenrce
assumption, 1{ttle work has been accomplished by psychologists wor“ing with
double-respunse paradigms. Even having both component tasks paced by the

- experimenter may not avoid the issue since subjects do not always follow pacing
requirements exactly; thus, again one task may become temporally subsidiary and
phase-1inked to the other task.

The related problems of grouping and synchronization prosent serious theo-
retical difficulties in the analysis of dual-task paradigms. These problems
have been iargely ignored in this con‘ext but since they bear directly upon a
basic assumption of time-sharing lngic, the independence assumption, solutions
must be attempted.

Secondary Task Variables, In selecting a secondary task the first dacision

an experimenter need make ic between continuous and discrete tasks. Kerr (1973)
has argued that the discrete secondary task is preferable because (a) subjects
are mure likely to divert capacity from the primar task when faced with a con-
tinuous secondary task, and (b) fucreases (Welford, 1965) or decreases (Kahneman,
1973) in overall capacity due to insertion of a secondary task are less likely
with a discrete task cccurring on only a proportion of all trials. Althouch

no evidence is given to holster these contentions, they certainly are reaconable
assertions that merit additional discussion, A possible rationale behind (a)
and (b) above seems to be related to the duration or relative proportion of a
trial taken up by the secondary task. Hence, a continuous secondary task must
be performed for a longer time than a discrete task and so is more 1ikely to
divert capacity away from the primary task. Similarly, insertion of a discrete
secondary task, especially if only on a proportion of trials rather than on all
trials, is less likely to tamper with capacity than a contfnuous task present

on every trial since the discrete task is present for a much smaller time. Un-

happily this kind of rationale confounds definitions of capacity based upon time
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versus those based upon interference, or in Kerr's terminology time versus
space. Allowing the duration of the secondary task to effect capaéity removed:
from the primary task, illustrates this confounding. Such usage ignores the - f 4
distinction between lag and working rate discussed earlier. While space and
“time are intended as independent theoretical concepts, any attempts at measuring £
lspace often involve coincident measure of time., In this paper I have tried to =
carefully distinguish between theoretical definitions (preceding section) of
capacity and measurement of capacjty. It is possible for theoretical concepts
to have great value even if they cannot be directly measured. An example would
be any mathematical model of behavior where parameters must be estimated all

at once. Merely having data does not allow estimaticn of the particular parameter

of theoretical interest without invoking the entire theoretical model. However, d
with amorphous concepts like capacity and space, measurement becomes crucial. ;fi
The theoreticaf virtue of space 15 largely illusory when measurement is ignored.
Thus, on a theoretica! basis these reasons for preferring discrete secondary

tasks are not entirely convincing. However, this preference may be valid on an

empirical basis if data were obtained to demonstrate that primary task perform- 1.
ance was more likei, to remain unchangéd when combined with a discrete secondary }
task. The difficulty in accomplishing this empirical justification lies in
equating discrete and continuous secondary tasks in terms of capacity require-

ments, Any attempts to determine capacity demands of a (secondary) task take

us immediately back to theoretical issues concerning the definition and measure-
ment of capacity. |

Arguments can also be made supportirg the use of continuous secondary
tasks. The modal argument states that any momentary diversion of capacity from ;
the primary task may go undetected if no secondary task must be performed at |
that moment. This argument occurs most frequently with paradigms such as a

dichotic listening where secondary task stimulation may be present without a 1
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requirement for momentary responses to the secondary task. Proponents of
discrete secondary tasks in time-sharing paradigms could counter this argu-
ment by claiming that capacity would rot be momentarily diverted frém the
primary task until occurrence of the discrete secondary task, i.e., there is

no need to divert capacity when no secondary task is present. A better argu-
ment for continuous tasks might\be that the sudden onsét of an unpredictable
discrete secondary iésk creates a momentary df;rugtion that qrtificially in-
creases the capacity demands of the secbndaky task. In engineering terminology,
this would be equivalent to adding aﬁ'impulse funétion to'pertdrb a system;r
Impulse functions severely tax syétems often reSu!ting in distorted transient
responses, This possibility could be evaluated by a barametric manipulation of
secondary task characteristics; however, current research has emphasized manipu-
lation of primary task parameters with little attention paid to systematic study
of secondary task characteristics. It should be noted that problems in deciding
between discrete and continuous secondary tasks canrbe adroitly evaded by re-
quiring simultaneous responses to a complex stimulus (e.g., Schvaneveldt, 1969).
This paradigm is methodologically equivalent to a psychological refractory pericd
paradigm with a zero inter-stimulus interval. But, as has been previously men-
tioned, grouping problems may become more difficult to evaluate with this zero
ISI technique. My own preference is for a continuous secondary task since 2
constant load diminishes expectancy effects and encourages subjects to maintain
a steady-state strategy.3

Overlap between primary and secondary tasks. There are always two kinds of

possible overlap, time and capacity. While the logical distinction tetween the

two is simple and clear, discussions based upon measurement of the two overlaps

can be obscured when time is measured so as to make inferences about capacity.
Cverlap in time is a consequence most often of the operational requirements

of two tasks. Time overlap acquires theoretical importance'only when concern
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is focused upon the hypothetical pfocessing staees inferred from performaace

so that serial vs. parallel precessing and related issues are raised. Sirce

a detailed discussion of stages is reserved for a later section, now only .
molar implications of time overlap will be menticned, The clearest example of s
manipulation of time overlap is the psychological refractory period or double-
stimulation paradign ir vhich two successive stimuli are separated by a brief ,
tempora?l interval called the ISI. No processinrg of the second signal can cccur
until that signal has been presented. But this separation in time need not 4
necessarily imply a complete separation in capacity. To make this point calient,

a distinction between momentary capacity demands and expectancy or capacity

allocation prior to stimulus onset must be offered. The second stimulus in a

dcudle-stirulation poradigm makes no momentary capacity demands until after the

i

ISI, i.e., until it cccurs. But it is certainly possible that some of the total
system capacity is held in reserve or allocated for subsequent processing of

the second signai. (This, of course, is nct the only theoretical medel possible
since all cepacity may be devoted to the first signal until second signal c:ocur-

rence. In such a model there are only momentary capacity demands.,) This allo-

cation decision occurs prior to a trial and results from instructions, prior
experience with the task, etc. 7o the extent that such a priori capacity 21lo-
cation is made, the second signal may share a capacity overlap with the first

signal, eaven though the second sigral has yet to physically occur.

A ncre interesting form of capacity overlap occurs when both ccmponent
tasks ccmpete for momentary capacity. This implies a time overlap between the
tasks. But although interest may center about measurement of momentary cara-
city requirements, attempts at empirically obtéining such measures ofter measure
an amalgam of momentary and a priori allocation capacities. Althouch a clear
theoretical distinction can be niade between the two types of capacity, this

distinction does not always appear in the operations used to neasure capacity. .
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in particu]ar operations that might be expected to effect a priori allocation,
e.g., the prohortion‘of trials on which a probe secondary task s inserted,
relative pay-offs for_the two tasks, etc., do not necessarily lead to conclu-
"Sidns anut.momentar} capacity demahés of a prircary task. Furthefmore. hoi&ing
such an’qperatfon constant in the course of an experiment does not guarantee
 that conclusions about momentary capacity are jdstified. For example, a situa-
tion that gréatly stressed the importance of fhe primary task by either pay-off
ﬁof‘a 16w broﬁability of a secondary task, might lead to an erroneous conclusion
that the secondary task had no momentary capacity demand. Unless the experi-
menter had the foresigiit to inciude a single-stimulation secondary-task-enly
control condition, this s:ate of affairs could go unnoticed.

Is Capacity Limited?

By now it should be quite clcar that the answer to the above question is
rather intimately related to definition and measurement of capacity. An alge-
rithmic solution of attempting to answer the gueszion for all combinations of
definitions and types of measurement previously discussed would prove unduly
lengthy. Instead the heuristic solution of appiying the question mainly in
the context of establishéd models of capacity will be followed. This more
Vimited review is not intended to minimize the points about definition and
measurement previously made,

Chanrels in Information Processing Research

In psychological research, the existence of a channel can only be inferred
from some measurement of capacity. Strictly speaking, the concept is then re-
dundant and perhaps even unnecessary. I believe this insight is responsible
for Kahneman's (1973) variable-allocation model of capacity in which any channel
or locus of capacity limitation is vehemently denied. Capacity is the more
fmportant concept, since while capacity can exist without precise specification

of a channel, a channel, at least in psycholocical research, can be inferred
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only from a measurement of capacity. Of course, a channel can be defined as,
say, the entire central nervoué system, but this definition incréases,our
vocabulary rather than our understanding.

| Nevertheiess. the term “"channel® while not strictly necessary does offer

a certain convenience and has been often used, Provided one remembers that a
channel is but a fiction inferred from an anatogy (capacity) the term may prove
7helpfu] for some, Ir particular, so long as only a single molar channel is
involved our habits of speech may not lead to unduc confusion. But as soon as
more than one channel is invoked, e.g., several para2llel channels or independent
channels, more care need be exercised with the conéept. So long as channel
means single-channel (Welford, 1952), a stage of information processing is
clearly a smaller unit than a channel. Once channel means multi-chann21, the
distinction between a stage and a channel becomes more uncertain. In this paper
by stage is meant a smaller unit of informatior processing and this definition
will be expanded in the following major section.

The Limited-Capacity Channel

While many psychologists were influenced by communication theory and the

single-channel concept (e.g., Munson & Karlin, 1954; Welford, 1952) the idea

was brought to fruiticn in Broadbent's (1958) classic text, Perception and

Communication. This model is so well-kncwn and has engendered so much research

that any complete review would require a tome of monumental proportions; in.ced
croadbent (1971) found it necessary to omit or ablreviate some areas covered in
detail in his earlier book, I will not illustrate predictions of the limited-
capacity model since they are so well known (see Kantowitz, 1974, for such dis-
cussion). The basic prediction of the model is an interaction w'th task diffi-
culty, and this interaction can take at least two distinct forms so that two
related but operationally distinct meaﬁings can be given to capacity limitation

(Kantowitz & Knight, 1976, 1978b).
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The finding.that*relative performance 6n two simultaneous tasks can be
manipulated s¢ that one task is performed better than the other regardless of '
the relative difficulties of the two tasks has ceused maﬁy~psycho1ogists to
infer that cazpacity can be not only divided or shared between two tasks but
.can alsc be allocated. Allocation is most often used to mean a deliberate or
intenticnal assignment of capacity to a particular task component. Thus, in 3
dichotic listening task, for example, capacity can be allocated to the 1eft ear
but not to the right. Allocation can also be used to indicate assignment of
capacity to some particular feature of a task. For example, in a dichotic
listening task capacity might be said to be allocated to recognizing digits or
letters of the alphabét regardless of the ear in which they appear. This fea-
ture-related use of allocation will not be used here, unless some specific stage
(e.g., digit identification) is also postulated to receive this allocation of
capacity. Allocation policies proposed range from several independent channels
(Allport, et al. 1972) implying no total limitation in capacity to variable
allocation models in which the "width" of the channel changes with task demands
(Moray, 1967). The variable-allocation model prcposed by Moray and by Triggs
(1968) has been consideratly expanded and generalized by Kahneman (1973) so that
future discussion will be based upon this particular variable-allocation model.

There are two major distinctions which separate Kahneman's variable-ailoca-
tion model from the limited-channel model, First, total amount of capacity ex-
pands with increasing demand, although at a slower rate., Second, allocation of
capacity between competing demands is explicitly discussed, although allocation
policies are very flexible. A third distinction is claimed in that no bottle-
neck is specified, However, proponents of limited-channel models have wavered
on the locus of capacity limitation, usually stating that the limitation was in

the channel itself, Since no one knows exactly where the channel can be found,
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in practice both limited- and variable-ailocation models are vaque about speci-

24

fvinq where capacity is .mited. While limited channel proponents have been
embarrassed by relocation of this locus from earlier to later in the channel
(e.q.. Smith, 1967), proponents of the variable-allocation model have attempted
to make a virtue of this ambiquity by vehemently denying the existence of any
~bottleneck. The issue of locating capacity limitations will be returned to in
the following major section of this paper.

. Although capacity is not fixed as in the limited-channel model, tasks still
compete for a limited pool of capacity in Kahneman's variable-allocation model.
The size of this pool is determined by task characteristics but once these are
fixed, then so is total available capacity. So in any given situation capacity
is still finite. While speaking of limited capacity in reference to the var-
iable-allocation model may at first appear confusinqg, it is important to realize
that this model also claims that capacity is fixed or limited. If capacity were
unlimited, there would be no need for any allocation policies.

The allocation policy is potentially a qreat strength in the variable-
allocation model. The concept is not well developed and except for the statement
that tasks demanding high levels of attention or capacitv tend to resist allo-
cation to other tasks, little is stated so that a priori predictions can be made
about allocation policy before data is collected. Kahneman {personal communica-
tion) has replied that what is needed is empirical knowledge and I do not dispute
the benefits of more data. However, I doubt that rules of ailocation policy can
be found only by gathering more data without additional theoretical effort. For
example, one can sweep out a POC function (see next section) by varying the pay-

off associated with each of two simultaneous tasks but will this tell us a great

deal about allocation policies for other kinds of tasks? Without some theoretical

statement linking task taxonomies to capacity, allocation policies can never be
determined empirically without testing all possible task combinations. Kahneman

does distinguish between two kinds of demand: demand; is a necessary condition
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without which a task cannot be successfully perfor..ed, and demahd2 correspornds
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to requiring capacity in the sense that a roth:r demandsz that her child pick
up scattered toys. The relationship between allecation policy and bhoth demand1
and demand2 is more implied than explicit. Presuinably voluntary allocation due
to instructions and pay-off controls demandz. It is not clear if demand1
automatically gets priority in a]location.4 A clearer statement of how capacity
gets allocated is needed. A step in this direction has been taken by Norman

and Bobrow (1975) in their discussion of pr-formance operating characteristics,
the next topic to be considered.

Performance Operating Characteristics

The concept of an operating characteristic is well known in statistics
(e.q., Stilson, 1966). Experimental psychologists are most familiar with a type
of cperating characteristic associated with the theory of signal.detection: the
receiver operating characteristic. Recently Morman and Bobrow (1975) suggested
that plotting performance on one congonent of 2 timesharing task as a function of
performance of the other component would bé a useful way to portray these kinds
of data. Such a function was termed a performance operating characteristic (POC).

The POC is merely another way of displaying data and as such has no more
special implications for assessing capacity limitations than does, say, a bar
graph, However, Norman and Bobrow place a special interpretation upon the POC
especially when horizontal or vertical line segments best describa the data.
Such segments are said to result from a data-limited process such that nc inprove-
ment in performance could be expected regardless ¢f additional allocation of
capacity. Hence performance in these data-limited regions oiv the POC does rot
depend upon capacity limitations. Ry assuming that resources are allocated from
one task to the other the POC function can be used teo infer capacity dermands of
the component tasks. The basic assumption, terued the principal of complimentar-

ity by Morman and Bobrow, is that a constant amoun. ¢f capacity is always divided
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between the two component tasks so that the sum «t capacities allocated to each
remains fixed,

While this allocation rule has *he great virtue of simplicity and clarity,
it directly contradicts the variable-allocation model of Kahneman previously
discussed. Kahneman's model claims that capacity expands with increasing task
demands. Thus, Kahneman's interpretation of a POC function would differ greatly
from that of Norman and Bobrow. Mhat kinds of experimental outcomes, if any,
might distinguish between these two interpretations?

A POC function that was montonically increasing over part of its range
would reject both models. For Norman and Bobrow this would imply that the sum
of resources increased rather than remained constant. At first it might appear
that this outcome could be consistent with Kahnenian's model since increasing
capacity is postulated. However, for Kahneman capacity increases at a decreasing
rate so that spare capacity always decreases.

A POC function consisting of discontinuous parallel horizontal (or vertical)
line segments would at first appear to reject Norman and Bobrow's model. How~
ever, they explicitly allow for cases where increasing resources over a limited
ragion need not result in a performance increment. Kantowitz and Knight (1976b)
have discussed how this feature of the model makes it difficult to distinguisn
true data-limited processes from “step-limited" processes. However, a step POC
function would not reject the Norman-Bobrow conceptualization. Since Kahneman
posits smoothly accelerating functions with no step discontinuities in capacity
allocation, this outcome would be inconsistent with his model.

Monotonically decreasing POC functions would be predicted by both models,
Indeed most empirical studies wou'c be expected to fall within this category.
Thus, it appears that Jespite a crucial difference in assumptions concerning
capacity allocation, the models can be readily distinguished fn the POC space

only because one of them posits smooth functions. Allowing discontinuities in
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allocation would not represent a major alteration in Kahneman's model and then
the models could not be distinguished on the basis of operating characteriétfcs.
So far the theoretical discussion of POC space has ignored the kinds of empir{cq}E
complications (changing error rates, etc.) mentioned earlier. When these addi- -
tional diffi;uIties are also taken into consideration it is not clear that strong
theoretical conclusions may be inferred from empirical POC functions. In par-
ticular POC functions do not prove that capacity is limited; instead their
interpretation is contingent upon some particular assumption about capacity
limitation,

Eymmany

This section has discussed abstract limftations upon capacity without
efforts at localizing such Vimitations. Of the three classes of models dis-
cussed only the early versions of the limited-channel model attempted to specify
a lccus of limitation and this attempt was not successful. As more and more
data were gathered to test the model the locus of limitation got pushed back
from some kind of ctimulus filter or analyzer and retreated further into the
depths of the organism (Kantowitz, 1974). The remaining two models deliberately
do not try to specify any particular locus of limitation, While this has been
clatmed as an advantage of these newer models, skeptics could argue that upon
close examination this advantage is based mostly upon ambiguity.

If the preceding analysis is correct, it appears that discussions of capa-
city iimitations without serious concommitant efforts to specify precise loci
for such 1imitations are of only limited value. This is unfortunate since it
fmplies that very broad and general conceptualizations must give way to more
specific formulations thus increasiig the danger that models will be partitioned
in such a way as to minimize predictions about common content leaving theoreti-
cians with the considerable task of putting Humpty Dumpty together. Neverthe-

less, it seems Tikely that viablo attempts based upon capacity as a major
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thecretical construct will first have to specify some details of the system
architecture. The following section discusses such attempts with particular
reference to stage models of information processing and capacity.

Khere Is Capacity Limited?

The most common attempts at specifying of system architecture have been
stage models of 1nfbrma?ion processing where successive black boxes represent
7 loci fbr transformations of information flow through the organism. Earlier
stage models (B}oéﬂbent. 1958; Smith, 1968; Sternberg, 1969) concentrated upon
serial processing stages where one transformation must be fully completed be-
fore the next §tage caﬁ-begin operation, but later theorists (Townsend, 1974;
Taylor, 1976) have stressed the importance of parallel and hybrid configurations

of stages. Nevertheless, proponents of both serial and parallel models have

much in common when their views are contrasted with thuse of an earlier gerera=
tion of experimental psychologists who represented the entire sequence of

internal processing stagés as a hyphen linking stimulus with response.

o R BT

Wnat Is a Stage?

R

Early proponents of stage analysis of reaction time were deliberately vague 3
about the definition of a stage (Smith, 1968; Sternberg, 1969). Indeed, Stern-
berg explicitly refused to precisely define a stage and even violated his own

informal definitions in one case by allowing an independent variable to influ-

ence the output, as well as the duration, of a stage. This relaxed approach
was certainly defensible, and may be even wise, at the initial onset of this new
theoretical tool, and in no way diminished the importance of stage analysis
Indeed, more recent theofetica1 efforts at defining stages (Townsend, ;974;
Taylor, 1976) have tried for greater precision but have achieved 1t only at the
cost of a smaller unit--the element--that is ambiguously defined.

An element has been defined as the shal]est unit of {nformation processing.

However, its physical correlate in the external world can often be observed
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without the aid of an clectron microscope and may range from something relatively

large like an entire word to something smaller like one stroke of a letter.

- Since the thrust of this paper is on capacity and not stages per se, I shall not

pursue this point and direct the reader to discussfons by Townsend (1974) and
Taylor (1976). A stage is defined in terms of processing on the elements. For
example, Townsend (p. 142) states: ‘“stage i is the state of the systéh fﬁdm
the completion of the (iyl)th element to the completion of the ifh element."”
Taylor (1976) never even offers an explicit definition of a stage and is con-
tent to deal with definitions of stage time again based upon processing of
elements, The reader who is accustomed to seeing flow diagrams with stages
neatly labeled {e.g., memory-scan mechanfsm, push-down stack selector, stimulus
normalizer, etc.) may be surprised to realize that the definftion of a staye
(when indeed it is éffered) has little to do with such ftanciful names. These
labels are surplus values added by experimenters seeking to improve the gener-
ality of their models. The aptness and utility of such labels remain an empir-
fcal issue rather than a theoretical one, and so will not be pursued here (but
see Kantowitz & Knight, 1978a, for one example of a more modest approach to
labeling stages).

Defining a stage only scratches the surface of this theoretical concept
since stages (or more precisely stage times) can never be measured in isolation,
removed from possible influences of other stages. For exampie, how is the out-
put of a stage communicated tc tn= next stage? Taylor (1976) has noted that
while Sternberq's original analysis called for instantaneous transmission (or
at least a very brief impulse), logical possibilities range from this extreme
to a very slow dribbling out of information as a stage commences to operate
which is then speeded up as processing continues. Kantowitz (1969) called this

first case all-or-none information exchange and the second case incremental

ook
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exchaﬁge. Either assumption is viable, and Kantowits's decision Lo prefer
an incremental model was based upon ancillary considerations,

The purpose of this discussion has becn to remind the readar that defining
a stage requires more than drawing a hodtang1e and insérting an auspicious label,
In view of recent summaries by Townsend and by Taylor a longer discussion 15
unnecéssary. So the relationships between stage analysis and capacity can now
be treated.
Capactty and Ctages

The simplest and most straightforward assumption relating stages and capa-
city was rade by Sternberg (1969): each stage hes its own source of capacity
that i- independeat of all other stages. The great success of the additive-
factors method shows that even this simple assumption can be quite fruitful.
Nevertheless, more recent efforts have examined alternative assumptions particu-
Tarly about capacity allocation to elements, and thus also to stages. These
efforts are more in tune with the present implied argument that capacity, rather
than time, is the more useful analogy. Ever so, this should not be interpreted
as 2 blanket rejectinn of Sternberg's independent capacity stage assumpticn as
being frconsistent with limited-capacity effects reviewed in preceding sections.
If an incremental information exchange is assumed, even unlimited capacity stages
can show limited-capacity effects in conbination wien the rate of exchange is
limited. This is an extremely complex issue, mathematically as well as psycho-
logically, and I am reluctant to state categerically that even Sternperg's
original formulation with all-ci-:ione exchange and independent stage capaciting
cannot show limited-channel etrfects.

Teslor (1976) censiders the crucial distinction among stage models to ie

along the dimensions cf serfal-parallel and exhaustive-self-terminating processiag,

Capacity, vhile certainly discunsed, comes ¢ poor third, This review shares the

position of Townsend {1974, p, 135) and regards cpacity as a key dimension,

ot
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Both Townsend and Taylor have a concise answer to the question posed at the head

of this section: capacity is limited at the level of the element. Researchers
in the general area of attention may have some difffcult/ in accepting this as

a solution to thefr problems. First, although they have been able to tolerate
ambiguity in finding a molar locus of limitation or attention bottleneck, ambie
guity in the definition of an element may seem less acceptable, Indced, some
might claim that a proposed solution that merely exchanges one amorphous concept
(capacity) for another arcane construct {the element) is rather unsatisfactory.
There are two replies ta this criticism. First, the element is potantially

far more visible tha. either capacity or even a stage of processing. E£lements
can be mapped to particular stimulus events such as lines, curves, ‘etters and
words to mention a few possibilities., Second, as hac beer explicitly noted by
Taylor (1976, 183-185), mndels differ as to their sensitivity concerning element
identification, with some being totally insensitive, some being parameter sensi-
tive, and some being prediction sensitive. It i1s only for this latter case that
element identification presents a serious difficulty, whereas capacity "identi-
fication" is a severe problem for all of the generail rodels of .apacity previously
discussed,

Second, many would prefer an answer that localized capacity 11m1tation§ within
some particular stage of information processing, While it is true that most re-
searchers are sufficiently sophisticated not to expect a very specific locus
(e.g., third stage from the left) since the number of stages depends upon the
number and kind of independent variables maripulated by each experimenter (see
Taylor, 1975, for implications of this for research strateoies), they still would
l1ike a more global Timitation like stimulus stage cr response stage. Indeed, the
present author s guilty of this oversimplification (Kantowitz, 197"} by claiming
that response processes are a more important locus of 1imftation than are stimulus

processes. While this may be true (e.g., I still believe 1t), 1t ignores
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fmplications of capacity limitations upon elements for 1imitations upon stages.
This point has been stressed by Tc.nsend (1974, Table 1) and merits further
emphasis. One can first specify capacity limitations upon elements as does
Townsend and then, with some additional mathematical assumptions about distriou-
tion, elegantly derive capacity of models based upon different configurations of
stage properties., Of course, one may question the selection of the Poisson dis-
tribution as being more from mathematical convenience than psychological validity--
has a stage that is almost finished prncessing completed the same information
transformations (none) as a stage that just started--but it has always been
difficult to specify the distribution of unobservable entities. The complementary

process of specifying limitations upon stages and then looking for implications

of this at the level of elements has not been seriously pursued since those who i
view the stage as the basic unit don't care about elements. However, the stage L
as a basic unit is not as meaningful as the element. This is disconcerting for
those who are fond of black box diagrams yet dislike the mathematics associated :
with elemerts.

The important point of this discussion is that the system architecture must
be specified in some detail before assumptions about capacity limitations in
general, and their loci in particular, have any meaning. Even if all the world's
a stage, this doesr't help in finding the stage where capacity is limited, if

indeed such a stage exists. Stating that some stage (even a molar stage such as

response processing) has limited capacity has very strong implications for the
architecture of the entire information flow postulated within the organism. Un-
less th's architec’ ure is specified, searching for a locus of limitation is like
looking for the end of a rainbow: fun but not illuminating. There is as yet no
methodology for first finding an empirical capacity Timitation and then inferring
system architecture, As the preceding sections of this paper have shown, all the

methodologies that seek to determine how capacity fs allocated first make j
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assumptions about the structure of the system. While Sternberg and Knoll (1973)
attempt something like this, thaf is, they use an additive~factors mecthocdology
19 define ihdependent channels in temporal order judgments, they do not claim
that channels so defined have anything to do with attentional selectivity (p. 637)
. and issues of capacity.

As has been noted in the preceding section, the fofhidable prdb]ems asso-
ciated with a rigorous application of stage analyéis to issues of capacity have
led some theorists to drop the stage concept entirely, and to conceive of
capacity limitations in a more molar strain. This allows us to ignore syst-m
architecture to a large degree, but only at the price of the disadvantages mei-
tioned earlier in connection with the models of Kahneman (1573) and Morman and
Bobrow (1975). It scems preferable to attempt el&cidating system architecture,
even if certain configurations cannot be empiricaTIy distinguished (Townsend,
1974), rather than opt for global models that ignore inferred structure. How-
ever, it is only fair to admit that valuable insights can be gained from such
molar strategies and perhaps they are better regarded as precursors to some more
detailed analysis of system architecture than as being antithetical to the goals
of stage methods of analysis.

Summary

A stage is difficult to define. Localizing capacity limitations within a
stage is meaningful only to the extent that other stages and their relationships
with each other (system architecture) are specified. More recent attempts at
stage analysis focus upon the element as the basic unit of information processing,
If an element can be properly identified (Tayior, 1976, p. 183), then capacity
limitaticns can be meaningfully localized at the level of the element but this

still leaves great flexibility in the arrangcment and properties of stages.

An Experimental Demonstration

The basic assumption of the double-stimulation methodologies, as well as

A 1?7k.|*hﬂ
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the stage analysis nethodology discussed in précnding séctions. is_that the
information flow Ly which somﬁ task is accomplished femains invariant when either
a_secondary tASk is added or;ﬁhéh levels of indcpendent variables are manipufated
to determinet¥actor interactfons and additives. Even stronger .ssumptions are
often made as when an experimenter decides a priori that some particular class of
manipulation (say, changing stimulus brightness) produces changes within a par-
ticular processing stage (say, stimulus encoding) or does (or does not) demand
capacity. There is an alterpative to such a priori assumptions about similarity
of information flow for tasks performed under different conditions or about
localization of effects in particular processing stages. This is to examine
experinental results with an aper mind as %u the nature of processing diffcreaces
produced by manipulating experimental tasks. The following previously unpublished
data (Snyder & Kantowitz, Note 1) illustrate sume of the pitfails discussed
earlier in this regard.

Method

Subjects. 1In each of the two experiments to be presented, 13 different
Purdue undergraduate students served to satisfy course requirements in Intro-
ductory Psychology.

Apparatus. In Experiment I a Psionix 1600 digital-logic system controlled
stimulus presentation and recorded reaction times to the nearest millisec. An
IEE in-line display was used to present digits as well as a digit-mask of
checkerboard squares. In Experiment I1 an Automatic Data Systems 1800 minicom-
puter replaced the logic system and a Tektronix display with a more effective
dot-matyix mask replaced the in-line display. In both experiments vocal reaction
time was recorded by a microphone voice key system capable cf responding at
rat~s up to 10 HZ. A piano-type response kcy requiring a static force of 48 gm

and a travel distance of .15 cm was used for inanual responses.
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Procedure. Prccedures were the same for heth experiments. A digit was
visually presented. The vccal rcsponse required subjects to either nece the
digit (N) or to subtract 9 fr.m it (9-M). The manual response was a sinpic.
(probe) reaction requiring subject to depress the response key when a digit ap-
peared. - On a random half of each 32-triai block, the digit was obscured by a
mask. In dual-task conditions subjects performed both vertal and manual responses
simultaneously. In single-task conditions, only a verbal or a manual response
was required, Digit sets censisted of the digits 1-2, 1-4, and 1-8 with ecach
digit appearing equiprobally within the 3 digit sets. Thus, there were 6
verbal-task conditinns (3 uigit sets X 2 verbal transformations) that could b2
performed either alone or 'n concert with a manuai response. Adding & single
stimulation manual-respunse only condition created a *otal of 13 experimental
treatments with ord. of tes*ting determined by a 13 x 13 Latin square.

Pesults and Discussion

Except for the effectivencs: of the mask, results were identical for both
experinents and so wil! be discussed together., Figure 1 shows verbal and manual
RT for correct responses for dual-task cenditions. Single-task simple manual
RT is listed at the bottom of the figure,

For verbal RT all three independent variables yielded significant effects
(at the .05 level or better) as well as a significant interaction of Task X
Number. Previous studies (both probe RT and additive factors) have indicated
that masking (stimulus degradation} affects a different processing stage than
that influenced either by number of alternatives or task complexity, whereas
these latter two share a common stage. So present results are entirely compatibla
with this interpretation,

For manual RT there were significant effects of Mask, Task and a marginal
effect (p < .10) of Number and a marginal interaction between Task and Humber.

These data can be best summarized by noting Lot T21thfully the manual RT mirrors

e
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Since according_to additive-factors logic, Task and Number affect a common
stage we should expect elevated probe RT for these variables since response
selection'has been widely believed to deménd capacity (Hyman, 1953; Sternberg,
1969, among many others). Indeed, such are present results. Since the Mask
variable by additive-factors logic affects a different (encoding) stage that
does not require capacity according to probe methodology (Posner & Bofes, 1371),
Mask manual RT should not be elevated relative to the Mask-only control conditibnf
But it is! How can this be? We know from additive-factors methedology that
there fs a separate encoding stage and we know from probe methodology that it
requires no capacity. Yet two experiments yield identical results, sugjestion
that this dilemma arises from faulty logic rather than unreliable data.

The logical flaw is tie tacit assumption that a stimulus variable (Mask)
affects only a stimulus (encoding) processing stage in single- and dual-task
conditions., But another plausible explanation can be off‘ered.5 Suppose that a
degraded stimulus requires more time to be encoded tkan a clear stimulus. Then
a responsc would have to be withheld until such encoding was completed. This
requires a kind of response inhibition, that I have previously termed response
interdiction (Kantowitz, 1974)., Response interdiction can generalize to more
than one effector mechanism. So on this basis we might expect manual RT to also
be delayed, This is indeed the outcome shewn in Figure 1: anything that dclayed
verbal RT also delayed manual RT,

More generally, there has been a change in the processing operations under-
lying the verbal task, as a result of degrading the stimulus digit. An extra
step, that might be fancifully termed "inhibit response until degradation is
removed,"” has been added to the information flow. This in turn influenced manual

RT. According to this arqgument, a stimulus variable has indirectly influenced

it
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manual RT via a response process,rrather than by capacity aemands of stimulus
identification.

So, it may be dangerous to assume that independent varfables influence only
those stages we know a priori they should. We have no guarantees that what looks
like tﬁe same task always induces the same information flow within the organism.
Methodology is never a substitute for thought. Any methodofogy is only as good

as the thoughtful assumptions it carries with it,
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In the preceding pag:s I have tried to evaluate the utility of the con-
struct of capacity, and have freely criticized the manner in which some in-
vestigators and theorists have rendered the concept progressively more vague
and ill-defined. Since it is nihilistic, and perhaps craven as well, to proffer
criticism wiﬁhout taking a position oneself, I use this section to state ny own
views about capacity. Hﬁile my opinions have already been tacitly expressed,
some- revievers suggested that a cohesive summary viould be beneficial.

First, while I have suggested that the concept be pruned, this is far re-
moved from eliminating it entirely. Capacity has been used wisely by such in-
vestigators as Broadbent (1958, 1971) and Townsend (1974;.Townsend & Ashby,
1978). Psychology is not the only social science to have multiple uses for
capacity (see Winston, 1977, for a discussion of capacity in economics) and
these can be successfully pared.

Ultimately, the utility of any theoretical concept hinges upon its ability
to aid prediction of behavior, Since this paper has focused attention upon the
unobservable concept of capacity, rather than upon observable behavior, some
readers may have incorrectiy inferred that [ regard capacity as more important
than behavior. For example, my discussion of POC functions (plots of behavior)
centered about the difficulties of usiig them to distinguish among competing
views of capacity. But the complimentary process is equally applicable in that
such discussion can also be regarded as an examination of the predictions of
capacity models about POC functions. I regard this latter point of view as more
important,

My main point has teen that the current trends towards a more ambiguous
concept of capacity can and should be combatted by more conscientious sea}ch

for converging operations. This is why I spent so many pages upon the various
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methodologies such as single and double response measures of capacity avail-
able to the researcher. I hope this paper encourages researchers to turn away
from a single technique, be it probe methodology or the method of additive
factors, and instead to expand the generality of their conclusfons by using
alternate methodologies as converging operations, It is my belief that a geﬁ-
eral concept of capacity that is applicable to a wide variety of experimental
situations can be best achieved by seeking a wide variety of converging opera-
tions, and not by a]]oﬁing the precision of the concept to lapse in order to
expand its scope. Well-intentioned efforts at integrating the large amounts of
published data in the area of attention have led to such a diffusion of the
cabacity concept that it is becoming rather difficult to devise empirical tests
that can distinguish among these broadened conceptions.,

One example of this problem can be seen in the concept of an autcmatic
process (Kantowitz & Knight, 1978a). Is a process autcmatic if it proceeds with-
out demanding capacity, if it cannot be voluntarily inhibited, if it is controlled
by a "motor program," if its variance does not increase when performed concur-
rently with other tasks? A1l of these definitions (and more) have been seriously
proposed and investigated. Yet any investigation of automatic processes must
consider many of the difficulties previously discussed in regard to capacity.

These problems can be surmounted by planning research with converging opera-
tions in mind. Capacity, carefully defined, carefully measured by converging
operations, and carefuliy localized in a specific system architectrce, can help

us predict and explain behavior.
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Figure Caption

Figure 1. Verbal and manual reaction times for Experiments ! and II.
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Reference Note

~ Snyder, C. R. R. & Kantowitz, B. . Simple RT delay as a measu: 2 of processing

load: Caveat emptor. Presented to Midwestern Psychological Assoéiation. |
Chicago 1975.
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Measuring pilot workload in a moving-base simulator:

II. Building levels of workload

Barry H. Kantowitz, Sandra G. Eart, Michael R. Bortolussi, Robert J.Shively

BITS, Inc. NASA BITS, Inc. Purdue University

and Susan C. Xantowitz

BITS, Inc.

Studies of pilot behavior in flight simulators often have used a
secondary task as an index of workload (e.g.,Kantowitz, Hart, & Bortolussi,
1983; wierwille & Connor, 1983). It is routine in such studies to regard
flving as the primary task and some less complex task as the secondary task.
Thus, flying 1s considered a unitary task much as the secondary task is
considered to be a unitary task. While this assumption is quite reasonable
for most secondary tasks used to study mental workload in aircraft (Williges
ané Wierwille, 1979), the treatment of flying a simulator through some
carefully crafted flight scenaric as a unitary tack is less justified. While
this is often a necessary simplification that can be easily forgiven since
it yields useful information, it should be remembered that flying is a
complex task that is likely tc have an hierarchical organization. While
researchers concerned with training have never forgotten this, researchers
who are concenred with evaluating workload with skilled pilots tend to
ignore the general complexity of flying and have been content to acknowledge
only the general difficulty of a particular flight scenario with little

regarcC to complexities that might be rela+eAd to the hierarchical structure
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of the flight task.

The present research is a first step towards acknowledging that total

méntal workload depends upon the specific nature of the sub-tasks that an
aircraft pilot must complete. As a first approximation, we have divided
flight tasks into three 1levels of complexity. The simplest level (called
the Rase level) requires elementary maneuvers that do not utilize all the
degrees of freedom of which an aircraft, or a moving-base simulator, is
capable. Examples would be flying at a constant altitude or at a constant
heading. The second 1level (called the Paired level) requires the pilot to
simultaneously execute two Base level tasks, for example, flying on a
constant heading while also maintaining a constant altitude. The third
level (called the Complex 1level) imposes three simultaneous constraints
upon the pilct. An example would be flying at a constant altitude, on a
constant heading, and at a constant speed. Further example of Base, Paired,
and Complex tasks used in this experiment can be found in Table 1. Note
that even the Complex level is relatively elementary when compared to the
actual demands of flight where other necessary tasks such as navigation and
communication must also be performed. This additional complexity is
addressed in Experiment II, currently in progress.

Workload is assessed by subjective ratings and by an asynchronous
secondary choice-reaction task quite similar to those used by Kantowitz,
Hart and Bortolussi (1983). Two general questions are asked. The first
involves comparing secondary-task performance under single- and dual-task
conditions, Since highly skilled pilots are being tested, one reasonable
prediction would be that el~2mentary maneuvers are so automatic andé
cverlearned that they impose no workload on the pilot. Therefore, one would

exnect no differences between secondary-task performance regardless of
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whether or not the primary flying task was required. An alternate
prediction, based upon the notion- that training does not eliminaée
attentional requirements of flight (Johnson, Haygood & Olson, 1982), would
expect faster reaction times and/or fewer errors under singlegtdsk
conditions. The second general question arises only if the alternate
prediction is correct. Given that even these elementary flight tasks create
workload, one can then ask if the three different levels of task complexity
defined » priori as Base, Paired, :and Cdmplex also produce different levels
of pilot workload. One might expect that task differences, espeéially
between Base and Paired, are so small that no workload differences should
be produced or one might predict that workload should increase as levels go
from Base to Complex. And of course, one can always ask the eternal
question in workload studies by attempting to relate subjective and
objective measures of pilot workload.

METHOD
Pilots
Seven male and five female instrument-rated pilots served as paid
participants. Four pilots had a private pilot license, six had commercial
licenses, and two had airline transport licenses. Pilots had from 500 to
6000 hours of total flight tim: (median=1025 hours) and from 30 to 1200
hours of actual instrument time (median=130 hours).

Flight Tasks

Each pilot flew 21 separate flight tasks (Table 1) twice, once with the
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TABLE

BASE LEVEL-TASK.

. FLY HDG 340 -
2.MAINTAIN 200C0FT.

3. "S" TURN

4. CLIMB AT SOOFPM

S. DESCEND AT SQOFFM
6. MAINTAIN 120KT7S.

PAIRED LEVEL-TASKS

1. FLY HDG 360,MAINTAIN 2000FT.
2. MAINTAIN 2000FT.,"S" TURN

3. FLY HDG 360,CLIMB AT SOOFFM
4. FLY HDG 360,DESCEND AT SOOFPM
S. "S" TURN,CLINB AT SOOFPM

6. "S" TURN,DESCEND AT SO0FPM

7. FLY HDG 360,MAINTAIN 120KTS

8. MAINTAIN 2000FT. ,MAINTAIN 120KTS

?. "8" TURN, MAINTAIN 120KTS.

COMPLEX LEVEL-TASKS

FLY
FLY
FLY

NP M) -
]

HDG 360,MAINT 2000FT. ,MAINT 120KTS.
HDG 350,DESC. AT S00PM,MAINT 120KTS.
HDG 3460,CLIMB AT SOOFPM,MAINT 120KTS.

. "8" TURN 360,DESC. AT SO0OFFPM,MAINT 103KTS.
. "S" TURN,CLIMB AT 500 FPM,MAINT 105 KTS.
. "S" TURN,MAINT 2000FT.,MAINT 120KTS.
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secondary task and once by itself. Each flight task lasted three minutes.
All flight tasks were flown in a Singer/Link GAT-1 instrument trainer with
three degrees of freedom. As indicated in Table 1, certain degrees of
freedom were froze for certain flight tasks. This prevented the pilot from
attempting to control irrelevant simulator motion. Freezing a task component

also froze the corresponding instruments inside the simulator.
Secondary Task

Three positions of a helicopter trim switch ("coolie-hat" switch)
mounted on the left side of the control yoke under the pilot's thumb were
used for responses to auditory tcnes. A low tone (800 Hz) was paired with
switch motion to the left, a medium tone (1500 Hz) with a forward switch
hotion, and a high tone (4000 Hz) with a right switch motion. Tones were
300 msec in duration and approximately 70 dB SPL, presented over
headphones. An Apple II computer with a Cyborg Model 9IA interféce
generated tones and recorded reaction time to. the nearest millisecond as
well as errors. Tones were presented asynchronously--that is, regardless of
performarce on the flying tasx--every eight seconds.

Normally, it is prudent to utilize two levels of difficulty in the
secondary task (Kantowitz & Knight, 1976) to ensure that data can be
theoretically interpreted. However, only one 1level (3-choice task) was used
in this study because an earlier study using much the same secondary task
(Rantowitz, Hart & Bortolussi, 1983) found no interaction with two- and

four-choice auditory secondary tasks.
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Each of the 21 flight tasks were flown twice: with and without the
secondary RT task. As a single-task control condition, the RT task was
performe.. alone in the GAT cockpit at the end of each flight level. All 31!
orders of flight level were used with two subjects randomly assigned to
each order. In each block half of the pilots flew the task with tone first
(dual-task condition) and the other half flew first without tones
(single-task condition).

All pilots were given  approximately 30-40 minutes of simulator
practice to learn the flight characteristics of the GAT before starting the
experiment proper. Practice on the auditory choice~-reaction task continued
until a criterion of 95% -98% accuracy was achieved.

Immediately after each single-task flight condition, pilots completed
bipolar rating scales for ten items. During all simulated flight airspeed,
altitude, x-y position and rudder, elevator and aileron control deflection
were continuously recorded.

RESULTS
Primary Task Performance

The major concern to be evaluated is a comparison of single- versus
dual-task performance for the flying task. The relative performance for the
21 flight tasks of Table 1 is not of major interest, especially since it is
not clear how to directlyvcompare different tasks, e.g., how much rms error
in altitude is equivalent to a given rms error in heading? It is, however,
possible t0 compare Paired and Complex tasks with the appropriate Base tasks

since here the units are comparable but Paired and Complex tasks cannot be
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contrasted.

Figure 1 shows rms error for single- versus dual-task performance for
each of the three levels of complexity. Three separate analyses of variance
(one at each 1level) revealed no significant differences between f£flying
alone and flying plus responding to tones for the Base level (F(l,11) =
0.04), Paired 1level (F(1,11) = 0.54), and Complex level (F(1l,11) = 0.18).
Thus, adding the secondary-tcne task did not alter flying performance.

A vector analysis was computed in order to contrast Base versus Paired
and Base versus Complex flight performance. This is best illustrated by the
Base versus Paired comparison which can be plotted in two-dimensional space
but the extension to the three-dimensional space of the Base versus Complex
comparison is straightforward. Let us select as an example a comparison of
Base performance of flight tasks 1 and 2 in Table 1 with flight task 7 that
demands simultaneous performance of tasks 1 and 2. In a two-dimensional
space we can plot Base performance with rms error in heading as a point on
the abscissa and rms error in altitude as another point on the ordinate.
Paired performance can be represented by a single point in this vector
space. We then calculate the length of the existing vector representing
Pajred performance and also the 1length of the implied vector formed by
projecting the two Base points perpendicular to their respective axes until
they meet. Note that this implies an equal weighting of the scales shown on
the abscissa and ordinate and that such an assumption requires empirical
justification which we shall soon provide. Figure 2 shows comparisons based
upon vector length. As Qe would expect from Figure 1, there was no

significant effect of single- versus dual-task for either the Base vs,

Paired comparison, F(1,384) = .14, or the Base vs. Complex comparison,
F(1,240) = 1,03. However, significant effects indicating reliably smaller
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rms error in the Base condition were obtained for both Base vs. Paired,
F(1,384) = 31.63, p<.00l1, and Base vs. Complex, F(1,240) = 32.55, p<.001,
comparisons. No significant interactions were obtained for either
comparison,

In order to check the validity of the equal-weighting assumption
mentioned above, an additional analysis was performed whereby the length of
a vector's projection upon an axis was compared to Base performance on that
axis, If performance for the Base condition was worse than the
corresponding vector projection, this might indicate a trade-off between
task components where outstanding performance on one task component (i.e.,
performance better than that component performed singly during the Base
condition) was achieved at the expense of performance on the remaining
vector projection(s). There were 43 possible paired comparisons of this
nature for single- and also for dual-task performance. Since there were 12
subjects a total of 1032 data points were examined (43 X 2 X 12). We
searched for cells in which at least 9 subjects showed lesser vectcr
projections since this would be a significant number of subjects by sign
test. Of the total of 86 cells (43 single- and 43 dual-task) only throce
cells had 9 such deviant pilots and no cell had 10 or more deviant pilots,
Hence, we conclude that an equal-weighting assumption is reasonable for
these data.

To recapitulate, the +tortuous analysis of primary task performance,
required since the various rms error scales are not equivalent, show-1 that
Base performance was better than either Paired or Complex performance. This
is hardly an astonishng outcome and the detailed vector analysis should not
detract from the more important result shown‘in figure 1 that addition of

a secondary task did 1ot alter primary flight-tzsk performance.
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Secondary Task Performance

For each pilot and each flight task, transmitted information
(bits/sec) was calculated for the secondaryr-three—choiCﬂ reaction task.
Since this measure takes both speed and accuracy into account, it is the
optimal index of secondary-task performance (Kantowitz, Hart, & Bortolussi,
1983), Figure ? shows that transmitted information was highest for the Base
level conditions and declined with higher flight-task levels, F(2,22) =
8.23, p<.001. As was expected, reliably more information was transmitted
during the single-task control conditions, F(1,18) = 39.6, p<.001.
However, while transmitted information was able to discriminate among
levels of flight task, three separate analyses of variance performed within
each level (Figure 4) were unable to detect any reliable differences.

Figure 5 shows the same results as Figure 3, except that reaction time
and errors are plotted separately rather than combined as transmitted
information. Effects of 1level were significant for both reaction time,

F(2,252) = 33.1, p<.001, and errors, F(2,252) = 4,12, p<.05.

Subjective Ratings

Subjects were asked to rate each of 21 flight tasks using 10 bipolar
rating scales. The results of the analyses of variance indicate that all
the scales were able to distinguish between at least two of the 21 flight
tasks (Table 2.).

Further analysis was done to determine the effect of flight task on

zating behavior. The subjects gave a subjective rating of importance to
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TASK MEAN
Base tasks 1-6 .
1 20.4
2 22,2
3 25.4
4 22.3%
5 24.7
6 20.6
Paired tasks 7-15
T 29.8
8 35.9
9 31.3
10 31.3
1 32.1
12 34.5
14 25.8
15 31.1
Complex tasks 16-21
16 29.5
17 35.9
18 36.2
19 39.5
20 41,3
21 36.4
Note: **:p .01
*=P 005

Table 3, Weighted Mean Subjective Ratings
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each of the 10 scales. This importance rating was used to weight each
subject’s summed ratings on all the scales for each of the 21 flight tasks.
Analysis of the weighted mean scores over all flight tasks indicates that
at least 2 of the 21 flight task means are significantly different,
F(20,220)=8.84, p<.00l1. The flight tasks were dividedrinto 3 categories and
separate analysis were calculated on the mean scores in each category. The
results indicate that at least 2 of the means for each category differ
significantly (Table 3).

To determine which flight task means differed, t-tests were calculated
on all possible pairs of flight tasks within each category. The

significant mean differe:.ces are summarized in Table 4.

Base Tasks

1 6 2 4 5 3

Paired Tasks

14 7 13 15 10 9 11 12 8

Complex tasks

16 17 18 21 19 20

Tasks are arranged in increasing mean value for each category. The

line indicates those means that do not differ significantly at p<.05.

Table 4. Pairs of Flight Tasks
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DISCUSSION

Results clearly showed that evern the most elementary flying tasks

- (Base) produced measurable pilot workload using the objective secondary-task

technique. Furthermore, as the flying tasks were made more complicated,
progr=ssing to Paired and Complex tasks, workload increased even more. These
findings are impressive confirmation of the utility of the asynchronous
choice-reaction secondary task used by Kantowitz, Hart and Bortolussi
(1983). Priméry task performance was unaffected by the addition of the
secondary tone--task while transmitted information decreased with flight-task
complexity.

Subjective ratings“confirmed the objective results. Furthermore, using
ratings that weighted the importance of the bipolar rating scale‘produced a
metric that could distinguish workload within one of the three classes of
flight tasks. Therefore, this improved subjective scale was more sensitive
than the objective measure which éould not discriminate within a class. Due
to the short duration of each flight task, it is unlikely that the
superiority of the weighted rating scale can be attributed to its measuring
peak, rather than average, workload as suggested by Kantowitz et al (1983).
Instead, weighted ratings may just be more sensitive measures. The use of
such rating data is acceptable when confirmed by objective results.

The next step is to repeat this experiment using flight scenarios that
combine more complex flight demands. Thus, instead of one of the present
Base tasks, e.g., fly at constant speed, we would substitute a tracking
task, e.g. VOR tracking. Then the corresponding Paired 1level would require

VOR tracking while maintaining constant speed. Finally, an analog to the
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present Complex level would require VOR tracking, constant speed and
contruiled descent. We would anticipate results similar to the present with
greater objective and subjective workload associated with increasing task

compexity.
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tinclude *stdio.h® OF POOR ggffﬂ'g

/X Acid defsult values and randge limits for all rarameters x/
$include *../c/cdev/defaulish’ )

/%X Reserve glcbal variable snd arrsw storage ' x/
tinclude "../c/cdev/storsgeh’ 4
/% Define file mame for outeut date file, x/

$define OUTFILE *force.dsi®

j main () <

irct hlhcounts /% o vLer for rumber of trizl blocks X/
extern struct sar? -

orenout (DUTFILT:, /X oren outrut file X/

+¥ FPromept OrFe. ;. for exrerimental razrameters, X/
rarameters ()

/¥ Enter exrerimental srocess section. The rrogsram will terminate

whenrn the block count does to =ero. X/
for (bBlkcount=rar->rnumblks; blkcount>=03 hlkcount--)
{
block (blkcount); /% Execute blochk tasks x/
/% Store dsta collected in ocutrut data file X/
storedata (blkcount)i
¥ /%X End of block iterations . x/
L /X End of main. 94
/% Defirne 511 constants and defaults! The srosram will retrieve default
vazlues for 3ll =arameters from this section. x/
tdefine YES 1
fdefime NO 0
#defime DEFFARSET YES /% Default rarameter set selection. This

selection will 3llow the use of rarameters
srecified for the first block to be used

for subsequent blocks. A NO answer will make

the default ortion user srecification of
2ll rarameters for s8ll exreriment bhlocks.

X/
#define DEFFARCHK NO /% Default rarameter checking ortion. x/
fdefime DEFINST YES /7% Default subdect instruction disrlay flas,

YES?: Give instructions at start of each

blncks not: No instructions on sybdect diselaw

X/

$¢define DEFDUR 10 /% lNefault disrlay urdate rate., This
value gives the default interval
in millisecornds between subdect
disrlavw score urdates.
Note t! t this figure must be an intedgral
multirle of 10 milliseconds. x/

#define MAXINUR S 10 /% Maximum subJect_displagwgeﬁéte.ratqzm”ww_

v B
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#define

todefine

tdefire

#define

tdefire

tdefire

fdefine

fdefine

tdefinre

tdefire

$define

fdefire

QUALITY

MINDIUR

IEFVS
MAXTRIALS

DEFTFPELK

DEFRFM

MINRSH

DEFRSR

DEFNUMELKS

MAXELCCKS

MAXLENGTHS

MAXIIRS

DEFRESCRIT

10

10

IMI

the maximum rate ot wiu Lie sueoect
disrlaw is wrdated, Note that this figure
is subdect to rhusical constraints (e.d.y
the bardwidth of the hardware link

betweern the comeuter and the vector
gereratory etc).,

The resrornse must be an intedrsl multirle
of 10 milliseconds., x/

/X Minimum subdect disrlaw urdate rate.
This value gives the maximum interval)
or the mimimum rste a3t which the subJect
digrlaw is refreshed,.

The resrorse must be a3m intedgral multiele
of 10 milliseconds. x/

/% Nefzult Vector/Scalar mode flag (l=vector
modey O=scalsr mode. X/

/% Marximum z2llowable rumber of trials in

& block. Srecification of trisl counts
greater than this is rniot asllowed. x/
/7% Default number of trials rer block x/

/%X DNefault resronse feedbsck mode (RBinarw)s
meaning 3 correct/incorrect znswer is the
default, The asllowable selections asre
b(binaryYr mlnone), and a{running averadge).
The last mode is a3 cumulative rosition error
that i3 summed over sll samrles in 3 trial

X/

/% Minimum resronse samrling rate. This value
defimes the fastest rate at which the subdect
resronse data is taken. X/

/¥ Iletault resronse sameling rated This value
is im millisecondsy and must bhe &
maltirle of 10ms (Mimimum) X/

/7% lefzult riumober of blocks in an exreriment
x/

/X Maximum sllowable number of blocks in
an exreriment. x/

/X Maximum allowable rumber of unicue

stimulus vector lengths. This number indicates
ordy the dgreatest rumber of lerngths an
exrFreriment can havei it saws mothindg about
what those lengths ares or exactly how many
there MUST be in an exreriment. x/

/% Maximum a3llowable rumber of unicue

stimulus vector directions. For vector mode
onlyy this value sives roudghls the same ture
of imformation about stimulus vector direction
as MAXLENGTHS dgives about vector length., %X/

/X Defsult resronse criterions allowable
s2lections include s(small)y w(medium),
and 1l(larde). These corresrond to the size

ie0f @ ‘windouw? opn the disrlaw screepn,tha

!
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.
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fdefirne

fdefine

#define

$define

$define

fdefine
Vg,

UD W RO
e S5 S 20 4% 4 O

X/

fdefire
fdefine
tdefirne

$defire
’X

comstitutes 8 ‘hiv’ O mlsS . Y
DEFTRY 3 /% Default mavimum time rer triali dictates

the time limit for 3 resronse to &

stimdlus., Y4
MAXTFT 99 /7% Maximum time rer trialé the azllowsble

' time for a2 triazl mas not be set dgrester

tharn this value. _ x/
DEFITI 11 /% Default irter-trial interval (in seconds)k/
NEFWARN 1 - /% Default trizl start warning (0= .Ssec tone

1 gsecond before stimulus onsety 1= dreen

sqauare on disrlaw for same lensth of time.Xx/
MAXITI @9 /7% Maximum inter-trial-interval. This

rumber will be used to evaluate the

resronse for the iti srometi Mo values

greater than MAXITI will be accerted. x/
NEFTIISFCOLOR 2 /% DNefsult disrlay color combinations x/
The combinastions are 3s follows:

No colors for either gstimuluys or resronse,
Greerm stimulusy red resronse

dreen stimuluss wellow resronse

red stimuylus, dreen resronse

red stimulus» wellow resronse

yeollow stimulusy sreen resronse

yellow stimaluss red resronce

RCSMALL ‘ S /% Small terset sres for resronse criterion X/
RCMEDIIUM 10 /7% Medium tardet area for resronse criterion X/
RCLARGE 20 /X LLarge target sres for resronse criterionm X/
QUTFLLE ‘force.dat’

Stdio.h! Cromemco 68000 C I/0 header file
Coruright (o) 1983 by Cromemcos Inc.y All Rishts Reserved

This

file is for inclusion in rrograms to be runm under

the Cromix orerating swstem.

ORIGINAL PAGE 13
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. 18-Mau-83 L OF POOR QUALITY
*define RUFSIZ 512 /% defzult buffer size for buffered I/0 %/
*defime _NFILE 20 /7% maximum # of oren buffered files X/
$ifrndef FILE
extern struct Liobuf { /7% definition of the structure tab _iobuf %X/

char X ~tri /%X rnext bute to access X/

int ~crti /X characters left %X/

char X_.baseij /% start of buffer %/

char -flasgi /% see bit definmitions X/

char ~filei /¥ file ruumber from Cromix X/
Y LiobL NFILEJ}
ffendif ‘
#define ..IOREAD 01 /%X orern for read X/ }
Eddof e TOWRT 02 AKX nzen for wurite X/ e ap 8 B e ——
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FOeT L
$#defire
fdefire
fdefine
fdefine

fdefire
fdefine
e fine

#define
fdefine
#define

fdefine
fdefine
fdefine
fdefine
$define
$define

f*define
*define
$gefine
$define

fdefine
fdefine
¥define
tdefine

#define
tdefine
fdefine
#define
foefine
*define
fdefine
tdefine
¥define

/X Functiorns which dorn’t return

FILE

CFILE

FILE
long
char
char

jouble
clouble
double
riouble
double
vdouble
riouble
cdouble
double
double

T

R UV T G Ao o e U LR L L) T Te i oy

~L0EQF 020

-I0ERR 0490

~I08TRG G100

-I0RW 0200 /% oren for read & write X/

NULL ¢

FILE strect _iobuf

EOF (-1}

STOIN O ORIQINAL PAGE 1§

STOOUT 1 OF POOR QUALITY

STRERR 2

stdin (%..i00L02)

stdout (&_iobl1l)

stderr (&.iobl21) _
getc(r) (==(p)->_cnt>=07 (X(p)-_ rtr++)80377:_filbuf(s))
getchar() gete(stdin)

rUuteo(xrr)

rutchar(x)
feof(r)
ferror(s)
filermo(r)

backec(frrc)
ungetchar(c)

(==(p)=>_cnt>=07 ((irt)(X(p)=2_ritrt++=(ursisrned) (x)))¢

Flsbuf{(unsigned) (2)r¥5))
rutc(ystdout)
(((p)->_Fflag&_ I0EQF)!=0)
(({p)->_flagil I0ERR)1=0)
(p)-x_file

ungetc(frec)
urigete(stdinrsc)

getline{bufrmax) getl (STHINsbufymax)

alloc(x)

malloc(w)

o ysed macros X/

1galrhalc)
isdigit(c)
islower(c)
isurrer(c)
issrace(c)
maxi{arsh)

mirn(asb)

tourrer(c)
tolower(c)

{({c)
({c)

{(e)

((3)
({3)

Xforen()s
Xfreoren )}
Xfdoren()s
ftell()s
Kfsets()i
¥feuts()l

abs()s

sar{)i

sart()j

exr()s

In()s
rwroften()i
log10()j
sirm() s

cos()s .
auind)s

rnuihla. ar .

(isuyrrer{c) 1

({e)==’ ¢ 1}

(islower(c) 7 ()
(isurrer(c) ? (c) + 32

islower(c))
= /97 &% (¢) = 0)
<= ‘z’ &% (o) -2
o= ‘74 §&% (¢) ‘A’)
(c)==’\n’ ||
(b))
(th))

- 32

W N,

(c)=='\r’ || (c)=='\1t")
> (b)) ? (3) !¢
< (b)) 7T (g) 3
(c))
(c))

*e o9

int X/

\

e

EERRRTEIT




O L e éinh()?
j double cesh()}
double tarh ()@

g /X Storage Tor globsl vaeriasbles and arrswe used throughout the srogram., %X/
gtruet raram { /X Define rarameter set storase x/
[ int Xirst[MAXRLOCKSIS /% Flag for instruct disslaw for each blochk x/
- imt Xrumblhkss /% Total rumber of trial blocks in exreriment. %/
int XmumtrislsCMAXRLOCKS)S /¥ T 2ls rer block variable. x/
[T echar Xvs[MAXELOCKS]S /% vector/scalar mode flag x/
| | char Xfobk[MAXELOCKSS /¥ Feedback mode flag., x/
char Xrescrit[MAXELOCKS]S /% Resronse criterion storade. x/
3 int Xiti[MAXRLOCKSI1¢ /% Inter-trial-interval storade. x/
int XwsrnlMAXRLOCKSI: /¥ Ture-of-warning for trizl ornset flag X/
. int Xdisrcolorid /% Nligrlaw color combirmatiorns... x/
. irt XrsrlMAXELOCKSIS /% Resrormse sameling rate. x/
int XtertIMAXELOCKS1S /¥ Tine rer trizl. x/
L int XdurIMAXELOCKSI1$ /X Storade for disrlavw urdate rate x/
[ > Xrarvs
- struct vector {
int XstimxIMAXBLOCKS]S
= irt XstimsIMAXRLOCKSDj :
it Xroamdirs /% Storage for rumber of stimulii directions. x/
g irnt XdirectionsCMAXDIRSIS /¥ Storadge for stimulii direction info. %/
int Xnumlendgthsi /% Storadge for ruumber of stimulii vector lerngthsk/ ;
int XlengthsIMAXLENGTHSIS /%X Storadge for stimulii lensths info. x/ g
3 int XRCj /% Resronse criterion storadge.. x/
Y
—. struct vector Xvect;
L ostruct ressonse {
I imt %<[20003% /% Storage for x coordinate of resronse vector x/
int Xw[2000713 /¥ Storzsge for v coordinate of ressonse vector., %X/
B3
. struct resrornse Xrese;
] 27 KK 0K K KKK KKK 0 53K KK 3K K0 KK K 3K KK KR K 3K 5 KOK K 3K 2K KK KK 3K 3K 3K K KKK KK K
: X X ;
- X Orenin(frame) X '
: X Entry! Inrut file rame is rassed as anh arg. X
[} p | Esxit! Fointer to the orened file is returned; 3 4
: X rnill value is returred if the orer was X
-, X unsuccessfull., x
[ X Calls! none. X
i x Called bu! ? : ‘ X
X Calling secuence!? returnval=orenin(*frname® )} X 1
X X i
i
: b2 0828303383238 83 833333833343 2333233333 8303303343383 3¢3¢43¢% 94 ;
orFenin{(frame){
[ FILE Xorerncodes Xforer()}
1 /X Oren for file ready check value returrned for rio good... X/
; if ((orencode=foren(friames " r* ) Y=x=NULL)Y<
- ' error("ERROR~Can’t oren inrut file\n®)i
. > .
L returrn{orencone)j
¥
"”‘"‘"“’ - .= - W?‘_"ﬁir T T
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Urernout(filernsme)’

Entru! Outeut file rame is waszsed to the routirme 28 an arg.
Ewits Returns a3 rointer to the orened filed rsoimter hag rull

&
b ¢
X
X
b ¢ value if orer Wss unsuccessfull,
X Calls! rone.
X
X
X
X

Cslled bui 7 ORIGINAL PaGE 19
Calling sequence! x=(orerout(frname) )} OF POOR QUALITY

300K KKK XK K 3K 0K KK KKK KKK K KK 3 K KoK KK KKK K KKK KK KK KKK K KKK KKK Kk /

~orernout (frame)d
FILE Xorencoder Xfore~ ()} /X Srecify roinmters to (orered) filer

OFern MacTro.
/% Orer file for write orlws themn test for nuil retuned value

if ((orencode=foren(framery *w"))==NULL)<{
error( *ERROR~Cari’t orern owtrut file®)s
>

return(orencode)
3 -
firelude */usr/include/stdio.h” T

/% BLOCK!: subroutirne to serform block-level tasks

Erntry! List of entrw arguments and conditions sHoes here.,
Exit? List of exit arguments anrnd conditicns goes here.
Calle?! Qtimvects Instructionssiti.

Called bwi! Mair.

block (count)
imt counts? /% Current block numbers

{

exterrn struct earj /% leclare rointers to rarameter and datas

exterrn struct verti /¥ structures.
irnt trialnums

/¥ Calculate stimulus vectorss store in 8rrauss.
gstimvect(count);

resrcrit(count)i /X Calculate resronse criterion.
if (rar-rinstlcountl) /X Send instructions if recuested.
<

instructions(count)?i
>

/¥ Execute 1 block of trials.

for (trizlrum=0itrialrium<(rar->riumtrialslcountl)it++trialnum)

{

&
X
X
o
* .
X
3
x
x
X

ant

x/
x/

x/

x/

x/
x/

x/

x/

*o,

x/

itidcount)i /% Wait for srorer inter—-trial interval.x/

trisl(countstrialnum)j’
¥
return;i
¥ /¥ End of block routire.

/% Fower (xsm)¢ Routine to raise X to the mth rower., This was
shamelessly taken from K+Ry #23. The limitatiorns are as follows!
irnteders ornlw for both marntissa and exronrentr» ro rnedative rwmbers.,
X/ '

x/

N P, O P A
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int 1wl

TS ORIGINAL PAGE 1§
for (i=lii<=ni++i OF POOR QUALITY

44
Pomop X
returr ()9

-

winclude® /usr/include/stdioh’ .
Finclude *../c/cdev/subs/defaunits.in

ZRRAK KRR AR K H AR K AR KKK KIKIRHIKA KK KKK KKK K LA HAARKAKF KKK KRR KAK KK

X 4
X Reseorit () X
X Thig routime calculates the ressonse criterion for the %
¥ current block, The reseonse coriterion is a3 messure of how close b
X & samrle of the subdect reronse is to the stimulus vector X
¥ coordimates, It consists of am inteder which sives 3 deviastion X
¥ range asszinst which 2ll collected sublect resrorse samrles are X
¥ comrared, The resronse coriterion can take or 1 of three vaslues X
X (emally mediumy or lsrde) im anw divern bhlock, The azctusl inmteser b 4
X *
¥ X
% X
X X
X b 4
X b 4
X X
X /

value is lodgarithmicalle related to the stated coriterion.

Emtru!l Current block rumber rasscd 335 inteser,
Cait? RC range stored im Xvect~-+RC as int.
Calls: Nore .,

Called byl EBlock.,

20028 30K K 0K K K 3K K 8K KK 0K 80K K 380K K 3 0 380K ok 300K K KK K 30K KKK K OK K KK K K KK KRk X K

resrorit{count)
it courts : ;

]
£ E

extterrn struct Xrary
evterrn struct Xvecty
/% Farge RC for current block, x/
switech fXrar.rescritlcountl)
1
case ‘8712 /X Small target srea.
*
¥vect-»ro=RCSMALL s
break s
case ‘M7¢ /X Medium target aresa.
3/
Xvect~-*RC=RCMEDIUMS
break.i
case ‘L7} /% Larde tarset area.
> |
Xxvect->RC=RCLARGEj |
breaks |
>
e /¥ En? of resecrit. X/

#include "/usr/include/stdio.h®
Firmclude *../c/cdev/subs/defaults.h’

/30K K K KKK K KKK KK 300K 3K 3K 3K 20K 30K 3K K 3 30 3K 3K 3K 203K 3K 3K 38 3K 3K 30K 0 30K 3K 3 2 3K 3 3K 3 3 3K K 3K K Ok 3K 3 3K 3 3 3 3K 0K K K K K K
X X
* Storedstal) %
X This routire stores all samrled subdect resronse dats in ¥
X a disk ouwtrut file.rreviously orerned for writing. This subroutire X
X is called at the enrnd of esch blocky and saves the rarcmeters datsa *
X gt the head of the outryt file. S e gy, :Ayiﬁwma_a‘=
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A RIS integer p8%800 COrLaiming Curreny ablock manher b 3
% Fv t! Current resvonse dats stored on cubrot buffer. X
A Coalel Nore . x
X Salled bal Main, x
# ‘ %
308K 0K KK KKK K KKK KK KKK K 3K HOK 300K KKK TR KKK KKK KKK KK KKK KK ARG K X/

szoredata(countscdatatile)

1rh countsXdatatiles ORIGINAL PAGE i5

OF POOR QL

exterrn stiuct Xears R QUALITY

R IF first wslly store rarameters informatior.se. x/
if (coumt == 1)
£

-

ferintf(data  iler "XXKKKXKKKXKXXX Resronse force exreriment®)s
Ferintf(datatilesr®  KRKKKIOKKKKKKKKKKKKKKNNFNR*)

e

“ferintf(datafiles’ Exrerimental rarametersi\n\n®)i

ferintf(dataftiles "Instructions CZdl=Zd\n"rcourtsy (Xrar).instLocoun
t1Yys

ferintf(datafiler "Vector/scalarlidl=2%c\ns "scourtrXrar.vslcountl;
L

ferintfi(datafiles "Number of trisls for bhlock #Zd =Xd\rs"scount s
»avr.rmnteialelcountl)s

ferintf(datafilesy *Feedback for bhlock #Xd =Zo\ry "rcountrXrar, fdbk
[ocountl)y

frrintf(datafiley "Resronse criterion for block #%d =%c\r» " rcount
sxXezr.reccritlcountl) s

ferintf{datgfiler"Inter~-triasl 1nterva1 for block #%d =Xd\rv* 0N
mtyrar.itilcountl) s

ferintfidatefiles *Warning for block #%Zd =Xd\n*scount,Xrar.warnlc
aunt. 1) "

ferintf(datrfiler "Resronse samrling rate for block #%d =Xd\rme "¢
gty dear.rarlecountl) s L

ferintf(dasisfiles "Max time s=er triazl in hlock #%d =Zd\ns*scount’
Xezrsbetlcourd 1) ;

Pepinlf(datafiles "Min disrlaw urdace rate for block #%Zd =Zd\n,"
count s e cdurloourd 1) 8 :

Ffrrimtt{detafiler " \r\r\me ")} 1

Pohio Todde "sosrSy o elade/stdiodh?
for e L So/edev S subs/defeultsdh?t
g idde L Sesedev/euhs/storage cht

LN R R OROR X Kk *XX**m******4******************X*x****************x****x**** i

Farameters(count)

Subrovtine to rromet snd set exrerimental rarameters,
This subroutine willy whern called at the head of the exreriment
allow the orerator o set 21] rarameiers for the current exreriment.
It will o this by first rrompting for the totsl rumber of
exrorimental blockss collecting rarzmeters for the first blocky
zrd offering as defsults for each subseauent. block those
rzranetere selected bws the orerstor for block #1. At the end of

W R X M K K R =

I I I IE I 6 I W I I I I I M I N I %

# the selection rrocess for the last block the orerstor will be given

# Lthe orortunity to chanse anwg sarameter he has selected in an

% inrteractive dizlodg.

M

£ Trtryl Norie.

o Emitd , Exrerimental rarameters for a3ll blocks set to vasives

% selected by orersator.

T Cells? List of routines celleo bw rarameters goes hére.

Y osllen bwl Elock.. J
w

S T T W S—
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R CATT RTOR  ; /X NQflne error trar for d:alos. x/

o wntoressd 7 e /% Srzce for resranse x/

[% R _irt beount; " /% Tems block counter. : ] x/

<, Promet for totsl block count for this exeeriment, . X/
Eg rigrbliset () o ' PR

- for (5cohﬁt;1$~bcaunt{= ¥rar.nunblkss beount++)

: E < L . L )
[i J% For block 1, ro choice but to set 21l rsrameters... X7
SEN : if (beount==1)

[ e T T < ,

1 - .~ erommtnset. wcount)i
[ } - =
. eise 7 | ORIGINAI PAGE 1§ -

< s ' : OF POOR QUALITY

- do ]
= <
R err=NQ; 7
4 - /% Give the ortion to use rarzmeters slreadw setk/

rrintf(*\n\n\nReady to set sarameters for block #")}
= erintf(*Zd.\nblo wvou wish to use the rarameters set",bcou
I 3RO ] ] :
- - e ‘Frintf(® in block-#1 \nfor the current block (w/n) °*)j
F A% Of fer default mmswer... x/
ﬁ, erintf(*LZ%cl? *y{DEFFARSET?’/Y’$’N’))}

resw=detchar();
switch(ress)

(NEEA

<
- case ‘\n’?
- - printf (*\nZd\n\r"® s DEFFARSET) } :
L S if (DEFFARSET) : :
o ' { /% Set to YES b 94
. - cgefaultset(bcount)?
b > | |
i - else
{ /7% Set to NO x/
[ Frromrtnset (boount) s
: ¥
breaks
SE case’Y’?
' case ‘g’
L Frintf(*Y\r\rn\n*)j T
defaultset (bcount’ . o
brezks ) ' |
case ‘N’¢ -
case ‘n’: |
erintf O N\R\IT\R®) |
rromrtrnset (boount) s |
SN : break i
S default!?
~ error({"ERRUOR~Answer Y or N or <cr>\n®)s
i err=YES;
L break. i
5 >
g ' > while(err)s /% i.oor “til rno more incorrect resronses.X/
ki > '
b




#include */usr/include/stdio h® ‘ ORIGINAL PAGE 9
Firolude *../c/cdev/subs/defaultis.h® OF POOR QUALITY
#inciude ',,/efcdevlﬁuns/sforBSe.h‘ . -

’****#****3*******tA&***X***X***X******x****#**********&X#X*#*X**********

p.ombtnset(ﬂlock)
This Toutane will set the erorimental Parameters to those
values selexted by the orerator in am intersctive diszlog, It is
c@lled with the number of the current block 3s an zrdumentr and
=romets the orerator for each‘#arameter to be set in that block.

it None. ' ' .
Calls? instsets vssets numtrialssety disecolorsets rsrset
- - trtsets durset» warnsel, rescritset.

Cslled byl rarameters() ‘

x******&*x***

X
x
X
X
b 4
b 4
X
Erntrw! Currert block number rassed for internal use. X
b 4
x
X
x
x
/

******X#****X*****t****XXX****XX***X*X****X*X**XX*X*X***X*********X*X***

;romptnseu(blo:k)
¢ if (block == 1) /% Set disrlaw colors for block 1 onlé;;*/
h colorset(1); /X Set cqlor,of gisplas vectors.Xx/
iarnset(bi:ch)? 7% Set triallonset warnigs. x/ :
srintf(*"In ~romrty warn[%d]=%d\n';blqpk;*#ar.uarn[blockl)3— _

B itiset(block)s /X% Set inter-trisl intervsl. . 94
e erintf(*In rromet, itilZdI=Xd\n"sblockskrzr.itilblockl)s

trtset(block)s /% Set time ser trial. x/
erintT("Ir sromets trtLXdI=Xd\n" rblocky*Par.tPtEblockJ)y

rargset{block)s /X Set resrornse samrling rate. x/
#rintf{"'In srromrtsy rsrlZdl=Zd\n"sblocksXkrar.rsrlblockl)}s

instset(lock)y /7% Call imstruction set routine. x/
grintf("In rromrty instlZdl=Xd\n"sblocksXrar.instfblockl)y

vscet(block)s /% Call vect/scalar set routine. X/’
erirtf(*'In rromrts vslZdl=Zcoc\n"sblocksXkrar.vslblockl)s

fcbokset(block)s /%X Call feedback mode set routirne. x/
Frintf(*'In rromets fobklZdl=%c\r"sblockyXrar.fdbklblock]l)s

rescritset(block)§ - /% Call resronse criterion set routine.
X/ , ' )
numtrialsset(block) /% Call trial count set routine. X/
rrintf(*In rremety numtrialsiZdl=2d\n"sblochsXrar.numtrialsibloc
£1)5

fimclurde “Jusr/inclurte/stdio.h”
Fincluue *.o/c/cdev/subs/defaults.h’

finclude "../c¢c/cdev/subs/storageh’

ORI NORKOK AN 2 K 30K 3K 0K 3K 3K K K KKK K KK 3K KK KA 3K KKK K KK ok KK K XK K K KK K Kk Xk ok kK
X

*
X . rumblhset ()
X This routine will rromrt the user for the totzl rmumber b

L —x nf pxzperiment.al trial blocks to be 1m:um_1.u,ih.1i_wumg;t?g, **ﬁ
4 Lad ;
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ysﬁnuns K8 nember of the defaults.h Ffile. Note thHat the block
Sureh e +nreu cain not exceed the value stored in the constant

rgpblbset ()

4

ER

L

X

X

*AXB’O“\: zlso in the defaults.h file). - : X
’ ’ X

/!

:***RIXX*X**********X#***X************X*****X*iﬁ***********X*********g*l

ORIGINAL PAGE I
OF POOR QUALITY

int errsmaxbutessresei/X Define error trar for dislos., - %/

int counts
extern struct =ars

-char buf[1001} /% Generalized character buffer. x/ -
- maxbutes = 803 /7% Defirne maximum ireut line length, x/ -
A% FPromet for totsl block count for this exreriment. x/ i
do
err=NO3§ )
srintf(*\nEnter total number of trial blocks in this exreriment
"33 pab
J¥ Dffer defasult ortion. X/ .
srintf(*[¥%d4]¢ '-DEFNUMBLKS);
resr=detint (bufsmaxbutes)s
if ( resp == -1 ) /% If norn—-intedger resronse ++¢ X/ L
L f
if ¢ buflfO0l == ‘\n’) /% <cr> mesns default. X/ 5
{ . !
¥rar,rumblk s=0OEFNUMBLKS A
#rintf(*Xd\nrn" yFEFNUMRLKS) R
err=NO; R
else /% Else bad rnorn—-inteder answer. X/
{ ,
error("ERROR-Resronse must be rumeric or <cr>\n\k
r*)s E
err=YES?+
>
¥
2lse /X Else an inteser resronse. X7’
e
it ( resr > MAXRLOCKS ) /X% Ressrornse too larde, X/
{
error{‘ERROR-Resronse must be less than ")
rrintf("Xd blocks\n\n® »MAXELOCKS) ¢
: erraYESS
else /% Else everuthing ok. x/
< .
Xpar.rumblks=resri '
err=NO} : i
>
>
> while(erpr)s

wr

-.,.-

-
J-

ntf{"Resronsa stored in rumblks=Xd\rn"sXrar.rnumblis)s
/% End of rumblhkset routine. x/

L

R ERERRDROEK KRR KRR KKK KRR KRR RRKRRKRRIIK KKK ’
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, Routire to set instruction flae for current bleck,
Thic routine is czlled with the current block number as an arsuments
angd sromets the orerator for instruection diselsy. The allowasble
reseonses are wi{ves)r n(no)y and carriase returny which can mean
either wes or rnor derernding eron the setting of the flag in :
dJefaults.he The instl] member nf the dlobal structure rar is then
set 1o reflect the selection, -

SEXZXZIXEXE.

xx*xxx****xxrt**x**ﬁ*xxx**xxxxxxxxxxx***xxx*xxx*x*x*xxx*xxxt**xxxx**xt*x/
1nstset(count)

’ e"tern struct rars T R
int errs. - /% Define error trae for dizlod. S ¥4
irmt respybcount; /X Srace for resronse - t ¥4 -
de { 7/* Loor ‘til correctAresponse is received x/
err=NO; /X Redin dialog with no errors. x/
erintf(*\rlisrlay subdject instructions for blook #Xd? ®"scount)s
erintf("(y or r)LZcl"»DEFINST?/w’$’n’ ) -
77X Collect resronse and tost. - %/
resp=detchar{) i’
switch (resr)<{
case ‘\n’3 /% Default resronse X/
ORIGINAL PASE" ' Xear,instlcountI=DEFINST;
POOR Qum_m Frintf(*Xe\n* yIEFINST?/g/2'n’);j
OF B break s
c3se ‘w’l X QUR . x/
case ‘Y’
Xrar.instLcountl=YES?
err=NO}
breaks
case ‘n’d /X Nope; x/
case ‘N’¢
Xrar.instLcountl=NOjs
err=NO;
breasks
default? /¥ All other resronses. x/
err=YES} )
error(*\r\nERROR-Allcwzsble resronses sre 9 OPFr N
\n*")s
breaks
>
> while (err)?$ /7% Loor “till mo err. */,‘
rrintf(*Resrorse stored in Xrar.inst{Xdl=XZd\r*scountsXrar.instlCcountl)’
> /% End of instset routine. x/

A 3RKKCKOR K R KKK 0K 3 0K 83K K 30 8 3 33 KK KKK XK 3K 33K 3K K 3 K X KK 0K 3K 3K K 3K 0K 3K 3K 3K e 3K K 0K KOk K KKK K K Kk

vsset()

This routine will rromrt thr orerator for selection of
Either vector or scalsr mode oreration for the current block.
The sllowable resronses are v or VU(vector mcde)y s or S(scalar mode),
or carrisse returro whose meaning is determimed bvw the status of
the flag DEFVL in.the file DEFAULTS.H. If the vector mode is
selectedy both the madgnitude and direction of the stimulus and
and_racennce uactnre ran he cha nqedJ“MhllE_lﬂ the scalar.mnﬂg gr}y

K I I I W I I
M********
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'ORIGINAL PAGE 19 _
- extern struct rari OF POOR QUALITY )
int erré - /% Define error trar for dislos. X/
int resrsbcounts /¥ Srace Tor resronse X/
dd,{ /% Loor ‘til correect resronse is received x/ :
err=NQj . ) : -
/% Prom=t for vect/scalar mode : x/

srintf(*\n\nSelect vector ar scalar mode for block #Zd(v-vectv -3

/% Print character corresronding to default selectlon. . x/ ?
Frintf(*LZcl*»DECYS?P /v 2i’s7)§ T N
e Collect reseonse : 7 ‘ X/

resr=detchar();
cewitch(rese){
case ‘\n’: : /X Defzult selection . x/
¥rar.velcountl=DEFVSS
rutchar(DEFVUST/V/ 187
breagks
case ‘v’ /7% Vector selection . ¥4
case ‘V’¢
¥rar.velcountl=1;
err=NDj
breaks
case ‘sl . /% Scslar mode selection X/
case ‘57:
Xrar.vslcourtl=0y
err=NO7-
preaki

default? ' /% Garbsde resronse X/
error{"\rnERROR-Allowable resronses are <Crry Vs
or s\ )y

err=YES?
breaks
> z
> while (err)+¥ /X +4.711]1 thew dget it right! X/ i

rrintf(*Resronse stored in =rar.vsCZol=ZXc\n'scounts (Xrar.vslcountl? Vv’ ¢’ -

/¥ Erndd of vsset routine. X/

PR 2220000202228 0 0080832028833 00¢33202 3200032239338 ¢¢8000800392 0200008323241

x b 4
X Fromrt for and collect info on subJect resronse criterion. b
X The RC is wused to srecify the size of a3 ‘target’ area on the disrlaw X
¥ screen within which 3 resronse vector would be scored as @ “hit’. X
X Allowable resronses to the RC sromrt are s or S(small tardget)r» m or b 4
¥ Mimedium size target)y 1 or L(larde size tardet)r am! <cor>r whose %X [
X mesning is assigned by the constant DEFRESCRIT in the defasults.h X
*¥ file, The smailr nediumy and larde cualifiers are in relative terms» X%
¥ 3nd are losarithmically relasted. X
X X
X /

KK 32 5K KK 3K KK 3K 3K 3K oK 3 3K S0 0 3 3K 0K K KK A K KK KK 3K K KK K K 3K 3K KK KK K K K KK K KK K K kK

rescritset(count)

extern struct rari
int erri .. /% Lefine error trar for dialog., . ¥/




t 1 do ORIGINAL PAGE 19
- : | ~ OF POOR QUALITY
|
|
|
|

err=NQi . .
F% ) grirmtf(*'\r\rSelect ressxonse criterior for block #Zd\n'rcount):

- L Primtf(* (s=smally m=mediums l=large) C[Xcl? *yDEFRESCRIT)

respzgetohar()}
switch (resy)

Kol
L

i [? o case ‘\n’? /% Nefault resronse. x/
' : primtf{*Ze\n\n" »DEFRESCRIT)} ‘

Xrar.rescritlcount I=DEFRESCRIT?

breaks '
case ‘s’ /X Small area. x/
case ‘S’¢ )

Xrar.rescritlcountl=’S’}

err=NQOj

break? - )
case ‘m’e /% Medium ares. x/
case ‘M’

Xrar.rescritlicountls

err=N0j

breaks
case ‘173 /X Larde asrea. x/
case ‘L’¢

Xrar.rescritlcountl=‘L"}

B O,

r
| Sp——

|

e

T err=N0}
= break;
default? /7% All otherse.." x/

error("\nERROR-Allowable ressonses are.<crry ssmsor 1\n'

. on")i :
err=YESS
tiresk?

>
> while (err)j

rrintf("Resrornse stored in Xear.rescritlZdl=XZe\n*rscountrXrar.rescritlcos

¥ /% Engd of rescritset routine.r x/

Vg 2322302022038 8002392323023 023022830288802 033228230 38203¢4333383233331%33%
X x

X . .
4 rnumtrialsset() X
X This routine will rromert the user for the number is trials ¥
. ¥ to be included in the current block. A default valued ( stored in X
-t X DEFAULT3.H under DEFNUMTRIALS) is offeredr and 3 resronse is taken. X
[ X This intedger value is thern stored im the rumtrisls member of the X
¥ global struct rar, b 4

b 4 X

X /

K KK KK K KKK KKK A KK 03K KK K 2% 3 KKK KK 3K KK KKK KK K K 3K K K 3K KK KK 0K 3K KK o ok oK oK kK oKk

\ numtrialssetfcount)

5 ' char bufl1007i /% General use charzcter buffer. X/
' - NS SF N NP 3 - - S I Timdg eoem . .Aﬂw—-—'ﬂﬂ-ﬂ—d‘. ‘,J—ﬁq% wis:x .,,.-"*-L______



:i o ORIGINAL PAGE 1§
"' —" - OFPOOR QuALITY
f% srintf\r\rEnter rumber of trisls for block #%d!*scount)s
/% Imsert defsult ortior. : x/
' rrintf (' L%l "y DEFTPRLK) § N
§ respmdetint (bufsmaxbutes) s S :
= if (resp ==.~1) /%X =1 means newline» or default...x/
{ T . - — - '
| if (bufl0l==’\n’) o e
: - Xear.numtrizlslcount J=DEFTFERLNS
] ' printf(*%d\n" »DEFTFELK)
) err=NO7
o > .
— - else /% Else an error ’ x/
oL . error(*\r\rnERROR~-Resronse must be mumeric\n")#¢
. err=YES;
[. 7 N ,
>
else
{
[ ' if ( resr » MAXTRIALS )
£ . .
error(*\rn\rnERROR-Resronse must be less tham ")
E% Printf(*%Zd trizls\n\n'sMAXTRIALS)}
=y err=YES}
>
else
£
¥rar.rnumtrialslcountl=resr;
err=NQ7
i ;
>
> while (err)s

ant )i

oot

/7 End of rnumtrailsset routine. x/

?L SR KK KR KK R KK KKK K 3K K K K K0 00K 3 K 3 K 3K K 0K KK KK KKK KKK KK KKK KKK KKK KKK KKK K KK Kk KX

X X
b ¢ fdbksetr(count) X
* This routine will rromrt for the twere of subdect feedback b
X desired for the current block. Allowable arswers include b 4
X rn or N(mo feedback)y b or B(Binary feedbackr meaning correct X
X inmcorrect)s 2 or A(Rurmning aversdes which is sn error count X
X that is cumulative over a2ll samrles in a trisl)» and <cr>»s which b
X gives the resrornse determirned bw the setting of the DEFFIRK flag
X in the defaults.h file. X
X X
X /

K 0 0K 3k ok 2K ko 2Kk K KK 3K K K 30K 3 K 3K 3K K 30K KK 03K 3K K 3K K 3k 2K 3K 2K KK 30K 380K KK 2K 5K K 3K K XK 2 KKK K KK K Kk K K

! fdbkset(count)

=rintf{*\rResrorse stored in numtrialsEZdJ=Zd\n';count,*Par.numtrials[cog

U T e SRu T —,

P

s {
e
j extern char Xfdbhkll} /X Assisn storadge for feedback mode flagx/
; irnt erri /% Defire error trar for dizlod. X/
._w int resrrboounti /% Srace for _resronse . . 4 %VJ
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201
err=NQ;

Ak Fromet snd collect ressomge for feeriback mode,

neorerect)r\n")d

apirntf("samrles in 3 triald)s\m *)
printf('~=No subdect feedback."):
erintf(*\rnEnter selection [Zcl? *H»LEFRFM)}§
ress=detchar()y

switeh (ress)

{
case ‘\m’? /% DNlefzult resronse.
rrintf(*%Ze\n* yREFRFM);
) Xrar.fdbkLcountI=NEFRFM;}
- breaks
OR\G‘NAL PACE 8 case ’‘b’! /%X Binaru feedback.
OOR Q\_]AL\'\'Y case ‘R’$
of POUF N Xrar.fobklcountI=E’}
err=N0;?
bresk i
case ‘a’t - /X Running asverase.

case ‘A’
Xpar.fdbklcountl="A’S
err=NQ;
breaks
case ‘i’ /%X No feedback.
case ‘N’¢
Xrar.fdbklcountd="N’y

x/

x/

74

x/

x/

H
i

#rintf("\r\n3elect subldec feedback model\r\rb=bhirary (correct/f

grintf(*a=Rurning averadge (Cumulative error summed over all*);

R Tl N

e g Yo ooy

err=N0j
tireak.;
default? .
error{"\r\nERROR~Resronse must be <cr>rasbror n\
T\ t) s
err=YES;
break’
>
> while {(err);s
rrintf{*"\nResronse stored in fdbk[Xdl=Xe\r\n'scountsXrar.fodbkLocountl) s
/¥ Frd of fdbkset routirne. X/

finclude */usr/include/stdiosh®
¥irnclude *../c/cdev/subs/defaults.h’
¥include "../c/cdev/subs/storage.h"

/300K KKK K K 3 KK 3K 33 3K 2 3 30 K 3 3K 30 3003 2 3 3 K 30 K 3 3 33K 3 3K 3 K 0 33K K KK KK K K KKK K 3K KK K KK oK Kk ok ok

I MW I N I M I N N K

colorset (count)

Fromrt for and collect info on subdect disrlay vector colors.

The rarameter collected here conmtrols the colors of the stimulus
and resronse vectors om the subdect disrlas score. Allowable
colors include redy dreery and wellows all mutuslly exclusive
rermutaticns are rermitted. The color combinations and sssociated
cordes are as follows?

0) No colors for either stimulus or resronse.
1) Greern stimulusy red resronse.

2 Green stimuluss wellow resronse.

3) Red stimslusy green resronse.

4)  Red stimylusy wvellow resronse,

I I I I I I IE W I W I I ¢

el
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- ) : ' |
| B colorset() ORIGINAL PAGE 19
< : OF POOR QUALITY
- extern int Xdisrcolori/X Assidn siorsdge for diserlay colors. -~ %X/
- int reseycountserri /% Srace for resronse x/
. do .
£ ' {
- - err=N0sF ’ : : :
B C oerintf(*Select subdect diselaw colors! Allowable combinstions are\m®)ié:
i srintf(*0) No colors for either stimulus or resronse vector\n®)i
erintf("1) Green stimulusy red resronse.\n*)ij
- Feintf(*"2) - green stimulusy wellow resronse\n®) s
Frintf("3) Red stimulusy Greern resronse\rn®)i#
ok ' rrintT("4) Red stimulussy Yellow resronse\n®);
e : Frintf(*3) Yellow stimulussy Green resronse\n')j
eripntf(*s) Yellow stimulusy Red resronse\n\r®);
- L rrintfi*Enter code corresronding to desired colors [Zd41: *"»DEFNISFCOLOR)
L |
1E resr=detchar()y
3 switch (resr)
. €
2 case ‘\n’: 7% Default combination. x/
grintf (*Za\r\n* yDEFDISFCOLOR) 5 ‘
E Xrar.disrcolor=DEFDISFCOLORS .
L err=NQO} 2
tireak oy
— csse ‘0’ /%X No colors. x/ E
8 Xpar.disFcolor=03 0
= err=NQO3
breaky
case ‘173 /% Green + Red., X/ -
Xrar.disrcolor=13 >
err=ND}
breshs
case ‘2% /X Greern + Yellow. x/
Xrar.disrcolor=23% )
err=N{}
brealb.s
case ‘3’4 /X Red + Green. X/
¥rar.dispcolor=3j
err=ND} |
breaks ?
case ‘4% /% Red + Yellouw. x/
Xrar.disrcolor=4;
err=NO;
break.’
case ‘5’3 /% Yellow + Green. x/
Xrar.disrcolor=5}
err=NQO} }
breabs i
case ‘6’3 /¥ Yellow + Red., X/ |
Xrar.disrcolor=6jy !
err=NQO7/
breaks
default: /% All others, ) X/

error( '\r\nERROR~Resronse must bé <crky 1-6\r\n")j
_err=YESS e I .

‘—ar -




-

] 3 while {err);

Frantf(ONENn ) ORIQINAL PAGE 19
‘ OF POOR QUALITY

[ /% Endg of colorset routine. X/

SRR KA KAOK KKK K KR KRR K KKK R IK KKK A KKK KKK KKK KKK KKK KK KKK KR IR KKK KKK

warnset (count)

F 4 b 4
X X
% : - X
X This routime will sromet for and set the code for the *
¥ selzection of the subdect trisl-onset warming. Allowable resronses X
¥ imclude 1y which gives & 5 second warning tone on a3 sustem b ¢
* Sonslert beerers Or which dives a dgreen seuare on the sublects’ X
X diselaw score for the same length of time, znd <er>ry whose b
X weazning is soverred by the status of the DEFWARN flag stored in X
X the defsults,h file, X
¥ b ¢
X

2K 0K OKOK KKK 30K 30 K0K K K 3K K KK KK KK KKK K CKOK KR 0K KK K ROK KK KKK O AKRK R KOk ok Kook Kk k /

| | warnset(count)
{

o exterr it XwarnlJ# /% Assidgn storade for warning tore. X/
fﬁ it erri /% DNefine error Lrar for dizslosg. X/
= int resrsboount’ /% Srace for resronse x/
" do
2 £

grr=NQJ;

rrintf{"Select Trizl-onset warning tone. Risrcnses include\n")i
rranlf ("O=green seuare on disrlaw scorer 1=Sonalert tore.\n*)i
erintf(*Enter 0 or 1 [Zd41: “H»DEFWARN)

respagetchar()
switeh (rese)

€
case ‘\m’! /% llefaylt ressonse, x/
prirt f O Za\n\r® y DEFWARN) #
Yrar.warnlcount J=IEFWARNS
err=NDj;
breaki
case ‘0’3 /%X Green sRuare. X/
¥rar.warnlcount l=0;
err=N(j '
bresks
case “17¢ /%X Soralert torne. */
Xrar.warn=1j
err=N0j
breaks
rdefault? /% ALl others., x/
error{"\nERROR-Resronce must be <crxy Oy or INr\R"*")j
err=YES?
breaki
>
* while (err)y
verantfCNn\n"}y
Frintf('Resronse stored in Xerar.warnlZdl=Xd\n"rcountrXrar.warnlcountl);

X/

R 14 f‘\!'" L

b /% End of warnset routine,

T

| (R
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itiset{counrt)

This routire will promert for and set the inter—-trial

interval for +%
the sromrt include

he trial

block srecified. Allowasble resronses to

Sorse which sete 3 defsult rmumber of seconds

less than the ere-determined maximum limits whose value is aslso
ir the defaults.h file. The resronse to this erromet is stored in

the iti nemier

xmx**m**x#x**x***x*x****x**#k************xxx*****xx*x***x***********x**

itiset{count?
{

of the

global structure Xsar,

X
X
X
%
X
¥ whose vzlue is stored in the defasults.h file- and anw digit(s)
¥
X
%
X
X

ORIGINAL PACE 19 -
OF POOR QUALITY

X
X
X
X
%
R
X
b
b 4
X
/

char bufl10015 /X Gernersal use character buffer. xX/
extern int XitiClj /% Assidgn storasze for inter trizsl imtervalXx/
int errs /% Defirme error trae for dislos. X/
int ressyboountsmaxhuyles? /% Seace for resronse

X/

ifn

£

maxhutes

grintf(*
scountyIEFITI) G

= 80}

Ernter de

/% lefime maximum inrut character string length X/

sired inter-trizl interval length for block #Xd! CZd43?

respmqpbznt’buf:maxbbtes):

it {(resg

Ea
pY

mze])

% check for defsult answer,

else

¥
:}4
while (errij

if (bufl

/%X Else

if (resr

01 == “‘\n’)

printf{*Zd\n*»DEFITI);
Xrar.itilcountl=DEFITI
err=NQ3

/% else an error if 1 charscter (other than cr)

error("\nERROL-Resronse must be rmumeric\m\r®)}
err=YES?

an inteder resrorse.

> MAXITI) /% Check for iti too lord.s.

error("\nERRO~ITI must bhe less than *)i
grintf(*4d seconds\r\rn" s+ MAXITI)?}
err=YES/}

/%X Else everwthing ok,

¥rar.itilcountl=resr;
err=NDj

e = e
v "vl‘ -

x/

x/

x/

X/

X/



{l rrintf{"Regsrornse stored in Xerar,itilXZdl=Xda\n"rcourtsXrar.itilcourntl) |
’ /X End of itiset toutine. X/ %

1 e ORIGINAL PAGE 18
{ OF POOR QUALITY,

73K K 3K KKK KK 23K 0 2 3 0 323K 0 33K K 3K K 30 3K 3K 33K KK 0K 552 2 0 03K K K K 3 KK K 3K K K K K K K K K
X B - B
X trtset(count) X
X This routine collects data on the desired mavimum lemsith of X
X time 3 trisl should lastiit is the roint 3t which the srogram will X
¥ interrust the subdect resronse/disrlay urdate cucle, X
-4 X% Allowsble resronses to the sromrt include <cr.» which sets a default X
¥ value which is set in the file defaults.hy arnd sny integer value b 4
X less than an sbsolute maximum, which is slso stored in defsults.h
E S . X

X /

30K MR OK K 2 3 8 3K 3K S 80K KKK K0 3K 00K 0K KKK K K KKK 0OKK R XK O K KK KKK AR K KKKk XK

[ tetget (count)
€

? gxtern int %Xtetll§ /X Assidgn storade for trial time, x/
3 char bufL10014 /% Gereral use character buffer, x/
1 | int errs /% Define error trar for dislos. X/
3 int respshecountimavbutess /% Srace for resronse
3 X/
E maxbwtes = 805 /% Defirme maximum inrut character string lensith %/
5
1 do
TSR -
: [1 err=ND; . ;
1 erintf{"Ernter Suliject time limit (irm seconds) for trizsls in block #%Zd¢ [

—.@ ¥

 %d31% ycourt ) DEFTRT) §

e

resezgetint(bufymaxbutes)

Bt

;
b
/% Check for default resronse. x/ E
3 if ( resgm=-~-1) P
{ [
if (hufl0l == ‘\r?’) :
{
erintf (" Zd\n"sDEFTFT)
¥rar.trtlcountl=DEFTFTS
err=N0j
M
else /% Else bad ariswer., X/
<
error("\nERROR~Answe™ must be rwmeric.\n\r")j
err=YES/
}
¥
else /X Else 3 valid inteder resronse. X/
' if (rese > MAXTFT) /% Can’t be too bisg, X/
{
error(*\nERROR-resronse ‘must be less tharn ")}
rrintf(*Zd secorids\r\n* »yMAXTFT)}
err=YESS
h
elae /% Else ok to store. x/
{ .
p kez2r.trtlcountl=rasei v '
err=N0j F
e ———— .)‘ e -
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RN 5% AN AN R

srantf(*Reeronse stored in *Par.t#ttxdlnzd\n'Qcountvxpar.t»ttcountl)$

¥ /¥ End of tetset routine. x/
| ORIGINAL PAGE I
OF POOR QUALITY

’*******A#&Y**#*XX***************************************X*****X#********

X
rsrset(coth) b 4

Thidie rowtine will sromrt ror znd set the desired resronse X
samzling rate for the current block. Allowasble answers include *
Serky which sets 3 defzult resronse semeling rate (exact default X
et inm the file defaults.h)e arnd arny irnteder string which is in X
millisecondsy is a valid integer string greater than the minimum X
velir) ing infnvvaly shd 1% an intesral multirle of 10 msec, X
/

O M X K K I R e

e HCHOHOK KK ROK KKK KKK HOKROKAAOK K KKK KR KK KKK KK oK HOK KKK KKK KKK oK K KK KKK KK K 3K KoK oK K

reveet (Count?

-

gxterr tnt Xrsrlls /X Assign storage for ressronse
camerling rate. X/
char bofl10278 /% Gerneral use character buffar. X/
int errs /% Define error trae for dizlosg., x/
int ressybheoountsmaxbutess /X Srace for resronse
X/
maxbutes = 80 /¥ lefirne maximum inegut charscter gtrisg lendgth X/
do
{
err=ND;
srintF{*'Fnter desired resronse ssmrling rate for block rumber Zdh\m'rcoun
)5
Frintf("The ssneling rate should ne i millisecondsy and should be sn \n
)
srintf(*intedr3)l multirle of 10 millisecondsy which is the minimum.\rm*);s
rrimtf(*Samrling rate =[Xd] *sDEFRSBR)
rese=detint (bhufsmanhuites’s
7k Check for default answer. x/
if ( resyp == --1)
L
it ( buflLO0] == ‘\p’) /% carriade return ok, x/
{

Frintt(*Xd\n"»DSEFRSR) }
X#rar.rsrlocountI=NEFRSR}

err=NO}’
b J
else /% Else an error., x/
L
error{*\rnERROR~Resrorse mist be rumeric\n\rn")j
err=YES/
>
>
else /7% Elese 3 valid inteder resronce. x/
<
if C(reser < MINRSR ) /%X Too lowess ‘ X/
b, .

error(*\rnERROR- Response must be dreaster tQ%p )i
¥ q "

B ¥



3 /7% Erme of defaultset routine. x/ ei

- ORIGINAL PAGE 19
> S OF POOR QUALI™Y

else .
¢ | | | |
if (C resp % 10 ) = 0 ) /X Multikle of 1u?
X/ '
c <
error('\nERROR-Resnonse must be mult%rle of 16\n
\r*) s
errcYES: B
. else /* Else take a rumber,
X/ - - - -
{
*Par.rsrfcountlareeﬂy - : il
err=NO/ TR e
>
>
> =
by while ( err )i : 7 S
erintf('\n\n")} g
rrintf("Resronse stored in Xear.rsrlZdl=Xd\n°’ ycount:*Par.rsrCcountJ‘f
¥ /% End of rsrset routine. : . X/

/**********#****************X*************************************#****#l

X X
X Nafaultset (blocknium) - X
X i
X This routire will set the sarameters for 3 biock whose X
X rnumber was rassed as an arsument to those values set by the X
X orerator for block #1. The routine utilizes the slobal structure x
X containing the rarametersy and returns mothindg. X
X b ¢
X Entru? Current block rnumber, S
X Esit? Norie, X
X Callsi Nome. x
X Cellen byl Farameters. X
X Historw? 11/4x/83:Comrlete and working,. *
b 4 X
X

KKK K KK K K K 2K 300 K 03K 2 335 o 0 30K0K 30K KK AR K K 3 KKK Ak KK KKK KKK AR K KR Kk KX/

defaultset(blinumber)
.
#include '../c/coev/subs/defaultsup*

Fincludsa "../c/cdev/subs/storwﬂe fg**
Xrar.instlblirmberlskrar, nstf“‘ © /% Set instruction flat t/
Xrar.riumtrialslblknumberIsXear. . rurialsllls 0

¥rar.vslhlhrmumberl=Xeragr,val 1]}
Xear,fabklolbhrunberl=%rar.fdbkC 113
Xrar,rescritlblhnumberl=X»zr.reseritl1l}
Xrar.itilblh.rumberl=Xpar.itil1]}

Xra. swarnlblhnumberl=Xrar.warntl1ls .
*rar.rsrlfblirnumberl=krar.rerl1]5

Xear.tretlblhiouaberl=Xkear,trtl1]5

¥par.durtblkrumberl=Xrar.durl12}

irncrtude® . /e/rdev/aiths /defaulis.

R iame EREIESUINEESUISL S UUNN e g wems o -



SR _roytine .o -display comtents of dlobsl raremeiter struclure. X/

dise (count) o »ORN*MHI
g 7 B v OF GE 7
[ - extern struct rar : . o POOR SGAU'# | 7

—Frintf{tInstructions [2dI=Zd\n*ycountyXear.inctlcountl) i

. Printf(*Vector/scalarlZdl=Xc\n*countrXrar.vslcountl)i _

'ar;ntf('Number,of trisls for block #%d =XZd\n'scountsXear.numtrialslcountl)i
printf(*Feedback for block #Zd =Xr\n',countrXrar.fdbklcountl)i
rrintf(*"Reséronse criterion for block #XZd =Xe\n'scountrXear.rescritlcountl)i
rrintf(*Inter-triasl interval for block #Xd =Xd\r* ;eountoxpar.itxtcountJ):
rrintf(*Warning for block #%d =%Zd\n®rcountskpar.warnlcountl);
Printf(*Resronse same rate for block #Xd =%d\n" scountsXrar.rsricountl])s

I erintf(*May time rer trizl in block #%d =Xd\rn"rcountsXear.trticountl)i :

E'j erintf{*Min dzsplas urdate rate -for block #Zd =Zd\n* ;count:&#ar.ﬁur[count])o
-

grintfO*\r\n\nr"
3 .
- #include */usr/include/stdio.h”
= ko - R ’ '
ERROR{)? Ervor subroutine. This routine is 3 generzlized error rerorting
subroutire, '

“rbrwl : The entry srgument is @ shrase to be rrinted on the console.

l: Exit? Argument directed to standard outrut.
E - Calls? None.

Called bu!l Any other routine.

¥ Vi

error {(str)
chatr Xetrs

<
e int ks
iﬁ =03
L . while (srtrlk++1) /¥ Trailing null in line will terminate routine
rd .
{ rutchar (rtrlk-11)7
L by
7 #inclade */usr/include/stdiol.h”
#include ®../c/cdev/subs/defaults.h’
R OKK KK K KKK 2K K 30K K K 3 K 3K 3K 0 3K K 3 3 KK 3 K 0K 3 K KK 3K 3 3 K 3 KKK KK K K K K K oK K K K K KKK K kX
X X
X Getint(xsy) X
. X Subroutine used to dgather 8 line of inrut from the consoley X
i X evaluate ity arnd return an inteder corresronding to the X
ol ¥ collective value of the digits entered. b 4
> X X
T X Entrul Maximum line lensth rassed as ints 3lso rointer to X
X character buffer. X
X Exit? Int returned giving value of digit(s) enteredy or -1 4
- X if an error occurred. X
' % Calls! Readins error, X
—~ X Inmclusions? Calling routine must include the stdio header., X
_ ¥ Notes! This routine should be run in 3 ‘mode rawy» -ec’ X
F; X envirorment. X
24 HOKOK A0 K KKK K KK 303 K KK K 2 3K 3 3K K K 2K 3K K 3 3 3 2K K3 K 0 3K 23K 3 3K K 0 K 3K 2K 3 0K 2 K 3 K KK K K 30K KK X K Kk ok /
| getint (bufsmaxchars) )
char ¥oufs v C: “’élw

int maxoharss

J— JE P o ke - I e T e e
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2% Get & line of chera;ters: check to see if EUF encuuntereH 1n lirne. X/
if ((x=ree ﬁln\bufrmanchars))'"NULL) :

£
:{L:f‘ \.-.-—»« 13 . ORIGINAL FF\GE |5
_err=YESj OF POOR QUAUW
>
-else
{ .
err=NQO7¥
/% Stes thru buffer returned from last character entered to first. x/
for (disitcount=x-2; Jdigitcount>=0} --diditcount)
{
/X Cheelk for valid digit, - x/
- if ((isdigit(bufldisitcountl))==NULL)
b, ‘ . ] —
err=YES} ‘ ’
¥
else
/% If dood digity» scale to rrorer rower of ten for digit =laces and zdd to
running totsl. x/
count+=((bufldigitcountl-‘v’ )k (rower(i10y
(M—~didgitcount-2)))):
>
>
>
if (err)
) returrn (-1)3 /% Signal error. x/
else

return (count)$ /% Or return running total. X/

7 KKK KA KK KKK A KK KK KK KK KKK K HOK KKK KKK KKK KKK K K K Kk Kk K KKK KKK ok kKK

X X
X rnumblkset () x
X This routine will sromrt the user for the total mumber X
¥ of exrerimentzl trial blocks to bhe included in this exrerimernt. X
X The resronse may be 1 or more digitsy or 3 carriage returns which X
X &ssisgsns to the tlock counter 3 default value stored in the X
X DEFNUMELKS member of the defasults.h file. Note that the bhlock b
¥ couynt entered can not exceed the value stored irm tihe constant 4
¥ MAXBLOCKS fzlso -in the defaults.h file). X
. X
X /

20K 0K KK XK 3k 308 3K KK K 3 8K 8 0 K 3 K 2K K 0 3 o K K K 3 30 K 3K 3 KK K i 3 3K K 2 3K XK 3K 3K K KK 3K KKK ok 3k ok K

numblkset ()

{
int erri /% Defire error trar for dislod. X/
irnt reseé /% Srace fTor resronsa2 x/
cint beounts
extern int Xnumblkss /X Assign storadge for total block count %X/
S Fromet tor totsl block count for this exrerimernt. x/
ol »
err=NO}
Frintf(*\nEnter total number of trial blocks ir this exreriment
[ ] ) ; .
W ORRire. dodeusd. . medirwe . L e —— R - el
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regrzgetchar()#
switsh (ressd<

case’\n’? /% Nefault resronse. */
rrintf (" Zd\n" s DEFNUMRLKS) ¢
Xrar,numblls=IEFNUMELKS
breaks
defeult?
if ((isdigit(ress))==NULL)
{
error(*"\rERROR-Res~onse must be rnumerica
INM' Oy

. R err=YES;
QRIGINAL FAGE k-] brealk s

OF POOR QUALITY b3
elsed{
if ((ress-~--0’):MAXRLOCKS)

-+

error{"\nrERROR-maximum allowable
number of blocks 1s ®)3

Frintf("Zd\n® s MAXBLOCKS)

err=YES;

bresks

elgef
rrintf(*Zc\rn"syresr)y
Xrar.numblke=resr~"0'%

breskhks

b

T+
&

¥ while(a2rr)s
X A Enc of riumblkset routine, X/

$include *Jusrsinclude/stdiosh”
Ainclude .. /c/cdev/subs/defaults.h’

KRR R KKK R 3K OK K K 3K KK KK 0K K 3K KKK 30K 3K 3K KK KK 30K 0K 10K K OK 3O XOK KKK KK KKk KKk Kk kK

Function readin(bufsymaxbwtes)

This routime wi1ill resd 3 lirme of maeximum lensgth maxbuytes from
the standard inruty and will wlace it in the bhuffer rointed to by the
arzurent, Kbhuf.The routine will return an int with the followinsg
mesnlnsgs.:

YIf no errors occurreds 3 count of the rnumber of characters read
is returned,

2)If EQF was encounteredy or an error occurredy 3 NULL value 1s
returned,

Ertrys A rointer to @ character buffer must be rassedy as well
as an int cortaining the maximum sllowable byte count.

Exit: Am int is returrneds =iving exit status inmformation.

Calls? getchar

Called bal Anw other routine.

Inclusions The calling routine must include the stdio.h file.
Hotes? The cslling routine should execute in 3 ‘mode raw’ .

4
X
X
X
X
b 4
X
b 4
X
X
X
X
X
b 4
X
X
X
X
ehvironment., X
X
/

X
X
X
¥
X
'y
X
X
X
'S
X
X
X
X
%
*
X
X
X
X
X

20K K KK KKK R 0K K 303K K K K K KK 3K KK KK 308K KK 30K 3K 33K 50K KK KK 3K 3K K KKK XK K K0k 3Kk K Kk X X

veasuin(bufymabhutes) .
ohear Xbhuf:
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int charenunts ORIGINAL FAGE W
Cecharcount=0} OF POOR QUALITY

/7% Collect: 1nput untii End of file encountered (aka control cy To)
while{({c=gotchar()) I=E0F)
U ,,,,'L - - S
*(buf+ﬂharcount++)=c;
4% Check for carriage reiurm or maximum buffer 2ount exceeded.
if {c==’\n‘!!icharcount>maxbutes—1)
< .
: return(charcount)s
>
}» -
return(NU!L)§ /%X Else EOQOF encnuntered

rarchange()
. This subrnutzne will handle the mechanics of listin: *"e
rarameter block contentsy and will oversee ang chanses made.
Entru? None.,
Exit? Nore.
Calls?t Disrblks Rlhkchandge. X

r
7
X
X
%
b
b 4
X
*
X
¥ Called bu? Parcheck.
X

X

¥irolude */usr/include/stdio.h"
finclude *Jo/fc/cdev/defaultis h®

=archange()

£
extern struct Xears
int resrrerryblkymaxchart
char bufl801;
maxchar=707 /¥ Define maximum line lemnsth. X/
do /% Error trarring loor. x/
< .
rintf('Enter the number of the block sou wish to charnge {*)}%
resrxdetint(bufsymaxchar) s
switch ( resr)
{
case -1¢ /¥ Error dgenerated in getint.
X/
case 03

ro\rn\nrn®)?¢

err=YES}
breahks
default! /% All others valid inteder resrorises.
X/ '
if (resr > rar->rnumblks) /% Resronse too high.
X/

{

error("ERROR~Resronse must be less than

") _ ' _
Ep— e ;mmhﬂan;nLILLZﬁ_\n\n'oﬁarwzgump =s)i

330K 3 30K K K 33K 83K 3K 303K 3 0 30 3 3 K 3K 2 kS 3K K K KK K 2 0K K 3K KK 0K K 3k K oK Ok KK X Kk ok

x/

x/

x/

*xxx****x*x**x*xx*xxxx*x*xx*#t***xx*xx****xxxx*x*****xx******x**xt***ttt

x
X
x
3
X
X
4
X
/

error("ERROR~Resronse must be numeric and non—-ze

*

gy o e




- :
: : else /% ok *o chandge,
o % ORIGINAL PAGE 1§
OF POOR QUALITY £ ,
1 disrblk(ress); /% Disrlayw the conterts
Ll of the selected block X/ ' 3
blechange(ress) s /% Charge the r3
7 rameters in the selected block %/ '
err=NOj
} N H
breaks i
g > while ¢ err )3} o
returns . - o

T} , )
/7 RKRKEEIKAKRAK KKK KKKAKRKKKKKKKKA L S8 1k ¢ ) KKAKERKAKKKA KK KK KKK KK KKK KKK KKK K /

— dissrbibk ()<

“~ mrintf("\nln diserblk subroutine\n®);

returns

H :}. V

M T$93 333833832 ¢3 3P89 33283898063¢809892038888373083023903¢83888333¢¢9¢1

*

X rarchechk() ,
b 4 This routine handles the correctiorn of exrerimertsl
X rarameters as rart of the rarameters routine. In this subroutiner
X the orergtor is rromrted for changes to be made, If there are angy
X the ruumber of the block to be chanded is reequesteds azfter which
X 3 list of the rarameters selected for that block is dererated.
X FParcheck then rromrts for 2 list of rarameters to charise:s

4 X diselawing each rarameter after it is changed. The rrocess is
X
x
X
X
X
X
X
X

AR

L ORT

™R o

rerested at esch level until 311 rarsmeters are correct.

Entrg? Nore,

Exeit? Nore.

Calls? rarchandgey error.,
Called bwu? rarameters.,

« 36 3 3 I I I I W I I I I W I ¥ ¥

20K 20530 383K KK 3K K K 3K KK K KK KK 3K K 3K 3K 3K K 3K 3K 3K A 3K 3K KK KK KK SOK KK KKK Kk koK ok ok

. ¥include "/usr/include/stdio.h”
C #include *../c/cdev/defsults.h®
- rarcheck. ()
x

extern struct rars
int blecks orry resrrrleasechechks

L‘ char bufl801;
rleasechechk = NGO} /% Start off with Non-reretition. x/
F, do /% This loor for cuclic dialos—stwle checking. x/
{
do /% This loor for resronse errors. x/
- <
[ if (rleasecheci) /7 If 2nd time sround...%x/
{
rrintf(*\nllo wou wish to examine or make chandes
[' to additional blocks? CXcl! "s(DEFFARCHK?'Y‘ $’'N’));
o | > /¥ FPrint different rromrt. X/
else

{
g . printf(*\rnllo gwou wish to examirne or charnse amy rarameter
s? [Zcl? "y (DEFPARCHK?’Y’¢’N’)) ¢

gy e *
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/X Examine arnd react to resroncse. X/
] switeh (regr)

R
case ‘\n’! /% Default answer, *x/
erintft(*XZe\n®y (LEFFARCHRKT Y/ I"N"YYy
err=N0j T
, switeh (DEFFARCHR) /% Case -out rossibili
tiegs X/ _ : . o -
' {
case YES!?
) err=NQ7
ORIGINAL FAGE 13 : , . eleasechk=YES)
OF POOR QUALITY rarchange’);
bresks
case NO?
err=ND/
Fleasechk=NOj
bresks
default! /%X Rad ortion X%/
err=YES}
error(*"ERROR-Ead ortion
DEFFARCHK in Defaults.h!\r\n*);s
breaks
¥
breaksi
case ‘n’ 7% Dorn’t want to. X/
case ‘N’ : |
err=NO} |
rleasecheck=N0j /% No more. X/ |
breaks
case ‘u’l /¥ Yes, rlease. %/ |
case ‘Y’? i
err=NQO7? |
rleasechechk=YES; |
earchange(); /% Check +/0r change 3 b
lock. X/ ;
breaks 5
defzult? /% All othe“s (Wrong answer).X/ |
error("ERROR-Resrorse must be wrnsor <cr
=N\t ) i
err=YES; i
breaki §
> :
> while ( err )# /X Rereat ’‘til ro resronse errorsk/
</ ¥ while ( rleasecheck )§ /% Rerest ‘til rno more chandes reauested
returni
}

#finiclude *../c/cdev/subs/defaults.h
#include "/usr/include/stdin.h?

7 KK KK KKK 3K KK KK K KK 3K 2K 3% 3 K K K 3K 3 3 2K 3 3K KK K K K 0K KK 3K K 3 3K 3 8 KK K Kk K K
x X
x A Blkchange.c x
X subroutine to execute a rarameter chande within 3 X
X hlock. This subroutine wills when called with a hlock b
¥ nember 3¢ an inteder arduments rromert for the ruumber of b
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& oaTvd LHE OULATIE WLLL eXLlL -
* X
X Entry! Intecer holding rumber of valid exr blochk X
X in which changes are recuested. X
K Exit? 1 rarameter is chanded., - X
¥ Calls? any of the rarameter set routines! Instset. X
T vesetrrsrsetyruumtrialssetrcolorsetstrtset, X
X dursetsfdbksetrnumblhssetrwarnsety X
X : rescritsetrand itiset. Alsor errorsgetint. X
¥ Cslled bu! rarchange. X
X ‘ ' L X
AR KKK K KA 0 3K K K K 3K 3 K 3K 3K 33K K 3 3K ok K k3K K oK oK oK K Kk kKK ok Kk Kk ok k /
‘blkchansge(block) ' -
3 1 el
int resrrmaxcharsserry Q my
char Xvesronsebufs
extern stirict Xears
o /X Loor “til mo incorrect resronses. X/
< | .
erintf(*Enter the rumber of the rarameter to be chsanded [XLs]
OEFFARNUM) 5
/% Get znd check resrornse. X/

resr=detint (resronsebufsmaxchars);
switch (ress)

<
csse ‘\n’? /%X Default resronse. x/
erintf(*Zs\rn" DEFFARNUM) ;
err=N0j’ ,
switch (DEFFARNUM) /% Check defaults. x/
L .

case ‘17¢
instset(block)s
bhresks

case ‘273
numblhkssets
breaks

case ‘371¢
numtrialsset(block)y
breahki

case ‘47
veset(block)s
breski

case ‘9578
fobkset(block)y
breski

case ‘67 .
rescritset(block)}
breaks

case ‘7’¢
itiset(block)s
bresk;

case ‘87
warnset(blochk) s
breaki

case ‘9!
colorsets
breaski

case ‘107
rsrcet(blochk)’
break.s ’

case ‘11’¢-
trtset(hlock)i




Cauwe b

a : durset(blcochk) s

‘ breasks

ORIGINAL PAGE“E, default!

i of POOR QUALITY. ' returri
4] : bresk
> |
% case ‘1’3 :
j irstset(blochk)

break
case ‘273

3 rumblhkesets
] - breaki
cagse ‘3’¢ -
f} rumtrislsset(block)s
L§ breaks

case ‘4/¢
vsseti(blochk)}
break’
case ‘5’1
fabkset(hlochk) s
breaks
case ‘6’32
rescritset(block)}
breaks
case ‘7'
itiset(block);s
breaks
case ‘8¢
warnset(blochk)i
bresaks
191:
colorsets
brezks
case ‘10/:
rerset(block Yy
brecks
case ‘1173
1 trtset(block) s i
- braski i
case ‘1273
durset(block)i
breaks
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default!?

| zgain\n"®)}
E”' returni
Er? break;
4 > :
- > while (err}} /% Rereat while .rn error condition. x/ |
switch (resr) /% Displaw rarameter after chandge, x/
<

i
t
error(*\nERROR-KEad selection. Flease trsg
|

case ‘1’¢
printf("Instruction flad for block #Zd=%s\n*sblo
cheXpar,instChlockl?’YES/L°NO’) ¢
break s
case ‘271
printf("Number of blocks =Xd\n"sXrar.rumblks);
break.

P A

case ‘S’?
rrintf{"Number of trias.s in block #%d=Zd\rn"shloc

kokrar.numtrialslblockl)i
. hroakd
case ‘4%

— o grint P (*Vector/scalar mode A =Zc':blo¥

-
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~ Frintf('2) Number of exrerimental blocks =Xd\n"sXrar.riamblbks) i
anhl),i

areaki
cese ‘57!
erantf('Feelback mode for block #Xd=Xd\n'rblocks
Xrar.fibklblockd)i : : ]
breaks
case ‘6% ;
S rrintf('Resronse criterion for block $X0=Xc\n"»b|
locksXearsrescritiblockl) s
breaks
case ‘73 : -
erintf{*"Inter-trial interval for biock #Xd=Xd se;
conds\n*shlocksXrar.itilblockl) ¥
' break?
case “8’! _ |
grintf(*Trial-ornset warning for block #Zd=Xs\n"»
blockskrairwarnlblockl?’ tore’ t‘sauare’ )
breaks
case "9’¢
rrintf("Subject disrlay colors code =Zd'.n*sXrar.,
disrcolor)i ’
hreski
case ‘107¢
rrintf("Resronse samnrling rate for block #Zd=Xd
milliseconds\n®*»blocksXear.rsrlblockl) s
bresks?
case "117:
Frintf(*Maximum time for each trizsl in block #%d
=%d seconds\n®sblocksXrar.trtlblockl)s
breaki
case ‘12°%
rrintf(*llisrlay urdate rate for block #¥Xd=%d mil
liseconds\n'shlockryXkrar.durlblockl)s

} 4
returni : ;
s /%X Ernd of blkchange subroutire., X/ E
# KAXKRAKIIKK KK KKK IK A AR AR OK XKOK KK XK KKK XK AOKAKOK XK KK KKK K MK AR KA oK KKK KKK K K K kXK |
X X
b ¢ disrbli(block) X
X Subroutine to disrlaw values of exrerimentzl rarsmeters X r
X sssocisted with 3 rarticular block. This routirnes when rassed X ;
X an inteder corresronding to the number of amn orerator-selected ;
X hlocks will rrint the name of each #arameter in the blocks along X '
X with its current value, X !
X b
X Entru? Elock mumber rassed as int. b 4
X Exit! Farameter values disrlaved on stdout. b 4
X Calls? X
¥ Lalled buw! Farchande. b 4
X b 4
P33 833328333332 83380 8338933332383 F23329 2433893433308 832333F23333¢333%¢34333794

#¥include */usr/include/stdio.h”® |
#include *../c/cdev/defaults.h* ORIGINAL PAGE 23

UALITY
disrblk(block) OF POOR Q

{
exterr struct rFari x

arintfC*\n\n . FParameters for block #Zdi\rm\r®sblock)s

rrintf(*l) Subdect imstructiorn disrlau=Xeo\n'r(krar.instiblocklI?’Y’¢’/N’))
’

printf(*3) Number of trials for block #Xd =Zd\n"sblocksXrar.numtrislsibl
,,,,,,,,,,,,,,, ; S — — S ~—d
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=

erintf(*'%) Feedback mode for block #Xd =Xe\n'sblocksXear.fdbklblocorl) s
rrintT{(*6) Resronse criterion for block #Xd =XZce\rm*sblocksXrar.rescritibl

ack1)?
#rinbtf('7) Inter~trisl interval for block #X4 =XZd\n"sblocksXear.itilbloe
1)
Frintf('8) Trisl-onset warning for block #Xd sid\n'sblockrkrariwarnibloc
123
Printf(*'?) SubJdect digsrlayw colors are ¢ *)j
suzteh (kear.dispcolor) /X Print the rossible color combimations
%/
<
case 0! /%X No colors x/
erintf("No colors for either stimulus or resronse vector
s\r');
brealki
case 1% /% green + red x/
rintf("Green stimulusy red resronse\n®*)y
breaks
ORIGINAL PAGE IS ... 2: /x Green + Yellow X/
OF POOR QUALITY rrintf(*Greern stimulusy wellow resronse\n®)s :
breais
case 32 /X Red + dreen x/
— Frintf("Red stimulus, dgreen resronse\n*)j
Y breaks
c3se 43 /X Red + uwellow X/
erintf(*Red stimulusy wellow resrornse\n®)s
oreshs
case 5! /% Yellow + dreen x/
rrintf(*Yellow stimulusy dsreern resronse\r’)i
break.s
~ .0 & /X Yellow + red x/
rrintf('Yellow stimulusy red resronse\rn®);
break?
default? /% All cthers X/
error("ERROR-Bad DEFDISFCOLOR entry in defaults.h!i\n*)j
bresl.s
}
rrirntf(*10) Resronse camrling rate for block #$Zd =Xd\n*sblockrXrar.rsrlb
lockd)i ' .
primtf(*11) Maximum trial duration for block #Xd =Xd\n®shlocksXmar.trtld
lockl)y

erintf("12) Subdect disrlayw urdate rate for block #%d =Xd milliseconds\n

*shlocksXrar.durlblockl);
¥ /% Erd of disrblhk,. x/

#rnclude */usr/include/stdio.h®
#include "../c/cdev/subs/defaults.h®

/KKK KK 30K K 2 K200 32 0 30 0 K 3 32 3030 0 300 K 3 3K 3 3 33 0 0 303 3 3K 3K 0 3K 0K 3 3K 0 3 30K 3K 0K 0K 3K 0K K 0K K

X . X
b ¢ Stimvect() X
X Routine to caelculate stimulus vector coordirnates. *

X

X This subroutine is called in the block subroutirer» and »rovides

M tha manandipstac af each _stimilue vumw S N
‘ﬁ! Wpl Y
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L FuLo . 500 we W veECoLor e@narolnts. L3
¥ X
X Ertre! Int contsining current block rumbers rointer to 4
x stimilus vector coordinate storase ares. X
% Exit: All stimulus vectors set for current block, x
x Calls? Scaley X
X Lallea byl Block. X
X X
20K 20 2 2 K 80 3K K 3 0 K 30 2K 3 0 K 3 3 00 3 e K 3K 2 3 3 3 3 o 0 0K 32K 0 o K K oK K R SR KK R KA KKK KKK Kk K/
stimvect(blhksXkvect) .

irt plkj ORIGINAL PAGE.,‘%

struct Xveots OF POQR QUAL

{

/% Caleulste the correct rumber of conrdinate rairs for currert blocv. %/
for (w=@ixaXpar.vsloountli++s)

{
/% Caleculsate % and vy coordinates sersratelu. x/
¥vect-rstimulul=scaie(xrXvect)i
Xvect-rstimulxl=scale(wrXvect) s
¥
return(Xvect);
> /¥ End of Stimvect routinme. X/

#include ‘*susr/include/s/stdioJh’®
®include ",./c/cdev/subs/defaults.h’

3K KK K KKK K K 2K KA K KK KKK K 38 3K KK 0K 2K 0K 3K 320 3K 0K K K 3K K KK KKK KA KK Kk X K kK k

X X
¥ Trigl (xsw) X
X Trial task subroutine. b 4
X This subroutine executes each of the tashks recuired to comrlete 1 b 4
% triagl im the resronse force exreriments. These include sending the X
X trisl onset warningy disrlaving the stimulus vectorr collecting X
X and evalusting resronse datar andg disrensing sublect feedbach. X
X X
x Entrw! Current trisl rumber and bleck rumber rassed as ints. X
X Exit? 1 Trial executeds rata stored in resronse datz ares.
¥ Calls? Wwarninsesstimilusy resronsesconrarer feedbach b 4
X Cslied by? Elock. X
* 4

3K SRR KKK K KK 3K KK 30 KKK KK K 0 30 KKK K K K K KRR KK K K KKK 0K KKK K KK KRR KKKk KXk /

trisl(hlbramstrum)

imh trumyDllhramy runaves

4
evterrn struct Xearj
extern struct Xvect:s
extern struct Xresss
int timeoutssamecntshits

/% Send zerrorriate warning to subgect. x/
warming(blhroam) s

startclhs} /% Start tinirdg seauence. %/

stimulus(blhrumstrum)s /X Sernd stimulus vector, %/

samrent=03

timeout=NOj

hit=NOi

ruriave=09+ /% Initiglize cumulative error count., x/
/% Stert resronse collection! this will stor wher either the
subJect scores & hitr» or the maximum time alloted has elersed., X/
while (( hit==N0D ) &8 ( timeout == NO))

{ . — - B R e




b by ] [

hit=comeare(hllkrumytrumrsaneont reseonse(blhrunytnunrsamrent)) s

if ((sanpent’l10)==0) /% lisrense attabow every 10 samelesx/

{
/% Nigspense feedback a3 necessarv. : K—
runave+ﬂfeedbach(runavevblknumvhitv(sampcnt-io)vsampcnt)%i
>
samront +=13% /% Urdate samele count. x/
atorclhb?
} H
returns A
ORIGINAL PAGE S 3
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