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PHYSICAL ASPECTS OF COMPUTING
THE FLOW OF A VISCOUS FLUID

UNMEEL B. MEHTA

SUMMARY

One of the main themes in fluid dynamics at present and in the future is going to be computational fluid dynamics with the primary focus on the determination of drag, flow separation, vortex flows, and unsteady flows. A computation of the flow of a viscous fluid requires an understanding and consideration of the physical aspects of the flow. This is done by identifying the flow regimes and the scales of fluid motion, and the sources of vorticity. Discussions of flow regimes deal with conditions of incompressibility, transitional and turbulent flows, Navier-Stokes and non-Navier-Stokes regimes, shock waves, and strain fields. Discussions of the scales of fluid motion consider transitional and turbulent flows, thin- and slender-shear layers, triple- and four-deck regions, viscous-inviscid interactions, shock waves, strain rates, and temporal scales. In addition, the significance and generation of vorticity are discussed. These physical aspects mainly guide computations of the flow of a viscous fluid.

INTRODUCTION

We have just entered a period when one of the dominant themes in fluid dynamics is going to be computational fluid dynamics. The primary emphasis will be on determining the effects of viscosity, as they relate to drag, flow separation and vortical flows, and unsteady flows. The purpose of this article is to discuss important physical aspects of computing viscous flows.

Brief Historical Background

In the eighteenth century, the Euler equations (ref. 2) governing incompressible inviscid fluid flows were developed. As a consequence of the assumption of inviscid flow, these equations led to the paradox of d'Alembert (ref. 3), that is, contrary to the situation encountered in the flow of real flow, the drag force on a solid body in a uniform flow was zero. The idea that real fluids exert some sort of friction was associated with the concept of viscosity, for which Newton (ref. 4) had presented a crude model. In the nineteenth century, the main theoretical motivation was to provide scientific reasons why drag existed in a fluid at all. Great efforts were made to explain how a vanishingly small frictional force in the fluid can have a significant effect on the flow properties. Navier (ref. 5), Poisson (ref. 6), St. Venant (ref. 7) and Stokes (ref. 8) provided rigorous theoretical explanations for viscosity. The paradox was that
progress in aerodynamics depended on this explanation of viscosity, but its presence complicated the mathematics so as to make the determination of drag impossible at high speeds. The mathematical difficulties of integrating the Navier-Stokes equations could be eliminated by neglecting the nonlinear terms. This approximation, valid only for slow motions, at least gave nonzero drag, but it yielded drag too small in magnitude for faster motions.

Helmholtz (ref. 9), Kirchoff (ref. 10), and Rayleigh (ref. 11) dealt with the problem of flow separation from a sharp edge, again to reconcile real flows and inviscid theory. The mathematical model permitted free-streamlines to exist, across which the fluid characteristics change discontinuously, thus avoiding the paradox of d'Alembert. This free-streamline model led to the concept of a vortex sheet. This model was, however, of limited use because of the difficulties of predicting the shape of the vortex sheet and of determining the pressure on surfaces in the separated region.

Prandtl (ref. 12) provided a conceptual breakthrough. His idea was that for large Reynolds numbers, the effect of viscosity is confined to a thin layer of fluid adjacent to a solid surface. In this layer, a rapid change from virtually inviscid flow to viscous flow takes place. In this transitional (ref. 13) or boundary-layer region, an approximate form of Navier-Stokes equations may be used; outside this region, the Euler equations apply. The small thickness of the boundary layer simplifies the Navier-Stokes equations to the Prandtl boundary-layer equations. Using these boundary-layer equations on a flat plate, Blasius (ref. 14) was able to deduce a law for the laminar skin friction that agreed with the experimental data.

The boundary-layer concept, originally developed for laminar, incompressible flow along a solid boundary, has been extended to the corresponding cases of turbulent, incompressible flow, compressible flow, and also to boundary-free shear flow occurring in wakes and jets. This concept, having changed the type of the governing equation from elliptic form to parabolic, and reduced its order in the streamwise direction, sometimes gave rise to difficulties when attempts were made to improve on it, because a systematic approach of improvement was lacking. Stüper (ref. 15) first accounted for the effect of displacement thickness to improve the boundary-layer solution of flow past an airfoil. But a systematic approach, called the method of matched asymptotic expansions, was only developed much later (ref. 16). Improvements in boundary-layer solutions were found only for flows without separation. Further, the evolution of three-dimensional boundary layers under a prescribed external velocity field is still imperfectly understood (ref. 17).

A consequence of the boundary-layer concept is that when the skin-friction coefficient vanishes, the boundary layer no longer has only a small effect on the inviscid flow outside. Prandtl introduced the phrase “flow separation” to describe the phenomenon of the inviscid flow leaving the neighborhood of the surface in an adverse pressure gradient. Goldstein (ref. 18) showed that the solution of the boundary-layer equations could not be continued downstream of separation. Whenever the external velocity (or pressure) is prescribed, a singularity arises in the boundary-layer calculations. A two-layer model of the boundary layer was proposed by Lighthill (ref. 19) and, according to Stewartson (ref. 17), independently by Müller (ref. 20) to overcome
the impasse caused by this separation singularity. Further, it was shown by Lees and Reeves (ref. 21) and by Catherall and Mangler (ref. 22) that it is possible to construct external velocity distributions that do not lead to the singularity. These studies culminated into the formulation of the localized theory of the triple-deck developed independently by Neilland (ref. 23), Stewartson (ref. 24) (see also Stewartson and Williams, ref. 25), and Messiter (ref. 26). During the 1970s considerable progress was made in further development and application of this theory for two-dimensional flows, particularly for laminar flows (ref. 17). The development of a rational theory for three-dimensional, and possibly unsteady two-dimensional flows, is considered to be in its infancy. Further, the limiting form of the structure of turbulent separation and of a large separated region has not been developed.

In the past, aerodynamicists were primarily interested in aircraft and airship-like shapes and were interested in streamline shapes that prevented or limited separation (ref. 27). In the cruise condition, this is still the aim for aircraft of moderate-to-high aspect ratio. But at present, there are significant other applications in which effects of controlled separation and vortex flows are incorporated in design of aircraft.

The importance of unsteady aerodynamics in helping with an understanding of aircraft stability was recognized during the First World War (ref. 28). Flutter, an important problem caused by the interaction of aerodynamics and structural design, was identified. There was interest in how the circulation grew or was modified as an airfoil was started from rest, or changed its incidence quickly. Further, Farren (ref. 29) studied the dynamic stall of a pitching airfoil, a phenomenon of importance in the design of helicopter rotors.

**Future Emphasis**

Increasingly, there is a need to understand and predict the phenomenon of flow separation, of vortex flow, and of flow unsteadiness, because there are numerous present applications in which such phenomena exist. A better understanding of these phenomena may result in new applications.

Three-dimensional regions of separation generally exist on aerodynamic and underwater hydrodynamic configurations. Some examples from aerodynamics are the following. On an aircraft of moderate-to-high aspect ratio, at high lift and low speeds (for example, in the landing mode), there could be substantial regions of separation. Controlled separation from sharp edges is the hallmark of low-aspect-ratio wings. Controlled vortex flow can be used to clean up a detrimental separated flow, as for example, the vortex flow from a strake on a low-aspect-ratio aircraft. Further, the requirement for high rates of turning by military aircraft and missiles precludes maintenance of attached flows on smooth surfaces. Inviscid theory cannot determine the location at which a three-dimensional boundary layer detaches from the surface and forms a well-organized vortex. This requires a viscous theory.

There are many situations in which time-dependent aspects can be neglected. But, in a sense, it is steady flow that is peculiar. Fundamental understanding of the
nature of transition from laminar to turbulent flow and of the detailed characteristics of turbulent flows requires study of unsteady flows. Practical areas in which unsteady phenomena predominate are increasing and will continue to increase significantly. Generally, separated flows and vortical flows are inherently time-dependent.

Unsteady aerodynamics is no longer a topic of limited applications (ref. 30). For example, the structural dynamics of a helicopter rotor interact with unsteady aerodynamic aspects that are manifested during the forward motion of the helicopter. The flow over each blade is greatly influenced by a very complex wake shed from the other blades. There are three-dimensional unsteady transonic effects on the advancing blade and, generally, dynamic stall phenomena on the retreating blade. This helicopter rotor problem is somewhat analogous to the aerodynamics of flight in a gusty atmosphere. Shock waves that terminate in the vicinity of boundary layers are seldom steady, particularly at transonic speeds; see, for example, references 31 and 32. Flutter prediction and prevention (refs. 33-35) and the stability of aircraft and missiles depend on the unsteady interactions between largely viscous-oriented aerodynamics and structural dynamics. The elimination of buffet, stall, and to some extent control-surface buzz depends on unsteady viscous effects. The evaluation of heat transfer to the stagnation region of a blunt body executing oscillations in pitch is an example of an unsteady boundary-layer problem. In turbomachines, unsteady effects are important in determining performance, blade flutter, stall surge, and system response to inlet distortions (refs. 30, 36-38). The reduction in aerodynamic noise, in part, depends on the dissipation of acoustic energy by viscosity (ref. 39); this requires the study of wave motions in fluids.

There are other areas of fluid dynamics which contain unsteady viscous effects. For example, industrial aerodynamics is concerned with the oscillatory lift and drag forces that accompany unsteady separation and vortex shedding from bluff bodies such as buildings, bridges, and automobiles. Problems in hydrodynamics are somewhat analogous to those in aerodynamics (ref. 40). In hemodynamics, the flow of blood downstream of constrictions and at branching junctions of the aorta and the large arteries also exhibits the phenomena of unsteady separation and vortex shedding (ref. 41).

Birkhoff has observed that it was the development of aerodynamics that gave fluid mechanics its current, more technical and empirical orientation (ref. 42). This trend is likely to continue, although aerodynamics primarily deals with momentum transfer rather than heat or mass transfer and, although for aerodynamics, fluid viscosity cannot be neglected as it can be in some other applications. The current and future aerodynamic design needs are no different from those in the past: airframe efficiency, control, and maneuverability. But, future emphasis is likely to be on determining effects of viscosity as it affects drag, flow separation, vortex flows, and unsteady flows. This emphasis will lead to new developments in aerodynamics and, consequently, in fluid mechanics.

The effects of viscosity on nonboundary-layer types of fluid flow were studied in the past largely indirectly. For example, a separation bubble is often implied from the measurements of surface-pressure distribution. Presently, viscosity effects are studied
both directly, through computational fluid dynamics and advances in experimental techniques, and indirectly through experimental techniques. Future computers will allow these effects to be studied more directly, primarily, via computational fluid dynamics; however, experiments will always be needed to verify both computational and theoretical aerodynamics, and to provide answers when these disciplines cannot. It has been observed by Rogers (ref. 43) that most of the progress in theoretical aerodynamics has been already made. Further conceptual progress in theoretical fluid dynamics will be made, as in understanding the nature of turbulence. Like experiments, theoretical fluid dynamics will support and check computational fluid dynamics. However, one of the dominant themes in fluid dynamics during the lifetime of a future research worker born at the time of this writing will be computational fluid dynamics. Although it is likely to provide the most new knowledge, for example, in aerodynamics, the computational tasks in front of him are very difficult.

Scope

The basic equations governing viscous fluid motion are essentially nonlinear (more precisely, quasi-linear) and coupled, and therefore, exact (analytical) solutions are rare. The only recourse available is to solve the equations for a physical problem by a numerical procedure, a process which is approximate and time-consuming. In this process, it is, therefore, necessary (1) to determine the appropriate governing equations, including a model for turbulence; (2) to determine the computational form of these equations, the scaling laws, and the coordinate system; and (3) to choose the computational methods, space-time grid systems, and accuracy requirements. To achieve all this, it is imperative that the flow regimes and scales of fluid motion be identified. Primarily, the flow regimes are characterized by the relative magnitude of various terms in the equations of motion and flow parameters. The scales of motion are evaluated by experimental observations or by assumptions (or conjectures) when there is no experimental information. These are spatial scales and temporal scales that generally differ in different parts of the flow field. Along with the study of a kinematic property of flow of fluids, namely, vorticity, the flow regimes and scales of motion also provide an understanding of flow structure.

The discussion of physical aspects starts with a brief identification of some of the flow regimes. This is followed by a discussion of scales of motion, both spatial and temporal. This article is concluded with a brief indication of the importance of vorticity and a description of how the vorticity is generated.

It is intended that this article be a broad reference work on physical aspects of computing the flow of a viscous fluid. Because the subject is vast, an attempt is made to identify and briefly describe these aspects rather than to provide a self-help encyclopedia.
FLOW REGIMES

The classification scheme considered here for viscous-flow regimes is primarily a series of binary subclassifications (fig. 1). These are the following: (1) incompressible and compressible, (2) steady and unsteady, (3) laminar and turbulent, (4) attached and separated flows, (5) Navier-Stokes and non-Navier-Stokes, (6) weak and strong shock/boundary-layer interactions, and (7) simple and complex strain fields. The first four classifications may be considered as based on physical aspects and the rest may be considered as based on analytical aspects. There are also intermediate regimes such as transitional, subsonic, transonic, supersonic, and hypersonic flows. Most of these are standard and well known. We shall comment on computationally significant physical aspects of most of these flow regimes.

Conditions of Incompressibility

The classical Navier-Stokes equations are applicable, when the following assumptions are valid. First, when the velocity distribution is approximately solenoidal. In other words, when the changes in density of a material element resulting from pressure variations are negligible. (This is, strictly speaking, the condition of incompressibility.) The density variations are negligible in the absence of body forces when (1) the Mach number, $M_{\infty}$, is less than about 0.3 everywhere in the flow field, and (2) when the flow

---

Figure 1. - Classification scheme for viscous-flow regimes.
is slowly varying, that is, when the product of the dominant frequency of unsteadiness and characteristic length scale is much smaller than the speed of sound. Second, when the viscosity is constant. Third, when the thermodynamic processes of the fluid are irrelevant. (That is, when the heat added by dissipation and conduction is negligible, and when the enthalpy changes are negligible owing to pressure variations.) Therefore, when the temperature differences in the flow are not large, the heat-transfer problem can be treated separately or in parallel with the flow problem. In compressible flows, these two problems are intimately interconnected.

Transitional Flows

The phenomenon of transition from laminar to turbulent flow in vortical two- or three-dimensional, external-, internal- or free-shear layers has so far eluded the completely rational understanding that is needed in predicting practical applications (refs. 44-46). Reynolds (ref. 47) and later Rayleigh (ref. 48) hypothesized that transition to turbulent flow is a consequence of the instability of the laminar flow. When vorticity, entropy, and sound disturbances penetrate a laminar shear layer, they initiate in it forced and free response (fig. 2). If these initiating disturbances are large, they grow by the forcing mechanism to (three-dimensional) nonlinear levels and lead to a turbulent shear layer, as explained below. This is the high-intensity bypass process (ref. 44). If

![Diagram of laminar-turbulent transition process](image)

Figure 2. - Many facets of the laminar-turbulent transition process (based on refs. 44 and 46).
they are small, they excite and linearly amplify free disturbances (such as, Tollmien-Schlichting (TS) waves or Görtler waves) in the laminar shear layers. This receptivity of shear layers to small disturbances is influenced by "operation modifiers" such as pressure gradient, curvature, surface waviness, roughness and temperature, angle of attack, angle of yaw, leading-edge sweep, Mach number, suction, and blowing. The TS waves amplify and cease to follow the predictions of the linearized theory, and three-dimensionality of flow motion and vorticity stretching emerge. The initialization of three-dimensional, high frequencies associated with secondary instabilities and characterized by a sudden spike in the streamwise velocity signal is called the K-breakdown (ref. 46) of laminar flow. Subsequently, turbulent spots are formed in external and internal shear layers, high straining is produced in rotating flows, and pairing motion of rolled-up vortices is observed in free-shear layers. Growth of these flow features leads to turbulent shear layers. It is viscosity which limits the growth of disturbances. This process of transition from laminar to turbulent flow is not a well-defined problem because of the sensitivity to poorly defined initiating disturbances. An example of a transitional flow is the leading-edge separation bubble, sometimes, observed on airfoils and illustrated in figure 3.

The only tool that can provide information, unobtainable from experiments and theory, to the nonlinear-laminar-to-turbulent transition process is the numerical solution of the compressible Navier-Stokes equations. The main requirements are that (1) the discretization errors do not contaminate physical phenomena such as instabilities, that is, the finest scales in the transition process are adequately resolved in space and time; and (2) the introduction of artificial boundaries owing to the limited size of the computational domain does not interfere with the physical upstream influence, the ellipticity of the Navier-Stokes equations.

Figure 3. - Transition in a free (separated) shear layer (transitional separation bubble).
Turbulent Flows

As in the case of the transition simulations, the direct turbulence simulations represent an attempt to resolve all scales of motion accurately both in time and space. This means that the only errors made are numerical ones, and there is no need for turbulence modeling. The principal problems are to encompass a broad enough range of scale and to compute a large enough sample so that the simulated event is meaningful. Computer resources limit such simulations to much-lower-than-normal Reynolds numbers and to unbounded, homogeneous, and inhomogeneous turbulent flows.

At normal (high) Reynolds numbers, viscosity plays a small part in the behavior of turbulence, except in the viscous sublayer and superlayer of a turbulent boundary layer (fig. 4). Generally, large-scale motions dominate transport processes and small-scale structures dissipate energy by the action of viscosity. The large-scale structures are not universal. Except possibly in flows with strain or shear (ref. 49) (the flows of aerodynamic interest), the small-scale structures are nearly universal or isotropic at very high Reynolds numbers and the spectrum of small-scale fluctuations can be parameterized by the local rate of energy dissipation and the kinematic viscosity. This spectral behavior leads to the concept of so-called large-eddy simulation (LES)\(^1\) where

\[\text{VISCOUS SUPERLAYER} \quad \text{NONTURBULENT} \quad \text{TURBULENT} \quad \text{OUTER LAYER} \quad \text{LOG-LAW REGION} \quad \text{VISCOUS SUBLAYER}\]

Figure 4. - Sketch of instantaneous turbulent boundary layer and defined statistical regions.

\(^1\)The adjective “large” is misleading when the important scales to be resolved are also small as, for example, near solid surfaces. Further, the word “eddy” is also a misnomer when the simulation is not in a spectral space, as it is a statistical concept of Townsend (ref. 50) describing the stochastic picture of turbulent fluid through the Eulerian spatial-correlation tensor, not a physical structural descriptor.
the larger eddies are computed directly and the very small eddies are modeled. This idea originated in the works of Smagorinsky (ref. 51), Lilly (ref. 52) and Deardorff (refs. 53-55); the Stanford-Ames LES program further developed it, providing extensive demonstrations (see for example, refs. 49, 56-60).

In the LES approach one derives equations for the grid-resolvable field from the Navier-Stokes equations by averaging over spatial grid-volumes. These equations involve terms associated with the grid-unresolvable structures, which have to be modeled. By definition, turbulence is necessarily unsteady and three-dimensional, and, therefore, in this approach time-dependent and three-dimensional computations are necessary. Modeling of scales, which are not resolved by the grid system, is done by phenomenological models of the simple eddy-viscosity type when the small-scale structures are homogeneous and isotropic. These models seem to be inadequate for inhomogeneous flows (ref. 55). In addition, in regions in which viscous effects are important, these models are less likely to be satisfactory. In such cases, complex modeling, for example, equations for Reynolds stresses, may be required. The degree of complexity of modeling turbulence is essentially the same whether the averaging is done over spatial dimensions or over the time dimension, provided the computations are done in three dimensions and in a unsteady mode.

The LES approach is in its infancy for computations of viscous flows. At present the approach has been limited to fully developed turbulent flows, to incompressible fluids, and to periodic boundary conditions in the streamwise and spanwise directions, that is, to extremely simple flow fields. The only flow that has been extensively studied is the channel flow (refs. 54, 59, 61-64). The computations of the turbulence field in practical applications almost always are done with the time-averaged equations of motion.

**Navier-Stokes Regime**

When a shear layer is not thin or slender (fig. 5), the Navier-stokes equations are necessary. (A variation of velocity in the direction normal to the direction of the velocity itself is called a rate of shear strain. The region over which this variation takes place is called a shear layer.) The upstream influence of both the pressure field and streamwise gradients of viscous and turbulent stresses are then important. The upstream influence of the pressure field is much more pronounced than in a thin-shear layer owing to significant normal pressure gradients; for example, in large separated regions, in the trailing-edge region of an airfoil and in interactions of a shock wave and a boundary layer. Further, the streamwise gradients of stresses cannot be neglected (1) in low-Reynolds-number flows; (2) when the velocity field encounters rapid variations in streamwise direction, such as past the trailing edge of an airfoil, across a shock wave within a boundary layer, and around a point of flow separation; (3) when transition or turbulence is computed without modeling it; and (4) when viscous LES simulations are done.
Non-Navier-Stokes Regime

The subclassification of viscous flow regimes in terms of non-Navier-Stokes and Navier-Stokes is based on the form of governing equations that are used to compute the flow fields. In the former category, we have (1) the thin-shear-layer theory (ref. 65), (2) the strong viscous-inviscid interaction theory, and (3) the composite theory. The first is traditionally known as the boundary-layer theory. It includes both the classical and higher-order formulations. The second includes theories such as the interacting boundary-layer theory (ref. 66) and the triple-deck theory or the asymptotic theory of free interactions (ref. 67). The last includes the composite thin- and slender-shear-layer theory; and it contains the parabolized Navier-Stokes theory.

Thin-shear-layer theory - In the absence of flow separation (that is, departure of the shear layer from a solid surface), a steady, asymptotic solution of the Navier-Stokes equation at large Reynolds number is determined from the classical boundary layer theory. This solution is the first approximation to the solution of the Navier-Stokes equations. The second-order corrections can be classified into two categories, according to the appearance of curvature terms in the differential equations or through the interaction with the flow external to the boundary layer. It is convenient to subdivide each of these categories further. Curvature effects are due to longitudinal or transverse curvature or both. In incompressible fluids, the interaction effects are due to displacement by the wall-bounded viscous layer of the external flow, the external vorticity, and the external gradient of the stagnation temperature. In compressible fluids, the interaction effects result from displacement of the external flow, external gradient of entropy, and the external gradient of enthalpy. A further classification arises in this case, namely, effects caused by noncontinuum surface phenomena (ref. 16).
The boundary-layer theory is the most developed for laminar flows, for steady motions, and for plane or axisymmetric flows. Although the classical boundary-layer equations are nonlinear, all equations of higher-order corrections are linear; consequently, the above second-order corrections are additive.

The boundary-layer theory is based on the assumption that the shear layer is thin and on the condition that this layer grows only slowly in the general direction of flow. This theory is applicable not only to layers on a boundary but also to layers in jets and wakes. Therefore, it is also called the thin-shear-layer theory. As a consequence of the above assumption and condition, the upstream influence within the thin layer is not accounted for by the first-order theory and is only partially accounted for by the second-order theory. This is the fundamental limitation of the thin-shear-layer theory.

The upstream influence is provided by the pressure field in subsonic regions, by transport of momentum in the upstream direction in separated flows, and by streamwise gradients of viscous and turbulence stresses, as indicated by the direction of arrows in figure 6. The first or the last of these influences makes the flow field and the governing equations elliptic in the spatial dimensions. The correction owing to the displacement effect can indirectly transmit the upstream influence of the pressure field via the external flow, but not through the shear layer. A correction owing to displacement thickness in the "inviscid" flow at a station leads to a correction in the pressure distribution upstream of this station. This procedure is a part of the viscous-inviscid interaction theory. On the other hand, the correction owing to curvature effect accounts for the variation of the pressure field across the shear layer, but not for the upstream influence of this field through this layer. In addition, this correction is limited to shear layers that are thin, since the curvature of streamline varies substantially across thick-shear-layers. The upstream influence of the velocity field can be numerically accounted for by methods, such as the DUIT scheme (ref. 68), which march both upstream and downstream alternately. However, these methods are limited to flows

Figure 6. - Upstream influence of pressure field (p), transport of momentum in separated flows, and streamwise gradients of viscous and turbulent stresses (boundary-layer growth is exaggerated).
in which there is significant upstream influence of the velocity field relative to that of the pressure field within the shear layer so that the latter can be neglected. This is usually the case in high-Re, laminar separated flows. The thin-shear-layer theory does not account for the upstream influence of streamwise gradients of viscous and turbulence stresses. These stresses are generally negligible at normal (high) Reynolds numbers. In a shock wave, the viscous diffusion is not negligible (provided the Navier-Stokes equations are valid, see the discussion of thickness of shock waves in the section entitled Spatial and Temporal Scales), and in a shock layer formed by the interaction of the shock wave with a shear layer, both viscous and turbulent streamwise diffusion may be significant.

The thin-shear-layer equations are singular when the normal momentum (or the error in conserving it) is not negligible. In a steady flow for an incompressible fluid, this singularity occurs at the location where the flow separates. At a singular point or a line, the direct (pressure-specified) computational procedures fail; but the inverse (displacement-thickness or wall-shear specified) procedures usually work, when the upstream influence of the pressure field is negligible compared to that of the velocity field. The inverse procedures simply ignore the significant upstream influence of the pressure through the shear layer at and in the vicinity of the separation location (see also refs. 69 and 70).

A further discussion of the thin-shear-layer theory was recently given by Telionis (ref. 71).

**Viscous-inviscid interaction theory** - If different regions of a flow field can be studied almost independently with good approximation, these regions are said to have a weak interaction. When the different regions cannot be treated separately because of strong coupling, the flow is classified as one with a strong interaction. This is explained again by considering the displacement effect of a viscous layer on the inviscid flow. (The words "viscous" and "inviscid," respectively, stand for having significant and negligible viscous-stress terms and turbulent-stress terms.) First, the inviscid pressure distribution is determined independent of the viscous layer. This first inviscid approximation is used to obtained the first viscous approximate solution. Then the second inviscid approximation is computed taking into account the displacement effect caused by the viscous region resulting in the second inviscid pressure distribution. This in turn is used to determine the second approximate solution of viscous region. If the second approximate displacement surface is practically the same as the first one, then this iterative procedure is stopped, and the viscous-inviscid interaction is commonly known as a weak interaction (see, for instance, (refs. 72 and 73). If however, the iterative procedure must be repeated a large number of times, then the interaction is considered to be strong.

The thin-shear-layer theory fails when there are nonuniformities or abrupt changes in the surface boundary conditions caused by flow separation, by a corner, by strong injection, by a trailing edge, or by a shock wave intersecting the boundary layer. In the neighborhood of such nonuniformities, the normal pressure gradients will be significant. For example, once laminar flow separates, it may not be possible to use the irrotational inviscid solution as a basis for determining a uniformly valid first approximation to
the flow as $Re$ tends to infinity. Flow separation that occurs in an adverse pressure gradient is accompanied by sharp increase in displacement thickness. This dramatic change in the boundary-layer structure has a significant effect on the external flow. During this interaction of the boundary layer and the inviscid flow, the viscous effects are confined to the lower part of the boundary layer; the rest of the boundary layer behaves virtually as if it were inviscid. These two parts of the boundary layer are usually referred to as the lower and the main decks, respectively (refs. 19, 20). The region of the external flow field just above the two decks is most affected by the rapid changes in these decks; it is called the upper deck (fig. 7). This multilayered structure of the boundary layer and the associated analytical procedures for laminar flows have been called the triple-deck theory (ref. 74). This theory is applicable if the streamwise length of nonuniformity is relatively short. Another example of dramatic change of the boundary-layer structure affecting the external flow is that of a weak shock wave sharply increasing the displacement thickness, even in the absence of flow separation.

The multilayered structure of a turbulent boundary layer caused by nonuniformities is different from that of a laminar boundary layer. This difference is caused by the basic difference in structure of the turbulent and laminar boundary layers. In the main deck, the viscous stress gradients are usually neglected in laminar flows, whereas the Reynolds stresses are considered frozen along the streamlines in turbulent flows. Further, the turbulent boundary layer develops a two-layer structure described by the law of the wall and the law of the wake, as formulated by Coles (ref. 75) for incompressible fluid and as modified by Maise and McDonald (ref. 76) for compressible fluids. In this case, the asymptotic theory leads to a mismatch in both the Reynolds stress and streamwise velocity between the main and inner decks (refs. 66, 67). This mismatch is resolved by introducing a “blending layer” (ref. 66) or “Reynolds-stress sublayer” (ref. 77), resulting in the “four-deck” theory. However, the nonasymptotic theory (ref. 78) does not use this blending layer. There are also qualitative differences in interactive response between laminar and turbulent flow. In the latter case, there is much smaller upstream influence of pressure, and the boundary layer is less prone to separate. Note that no model has been developed for turbulent separated flows (ref. 79).

![Figure 7. - Schematic of three decks in the vicinity of separation point (based on ref. 74).](image-url)
Composite theory - The basic ingredient of the interaction theories, for high-Reynolds-number problems, is the coupling of the external inviscid and thin- or slender-shear-layer flows. Instead of achieving this coupling through matching boundary conditions, it can be achieved by considering a set of equations, less complex than the Navier-Stoke equations, that are valid for both these flows. The basic idea is similar to that of Oseen (ref. 80) who corrected the nonuniformity in Stokes's approximation for plane flow at low Reynolds numbers by partially including the neglected convective terms. If a set of equations includes the inviscid equations and the viscous and turbulence stress terms, for example, from the thin-shear-layer equations, which are absent in the inviscid equations, then the resulting equations automatically achieve the coupling between inviscid and viscous flows. These equations are called composite equations in singular-perturbation theory (ref. 81).

The composite equations for thin-shear-layers contain leading terms up to second-order in the viscous-inviscid interaction theory. These equations are called the composite thin-shear-layer equations. In a body-fitted or optimal (refs. 82, 83) coordinate system, a composite set of equations exhibits upstream influence of the pressure field through the shear layer, but not upstream influence of viscous and turbulent stresses. In the absence of these stresses, the parabolic form for the velocities in stream-wise direction has led to the expression "parabolized Navier-Stokes equations." These equations may be used to solve problems that particularly need to be treated by the strong viscous-inviscid interaction theory. In addition, these equations are necessary for studying upstream influence of pressure field through shear layers and flow fields such as the strong-interaction region downstream of the sharp leading edge of a flat plate in hypersonic rarefied flow, a mixing region with a strong transverse pressure gradient and a blunt body in a supersonic flow at high altitudes.

Shock Waves

In the absence of viscosity, the interaction of a shock wave with a solid surface would result in a surface-pressure discontinuity and possibly an irregular reflection. In reality, viscosity makes the surface pressure continuous. The interaction of a shock wave with a boundary layer is a complex phenomenon, see, for instance, references 84-88. It can occur in the presence of an incident shock, oblique or normal, or be caused by an irregularity in surface shape. The external pressure "discontinuity" across the shock wave is transmitted through the boundary layer toward the subsonic part adjacent to the surface. This subsonic flow cannot support this discontinuity; as a result, pressure disturbances are emitted both upstream and downstream of the shock impingement, developing a gradual streamwise pressure rise at the surface, along with pressure gradients normal to the surface. The pressure rise upstream of the shock causes thickening of the boundary layer, which in turn generates compression waves.

These equations are commonly known as the thin-layer Navier-Stokes equations. It is, however, misleading to describe these equations as the thin-layer approximation of the Navier-Stokes equations, because the thin-(shear)-layer approximation of the Navier-Stokes equations gives the thin-shear-layer (boundary-layer) equations.
emanating from the sonic line toward the external flow (fig. 8). These compression waves converge and coalesce into the incident shock wave or a different external shock wave. Thus, there are both local effects, such as the smearing of "discontinuous" pressure rise and a different wave pattern in the external flow, and global effects, such as substantial thickening of the boundary layer downstream of the interaction region. If the adverse pressure gradient caused by the compression in front of the shock wave causes flow separation, then the interaction of a shock wave with a boundary layer is labeled as a strong-interaction problem. If, on the other hand, there is no shock-induced separation, the interaction is considered to be weak.

There is a pronounced difference between laminar and turbulent shock/boundary-layer interactions (refs. 89-91). The pressure rises more rapidly for turbulent than for laminar flows. The displacement thickness through the shock increases considerably less for turbulent than for laminar flows. Reynolds number has almost no effect in turbulent flows, but it has a strong effect in laminar flows. In turbulent flows, a large pressure rise is required for the flow to separate, and the separation point moves upstream more slowly as the shock wave becomes stronger. The opposite is the case in laminar flows. Also in laminar, attached flows, the spread of the surface-pressure distribution at the foot of the shock wave, strongly depends on the Reynolds number, increasing with decreasing Reynolds number.

Strain Fields

Modeling of turbulence is largely governed by strain fields, which are classified as being simple or complex (refs. 65, 92, 93). Simple shear layers have monotonic velocity profiles and nearly straight streamlines. In these layers, the only significant rate-of-strain component is the variation of streamwise velocity in the normal direction, \( \partial U/\partial n \), which is of the same sign everywhere or changes sign only at an axis of symmetry. Simple strain fields are noticed in simple shear layers such as symmetric wakes and jets, and plane boundary layers (fig. 9). All other flows that are significantly affected by extra rates of strain, additional to this, are considered complex. In two-dimensional or axisymmetric flows, these extra rates of strain appear in shear layers that experience streamwise curvature, lateral divergence, bulk dilation, buoyancy, or system rotation; see for example, figure 10. This distinction among strain fields is made because extra rates of strain can have a large effect on turbulence, which in turn influences modeling of turbulence. Eddy-viscosity or mixing-length models can give good results when strain fields are simple, but not when they are complex.

SPATIAL AND TEMPORAL SCALES

In this section we present some of the spatial and temporal scales that are observed in viscous flows. Flow structures in transitional flows and in turbulent flows in the vicinity of a wall are described. The spatial scales of following physical phenomena are
Figure 8. - Schematics of weak and strong/boundary-layer interactions.
discussed: (1) mean turbulent boundary-layer profile, (2) thin- and slender-shear layers, (3) flow separation, flow past the trailing edge of a flat plate and weak shock-wave boundary layer interactions, (4) weak and strong viscous-inviscid interactions, and (5) shock waves. Further, based on magnitudes of strain rates, simple and complex shear layers are classified. The temporal scales are discussed in terms of the Strouhal number, diffusive time-scales, and turbulence frequencies. Primarily, these spatial and temporal scales help determine the computational space-time resolution requirements.

Flow Structures in Transitional Flows

In a transitional flow, from a laminar to a fully developed turbulent flow, the scales of motion depend on the Reynolds number of the flow and on the details of the shape of the body. Viscosity determines the relevant small scales. These scales are those in the fully-developed turbulent flow, and they are given in the next subsection.

The primary structure observed in a wall-bounded, external transitional flow is the turbulent "spot," the existence of which was first observed by Emmons (ref. 94).
Each turbulent spot is surrounded by nonturbulent fluid. In plan view, it is like a rounded-off elongated delta, with blunt vertex pointing downstream (fig. 11). The upstream and downstream edges travel at constant but not equal velocities. Near the wall, the propagation speeds (celerities) of the upstream and downstream interface, are typically 0.5 and 0.9, respectively, of the free-stream velocity (ref. 95). These spot propagation velocities are larger than the velocity of the undisturbed laminar flow. Therefore, the fluid downstream of the spot is overtaken by the spot, becomes turbulent, and then again laminar after the passage of the spot. The velocity (rate) of spot growth is about 0.2 of the free-stream velocity. The motion within the spot is similar to that in a turbulent boundary layer with streamwise streaks next to the wall. The ensemble-averaged vorticities within the spot are essentially a single horseshoe vortex superimposed on small-scale motions (refs. 96, 97).

The main structure in an internal transitional flow is somewhat different from that in an external flow. For example, in a pipe a turbulent "slug" is observed. It is different from a turbulent spot. The turbulent slugs occur in smooth or slightly disturbed inlets for $Re > 3200$ based on the diameter of the pipe (ref. 98). These structures occupy the entire cross section of the pipe, and they are elongated in the streamwise direction. The leading edge and the trailing edge of the slugs travel at the same speed, relative to the maximum turbulent velocity in the pipe, as the celerities of edges in the case of turbulent spots. Another type of intermittent turbulent flow, referred to as a "puff" is also found in pipes. A turbulent puff occurs when a large disturbance is introduced.
Figure 11. - Sketch of a turbulent spot.

at the entrance of the pipe for $2000 \leq Re \leq 2700$. Puffs correspond to an incomplete relaminarization process.

**Scales in Turbulent Flows**

Inside the viscous sublayer, the large scales are the friction velocity, $u_r$, and the length scale determined by $\nu/u_r$, where $u_r$ is given by $(\tau_w/\rho)^{1/2}$. Here $\tau_w$ is the shear at the wall, and $\nu$ is the kinematic viscosity. Outside the viscous sublayer, the large scales are the fluctuating velocity relative to the mean flow, $u'$, and the length scale is given by $u'^3/\epsilon$, where $\epsilon$ is the mean dissipation rate (ref. 99). Inside and outside the viscous sublayer, the small length scales are identified with the Kolmogorov microscale of length ($\eta$) determined by $(\nu^3/\epsilon)^{1/4}$, and the corresponding Kolmogorov scales of time and velocity. Actually, there is significant flow structure that is smaller than this microscale of length, both outside and inside the sublayer.

If $L$ is a macroscopic length scale, then outside and inside the viscous sublayer, we have respectively, $L/\eta = R_\lambda^{3/2}/15^{3/4}$ and $L/\eta = O(R_\lambda^{-1/2})$, where $R_\lambda$ is a Reynolds number based on the Taylor microscale ($\lambda^2 = 15\nu u'^2/\epsilon$) and fluctuating velocity relative to the mean flow. In terms of $Re$, the former ratio is $O(Re^{3/4})$. The Kolmogorov microscale of time is $\tau = (\nu/\epsilon)^{1/2}$, and the frequencies corresponding to macroscales are of $O(U/L)$, where $U$ is the mean velocity. This gives $\tau/T \sim Re^{-1/2}$ where $T \sim L/U$. Therefore, the total number of degrees of freedom in a volume of fluid of $O(L^3)$ is $O(Re^{9/4})$. 
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Organised Structures in Wall-Bounded Turbulent Flows

Townsend (ref. 50) was the first to identify organized\(^3\) structures in turbulent flows. He described “double structure” of fully developed turbulence consisting of more or less organized large eddies, containing of the order of one-fifth of the total turbulent energy in an essentially unorganized, small-scale background turbulence. The concept of an eddy is a mathematical abstraction useful in constructing simplified models of turbulence. During the last two decades, there has been interest in organized structures, which somewhat differ from large eddies. These structures are identified, usually, by flow-visualization, conditional-sampling, and the Eulerian space-time correlation methods (ref. 101). Recently identification has been attempted by a technique based on conventional statistical approaches using the proper orthogonal decomposition theorem of probability theory (ref. 102). It appears that there is some form of organized structure present in all types of turbulent shear flows. However, in general, these structures contain a small part of the total energy and play a secondary role in controlling transport (ref. 102). A comprehensive review of “coherent” structures in turbulent shear flows has been recently given by Hussain (ref. 103).

Although there is a lack of consensus at present concerning the organized structures in a turbulent boundary layer, the definitions or identifications, and the physical dimensions and origins, certain characteristics of these structures are beginning to be established. These structures and their scales are relevant in any unsteady, three-dimensional computation in which most of the scales of turbulence are resolved with appropriate space-time grid, whether it uses finite space-averaging or short time-averaging.

It appears that there are five main parts of the turbulent boundary layer (fig. 12): streamwise vortices and streaks next to the wall, pockets of energetic fluid near the wall, large-scale motions in the main (or outer) part of boundary layer, mushroom-shaped intermediate-scale motions of energetic fluid near both outer and inner edge of outer-region of the boundary layer and the viscous “superlayer.” The outer-region exists for \( y^+ > 100, \) where \( y^+ = u_T y / \nu \) which is a Reynolds number related to the energy-containing turbulence. (Any variable, which is given the plus sign superscript, has been made dimensionless in this way, and is said to be in “wall units.”) In the following paragraphs, these structures are briefly identified for a simple boundary layer, that is, in the absence of streamwise curvature, pressure gradient and roughness. Further review of these structures can be found in references 104-108.

Next to the wall, the flow structure consists of a fluctuating array of counter-rotating vortices (ref. 109) and of an alternating array of high- and low-speed regions called streaks, both aligned in the streamwise direction (fig. 13). Streaks are found in the regions between vortices. High-speed fluid moving from the outer region into the region next to the wall, called a sweep, and low-speed fluid moving out of this region,

\(^3\)Organized structures are also known as coherent structures. Coherent means having the quality of cohering, of being logically consistent, or having a definite phase relationship (ref. 100). Since organized flow structures are not necessarily coherent, they are not called here coherent structures.
called an ejection, are primary sources of the continual production of turbulence in the wall layer. Observations of the length of these structures vary from $x^+ = 100$ to $x^+ = 2000$ (refs. 110-112); the vertical extent varies from $y^+ = 20$ to $y^+ = 50$, and the mean spanwise extent between vortex centers is 50 wall units, with a possible dependence on Reynolds number (ref. 113). The streamwise streaks interact with the outer flow when they break up, following lift-up and oscillation, during a "bursting" (ref. 114) process. For the last 10 years, the mean dimensionless time between bursts was considered to be determined by the outer scaling variables, $U_\infty T/\delta \approx 6$ (ref. 115). Recently, it has been shown that the inner variables are considered to be the appropriate scaling variables (refs. 104, 116).

The bursting process leaves a pocket of energetic, intermediate-scale motions in a region $y^+ \approx 5$ and 40. Pockets lead to the formation of streamwise vortices and hairpin vortices. The period of formation of pockets is $u_* T/\nu \approx 25$, and their dimensions are not easy to identify. Cantwell (ref. 105) estimates the streamwise length of an energetic pocket to range from 20 to 40 wall units and its normal extent to vary from 15 to 20 wall units. However, Falco (ref. 104) reports streamwise scales between 50 and 90 wall units. There is no direct information about the spanwise extent. These energetic pockets persist over a distance between 0.5$\delta$ and 1.5$\delta$ and travel at about $(0.65 \pm 0.05)U_\infty$. Instantaneous maximum Reynolds shear stress is very large compared with the local mean value during bursting; for example, at $y^+ \approx 30$, it can exceed 60 times the local mean value (ref. 117).

In the outer layer, flow is fully turbulent, but intermittent for $y > 0.4\delta$. Two different structures have been observed in this layer. One occurs in its interior and the other at its inner and outer edges. In the interior relatively large-scale energetic
motions are observed. At a height of about $0.8\delta$, the streamwise and spanwise extent of the large-scale motions varies between $\delta$ and $2\delta$, and between $0.5\delta$ and $\delta$, respectively. Further, the centers of these motions are spaced about 2 to 3 times $\delta$ in the spanwise direction. The distance over which they persist is about $1.8\delta$, and they travel with a speed of about $0.85U_\infty$. Instantaneous maximum shear stress owing to fluctuating velocities may exceed 10 times the local mean value.

Along the edges of the outer flow, mushroom-shaped, intermediate-scale, energetic regions are observed. These are called “typical eddies” by Falco (ref. 118). They have the streamwise and normal length, respectively, of about 200 and of $O(100)$ wall units between $730 \leq Re_\tau \leq 3.9 \times 10^4$ (ref. 118). The scales of typical eddies are Reynolds-number dependent. At very low Reynolds numbers, they are $O(\delta)$, and they appear to be the large-scale motions. These regions exist approximately over a distance 5 times their own streamwise extent and they also travel at about $0.85U_\infty$. The energetic motions that are just above the wall layer, interact with wall layer leading to the
formation of energetic pockets. Lifted fluid filaments in the wall layer may evolve into a mushroom-shaped energetic regions moving into the outer region. These regions scale with the Taylor microscale and they account for a major part of the Reynolds stresses (ref. 118).

The outer layer is bounded by the laminar-like viscous superlayer, outside of which vorticity fluctuations are zero, but velocity fluctuations are not. The superlayer is of the order of Kolmogorov length scale, $\eta$. The propagation velocity of the superlayer normal to itself is proportional to the Kolmogorov velocity scale, $v_e \equiv (\nu e)^{1/4}$ (refs. 99, 108).

From the above description of three-dimensional, unsteady turbulent boundary layer, it is concluded that the wall layer and the outer energetic regions are important. These regions need appropriate treatment in any direct or large-eddy simulation. As a turbulent boundary layer is an elliptic region, the wall layer and the outer layer interact, and the cause and effect cannot be separated.

Structure of the Mean Turbulent Boundary Layer

For a laminar velocity profile, we can use the concept of Reynolds similarity, but such a concept does not hold for a turbulent mean-velocity profile. These two velocity profiles greatly differ in both external and internal flows. The time-averaged turbulent velocity profile is made of two layers, an inner layer and an outer or core layer (fig. 14). The inner layer is adjacent to the wall and is divided into two layers, the viscous sublayer and the log-law region or the inertial sublayer. Further, the viscous sublayer is composed of the linear sublayer and the buffer layer. The outer layer is also subdivided into two regions. Proceeding away from the wall these are the wake-law layer and the viscous superlayer. The velocity and length scales, based on measurements and dimensional analysis, are identified below for a constant-density, two-dimensional mean flow over an impermeable smooth wall.

The inner layer of a wall shear layer extends about 10% — 20% of the boundary-layer thickness. The characteristic velocity scale and length scale are, respectively, $u_r$ and $(\nu/\omega_r)$, where $u_r$ is the friction velocity. These are known as the inner scales. The thicknesses of the linear sublayer, the buffer layer, and the log-law region are, respectively, $0 < y^+ \leq 5$, $5 \leq y^+ \approx 40$, and from $y^+ \approx 40$ to 500—1000 wall units. These bounds are, of course, approximate. Actually, the logarithmic law of the wall can be used from $y^+ = 30$, but the eddy viscosity assumes a linear variation with $y^+$ only above $y^+ \approx 50$ when the direct effect of viscosity is negligible (ref. 119). The thickness of the inner layer is about 0.1$\delta$ ($y^+ \approx 500$) at the lowest Reynolds number at which turbulent flow can be maintained, that is, at $Re_\theta \approx 320$, where $Re_\theta$ is a momentum-thickness Reynolds number (ref. 120). The linear sublayer is of the order of 0.001 to 0.01$\delta$, depending on the Reynolds number.

In the linear sublayer, the Reynolds stresses are negligible, the pressure gradient has little effect, and the averaged velocity varies linearly. In the buffer layer, both viscous and Reynolds shear stresses are of the same order of magnitude, and there is
no simple variation of velocity with the normal distance. In the log-law region, the
turbulent stresses are negligible compared with the Reynolds stresses. Both the buffer
and inertial layer are affected by the streamwise pressure gradient. At the end of this
region, the mean velocity is about 70% of the velocity at the edge of outer layer in
small-pressure-gradient flows.

The outer layer of an external shear layer contains 80% — 90% of the boundary-
layer thickness. In the wake-law region, the characteristic velocity scales and length
scale are, respectively, $u_r$ and $U_\infty$ and $\delta$ for zero pressure gradient flows. This region is
bounded by the viscous superlayer. The laminar-like superlayer is likely to be at least
as thick as the turbulent viscous sublayer. In fully developed internal flows there is no
superlayer. With decreasing Reynolds number, both viscous sublayer and superlayer
become thick, and the wake region ultimately disappears at $Re_\theta \approx 500$ (ref. 122).
Further, the mixing length and the dissipation-length parameter increase as Reynolds
number decreases; see for example, reference 123. The ratio of the viscous superlayer
length-scale to $\delta$ becomes independent of Reynolds number above $Re_\theta \approx 5000$ (ref.
123).

The above scales are valid, for both internal and external flows, provided the total
shear stress varies slowly or is nearly constant in the normal direction. These scales are
affected by surface nonuniformities and by the surface pressure gradient, if the latter
is not small relative to the normal shear stress gradient at the wall, $\partial \tau_w / \partial y$. 

Figure 14. - Mean turbulent velocity in wall-layer nomenclature.
In a computation, it is possible to use a "law of the wall" as a boundary condition instead of resolving the viscous sublayer. However, one of the tentative conclusions of the 1980-81 AFOSR-HTTM-Stanford Conference on Complex Turbulent Flows was that it is somewhat better to integrate the governing equations representing a turbulent boundary layer all the way to the wall than to assume a law of the wall (ref. 121). The evaluation committee, therefore, recommended an integration to the wall, except in special cases.

**Thin- and Slender-Shear Layers**

With s as the streamwise coordinate, a shear layer, whose thickness is \( \delta \) at a distance \( L \) from its origin, is considered to be thin if \( \partial \delta / \partial s \) is of order \( \delta / L \) and is much smaller than unity, that is \( \partial \delta / \partial s \ll 1 \) (fig. 9). Note that it is the local rate of change that matters. In this case, the Navier-Stokes equations reduce to the thin-shear-layer equations. These latter equations are useful only if they are in a coordinate system such that \( s \) is in the direction of the thin-shear-layer. When this thin-shear-layer approximation is applicable, the ratio of neglected to retained stress gradients is \( O[(\partial \delta / \partial s)^2] \) for laminar flows and \( O(\partial \delta / \partial s) \) for turbulent flows (see, for example, ref. 65). Since, \( (\partial \delta / \partial s) \) is generally larger in turbulent flows than in laminar flows, this approximation is less accurate in turbulent flows. Typically, the neglected streamwise viscous diffusion and turbulent diffusion are, respectively, \( O(5.3Re^{-1}) \) and \( O(0.37Re^{-1/5}) \) for \( Re \leq 10^7 \).

A shear layer is considered to be slender, if it is thin in two directions normal to the streamwise direction. In slender-shear-layers, the Reynolds shear-stress gradients dominate the streamwise momentum equation and the Reynolds normal-stress gradients affect any secondary flow. Only the streamwise gradients of viscous and Reynolds stresses can be neglected in the governing equations. This approximation gives the slender-shear-layer equations (ref. 124).

**Triple-Deck Region**

In laminar flows, the triple-deck theory (ref. 74) is applicable in the vicinity of separation point on a smooth surface, at the trailing edge of a flat plate, and in the neighborhood of a weak shock wave interacting with a boundary layer. This asymptotic theory is valid over a short distance. It gives the extent of this distance to be \( O(Re^{-3/8}L) \) in the streamwise direction (fig. 15). Here \( Re \), the Reynolds number, is based on \( L \) and local inviscid conditions, and \( L \) is a representative length of the boundary layer. The lateral scales of the lower, main and upper decks are, respectively, \( O(Re^{-5/8}L) \), \( O(Re^{-1/2} - Re^{-5/8}L) \), and \( O(Re^{-5/8} - Re^{-1/2}L) \). Note that \( O(Re^{-1/2}L) \) is the boundary-layer thickness. The upstream influence of the streamwise viscous stress gradient is felt only over a region of \( O(Re^{-3/4}L) \) within the

---

4The motion in the plane perpendicular to the streamwise direction is called the secondary flow. In general, the streamwise component of vorticity is nonzero in secondary flows.
lower deck and centered, for example, on the trailing edge of the flat plate. On the other hand, the upstream influence of the pressure field is noticed over the length of this deck. It would be prudent to resolve the above asymptotic length scales in numerical computations of problems that are amenable to the triple-deck theory. Burggraf et al. (ref. 125) demonstrated this requirement on grid-spacing.

In the above examples, the contribution of the streamwise viscous gradient in the lower deck is relatively negligible; therefore, the thin-shear-layer approximation is valid, and the composite thin-shear-layer equations are applicable to small separated regions. In catastrophic or large separation regions, in which the flow is not laminar everywhere at moderate or high Reynolds numbers, the relative upstream influence of streamwise stress gradients needs to be quantified.

**Shock-Wave/Turbulent-Boundary-Layer Interaction Region and Trailing Edge of a Flat Plate in a Turbulent Flow**

When the turbulent boundary layer remains unseparated, the asymptotic length scales for shock-wave/boundary-layer interactions and trailing-edge flows have been reviewed by Melnik (ref. 66). The overall structure of the former case with a weak shock wave is similar to that of the latter case. In case of a weak normal shock-wave/boundary-layer interaction, the streamwise length of interaction is $O(\kappa^{3/2})$ where $\kappa \equiv (\ln Re)^{-1} \approx 0.05$ (typically) normalized by $L$ (fig. 16). The lateral dimension of the lower deck, blending deck, main deck, and outer deck are, respectively, $O(\kappa \kappa)$,
Figure 16. - Four-deck region for a weak normal shock wave interacting with a turbulent boundary layer (based on ref. 66).

\( O(\kappa^{5/2}), O(\kappa), \) and \( O(\kappa^{-1/2}) \), where \( \hat{\kappa} \equiv (\kappa^2 Re)^{-1} \). In case of a turbulent flow past a trailing edge of a flat plate or a cusped trailing edge of an airfoil, the streamwise length of interaction is \( O(\kappa) \) (fig. 17). The lateral dimension of the lower deck, blending deck, main deck, and outer deck are, respectively, \( O(\kappa \hat{\kappa}) \), \( O(\kappa^2) \), \( O(\kappa) \), and \( O(\kappa^{-1/2}) \). In addition, there is an inner wall layer within the wall layer, whose streamwise length is \( O(\kappa \hat{\kappa}) \) and the lateral width is the same as that of the wall layer. In this region, the Navier-Stokes equations are required.

The nonasymptotic length scales for shock-wave/boundary-layer interactions are discussed by Inger (refs. 78, 126, 127).

**Classification of Viscous-Inviscid Interactions**

The nature of a viscous-inviscid interaction is identified by the thickness of the shear layer or the displacement thickness. When a shear layer suddenly thickens, the interaction is classified as a strong viscous-inviscid interaction. For example, on a smooth surface and in negligible pressure gradient, if the boundary-layer thickness is almost either
\[ \delta = 5.3 Re^{-1/2} L \]  
(1)

for laminar flow or

\[ \delta = 0.37 Re^{-1/5} L, \quad 5 \times 10^5 \leq Re \leq 10^7 \]

\[ \delta = \left( \frac{0.0598}{\log_{10} Re - 3.170} \right) L, \quad Re > 10^7 \]  
(2)

for turbulent flow (ref. 128), before, during, and after the viscous-inviscid interaction, then it is considered to be weak. When a shear layer sharply thickens and subsequently becomes larger than this magnitude, the interaction is considered to be a strong interaction.

Figure 17. - Asymptotic flow-field structure around a cusped trailing edge of an airfoil in a turbulent flow (based on ref. 66).
Thickness of Shock Waves

The effect of viscosity and heat conductivity develops a continuous change of flow variables through a shock wave, which is an internal transitional or "boundary" layer. The shock wave is quite thin outside any viscous region. The thickness of the wave increases when the wave begins to interact with the viscous boundary layer, giving rise to a shock layer. This layer may even lose its identity as it penetrates into the viscous region. A turbulent boundary layer thickens the shock wave more than a laminar boundary layer.

At a Mach number of 1.05 and a Reynolds number of $10^7$ with $L = 1$, the shock thickness in air is almost the same as the thickness of the linear sublayer of a turbulent boundary layer on a smooth flat surface. Another estimate is given by Taylor and Maccoll (ref. 129) for a weak shock wave, in which the total speed change is small compared with the speed of sound. They give the thickness of the region within which eight tenth of the change from $U_1$ to $U_2$ occurs as $T = 1/(U_1 - U_2)$ cm for air. When the change in velocity through a shock wave is one tenth the speed of sound, that is, 30 m/sec, the shock thickness is $3 \times 10^{-4}$ cm, which is comparable to the thickness of the linear sublayer at the above Reynolds number. (Lagerstrom, ref. 130, also states that the thickness of the shock wave is of the order of 2$\mu$ for air.) From measurements of shock wave structure, Sherman (ref. 131) found that the Navier-Stokes equations are valid within the shock wave up to a Mach number of 2. This conclusion is considered to be somewhat cautious by Lagerstrom (ref. 130).

Scales of Strain Rates

Frequently, turbulence in thin-shear-layers is modeled by eddy-viscosity formulas such that turbulent shear stress is proportional to averaged rate of shear strain, $\partial u_s/\partial n$, where $u_s$ is the velocity in the streamwise direction $s$ and the normal direction is represented by $n$. This model satisfactorily predicts only simple shear layers in which any extra strain rate, $e$, does not affect the turbulence structure. When $e/(\partial u_s/\partial n) < 0.001$ (approximately), Bradshaw (ref. 65) considers any additional strain rate unimportant. In complex shear layers, the extra strain rates affect the turbulence structure. Although the thin-shear-layer approximation is valid when $e/(\partial u_s/\partial n) < 0.01$, the above eddy-viscosity model must be modified. If $0.01 < e/(\partial u_s/\partial n) < 0.1$, the thin-shear-layer approximation is also not valid and some of neglected terms of the Navier-Stokes equations are approximated in the governing equations. When $e/(\partial u_s/\partial n) > 0.1$, we have what Bradshaw classifies as strongly distorted flows.

Temporal Scales

Temporal scales are determined by the frequency of an unsteadiness, which may be either externally induced or self-induced. Externally induced unsteadiness may be due to fluctuations of boundaries or of the free stream or to initial conditions. Self-induced unsteadiness is developed by hydrodynamic instability, for instance, transitional flows, turbulent flows, and vortex shedding from bluff bodies. Typically laminar flow problems
may involve externally imposed unsteadiness, whereas turbulent flow problems may
contain externally or self-induced unsteadiness or both. There may be a coupling
between externally induced and self-induced unsteadiness. For example, unsteady
forces and moments owing to vortex shedding from a bluff body may force the body
to move, if it is not perfectly rigid, which in turn may change the shedding frequency.
Unsteadiness can be completely stochastic, highly organized, or a combination of
random and periodic components which under certain conditions may interact with
each other. Further, there may be a single narrow-band frequency or a broad band
of frequencies. Transitional and turbulent flows are characterized by a wide range
of frequencies as discussed above. But the externally induced unsteadiness is usually
driven by a discrete frequency, which determines the dominant temporal scale. From a
computational point of view, the highest significant frequency must be resolved. This
fixes the computational time-step.

When a flow field is oscillating with a dominant frequency, \( f \), the Strouhal number,
\( St = fL/U_\infty \), is used for identifying the time-scale of importance. This number
characterizes the relative importance of the local velocity (acceleration) with respect to
the convective velocity (acceleration), that is, the time-scale of physical motion to the
basic fluid dynamic time-scale. For slender-body oscillations, the reduced frequency,
\( k = \omega L/U_\infty \), is the relevant nondimensional parameter where \( \omega = 2\pi f \). If \( St \)
is referred to the speed of sound instead of \( U_\infty \), a necessary condition for the fluid to
behave as if it were incompressible is that \( St^2 \ll 1 \).

When the imposed unsteadiness is gradual so that the viscous diffusion is able
to keep pace with the change, there is a quasi-steady flow. But if changes are rapid
relative to the diffusion process, the unsteadiness is confined to a layer, called the
Stokes layer, thinner than the boundary layer. Obviously, the flow cannot then be
treated as quasi-steady. The diffusive time-scale is \( O(\delta^2/\nu) \) for diffusion of vorticity
and momentum outward from the body surface. For a body moving from rest, the
boundary-layer thickness is \( O(\sqrt{vt}) \) at small times. For an oscillatory body, the
boundary-layer thickness is \( O[(\nu/\omega)^{1/2}] \).

When the flow variables are decomposed into a mean field and a fluctuating field,
and with the fluctuating velocity components that satisfy the Reynolds conditions (ref.
132) as constraints, the time-averaged equations of motion are appropriate for com-
putation of unsteady flows, provided the averaging time-interval is large compared with
the periods characteristic of time-scales that cannot be resolved computationally, but
small compared with the period of mean unsteady motion. This double decomposi-
tion of the velocity field is satisfactory for many physical problems involving relatively
small-amplitude and small-frequency oscillations. The above decomposition has limita-
tions, however, as any harmonics higher than the first may become indistinguishable
from the random fluctuations caused by turbulence. Further, the mean effects of small
scales on large scales and vice versa are not discernible. Broad ranges of scales, there-
fore, require at least a triple decomposition of the velocity field with three different
velocity, length, and time scales.

When the turbulence structure is unaffected by externally induced unsteadiness,
steady-flow turbulence models can be used to predict unsteady turbulent flows. Above a
critical frequency, the turbulence structure is affected by externally imposed unsteadiness and steady-flow models cannot be used. In zero pressure gradient flows, the value of this critical frequency ranges from 20% to 100% of \( f_b = U_{\infty}/(5\delta) \), which is roughly the burst frequency based on outer scales (refs. 133-136). In adverse pressure gradient flows, the critical frequency is well below this burst frequency. Values of 6% to 28% of \( f_b \) have been reported (refs. 137-139).

Additional discussion concerning temporal scales is presented by Cousteix et al. (ref. 140), Carr (ref. 141) and Chapman (ref. 142).

**SIGNIFICANCE AND GENERATION OF VORTICITY**

The concept of a vortex has been used since prehistoric times to describe natural phenomena (ref. 143). In historic times, the analysis of vortices was applied to explain such phenomena as the evolution of the universe, the motions of celestial bodies, and atomic structure of matter. These efforts were unsuccessful and ended. But with the development and application of Helmholtz's vortex theory (ref. 144) within the realm of classical mechanics, this concept has had an enormous effect on fluid dynamics.

**Significance of Vorticity**

A mathematical term used by Euler and d'Alembert, which later was identified as vorticity (ref. 145), has had a profound effect on the study of fluid motions. In an inviscid fluid a vortex is defined as a finite volume or area of rotational fluid, bounded by irrotational fluid or solid walls (ref. 146). Viscosity smooths out discontinuities or singularities. Therefore, in a viscous fluid, a vortex is identified by closed equivorticity lines with a relative extremum of vorticity inside the innermost closed loop (refs. 147, 148), as seen in figure 18. This identification depends on rotation of the reference frame and on stratification (refs. 149, 150). Therefore, Lugt (ref. 149) has defined a vortex as the rotating motion of a multitude of material particles around a common center.
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**Figure 18.** - Equivorticity lines around an oscillating airfoil (ref. 148).
Vortices and vortex motions are "the sinews and muscles of fluid motions" (ref. 151). They are omnipresent in separated flows and in many types of turbulent flows; see for instance references 146, 149, and 152. In many cases, vortices are formed by an ejection, at a salient edge or from a smooth surface, of the vortical boundary-layer fluid into the main body of fluid where viscosity plays a negligible role. In some cases, they are formed next to a boundary by shear in the external flow. Turbulent flow structures, organized or not organized, are essentially vortices. For example, a mixing layer consists of a row of quasi-two-dimensional organized structures (refs. 146, 153). Also such structures may be found in jets, wakes, and boundary layers. Organized vortices are ordered structures of fluid motion.

Some vortex patterns and interactions may be represented by a combination of the inviscid and viscous models, by suitably dividing the flow domain, and some may be represented by only viscous-flow models. When circulation cannot be convected out of a closed separated region (a separation bubble), viscosity plays an important role along with convection and possibly vortex stretching.

The significance of the vorticity vector, which is defined as the curl of the velocity vector, is really mathematical rather than physical. This significance is specifically for the understanding and mathematical description of the study of fluid flow of a uniform, incompressible fluid or a homentropic fluid (that is, uniform entropy per unit mass over the fluid), when the direct effect of viscosity may be neglected. In general, the nature and structure of the laminar or turbulent flow are controlled by the vorticity field. Vorticity considerations illuminate the detailed development of any rotational flow just as clearly as do momentum considerations, and allow a compact description of the kinematics and dynamics of fluid motions. At high Reynolds numbers, the vorticity field is confined to thin layers or fine tubes, whereas the velocity vector is present in the whole flow field. In addition, study of this field is the most enlightening in understanding how the nonlinearity of the equation of motion generates highly complicated solutions that represent turbulent flows.

**Generation of Vorticity**

Although one cannot see the vorticity field and although its measurement is difficult, its presence in aerodynamic applications is easily detected by the determination of circulation, \( \Gamma \), which is defined as the line integral of the velocity field around any closed curve. Kelvin's theorem of circulation (ref. 154)

\[
\frac{D\Gamma}{Dt} = \oint \left( -\frac{\nabla p}{\rho} \right) \cdot dl + \oint \frac{1}{\rho} ( -\nabla \times [\mu \Omega] + \nabla ((4/3)\mu \nabla \cdot U) ) \cdot dl + \oint \mathcal{F} \cdot dl \tag{3}
\]

shows that the time rate of change of circulation associated with a closed curve \( l \), always made up of the same fluid particles, is governed by the torques produced as a result of pressure forces, viscous forces, and body forces. In the above equation, \( \rho \), \( p \), \( \Omega \), \( \mu \), \( U \), and \( \mathcal{F} \) are, respectively, density; pressure; the vorticity vector; the dynamic viscosity, with the second coefficient of viscosity as \(- (2/3)\mu\); the velocity vector; and the body force. The underline denotes a vector field. Irrotational body forces (i.e., conservative forces with single-valued force potential) do not produce circulation. Since
fluid dynamic problems, in general, contain such forces we have omitted the effects of the body force term in the following discussion.

If isobars and isochors in a fluid particle are parallel, the situation is described as barotropic. In this case, the density field is function of the pressure field alone, the pressure forces do not produce circulation. In an inviscid incompressible fluid of uniform density and in an inviscid compressible fluid, provided the flow field is homentropic, there are no internal sources of vorticity. On the other hand, in a compressible, nonhomentropic fluid, pressure forces provide internal sources of vorticity. When all the torque-producing agents are absent, the dynamics of the fluid is governed by Helmholtz's vortex laws (ref. 144).

If the sources of vorticity owing to pressure are absent, vorticity flux or circulation cannot be created in the interior of the fluid; see references 155 and 156. In such cases it is generated by viscous forces at a solid boundary or at a free surface.

According to Vazsonyi (ref. 157), Hadamard (ref. 158) was first to point out that vortices are generated by shock waves and that the flow is no longer barotropic after shock waves. This is demonstrated by the Crocco-Vazsonyi equation (ref. 157) for steady flow of an inviscid fluid

$$\nabla H = TVS + U \times \Omega$$

where $H$, $T$, and $S$ are, respectively, total enthalpy, temperature, and entropy. The vorticity vector, therefore, depends on the rates of change of entropy and enthalpy normal to streamlines. When all streamlines have the same $H$ but different entropy, there is production of vorticity. This is the situation downstream of a curved shock wave, because the entropy increase across a shock wave is determined by the local angle of the shock. Even if the flow upstream a shock wave were to be irrotational, the flow downstream of a curved shock wave is rotational.

The vorticity field in a Newtonian fluid is governed by the vorticity equation,

$$\frac{D\Omega}{Dt} = (\Omega \cdot \nabla)U + \nabla \times \left(-\frac{\nabla p}{\rho}\right) + \nabla \times \left[\frac{1}{\rho}(-\nabla \times (\mu \Omega) + \nabla[(4/3)\mu \nabla \cdot U])\right]$$

which is obtained by taking the curl of both sides of the equation of motion. This equation shows that the time rate of change of vorticity as one follows the fluid is produced by a nonlinear, inviscid extension or contraction and tilting of existing vorticity by the strain rate, a source of vorticity resulting from the pressure force and diffusion of vorticity by viscosity. Tilting of a vortex line or tube changes the relative magnitude of vorticity components and its stretching concentrates the vorticity in a smaller volume. When a flow is two-dimensional, the vorticity stretching and tilting term is absent; and when the fluid is incompressible, the source term is absent.

Production of circulation generally means generation of vorticity, as circulation is a measure of integrated vorticity field; but a change in vorticity does not necessarily change circulation. This is readily noticed by comparing equations (3) (without the body force term) and (5). Both have pressure and viscous terms, but the term $(\Omega \cdot \nabla)U$ in equation (5) has no counterpart in equation (3). The vorticity of a material element...
increases when it is extended in the direction of the local vortex line. If the above torque-producing elements are absent, the circulation is the same for every contour enclosing the vortex line, the ratio of vorticity to the product of density and the length of the line remains constant, and vortex lines remain located to the same elements of the fluid forever. But for the action of viscosity, the intensification of vorticity by extension of vortex lines continues. The total amount of vorticity in a body of fluid increases, until through change of the vorticity field the smoothing effect of viscosity is able to balance or exceed this gain. This is one of the most remarkable characteristics of turbulent flows.

When a solid body is passed through a viscous fluid that is void of vorticity, vorticity is imparted to the fluid through the mechanism of the viscosity and it is diffused into the interior of the fluid again by the action of viscosity. The no-slip boundary condition applied to the Navier-Stokes equations gives the instantaneous local rate of generation of positive and negative vorticity per unit area, per unit time, in terms of the strength of the vorticity source given by \((\nabla p)/\rho\). The pressure gradient along the surface of the body creates vorticity tangential to the surface. The maximum value of absolute vorticity need not be at the surface, but it could be in the interior of the fluid near the surface. This mechanism of vorticity generation is altogether absent in free shear layers. In case of a free surface, a nonzero jump in velocity derivative is responsible for generation of vorticity (ref. 156).

The mean level of vorticity in a turbulent flow is also changed because of the production of vorticity by the Reynolds stresses arising from fluctuating velocity and vorticity fields. This is shown for an incompressible fluid. Instantaneous values \(\overline{U}\) and \(\Omega\) are decomposed into the mean and fluctuating values. This is expressed by the relation

\[
\vec{f} = \vec{f} + f'
\]

where the over bar designates a mean or averaged value, and the prime denotes the remaining fluctuating value. After substituting such relations into equation (5), taking a short-time average of all terms in the equation constrained with the Reynolds conditions (ref. 132), multiplying by \(\overline{\Omega}\), and rearranging terms, we obtain

\[
\frac{D}{Dt} \left( \frac{\overline{\Omega}_i}{2} \right) = \overline{\Omega}_i \overline{\Omega}_j S_{ij} - \overline{\Omega}_i \epsilon_{ijk} \frac{\partial^2 (u'_l u'_k)}{\partial x_j \partial x_l} + \nu \frac{\partial^2 \overline{\Omega}_i}{\partial x_j \partial x_j}
\]

where \(S_{ij}, \epsilon_{ijk}, u'_i,\) and \(\nu\) are, respectively, the mean strain rate, the alternating tensor, fluctuating velocity, and the kinematic viscosity; the Cartesian tensor summation convention is used. The first term on the right-hand side is the stretching or contracting and tilting term, the second contains amplification or attenuation within averaging time of mean square vorticity caused by the stretching of fluctuating vorticity through fluctuating strain rates (see for example, ref. 159), and the last term represents viscous transport and dissipation of \(\overline{\Omega}_i \overline{\Omega}_i\).

It is a fundamental property of turbulent flows that nearby points tend to move apart because of the diffusive action of turbulence. As a result, on the average, vortex lines and vortex sheets tend to be stretched rather than contracted. Therefore, the above stretching terms represent a growth of vorticity, limited only by viscous
dissipation. The continued process of vortex stretching implies a cascade of energy from large-scale vortex motions to small-scale motions resulting in larger and larger velocity gradients.
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One of the main themes in fluid dynamics at present and in the future is going to be computational fluid dynamics with the primary focus on the determination of drag, flow separation, vortex flows, and unsteady flows. A computation of the flow of a viscous fluid requires an understanding and consideration of the physical aspects of the flow. This is done by identifying the flow regimes and the scales of fluid motion, and the sources of vorticity. Discussions of flow regimes deal with conditions of incompressibility, transitional and turbulent flows, Navier-Stokes and non-Navier-Stokes regimes, shock waves, and strain fields. Discussions of the scales of fluid motion consider transitional and turbulent flows, thin- and slender-shear layers, triple- and four-deck regions, viscous-inviscid interactions, shock waves, strain rates, and temporal scales. In addition, the significance and generation of vorticity are discussed. These physical aspects mainly guide computations of the flow of a viscous fluid.