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Preface

This is the third manuscript I have prepared on the same general subject of noise effects. The first, entitled "The Effects of Noise on Man," was a monograph for the Office of Naval Research in 1950 and was published by the American Speech and Hearing Association. The second, of the same title, was sponsored by the Office of Naval Research, the Surgeon General of the Army, and the National Aeronautics and Space Administration, and was published by Academic Press as a book in 1970. The present volume, except for chapter 12, was prepared for the National Aeronautics and Space Administration with support from the U.S. Department of Transportation and from the U.S. Environmental Protection Agency. Chapter 12 was originally prepared for the City of Santa Monica, California. All these manuscripts were intended to be critical reviews and interpretations of the relevant original source literature for the measurement of noise in terms of its effects on people. Except for a relatively few papers, only English language publications were included.

In addition to providing major findings of published research, an attempt is made in the present volume to integrate, where possible, the findings into some theoretical framework. In this process, using data from a number of sources, I undertook analyses and modeling of certain topics. This was done particularly with respect to presbycusis, sociocusis, and nosocusis (chapter 7), damage to hearing (chapter 8), and reactions to community noise (chapter 11). Because of possible interest to researchers in fields beyond "noise effects," chapter 6, in part, has been published in the Journal of the Acoustical Society of America (vol. 73, pp. 1897-1919, and vol. 74, pp. 1907-1909, 1983).

There has been a particularly significant increase since 1970 in the store of knowledge about noise and its effects, and today many of the seeming conflicts among research findings of the past are found to be more apparent than real. However, the state of the art on certain topics (approximately 20 percent of the book) remains best represented by findings published prior to 1970. Although a number of research questions remain, objective methods now exist for measuring noise environments that predict, with considerable accuracy, the effects of noise on people and communities.

The first four chapters are concerned with some definitions of terms and research on the fundamentals of noise, hearing, and auditory perception. The last eight chapters are concerned with research on noise effects on more complex human behavior and the application of this research to the regulation of noise in work and living areas.

I gratefully acknowledge the authors and publishers of journals and books for permission to reproduce their figures. I owe many thanks to Joyce Garbutt for
her skills and patience during innumerable typings of the manuscript, to James R. Young for his help with respect to formulas in chapter 2, and to members of the staff of NASA Langley Research Center for their valuable editorial suggestions and comments.

Needless to say, I am deeply grateful to the organizations cited above for their support over the years. I can only hope this book provides some justification for that support.
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Chapter 1
Definitions of Noise and Noise Pollution

Introduction

The adverse effects of noise, or unwanted sound, have been the subject of extensive research for many years in the fields of psychoacoustics and physiological acoustics. This research grew out of the desire for scientific understanding of these effects on people, especially because of social problems created by the steady increase in the intensity and prevalence of noise found in living and work environments since the start of the industrial revolution.

Definition of Noise

In the fields of electronics, neurophysiology, and communication theory, "noise" means signals that bear no information and whose intensities usually vary randomly over time. The word "noise" is sometimes used in that sense in acoustics, but for our purposes, noise will be defined as an audible acoustic energy that adversely affects the physiological or psychological well-being of people. This is consistent with the usual definition of noise as being "unwanted sound."

It is not possible to define noise on the basis of physical aspects of sounds. Indeed, sounds can be wanted at one moment, such as when they contain information that is either of aesthetic or practical interest to a person, whereas in other contexts or for other people, the same sounds may be considered as noise because they interfere with the hearing of other sounds that are wanted. For example, the sounds of an engine can convey useful information to a mechanic, whereas the sound is noise to another person attempting to talk in its presence. Likewise, music may be considered as pleasing sound under most circumstances but as noise when it interferes with conversation or sleep or when it is not pleasing aesthetically.

Another factor complicating the definition of noise is that a given sound can sometimes be wanted psychologically and yet be physiologically unwanted or damaging. Very intense electronically amplified "rock" music is an oft-cited example. Although enjoyed by the musicians, the intense music can result in perma-
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Prolonged damage to the neural receptors in their ears after a certain length of exposure time.

Also, some confusion about what is "noise" stems from the fact that certain sounds are sometimes called noise because the sound indicates a source that can be harmful. The noise from an airplane or the buzz of a mosquito may be considered as very "noisy" or unwanted, when actually the danger from, or anxiety about, the source of the sound itself is what is so objectionable. However, the evaluation and control of noise must be predicated on more direct psychoacoustic and physiological acoustic effects to be of practical use.

Noise Pollution

By and large, the types of noise of concern to society and government have the same meanings to most people and come from sources that normally represent no direct physical threat to people. Heavy machinery in industry, transportation vehicles, and appliances around the home make sounds about which there is little confusion as to their unwantedness and to which large segments of our society are exposed daily.

As the extent of noise and its effects on people have become measurable, private and governmental efforts have increased environmental noise control to protect those people who are exposed. However, establishing broad-based and effective noise-control programs has been a difficult and contentious matter. This has been partly because of the relatively small amount of previous research data concerning the effects and measurement of noise, and partly because of economic conflicts created, or threatened to be created, by proposed noise control programs and regulations.

Conflicts of interest inhibiting the establishment of noise controls are exemplified by the following cases: (1) some weaving mills would have to close down if forced to pay the costs involved in reducing the noise to levels that do not damage the auditory system of the workers; (2) labor unions and builders have objected to noise zoning that would prevent residential areas along noisy highways on the grounds that work would be taken away from the local areas; and (3) landowners do not wish to have their land use restricted by noise zoning.

Another conflict over noise control in communities involves noises that do not, at any one time, necessarily reach a large number of people and are more private than public. These noises are from neighbors, from dogs barking, from gatherings of people, and from frequent temporary use of noisy tools at or near homes or offices. The fact that the public interest is generally not served by the noise is a force towards prohibiting such noises.

Under some circumstances, however, there are reasons for permitting, or even promoting, the presence of noise. For example, the exterior noise generated by machinery and equipment that is operated for or by the public, especially those of transportation such as aircraft, buses, automobiles, trucks, and trains. The
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contlict is between the benefits from the transportation versus the "costs" to those exposed to the exterior noise. This problem is complicated by the fact that although the operation of the vehicles is of economic and social benefit to most of the public, only a relatively small portion of the general population is exposed daily to the adverse effects, or costs, of the intense exterior noise generated by these vehicles. In brief, the personal well-being of a small minority of the people is in conflict with the economic interests of the population in general, including the minority exposed to the noise.

Indeed, local governments cannot enforce laws that attempt to control noise in a way that substantially interferes with interstate commerce. The reason is that the commerce, even if not of local interest, is a matter of interest to people living in areas not impacted by the noise. At the same time, if a noise environment (e.g., that from commercial aircraft) is protected from local government control because of interstate commerce or other reasons, the citizens whose health is affected or whose property values are reduced because of the noise may be entitled to monetary compensation. The issue then becomes who should be liable for paying any compensation that might be justified—the local government who permitted improper land use, the airport-aircraft operator, or the people engaged in the commerce. There are, however, practical problems to the description of noise pollution in economic terms. Specifically, translating psychological, physiological, or other possible damage effects of the noise on individuals into "market-place" economic equivalents is obviously a complex matter.

The control of environmental noise pollution and the resolution of conflicts of interest over noise pollution presumably depend upon executive, legislative, and, sometimes, judicial governmental actions. In short, noise pollution is as much a political problem as it is a scientific matter. However, proper resolution of the conflicts of interest created by noise pollution rests upon the proper use and interpretation of the scientific research findings and concepts pertaining to the effects of noise.
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Introduction

Before it is anything else, noise is sound, and to understand the effects of noise on people, it is helpful to consider the nature of sound and the auditory system. Discussed at the beginning of this chapter are some units of sound and noise measurements that are essential to the interpretations and use of the research findings and concepts developed in later chapters.

Definitions of Sound

Frequency

Imagine, if you will, the action of the diaphragm of a loudspeaker as it moves back and forth because of an electrical signal applied to a magnetic coil in the speaker. The pushing out of the diaphragm causes the air particles at that point to be pushed together, and the pulling back leaves a rarefaction of the air
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particles. This positive air pressure (compared with normal) followed by a re­duced air pressure (compared with normal) travels through the air like a wave and pushes back and forth the eardrum upon which it falls, setting into action the auditory system. The sound can, of course, be generated by any vibrating physical object, such as a violin string, the parts of a truck, the column of air puffing from the exhaust of a jet engine, the muzzle of a gun, or the mouth of a person talking. The number of times per second the air pressure increases above, then decreases below, and then returns to normal pressure is defined as the frequency in hertz (Hz) (also referred to as cycles per second (cps)).

For the human listener, sound is defined as acoustic energy between 2 Hz and 20,000 Hz, the typical frequency limits of the ear. The lowest frequency of sound that has a pitch-like quality is about 20 Hz. There is further discussion of sound frequencies following definitions of the intensity variables of sound.

Sound pressure and energy

The degree to which the particles of air at a point in space (e.g., at the eardrum of a person) are compressed and rarefied from their normal ambient state is called the pressure of sound at an instant in time $p_i$. (See fig. 2.1.) The integral $\int p^2_i \, dt$ is proportional to sound energy. The act of squaring $p_i$ reflects the fact that the work required to rarefy the air (the negative pressure) is the same as that to compress the air (the positive pressure) by a like amount.

The mean, or average, of the squared pressures $p_i^2$ at a number of instants in a longer period of time is related to the sound energy in the given period of time as follows:

$$ p^2 = \frac{1}{n} \sum_{i=1}^{n} p_i^2 $$

$\begin{align*}
\text{Air pressure, re ambient} & \quad + \\
0 & \quad \text{Time}
\end{align*}$

\[ p^2 = \frac{1}{n} \sum_{i=1}^{n} p_i^2 \]

FIGURE 2.1. Representation of instantaneous sound pressure $p_i$. Summing and averaging the sound pressures squared over time give the average instantaneous sound pressure $P$. 

6
where \( n \) is the number of instantaneous pressures sampled or measured over 1 sec. In order to obtain accurate measures of varying sound pressures, the sampling rate must be at least 2 times the highest frequency in the sound signal being measured.

For our purposes, the air is presumed to act as a pure resistance to sound waves of different frequencies. For reasons to be discussed later, the basic period of time used for most measurements of brief sounds and noise in terms of how they affect people is 1 sec. When briefer or longer periods are used, they are specified for the benefit of the reader.

It is common practice to express sound in a unit called the decibel (dB). In acoustics the decibel is 10 times the common logarithm of the ratio of 2 entities proportional to power (e.g., instantaneous sound pressure). For sound pressure, these entities are the measured pressure \( p_{i,\text{meas}} \) and a reference pressure \( p_{i,\text{ref}} \) (20 \( \mu \text{Pa} \) for SPL) by the following:

\[
\text{Sound pressure level, dB} = 10 \log_{10} \left( \frac{p_{i,\text{meas}}^2}{p_{i,\text{ref}}^2} \right)
\]

Measures of sound

The following three general measures of sound have been developed for the purpose of relating the intensity of sound to its effects on people:

1. One-second sound pressure level (SPL) in decibels. As mentioned previously, the measured SPL is 10 times the common logarithm of the measured instantaneous sound pressures \( p_{i,\text{meas}}^2 \) over the reference amount \( p_{i,\text{ref}}^2 \). This measure is estimated for continuous sounds by using a standard sound level meter (SLM). By international standards, pressure is measured in newtons per square meter, or pascals. The reference pressure used with sound level meters is 20 \( \mu \text{Pa} \).

Mathematically, the 1-sec SPL (also designated as \( L \)) in decibels is

\[
\text{SPL} = L = 10 \log_{10} \left( \frac{1}{n} \sum_{i=1}^{n} p_{i,\text{meas}}^2 \right)
\]

where \( n \) is the number of instantaneous pressures measured. Again, unless otherwise noted, the period over which \( p_i \) is averaged is 1 sec. The relations between SPL in decibels and various units in which \( P \) can be expressed are shown in figure 2.2. (See also Harris, ref. 1.)

It is often the maximum 1-sec level that occurs during a noise event that is of interest. This is designated as \( \text{SPL}_{\text{max}} \) (or \( L_{\text{max}} \)) in decibels.

2. Event exposure level \( L_{\text{ex}} \) in decibels. As we shall see later, 1-sec SPL is an appropriate measure for relating the physical energy in sounds of 1 sec or shorter duration to auditory system responses to sounds. However, most sounds or noises are of longer durations. The event exposure level \( L_{\text{ex}} \) is used in this latter context. Although not the only method used in actual sound-level-measurement
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<table>
<thead>
<tr>
<th>SOUND PRESSURE LEVEL (SPL) IN DECIBELS (dB)</th>
<th>SOUND PRESSURE IN DYNE/cm²</th>
<th>PASCALS</th>
<th>BAR</th>
</tr>
</thead>
<tbody>
<tr>
<td>198 dB</td>
<td>1,000,000</td>
<td>100,000</td>
<td>1</td>
</tr>
<tr>
<td>194</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>192</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>186</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>180</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>174</td>
<td>100,000</td>
<td>10,000</td>
<td>1</td>
</tr>
<tr>
<td>168</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>162</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>156</td>
<td>10,000</td>
<td>1000</td>
<td>.01</td>
</tr>
<tr>
<td>150</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>144</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>138</td>
<td>1000</td>
<td>100</td>
<td>.001</td>
</tr>
<tr>
<td>132</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>126</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SOME MILITARY GUNS</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>120</td>
<td>100</td>
<td>10</td>
<td>100μ</td>
</tr>
<tr>
<td>114</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>108</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>THRESHOLD DISCOMFORT, 1000 Hz TONE, STEADY STATE</td>
<td>96</td>
<td>-10</td>
<td>1</td>
</tr>
<tr>
<td>102</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>96</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>84</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>80</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>78</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>50 FT. FROM AUTO, 35 MPH</td>
<td>74</td>
<td>.1</td>
<td>1μ</td>
</tr>
<tr>
<td>72</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SPEECH IN NOISE, 1 METER FROM TALKER</td>
<td>66</td>
<td>.1</td>
<td>1μ</td>
</tr>
<tr>
<td>60</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SPEECH IN QUIET, 1 METER FROM TALKER</td>
<td>54</td>
<td>.01</td>
<td>.01μ</td>
</tr>
<tr>
<td>48</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>42</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>36</td>
<td></td>
<td>.01</td>
<td>.01μ</td>
</tr>
<tr>
<td>30</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>24</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>1</td>
<td>.001</td>
<td>100μ</td>
</tr>
<tr>
<td>12</td>
<td></td>
<td></td>
<td>.001μ</td>
</tr>
<tr>
<td>AUDIOMETER THRESHOLD, 1000 Hz</td>
<td>6</td>
<td>400μ</td>
<td></td>
</tr>
<tr>
<td>OPEN EAR THRESHOLD, 1000 Hz TONE</td>
<td>0</td>
<td>200μ</td>
<td>20μ</td>
</tr>
<tr>
<td>OPEN EAR THRESHOLD, 4000 Hz TONE</td>
<td>-6</td>
<td>100μ</td>
<td>10μ</td>
</tr>
</tbody>
</table>

**NOTE.**
1. SOUND PRESSURE LEVEL IN DECIBELS (dB) = 10 \log_{10} \left( \frac{P}{2 \times 10^{-5}} \right)^2
2. NORMAL ATMOSPHERE (0°C, SEA LEVEL) - 1 BAR = 14.7 LBS/FT² = 2117 LBS/IN² - 10⁶ PASCALS = 10⁶ DYNE/cm² = 194 dB re 20μ Pa
3. EVERY DOUBLING OF THE SOUND PRESSURE CAUSES AN INCREASE OF 6 dB
4. A 1.41 INCREASE IN SOUND PRESSURE CAUSES AN INCREASE OF 3 dB IN SOUND PRESSURE LEVEL AND REPRESENTS A DOUBLING OF SOUND ENERGY
5. THE SPL's GIVEN HERE ARE FOR LINEAR FREQUENCY WEIGHTING

**FIGURE 2.2.** Sound pressure level in decibels as a function of various units of sound pressure. Some approximate SPL's for certain sounds and noises are indicated.
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procedures, it is convenient and appropriate to consider the amount of energy in
the total, identified sound or noise event (e.g., the sound of an airplane flying
overhead).

Mathematically, \( L_{ex} \) in decibels is

\[
L_{ex} = 10 \log_{10} \sum_{i=1}^{n} 10^{L_i/10}
\]

where \( i = 1 \) is the first second of the sound event, \( i = n \) is the last second of its
presence, and \( L_i \) is the SPL of each 1-sec interval over the specified period of
time. For practical reasons related to the logarithmic character of decibels, as
well as other reasons discussed in chapter 6, it is sometimes practically sufficient
to sum only SPL’s between the times the sound is within 10 dB of the maximum
or peak SPL reached by the sound.

Multiple-event sound equivalent level \( L_{eq} \) in decibels

In real life, the cumulative effects of the energy in repetitions of the same or
different sounds over days and years of exposure are usually of primary concern
in the assessment of noise pollution. For these purposes, a quantity labeled \( L_{eq} \)
has been developed. This measure of noise exposure is proportional to the sum of
the energy of the 1-sec SPL’s over a fixed, specified long period of time (e.g.,
1 hour, 1 day, 1 year, 50 years, etc). However, unlike \( L_{ex} \), for which the mea-
sured pressures in successive 1-sec intervals are merely summed, in \( L_{eq} \) the sum
of the measured 1-sec SPL’s is averaged over the total duration, in seconds, of
the fixed, specified period of time. Accordingly, \( L_{eq} \) is proportional to the aver-
age 1-sec SPL. If it were present for each and every second during the fixed,
specified period of time, the SPL would add up to, or be equivalent to, the
amount of sound energy actually present during the entire period of time.

Mathematically, \( L_{eq} \) in decibels can be expressed in the following three
ways:

\[
L_{eq} = 10 \log_{10} \frac{1}{n} \left( \sum_{i=1}^{n} 10^{L_i/10} \right)
\]

where \( i = 1 \) is the first second, and \( i = n \) is the last second, and \( L_i \) is the SPL of
each 1-sec interval during a specified period of time. When appropriate, \( L_{eq} \) is

\[
L_{eq} = L_{ex} + 10 \log_{10} N_i + 10 \log_{10} \frac{1}{T}
\]

where \( L_{ex} \) is the value of a particular type or level of noise events occurring dur-
ing the specified period of time \( T \) in seconds and \( N_i \) is the number of such occur-
rences. The third way \( L_{eq} \) can be expressed is
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\[ L_{eq} = 10 \log_{10} \left( \frac{1}{n} \sum_{i=1}^{n} 10^{L_{ex_i}/10} \right) \]

where \( L_{ex_1} \) is the first value and \( L_{ex_n} \) is the last value for each \( L_{ex} \) present during the specified period of time.

The reason for using the decibel for quantifying the above measures of sound energy is that the range of times (1 sec to years of exposure) and of sound pressures (from less than 20 \( \mu \)Pa to millions of micropascals) requires a means of compressing the number scales involved. The use of the decibel achieves this end. In this document all logarithms are to the base 10.

Modifications to Measures of Sound Energy

Up to this point the physical quantities described have been based on relatively simple physical assumptions that the ear responds to sound as an energy sensing device with a given frequency bandwidth and uniform sensitivity to frequencies within that bandwidth. However, it is necessary to introduce some reference to the shaping and modification of these quantities that experience and research have shown to be needed in order to maximize the correlation between measures of the physical world of sound and some basic psychological-physiological responses in people to that sound.

Impulsive and steady-state sound

In the intensity-time dimensions, sound may be labeled as being either "impulsive" or "nonimpulsive." Impulsive sound is herein defined as a change in SPL, above certain values of SPL (to be specified later), of more than 10 dB in 1 sec or less; all other 1-sec intervals of sound are nonimpulsive. Sound is also defined here to be steady state when the SPL remains relatively constant (within ±2.5 dB) for successive periods of 1 sec. Sound, unless shorter than 1 sec in total duration, can go from impulsive to nonimpulsive and vice versa during its existence. This definition is related to the fact that, as discussed later, changes in sound level as rapid as described have psychological effects that differ from those of other intervals of sound.

I would like to point out the use in my earlier book (ref. 2) of 0.5 sec rather than 1 sec for this period. For various reasons shown later, it is in keeping with available community noise assessment procedures, as well as being in reasonable agreement with the operating characteristics of the human ear, to use the 1-sec period.

These definitions of impulsive and steady-state sound have the effect of detaching any meaning or identification the sounds or noises may have to the listener. As discussed elsewhere, the practical assessment of noise pollution is not
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cconcerned with the contributions to annoyance from sounds or noise attributable to any idiosyncratic meanings to particular individuals or groups.

**Broadband noise**

When the sound pressure varies in a very regular way and at the same unvarying frequency, a "pure tone" is heard. When more than one tone or frequency is present, the sound is said to be complex, that is, to have a band of frequencies. Most everyday noises consist of broadband sounds such as those that commonly occur from the operation of machinery, the firing of guns, the operation of airplanes, and so forth. By this we mean that the sound contains low-, middle-, and high-frequency components; some of these components may be stronger than others, giving a somewhat tonal character to the overall sound.

A way of explaining this frequency band, or spectrum as it is called, of a sound or noise is to consider the kind of sound that would come from a piano when all the keys were simultaneously struck, each key causing a different tonal frequency to be emitted. The noise of an airplane engine, for example, caused by many different vibrating parts and air exhausts, will usually have different and varying amounts of energy at more frequencies in its spectrum than the sound of the piano (with all strings struck simultaneously); however, both emit a broadband-frequency spectrum of sound. Likewise, the human voice, when a person is speaking, has a broadband-frequency spectrum. This is not to say that a single frequency or tone is not, at times, considered as a noise, even a very objectionable one, but that by and large, most sounds and noises are broadband in nature.

**Overall frequency weighting method**

The ear has the ability to analyze out individual parts of broadband sounds and also to respond to the sound over all frequencies; that is, the noise from an automobile is identifiable as a total, single noise. However, the ear is more sensitive to some frequencies or parts of the spectrum than to others. Figure 2.3 shows the results of experiments (refs. 3 and 4) in which subjects were presented, one at a time, with individual 1/3-octave bands of sound frequencies (shown by the small horizontal bars) and asked to adjust its intensity level until it sounded as noisy (solid curve) or as loud (dashed curve) as the 1/3-octave band centered at 1000 Hz. The higher frequency bands, those above 1000 Hz, are physically less intense (lower SPL in decibels) than the lower frequency bands in order to sound equal in noisiness and loudness to the band centered at 1000 Hz. The frequencies included in each 1/3-octave band are given in the left-hand column of table 2.1.

Sound level meters (SLM's) are supposedly built to integrate the energy in a noise over all its frequencies simultaneously. Depending on its mode of operation, more weight can be given to the higher than to the lower frequencies as in
Effects of Noise

![Frequency Weightings for Judged Equal: A (Louderness), E (Louderness), D (Noisiness)](image)

FIGURE 2.3. Relative frequency weighting for loudness (ref. 3), perceived noisiness (ref. 4), and A-weighting (ref. 5).

the human ear. One such frequency weighting, called A-weighting, is also shown in figure 2.3. As shown in figure 2.3, the frequency-weighted curve is about the same shape as those curves found when the subjects are asked to judge how noisy or how loud are the different 1/3-octave frequency bands.

Because the A-weighting follows somewhat the shape of the equal-loudness and equal-noisiness contours and is by national and international standards (ref. 5) built into most SLM’s, it has become the most widely used method of measuring broadband sounds to predict how loud or noisy they will sound to the average person. Accordingly, two noises that have the same A-weighted level will presumably sound equally loud or noisy to the average listener. Some of the limitations to this generalization are mentioned in a few paragraphs below and in later chapters.

More accurate frequency weightings for estimating how loud or noisy different sounds will be are shaped more like the equal-loudness and equal-noisiness contours in figure 2.3. These other frequency weightings, called D- and E-weightings, are not used to any great extent, however, because they are not standardized parts of most SLM’s. The relative values of a number of actual or proposed frequency weightings are given in table 2.1. The B- and C-weightings are
### Table 2.1.

Cut-Off Frequencies and Center Frequencies of Preferred 1/3-Octave-Band Filters and Frequency Weightings for Sound Level Meters

<table>
<thead>
<tr>
<th>Cut-off Frequencies, Hz</th>
<th>Center Frequencies, Hz</th>
<th>A-weighting, dB</th>
<th>B-weighting, dB</th>
<th>C-weighting, dB</th>
<th>D1-weighting, dB</th>
<th>D2-weighting, dB</th>
</tr>
</thead>
<tbody>
<tr>
<td>45 to 56</td>
<td>50</td>
<td>-30.2</td>
<td>-11.7</td>
<td>-1.3</td>
<td>-12</td>
<td>-19</td>
</tr>
<tr>
<td>56 to 71</td>
<td>63</td>
<td>-26.1</td>
<td>-9.4</td>
<td>-0.8</td>
<td>-11</td>
<td>-17</td>
</tr>
<tr>
<td>71 to 90</td>
<td>80</td>
<td>-22.3</td>
<td>-7.4</td>
<td>-0.5</td>
<td>-9</td>
<td>-14</td>
</tr>
<tr>
<td>90 to 112</td>
<td>100</td>
<td>-19.1</td>
<td>-5.7</td>
<td>-0.3</td>
<td>-7</td>
<td>-11</td>
</tr>
<tr>
<td>112 to 140</td>
<td>125</td>
<td>-16.2</td>
<td>-4.3</td>
<td>-0.2</td>
<td>-6</td>
<td>-9</td>
</tr>
<tr>
<td>140 to 180</td>
<td>160</td>
<td>-13.2</td>
<td>-3.0</td>
<td>-0.1</td>
<td>-5</td>
<td>-7</td>
</tr>
<tr>
<td>180 to 224</td>
<td>200</td>
<td>-10.8</td>
<td>-2.1</td>
<td>0</td>
<td>-3</td>
<td>-5</td>
</tr>
<tr>
<td>224 to 280</td>
<td>250</td>
<td>-8.0</td>
<td>-1.4</td>
<td>0</td>
<td>-2</td>
<td>-3</td>
</tr>
<tr>
<td>280 to 355</td>
<td>315</td>
<td>-6.5</td>
<td>-0.9</td>
<td>0</td>
<td>-1</td>
<td>-2</td>
</tr>
<tr>
<td>355 to 450</td>
<td>400</td>
<td>-4.8</td>
<td>-0.6</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>450 to 560</td>
<td>500</td>
<td>-3.3</td>
<td>-0.3</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>560 to 710</td>
<td>630</td>
<td>-1.9</td>
<td>-0.2</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>710 to 900</td>
<td>800</td>
<td>-0.8</td>
<td>-0.1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>900 to 1200</td>
<td>1000</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1200 to 1400</td>
<td>1250</td>
<td>0.5</td>
<td>-1</td>
<td>-1</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>1400 to 1800</td>
<td>1600</td>
<td>1.0</td>
<td>-1</td>
<td>-1</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>1800 to 2240</td>
<td>2000</td>
<td>1.2</td>
<td>-2</td>
<td>-2</td>
<td>8</td>
<td>8</td>
</tr>
<tr>
<td>2240 to 2800</td>
<td>2500</td>
<td>1.2</td>
<td>-3</td>
<td>-3</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>2800 to 3550</td>
<td>3150</td>
<td>1.2</td>
<td>-5</td>
<td>-5</td>
<td>11</td>
<td>11</td>
</tr>
<tr>
<td>3550 to 4500</td>
<td>4000</td>
<td>1.0</td>
<td>-0.8</td>
<td>-0.8</td>
<td>11</td>
<td>11</td>
</tr>
<tr>
<td>4500 to 5600</td>
<td>5000</td>
<td>0.5</td>
<td>-1.3</td>
<td>-1.3</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>5600 to 7100</td>
<td>6300</td>
<td>-2</td>
<td>-2.0</td>
<td>-2.0</td>
<td>9</td>
<td>9</td>
</tr>
<tr>
<td>7100 to 9000</td>
<td>8000</td>
<td>-1.1</td>
<td>-3.0</td>
<td>-3.0</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>9000 to 11200</td>
<td>10000</td>
<td>-2.5</td>
<td>-4.3</td>
<td>-4.3</td>
<td>3</td>
<td>3</td>
</tr>
</tbody>
</table>

Incorporated in standard SLM's, but they are considered obsolete as loudness weighting functions and are not used for most noise-assessment purposes.

In order to avoid the need to identify the quantity referred to in some of these variations in frequency weightings every time a decibel value is cited, the frequency-weighting letter designation is often given as follows: SPL$_A$, or simply $L_A$, in decibels; SPL$_C$, or $L_C$, in decibels; and so forth. An alternate means of designating the frequency weighting used is to attach the weighting letter to the unit, that is, dBA, dBC, and so forth. This practice is a convenience when decibels, sometimes representing two or more different quantities, are presented in the same graphs, tables, or discussion. A further means of ensuring unambiguous shorthand designation is to attach, when appropriate, "max" to the unit (e.g., max dBA or dBA$_{max}$) when referring to the maximum of peak sound pressure level that occurs during a noise event.
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1/3-octave-band method

A less common procedure for predicting the level of loudness or noisiness of a broadband sound than that of measuring energy over all sound frequencies with a frequency-weighting meter is the following: (a) measure the SPL in decibels in each 1/3-octave band; (b) adjust the SPL for each band in accordance with the A-weighting value pertaining to each frequency band; and (c) sum, on an energy basis, these 1/3-octave-band SPL’s. The result is the A-weighted SPL in decibels over all frequencies, as would also be measured on an SLM with A-weighting. The individual band values give the noise-control engineer or equipment designer more insight into what changes in the noise spectrum can best be made to reduce its overall loudness or noisiness.

Another procedure is to weight the individual 1/3-octave-band levels in accordance with the shape of the equal-noisiness contours of figure 2.3 and to sum these values, using certain prescribed procedures that take into account the relative bandwidth of a noise, to arrive at the perceived noise (noisiness) level measured in decibels (PNdB). A variation of this unit, effective perceived noise level in decibels (EPNdB), is primarily used for the engineering specifications of the noise from aircraft and makes allowances for pure-tone factors as well as durations that can influence how noisy a sound is judged to be (refs. 2 and 6).

The calculation of the PNdB level of a noise at a given moment of time is a two-step process. The number of “noy” units (a perceived, subjective quantity) for each of twenty-four 1/3-octave-band SPL’s is found from table 2.2. (This table of noy values represents an approximation of the contours of fig. 5.11.) These noy values are summed in accordance with the following formula:

\[ N = n(k) + 0.15 \left( \sum_{i=1}^{24} n - n(k) \right) \]

and

\[ \text{PNdB} = 40.0 + 33.3 \log N \]

where \( N \) is the perceived noisiness in noys, where \( n \) is the number of noys in a 1/3-octave band (see table 2.2), and \( n(k) \) is the largest of the 24 \( n \) values.

References 2 and 6 contain detailed descriptions of formulas and procedures for calculating modifications to PNdB to take into account temporal, pure-tone, and impulse corrections. Newly developed impulse-correction procedures are presented in chapter 5.

Temporal factors

To predict the role of frequency spectrum in the undesirability of sounds, no real distinction is made for general noise-assessment purposes between
judged loudness and noisiness (i.e., a dBA level is used to predict either judgment). But to predict the effects of temporal factors, loudness is not an adequate attribute of sound to use because the loudness of a noise at a level of 80 dBA lasting, say, 10 sec will appear to be about as loud as the same noise lasting, for example, 20 sec. As further discussed later, the noisiness, or the undesirability of a sound, tends to increase as its duration is increased or, in some cases, as its duration is decreased to the degree it becomes impulsive.

Multiple occurrences

Realistically, a single occurrence per day of a noise that is an expected part of one’s environment is usually not sufficiently annoying or bothersome to be a matter of practical concern. Rather, the typical total daily dosage of a number of occurrences of a noise or noises that are a regular, recurring part of the living environment appears to be that to which people respond in rating the acceptability or unacceptability of their noise environment. As mentioned previously, the effect of the “meaning” of a sound or noise on its judged acceptability is not considered in the physical measurement of noise dosage.

Sound measurements aimed at assessing this aspect of the noise environment also follow, for the most part, the equal-energy principal used for equating individual noise occurrences of different levels and/or durations. For example, the average resident in a neighborhood will rate the noise environment to be about equally acceptable with 100 daily occurrences of a 10-sec-duration noise at a level of 95 dBA as with but 50 average daily occurrences of the same duration at a level of 98 dBA. The total daily sound energy for these two conditions is the same. The summed duration in seconds of our example of 50 noise events would, of course, be one-half the summed duration in seconds of the 100 events. However, doubling the sound pressure squared (which is represented by an increase of 3 dBA) doubles the sound energy present per second each noise is present and compensates, in our example, for the loss in energy due to halving the number of noise events.

In the United States, the practice is to add to this equal-energy method of measuring environmental noises an adjustment for the time of day at which regularly occurring noises are present. The simplest practice is to add a 10-dB “penalty” to the actual A-weighted levels occurring at nighttime (10 p.m. to 7 a.m.) compared with the same levels when they are present during the day (7 a.m. to 10 p.m.). The result is called day-night level $L_{dn}$ (or sometimes DNL). An additional weighting, or penalty, is used in a quantity called the community noise equivalent level (CNEL), wherein a 5-dB penalty is also applied to noises occurring during the hours of 7 p.m. to 10 p.m.

In the United States, these presently used units of noise measurement ($L_{dn}$ and CNEL) evolved from the original “composite (summed energy) noise level” procedure for expressing in a single number the daily noise dosage a variety of highly related units—composite noise rating (CNR, refs. 1 and 7), noise ex-
<table>
<thead>
<tr>
<th>SPL-DB</th>
<th>74.2 (±0.3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>29 7.04 dB</td>
<td>1.0 1.0</td>
</tr>
<tr>
<td>30 1.00 dB</td>
<td>1.0 1.0</td>
</tr>
<tr>
<td>31 0.96 dB</td>
<td>1.0 1.0</td>
</tr>
<tr>
<td>32 0.96 dB</td>
<td>1.0 1.0</td>
</tr>
<tr>
<td>33 1.05 dB</td>
<td>1.0 1.0</td>
</tr>
<tr>
<td>34 1.05 dB</td>
<td>1.0 1.0</td>
</tr>
<tr>
<td>35 1.05 dB</td>
<td>1.0 1.0</td>
</tr>
<tr>
<td>36 1.05 dB</td>
<td>1.0 1.0</td>
</tr>
<tr>
<td>37 1.05 dB</td>
<td>1.0 1.0</td>
</tr>
<tr>
<td>38 1.05 dB</td>
<td>1.0 1.0</td>
</tr>
<tr>
<td>39 1.05 dB</td>
<td>1.0 1.0</td>
</tr>
<tr>
<td>40 1.05 dB</td>
<td>1.0 1.0</td>
</tr>
</tbody>
</table>

### TABLE 2.2

Antilog (Base 10) of SPL/10 and Noys as a Function of SPL

[From ref. 2]
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Exposure forecast (NEF, ref. 8), and, eventually, \( L_{dn} \) (refs. 7 and 9). These and somewhat similar units developed in other countries are discussed in detail in references 7 and 8.

As a matter of historical and some practical importance, it might be noted that the estimated 10-dB nighttime penalty was expressed, inadvertently it appears, as about 13 dB in the CNR and NEF formulas for calculating these units: \( \text{CNR} = P_{N dB_{max}} + 10 \log N_f - 121 \) and \( \text{NEF} = P_{N dB_{eq}} + 10 \log N_f - 88 \), where \( P_{N dB_{max}} \) is the maximum perceived noise level in decibels, \( P_{N dB_{eq}} \) is the equivalent perceived noise level in decibels, \( N_f = N_d + 16.7 N_n \), \( N_d \) and \( N_n \) are the number of daytime and nighttime events, and barred variables are the average of the energy levels of the variable. (Interestingly, the very earliest estimation procedure proposed for a CNR confused a 10-dB nighttime penalty with a 3-dB energy weighting for numbers of nighttime operations versus numbers of daytime operations. See table 4 of ref. 10.)

In reality, these formulas for CNR and NEF represent a solution to the question as to what weighting would be required to achieve CNR's or NEF's that differ by 10 dB when the hourly rate of nighttime aircraft operations is the same rate as for the daytime. This, of course, is a different proposition than the concept that a given aircraft noise occurrence at nighttime should be penalized (given 10 dB more weight) more than if it had occurred during the daytime, which is the avowed intention for CNR and NEF. The actual achievement \( L_{dn} \) formulation is the following:

\[
L_{dn} = \bar{L}_{ex} + 10(\log N) - 49.4
\]

where

\[
N = N_d + 10 N_n
\]

Damage to hearing

Generally the average daily dose of environmental noise is related to the acceptability or unacceptability of the noise as a source of annoyance and stress, although the sum of noise dosages at work and elsewhere over days and years must be considered in assessing the potential permanent damage to hearing that can occur from exposure to noise. As discussed later, an equal-energy dose over a person's lifetime of daily doses of damage to hearing is used for predicting damage risk to hearing from noise exposure. However, the procedures for predicting damage risk to hearing from physical measures of noise are somewhat complicated by the fact that the equal-energy principle is, for many types of daily noise occurrences, inadequate as a predictor of the amount of damage to hearing occurring within a day's exposure. A model and a formula for predicting damage risk to hearing from physical measures of sound are developed and presented later. The result is called damage level (DL).
Measures of Noise Energy

Rules for labels

Complete standardization of the measures and labeling of sound energy for specifying their degree of undesirability, or noisiness, has not been reached yet. For the purposes of the present document the following “rules” will be used for the labels for some common aspects of noise energy that are related to its effects on people:

Level: Level L is the ratio, in decibels, between a measured and a reference amount of sound pressure that has been shaped or modified from a purely linear physical measure to achieve correlation with some unwanted effect, or attribute, of the sound on people. A letter indicative of the attribute is assigned as a prefix to L, for example, loudness level (LL), perceived noisiness level (PNL), or damage level (DL).

Frequency shaping: The designation of the frequency shaping that might be required is shown as a subscript suffix, for example, A-weighted loudness level would be \( LL_A \); A-weighted perceived noise level is \( PNL_A \), and so forth.

One-second energy: The designation of the basic unit of time for measuring sound energy, 1 sec (1s), is noted as a subscript following the frequency-weighting designation; for example, \( LL_{A1s} \), \( PNL_{A1s} \), and so forth.

Temporal shaping: Designations for temporal energy shaping beyond the 1-sec period are shown as subscript suffixes following the frequency-weighting and energy subscripts, for example, the A-weighted perceived noise level of a sound of some unspecified exposure (ex) duration is \( PNL_{A1s,ex} \), or the equivalent (eq) A-weighted perceived noise level of a number of exposures to noises over some specified duration is \( PNL_{A1s,eq \, 1 \, year} \), or the A-weighted damage level over a 50-year career of exposure is \( DL_{A1s,eq \, 50 \, years} \), or A-weighted perceived noise level of noises over 1-year exposure with an “extra” penalty (i.e., 10 dB) given to noises occurring during nighttime hours is \( PNL_{A1s,eqdn,1 \, year} \).

Labeling of measures of noise energy

Although following such rules in labeling quantities of noise should result in their clear, unambiguous identification, the alphabet labels become long and confusing in their own right. Further, the context in which they are being used often makes clear the quantities under discussion so that further abbreviations can be used.

Table 2.3 is an attempt to summarize the physical measures of sound energy with the shaping or modifications that make them most meaningful for the prediction of how people will be affected. Also given are the labels, and their abbreviations, that can be used to identify these modified measures of sound energy. It is helpful to consider these as either quantities of noise (not sound) or as quantities of sound transformed to predict their unwanted effects on people.
### TABLE 2.3.
Basic Sound Energy Measures and Their Frequency and Time Weightings

<table>
<thead>
<tr>
<th>Label for sound energy level</th>
<th>Equation for sound energy level (a)</th>
<th>Weighting of sound required to correlate human responses with physical measures for—</th>
<th>Labels for frequency- and time-weighted SEL’s correlated with human responses of—</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Frequency (b)</td>
<td>Time</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sound pressure level, SPL, dB</td>
<td>[\text{SPL} = 10 \log_{10} \left( \frac{1}{n} \sum_{i=1}^{n} \frac{P_{i,\text{meas}}^{2}}{P_{i,\text{ref}}^{2}} \right) ]</td>
<td>A</td>
<td>1 sec (1s)</td>
</tr>
<tr>
<td>PNdB</td>
<td>1 sec (1s)</td>
<td>[^{f}\text{PNL-\text{PNdB1s}} ]</td>
<td>[^{f}\text{PNL-\text{PNdB1s, max}} ]</td>
</tr>
<tr>
<td>Event exposure level, (L_{\text{ex}}), dB</td>
<td>[L_{\text{ex}} = 10 \log_{10} \sum_{i=1}^{n} 10^{L_{i}/10} ]</td>
<td>A</td>
<td>Event exposure, sec</td>
</tr>
<tr>
<td>PNdB</td>
<td>Event exposure, sec</td>
<td>[^{g, h}\text{PNL-\text{PNdB1s,exN}} ]</td>
<td>[^{I}_{\text{ex}} ]</td>
</tr>
<tr>
<td>Equivalent exposure level, (L_{\text{eq}}), dB</td>
<td>[L_{\text{eq}} = 10 \log_{10} \left( \frac{1}{n} \sum_{i=1}^{n} 10^{L_{i}/10} \right) ]</td>
<td>A</td>
<td>Total time (T) of a specified period</td>
</tr>
<tr>
<td>PNdB</td>
<td>Total time (T) of a specified period</td>
<td>[^{g}\text{PNL-\text{PNdB1s,eqT}} ]</td>
<td>[^{L}_{\text{eqT}} ]</td>
</tr>
<tr>
<td>A</td>
<td>Day-night (dn) daily avg. for 1 year (y)</td>
<td>[^{g}\text{PNL}_{A1s,\text{eqdn(1y)}} ]</td>
<td>[^{j}<em>{L</em>{dn}} ]</td>
</tr>
<tr>
<td>PNdB</td>
<td>Day-night (dn) daily avg. for 1 year (y)</td>
<td>[^{g}\text{PNL-\text{PNdB1s,eqdn(1y)}} ]</td>
<td>[^{j}<em>{L</em>{dn}} ]</td>
</tr>
<tr>
<td>A</td>
<td>50 years</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
a See appropriate sections of text for definitions of symbols.
b Frequency weightings: A, C, D, E, phons, and PNdB; A-weighting is most commonly used.
c Loudness is perceived by average person as intensity of a sound at a given moment in time.
d Noisiness is the perceived undesirability or annoyance of a sound or multiple sounds over time independently of any meaning the sounds may have to listeners. Based on laboratory tests and attitude surveys in communities.
e Hearing damage is the permanent shift in the threshold of hearing of pure tones in specified percentages of an exposed population due to exposure to noise. Based on laboratory tests and surveys of hearing in communities, industry, and military.

\[ p_{\text{meas}}^2 = \frac{1}{n} \sum_{i=1}^{n} \frac{p_i^2}{P_{i,\text{ref}}} \]

f PNL is the integrated, frequency-weighted energy in 1-sec intervals of time plus, if required, a startle-related penalty for impulsive, 1-sec intervals of noise (i) (see fig. 5.20) and a 5-dB house-vibration penalty for 1-sec intervals of sound exceeding certain levels (v) (see fig. 5.29). The use of these corrections is to be indicated by the parenthetical subscripts (i, v).

h When required, classes or types of noise events are identified as N following their specified level, e.g., L_{ex}, NI, L_{ex}, N2, etc.

i Single-event noise exposure level (SENEL) and single-event level (SEL) are often practically synonymous with L_{ex}. However, for aircraft flyover noise, SEL, SENEL, and L_{ex} are often estimated from the formula L_{ex} = L_{max} + 10 \log (t/2), where t is the duration (in seconds) and the flyover noise is within 10 dB of the known L_{max}. EPNdB is also used for measuring a noise event. (See text.)

j Community noise equivalent level (CNEL) differs from L_{dn} solely in that CNEL includes an “evening” (7 p.m. to 10 p.m.) time weighting not used in L_{dn}. L_{dn} is also sometimes identified as day-night level (DNL). CNEL time weightings are 0 dB for day (7 a.m. to 7 p.m.), 5 dB for evening (7 p.m. to 10 p.m.), and 10 dB for night (10 p.m. to 7 a.m.); L_{dn} time weightings are 0 dB for day (7 a.m. to 7 p.m.) and 10 dB for night (10 p.m. to 7 a.m.). In the United States, L_{dn} is most commonly used quantity for predicting PNL of a living environment.
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FIGURE 2.4. Graph for finding number of decibels of a number.

...independently of any meaning in the sound. It is convenient that the units for expressing the magnitude of these quantities has been the common decibel, a logarithm of a ratio of the amount at hand to a reference amount. The conversion of various numbers to be discussed in later chapters to decibels and the summation of decibels representing different sounds or noises, as may be of interest, can be aided by the graphs shown in figures 2.4 and 2.5.
FIGURE 2.5. Chart for combining sound levels by “decibel addition.”

(From ref. 9.)
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Introduction

The peripheral parts of the auditory system are the outer ear (pinna and auditory canal), the middle ear (eardrum and ossicles), and the inner ear (the cochlea). The ear, possibly largely independent of processing by the central nervous system (ref. 1), is capable of analyzing the spectral content of complex, broadband sounds. This spectral analysis is primary and essential to the identification of and discrimination among different sounds and to the learning of their meanings by the higher brain centers.

Although not well understood by scientists, this spectral analysis capability can be either partly or totally disturbed by overexposure to intense sound or noise. Unfortunately, as is discussed subsequently in some detail, the noises and sounds of modern society take some toll on the ear before most lifetimes are complete. In addition, noise can have an immediate adverse effect by overloading the ear, causing some temporary loss in hearing ability.
Analysis of Sound by the Ear

Figure 3.1 is a schematic of the path and means by which sound enters the human ear, at which time it is transduced into motion in the fluid (perilymph) of the cochlea. This fluid action causes nerve fibers on the basilar membrane to send impulses to higher nerve centers, where the impulses are perceived or interpreted as sound.

In classical auditory theory, the analysis of sound, with respect to the physical dimensions of frequency and intensity, takes place in the cochlea. Except for special circumstances, phase information (related to the positive-negative pressure relations among different frequency components in a broadband sound) appears to be of little significance to the subjective response to sounds. The primary psychological aspects of frequency and intensity are pitch and loudness. Psychological dimensions other than pitch or loudness—for example, density volume (size) and perceived noisiness—have also been related to the frequency-intensity characteristics of sounds. (See ref. 2.)

The attribute of pitch has been ascribed to possible cues of place of stimulation on the basilar membrane of the cochlea and to the frequency of firing of peripheral neural units; the attribute of loudness has been ascribed to the number and rate at which neural impulses are generated in the cochlea. It is, however, the perception of the patterns of complex pitch and loudness in the flow of time that makes audition such a useful and pervasive part of man's consciousness.
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Critical bandwidth of the ear

The abilities of the ear to perceive pitch as a function of frequency and loudness as a function of intensity, and to detect small changes in these attributes, were well mapped out prior to 1950. (See refs. 3 and 4.) However, the ability of the ear to behave as a bandpass filter was not extensively delineated until after 1950.

As conceived by Fletcher (ref. 5), the concept of filters within the ear having what are called critical bandwidths has proved to be significant. This concept has furnished a basis for explaining some auditory behavior with respect to speech perception, auditory fatigue, loudness, pitch perception, and masking. Basically, the cochlea and its associated nerve nets often seem to behave as a very large set of overlapping bandpass filters connected in parallel. These filters, like most filters, have skirts that are not sharp. (See ref. 6.) Their bandwidths change as a function of frequency, and they become broader when the signal intensity is increased. In particular, it seems that at high intensity levels the upper skirt of the filter becomes much less steep than the lower skirt. The critical band concept indicates that increasing the bandwidth of a masking noise beyond a certain width does not increase the degree to which a pure tone located at the center of the band is masked. Only the energy at frequencies nearer the center frequency contribute to the analysis and masking of the tone at the center.

References 5 and 7 to 9 are experiments in which the intensity level of a pure tone, presented with a broadband random noise, was adjusted until the tone was just audible. This process was repeated with pure tones of different frequencies. Swets et al. (ref. 10) conducted a similar experiment in which a narrow band of noise was masked with a wider band. Masking is when a tone, or other signal is made nonaudible to a listener because of the presence of another sound or noise. The results of figure 3.2 show that the width of the critical band and critical ratio vary as a function of frequency. (Figs. 3.2 through 3.22 are from ref. 11.) For the two bottom curves in figure 3.2, critical band is defined as the ratio (called the critical ratio) between the spectrum level (level per Hz) of white noise and the pure tone at a masked threshold. That is, the critical band was defined as the band of noise around a pure tone, at center frequency, whose acoustic power equaled that of the pure tone when at masked threshold. References 12 to 20 show that when the critical band was measured directly in a variety of perceptual judgment tests, its bandwidth varied more or less as a function of frequency, as did the critical band when measured indirectly by the masking of a pure tone by a white noise. However, the width was about 2 1/2 times greater when measured directly. (See fig. 3.2.)

Shown in figure 3.3 and also in figure 3.4, at the points 6 dB down from the peaks, is the bandwidth of the resonance functions for the basilar membrane of the cochlea as measured in references 21 and 22. From an analysis of perceptual data on the critical band, and from Von Békesy's direct measurements of basilar membrane resonance, Greenwood (ref. 23) concludes that one critical bandwidth
Effects of Noise

Figure 3.2. Bandwidth of sounds as function of band center frequency for various parameters. (Data from Fletcher (ref. 5), Hawkins and Stevens (ref. 7), Greenwood (ref. 16), De Boer (ref. 18), Von Békésy (ref. 21), and Zwicker et al. (ref. 14.).)

(not ratio) extends about 1 mm along the basilar membrane in the frequency region from about 400 to 6000 Hz. (See right-hand vertical ordinate in fig. 3.2.)

It should be recognized that the auditory system is capable of perceiving pitch changes, trills, beats, etc., from frequency changes in an acoustic stimulus that are much narrower than the critical band or the gross hydromechanical patterns that result from stimulation of the cochlea. It is probable that neural mechanisms present in the brain stem are responsible for some of this further sharpening action. (See ref. 24.)

The hydromechanical behavior of the inner ear is such that the low frequencies cause turbulence (the presumed stimulator, in some manner, of the receptor cells on the basilar membrane) toward the part of the cochlea, called the apex, farthest from the place where sound vibrations enter the inner ear. Also, this turbulence is asymmetrical, spread out toward the base of the cochlea and truncated
Physiological Functioning of the Ear and Masking

FIGURE 3.3. Resonance curves for six points on the cochlear partition. The solid curves are measured values, and the dashed curves are theoretical values. (From ref. 22.)

FIGURE 3.4. Displacement amplitudes along the cochlear partition for different frequencies. The stapes was driven at a constant amplitude, and the amplitude of vibration of the cochlear partition was measured. The maximum displacement amplitude moves toward the apex as the frequency is decreased. (From ref. 21.)
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toward the apex. (See figs. 3.3 and 3.4.) These two facts contribute to a characteristic effect of sound, namely, that low-frequency sounds tend to stimulate many more receptor fibers on the basilar membrane than do high-frequency sounds.

Critical summation time of the ear

Just as in the frequency domain, where there is a critical bandwidth over which the ear processes loudness, there is a "critical time period" over which the ear summates loudness. This time period, sometimes called the "time constant" of the ear, is about 1 sec for detection of pure tones in the quiet (minimum loudness) and in the presence of a masking noise. The time constant for the detection of a change in the loudness of a sound when it is at suprathreshold levels (far above minimum loudness with no masking noise present) is about 0.3 sec. The auditory system apparently has a more difficult loudness discrimination task at absolute and masked thresholds than at suprathreshold.

The critical summation time is also shown by the fact that sound energy occurring outside a time frame of 0.3 sec at suprathreshold levels, and 1 sec at absolute or masked threshold levels, does not contribute to the loudness of a sound perceived for that period of time. This is, of course, analogous to the critical frequency bandwidth of the ear where sound energy present outside the critical bandwidth does not contribute to the loudness of the sound perceived in the critical band.

This critical time period is fairly independent of the frequency content of the sounds. However, it is important to note that it is the perceived loudness that is being processed or integrated, and not the sound energy per se. In short, this independence of time and frequency is revealed only when the spectral contributions of a sound to loudness are taken into account. Perceptual data pertaining to the critical summation time, or time constant, of the ear is discussed in some detail in chapter 5 of this report.

Model of the inner ear

The model of the inner ear subscribed to for the purposes of this report is as follows: (1) the time-pressure envelope of a sound is created and is related by hydromechanical means to the construction of the inner cochlea and the fluids it contains and varies with frequency along the basilar membrane within the cochlea; (2) the neural receptors on the basilar membrane can respond to the changes in pressure and turbulence of the cochlear fluid; (3) the auditory nervous system is capable of interpreting neural firings from the basilar membrane with respect to the number of neural firings, the place on the basilar membrane initiating the firings, and the periodicity of the firings; and (4) when the rms pressure of the sound stays steady for a period longer, within limits, than about 0.3 sec, the rate and/or periodicity of neural responses from the basilar membrane becomes
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stabilized. For reasons to be more fully discussed subsequently, it is proposed that this temporal interval be taken as 1 sec rather than 0.3 sec.

Outer and middle ear

The outer and middle ear appear to have the function not only of transmitting to the inner ear the pressure waveform of the sound, but also of protecting the inner ear from having to be exposed to sounds outside its capacity. In regard to the latter: (1) the middle ear can prevent the transmission to the inner ear of pressure waves with rise times longer than 200 msec by means of the action of the eustachian tube (or even by rupturing of the eardrum); (2) when presented with high-intensity pressure waves, small muscles in the middle ear can contract, which stiffens the ossicular chain and attenuates the transmission of at least some frequencies of the sound (with very intense sound, the ossicular chain appears to rotate from its normal axis in a way that limits or even reduces the pressure level reaching the inner ear), and (3) the mass and stiffness of the ossicular chain prevent transmission of a pressure wave with a rise time of less than 50 μsec. These time durations, 200 msec to 50 μsec, correspond to the period of the frequencies of 5 Hz to 20,000 Hz and match the frequency band limits of the inner ear which are set largely by the dimensions of the inner ear and by the nature of the basilar membrane. (See ref. 25.)

The acoustic resonance of the ear canal and of the outer ear contributes to the frequency response characteristics of the ear. It is significant that, relative to frequencies below 1000 Hz, the ear canal effectively amplifies higher sound frequencies, particularly around 4000 Hz. (See fig. 3.5.) Although this may at times contribute to overstimulation of the inner ear at the higher frequencies, this resonance may be a useful compensation for the nonlinear attenuation of these higher frequencies during the transmission of sound through air and most other media.

FIGURE 3.5. Effects of resonance in external meatus. Ordinate shows ratio in decibels between sound pressure at eardrum and sound pressure at entrance to auditory canal. (From ref. 26.)
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Aural Reflex

The tympanic and stapedius, two small muscles in the middle ear, are attached to the small ossicular bones that connect the eardrum with the cochlea. They mediate the so-called aural reflex and thereby play a significant role in audition, particularly when noise is present. The aural reflex can influence the effects of noise with regard to masking, loudness, and auditory fatigue. The tympanic and stapedial muscles contract when the ear is exposed to a sound that is about 80 dB above threshold level. In humans, the reflex action is inferred from (1) various perceptual auditory tests, (2) physical measurements of changes in the volume of the external ear canal, and (3) changes in the acoustic impedance of the eardrum.

If sufficiently intense, a sound in one ear will activate the reflex in both ears, although the contraction in the sound-stimulated ear is somewhat stronger than that in the nonexposed ear. Up to a point, as the intensity of the sound increases the degree of contraction increases. It appears that the reflex is more responsive to broadband sounds than to pure tones, and is more responsive to lower frequencies than to higher frequencies.

The reflex appears to adapt or relax in the presence of continued stimulation after about 15 min of exposure to an intense steady-state noise. That the muscles are not fatigued can be shown by the fact that the reflex can be reactivated by changing the acoustic stimulus. (See ref. 27.) It is conceivable that the reflex gradually relaxes during continued stimulation in order to compensate for, or because of, a gradual decrease in the loudness of sounds with long-duration stimulation.

The aural reflex seems to be most readily activated and maintained by intermittent, intense impulses of noise. Latency of the reflex is about 35 to 150 msec, depending on the intensity of the stimulus, and relaxation time following an impulse of noise is reported to be as long as 2 to 3 sec for complete relaxation, with most of the recovery probably occurring within about 0.5 sec. The effect of this reflex upon auditory fatigue from gunfire is shown subsequently.

The reflex is involuntary and, except to the specially trained subject, its occurrence is not detectable. It can apparently be conditioned to light and other stimuli, and some people can cause it to contract voluntarily. Whether people can, by volition, cause the reflex to relax when active is another question, although it has been suggested as an explanation of some phenomena related to threshold measurements.

What mechanical changes take place in the ossicular chain of bones as the result of their contraction of the aural muscles are a matter of some conjecture. For one thing, the acoustic impedance of the eardrum is changed, but the relative position of the eardrum is probably unaltered with total reflex activity, because the two muscles appear to be antagonistic to each other. It is reasonable to think that the aural reflex merely serves to stiffen the eardrum and the bones of the middle ear so that they will not transmit sound as effectively as normal. Something
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like this must occur, but it affects the transmission of sounds mostly below about 2000 Hz.

An argument can be made that the aural reflex is designed to protect the ear from drastic changes in the velocity of movement of the eardrum-cochlear fluid system. It is conceivable that, when the velocity of movement of the cochlear fluid exceeds a certain critical value, the disturbance differs from the usual hydro-mechanical turbulence in the cochlea and spreads both downwards and upwards along the cochlear partition. The best way to protect the ear against this type of trauma is to reduce the transmission of frequencies below about 2000 Hz because of the following: (1) the middle ear is most compliant in the frequency region from 300 to 1500 Hz, and (2) acoustic stimuli that occur at levels in excess of about 150 dB are invariably impulsive and have their major energy in the frequency region below 2000 Hz.

Studies concerned primarily with the perceptual-psychological effects of the aural reflex, as distinct from their physiological correlates, fall into the following three general categories: (1) contralateral threshold shift, (2) loudness, and (3) auditory fatigue.

Contralateral threshold shift

One of the effects of the aural reflex is investigated in the following way. A sound at an intensity sufficient to elicit the aural reflex is presented to one ear and at the same time the listener is tracking his threshold for pure tones in the opposite ear. When activated, the reflex, being bilateral, will cause a rise in the threshold at some frequencies in the “quiet” ear. It is, of course, necessary that the frequency content of the sound used to elicit the reflex be sufficiently different in frequency from the tones being tracked, so as not to have present direct masking due to bone conduction of sound through the listener’s head.

Figures 3.6 to 3.8 (from ref. 28), figure 3.9 (from ref. 29), and figure 3.10 (from ref. 30) reveal many of the salient facts about this contralateral threshold shift. First, it is shown in figure 3.6 that the greatest shift seems to occur for a 500-Hz tone regardless of the frequency content of the stimulus used to arouse the reflex. Figure 3.7 shows that the reflex is more responsive to lower than to higher frequency sounds. Figure 3.7 also shows that, up to a point, the contralateral threshold shift increases linearly with stimulus intensity. Figure 3.8 shows that with continued exposure the reflex adapts.

Loudness

Finding the threshold of hearing for a tone is, in a sense, finding its minimum loudness. Loeb and Riopelle (ref. 29) had subjects find not only the contralateral threshold shifts but also the loudness (relative to pre-reflex loudness) of the 500-Hz test tone presented at suprathreshold levels. (See fig. 3.9.) They found that when the contralateral-reflex activating signal (a tone of 2200 Hz) was pres-
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FIGURE 3.6. Contralateral threshold shift 30 sec after noise onset as a function of frequency. Adapting noise spectrum is the parameter; two noises with center frequencies of 1800 and 3600 Hz, marked "X," have very narrow bandwidths (less than 1/3 octave). (From ref. 28.)

FIGURE 3.7. Growth of contralateral threshold shift at 500 Hz with level of arousal noise. Filter setting is the parameter; three noises with center frequencies of 900, 1800, and 3600 Hz, marked "X," have very narrow bandwidths (less than 1/3 octave). (From ref. 28.)
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FIGURE 3.8. Adaptation of contralateral threshold shift. (From ref. 28.)

FIGURE 3.9. Decrease in perceived loudness as a function of sensation level of test tone. Each curve represents data from a different subject. (From ref. 29.)
ent, the loudness of the 500-Hz test tone at a sensation level of 105 dB decreased relative to its loudness when the reflex activating signal was not present. The decrease in loudness for the test tone at 105 dB was equivalent to a decrease of 5 to 14 dB in intensity of the test tone; at a sensation level of only 20 dB, the decrease in loudness of the 500-Hz test tone with the reflex present was only 2 to 5 dB.

This result led to the conjecture that the reflex possibly had a nonlinear "snubber" action for intense signals but would not attenuate weak signals. This conclusion must remain in doubt in view of the fact that contralateral threshold shifts of 10 to 15 dB, rather than only 3 to 5 dB, have been obtained by others (ref. 31) for roughly comparable stimulus conditions.

Voluntary control of reflex

It appears that some people are able to voluntarily activate their aural reflex. (See ref. 30.) These people are apparently not only aware of a reduction in the loudness level of some sounds, but they also hear the sound made by the contraction and relaxation of the intra-aural muscles. It is estimated in reference 30 that 1 to 2 percent of people have this ability and that others can be trained. Figure 3.10 shows the threshold shift observed at various frequencies during maximum voluntary contraction of the aural reflex.

Auditory fatigue

The fact that the aural reflex (fig. 3.8) adapts or relaxes when a noise stimulus continues for longer than 15 min or so suggests that the reflex would not offer significant protection from hearing loss due to exposure to intense, more or less continuous noise. However, it is shown in references 32 and 33 that the aural reflex can protect the ear from auditory fatigue as the result of exposure to gunfire. Fletcher and Riopelle (ref. 32) elicited the reflex with a brief 1000-Hz tone at 98
FIGURE 3.11. Left graph: mean temporary threshold shifts (TTS) at various frequencies for the two experimental conditions. (W/AR is with aural reflex; and no AR is no aural reflex.) (From ref. 32.) Right graph: average growth of TTS with successive exposures to increasing pulse levels with and without voluntary contraction (VC) of middle ear muscles. Attenuation produced by VC is given by amount by which function generated with VC is shifted to the right. (From ref. 34.)
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dB in one experiment. In later experiments, they elicited the reflex with a click and a band of noise, presented 200 msec before exposing the ear to the impulse from the firing of a gun. They measured the threshold shifts, which were temporary, after 200 rounds of firing. A second experimental condition was the same as that just described except the tone, click, or band of noise was withheld prior to each round of firing. Presumably, the aural reflex was not active in the latter case when the gun noise reached the ear. Figure 3.11 shows that the aural reflex afforded as much as 15 dB of protection from temporary threshold shift (TTS).

Physiological studies have shown that the reflex relaxes following cessation of a stimulus that causes full contraction. Thus, whenever impulsive sounds are separated by more than a certain period, the reflex action presumably present as the result of each impulse provides no attenuation to the succeeding impulse. Germane to this is an experiment of Ward (ref. 35) in which he exposed subjects to acoustic impulses separated by 1-, 3-, 9-, and 30-sec intervals. As shown in fig-

![Figure 3.12](image)

**FIGURE 3.12.** Recovery in time of TTS at 4000 Hz produced by 60 high-intensity pulses. Interpulse interval, in seconds, is the parameter. (From ref. 35.)
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ure 3.12, the threshold shifts are roughly the same for intervals up to 9 sec. Ward concludes that the reflex was therefore inactive within 1 sec after the impulse, or the shift with the 1-sec intervals would have been less than with 3- or 9-sec intervals. Other experimental results from exposure to impulse noise suggest that there might be some residual reflex contraction up to 3 sec in some people.

Aural reflex in persons with hearing loss

The aural reflex is used as a means of diagnosing certain types of hearing disorders. (See ref. 36.) In particular, its absence indicates conductive difficulties in the middle ear.

Terkildsen (ref. 37) found that persons in industry with significant hearing losses as a result of being exposed to traumatic noise had somewhat weaker aural reflexes than persons with normal hearing. On the other hand, Hecker and Kryter (ref. 38) found that soldiers with large permanent hearing losses (presumably due to exposure to gunfire) showed greater aural reflexes than soldiers with normal hearing. These investigators also found that the men with greater reflex activity showed less TTS when exposed to gunfire than was exhibited by men with lesser aural reflexes; however, this difference may have been because of the decreased sensitivity (larger permanent hearing losses) of the former group relative to the latter, and not because of some increased protection afforded by the aural reflex, although this latter is a possibility.

The aural reflex is a subject of active research. (See refs. 39 to 44.) Also, the aural reflex is discussed in subsequent chapters of this report regarding hearing loss from noise and nonauditory system responses to noise.

Masking

A major function of the auditory system is the analysis of acoustical signals so that information-bearing components in a sound wave can be discriminated or separated from the unwanted or noisy parts. In a sense, noise is always present during the hearing process; in the limiting case of quiet, it is the internal noise floor of the auditory system, but usually noise is present in the acoustical signal along with the information-bearing components. The interference or masking of wanted signals by noise is, in a sense, the converse of the analysis process.

The masking of pure tones and bands of noise are of considerable interest and provide some basis for understanding the effects of noise on speech communications. The effects of noise on the process of speech communication per se is discussed subsequently in this chapter; in a subsequent chapter, the annoyance experienced by people in everyday living because of the effects of noise on speech communications is discussed.

The general method used for measuring masking of tones or bands of noise is as follows. Using a pure tone or narrowband noise generator, the threshold of
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Audibility is determined at a number of frequencies for the listener in the quiet. Then, while a masking pure tone or a band of noise is presented, the listener redetermines his threshold of audibility by means of other (probe) tones or bands of noise. The increase in level required for the probe tone or band of noise to be audible at each frequency represents the amount of masking caused by the masking tone or band of noise.

Direct and frequency-spread masking

Direct masking occurs when the receptors in the cochlea that normally process a signal of a given frequency are stimulated by another signal of the same frequency or when the receptors are affected by the upward and downward spread of masking along the basilar membrane from another signal. Ehmer (ref. 45), Small (ref. 46), and Carter and Kryter (ref. 47) confirmed and extended the masking patterns for pure tones that had been found previously by Wegel and Lane (ref. 48). Egan and Hake (ref. 8), Ehmer (ref. 49), Zwicker (ref. 50), Saito and Watanabe (ref. 51), and Calier and Kryter (ref. 47) measured the masking pattern of narrow bands of noise.

Typical examples of the results obtained are shown in figure 3.13. It is shown in the figure that the masking pattern from narrow bands of noise is much smoother, particularly at the vicinity of the center frequency of the masker, than those found with pure tones; the latter masking functions are disturbed by audible beats that occur between the probe tone and the masking tone and its harmonics. These harmonics are introduced by nonlinear distortion in the ear.

The curves in figure 3.13 reveal the following interesting characteristics of direct masking:

1. The band of noise causes more masking around its center than does the pure tone. Increased masking near the center frequency of the masker band of noise would, of course, be expected from the integrative action of the critical bandwidth of cochlear functioning. Also, as Egan and Hake and Ehmer suggest, the pure-tone masking may be only apparently lessened at the locus of the masking tone, because beats between the probe and masking tone cause a false measurement of the threshold of the tone.

2. There is an asymmetrical upward spread of masking that becomes more severe at higher intensity levels. Von Békésy's observations of asymmetrical resonance patterns along the basilar membrane offer an apparent mechanism to explain the asymmetrical upward spread of masking.

Of particular interest are the masking patterns obtained in reference 52 with intense low-frequency tones ranging from 10 to 50 Hz. (See fig. 3.14.) The masking pattern for a tone as low as 25 Hz and an intensity level of 130 dB appears to extend from almost flat to as high as 4000 Hz. The masking effects of tones as low as 50 Hz on tones and upon speech have also been investigated; the findings, which are discussed subsequently, agree reasonably well with those of reference 52.
FIGURE 3.13. Masked thresholds for pure tones and narrow bands of noise. Center frequency and sensation level (SL) of the tone and noise are parameters. (From ref. 49.)
FIGURE 3.14. Masking with 5 low-frequency pure tones (10, 15, 25, 30, and 50 Hz) and 3 intensity levels (100, 115, and 130 dB SPL). Ordinate shows masking in dB relative to quiet threshold. Abscissa shows frequency of signal tone in Hz. Parameter is SPL of masking tone in dB, re 0.0002 dyne/cm². Each point is average masking experienced by 5 listeners. (From ref. 52.)
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It is of some interest to consider what effect, if any, masking noise has upon loudness and on the ability of the ear to discriminate or detect changes in signal level. This detection of change is called the difference limen for intensity. (See ref. 53 for a review of research on the difference limen for sound intensity.) It is a generality, as is also shown in experiments on the intelligibility of speech in noise, that the signal-to-noise ratio, not the absolute level of the masking noise, up to about 110 dB, determines the detectability of changes in signal intensity. Figure 3.15 (from ref. 54) shows that the difference limen for intensity $\Delta I$ for an octave band of noise is essentially constant in sensation levels above 20 dB.

The general constancy of the difference limen is no doubt related to the well-established fact that the ear recruits loudness in the presence of noise so that a sound only a few decibels above a masking noise appears almost as loud as it would if the masking noise were not there. Figure 3.16 (from ref. 55) demon-

![Figure 3.15](image-url)

**FIGURE 3.15.** Mean increase in intensity $\Delta I$ for naive and sophisticated subjects ($S$s) to detect change in intensity. Each data point represents 44 threshold determinations in upper panel and 24 in lower panel. WB = 127-8160 Hz; LB = 127-255 Hz (octave band); MB = 1040-2080 Hz (octave band); HB = 4080-8160 Hz. (From ref. 54.)
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FIGURE 3.16. Masked monaural-loudness curves, obtained by method of numerical magnitude balance, compared with curves of numerical magnitude balance without masking and in the presence of a nonmasking noise. (From ref. 55.)

...strates that the loudness of a sound grows much more rapidly above its threshold in noise than in quiet. A matter of both theoretical and practical importance is that loudness grows for intense signals in the ear with a sensorineural hearing loss, as does loudness in the normal ear when the normal ear is in the presence of a noise sufficient to cause a masked threshold shift comparable to the permanent shift in the ear with the hearing loss. (See fig. 3.17.) That is, a person with the hearing loss perceives sounds above an intense background noise as being about as loud as the sounds appear to be to the person with normal hearing.

Pitch changes with direct masking

A number of investigations (refs. 56 to 58) have reported that the pitch of a tone may change when heard in the presence of a band of noise. If the band of noise is of a higher frequency than the tone, the pitch decreases slightly; if the noise is of a lower frequency than the tone, the pitch increases. Both of these effects occur only when the loudness of the tone and the noise are about the same.
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![Graph showing loudness-level curves of a partially masked tone.]

**FIGURE 3.17.** Loudness-level curves of a partially masked tone, obtained by method of adjustment, compared with loudness-balance data in ears with sensorineural hearing loss exhibiting loudness recruitment. (From ref. 55.)

Egan and Meyer (ref. 57) offer a convincing explanation of why these pitch changes may occur. The argument, put forth also in reference 18, is that the locus or central tendency of the area on the basilar membrane that has the highest signal-to-noise ratio determines what pitch is perceived. This concept, which is a general model for direct masking in the cochlea, is illustrated in figure 3.18. It is shown in this figure that the point on the frequency scale enjoying the maximum signal-to-noise ratio is not the center frequency of the pure tone, but is lower in frequency for the tone below the band of noise and higher for the tone above the band of noise.

**Remote masking**

Remote masking was discovered and named by Bilger and Hirsh. (See ref. 9.) Remote masking refers to the fact that a high-frequency band of noise, provided it is sufficiently intense, will elevate the audibility threshold for pure tones of low frequency. This is shown in figure 3.19 (from ref. 59). It is usually presumed that this masking is direct masking caused by the presence of low-frequency distortion products resulting from the amplitude distortion that occurs when the signal strength is sufficiently intense to overload the ear.

Bilger (ref. 60) demonstrated remote masking with subjects whose intraaural muscles had been cut. This result seems to rule out masking as the result of attenuation of low-frequency sounds due to the reaction of the aural muscles to intense sound.
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FIGURE 3.18. Loudness patterns. Coordinates are such that when the amount of masking produced by a stimulus is plotted as a function of frequency, area under resulting curve is proportional to loudness of that masking stimulus. (From ref. 57.)
Central masking

Central masking occurs when sound presented to one ear raises the threshold of sound presented to the opposite ear in a way that cannot be attributed to contralateral direct masking, action of the aural reflex, or binaural phase interactions. Contralateral direct masking occurs when sound presented to one ear reaches the other ear. (This masking is usually small because, upon reaching the opposite ear, the sound presented to one ear is usually attenuated by about 50 dB due to transcranial conduction.) The aural reflex, which acts bilaterally, may cause a threshold shift at the lower frequency in the same ear and in the opposite ear—this phenomenon is sometimes called contralateral remote masking. Binaural phase interactions are also discussed subsequently in this report. In general, central masking is a phenomenon that is relatively small and unexplored.

Ward (ref. 28) summarized the several masking effects as shown in figure 3.20. The curves are labeled in accordance with the type of masking that was affecting the threshold change at 500 Hz in the right ear of listeners. Although direct ipsilateral masking is 30 to 100 dB more effective than the other types, these other types cannot be ignored; for example, ipsilateral remote masking contributes to the masking of speech by high-frequency noise. However, the amount of central masking is apparently rather small and cannot be separated from direct contralateral masking or aural reflex (AR) effects.
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FIGURE 3.20. Growth of direct and remote masking. Threshold at 500 Hz in left ear was measured in presence of low-frequency (300–600 Hz) or high-frequency (2400–4800 Hz) noise, or a 3400-Hz pure tone, in the left ear (LE) or right ear (RE). (From ref. 28.)

Temporal masking

Since the pioneer work of Samojlova (ref. 61), Pickett (ref. 62), and Chistovich and Ivanova (ref. 63), considerable attention has been given to the temporal pattern of masking. In these investigations, a probe tone of very brief duration is presented both before and after a masking tone or noise. Figure 3.21 shows typical results; the small amount of masking for dichotic listening (probe tone in one ear, masking tone in opposite ear) indicates that temporal masking is primarily of a direct, or at least ipsilateral, sort.

Forward masking in time is not surprising—it could be a manifestation of temporary auditory fatigue or some sort of refractory period due to the previous stimulation. But how can a masker elevate the threshold of a sound preceding it in time? Wright (ref. 65) and Zwislocki (ref. 66) suggest that the effect is due to a restriction in the time available for the auditory system to summate the energy and loudness of the tone or a click preceding the masking noise. Apparently, a given length of time is required because of a stimulus-intensity-neural-response time factor, wherein, it is hypothesized, the neural impulses from the much more intense masking noise reach the brain sooner than the impulses resulting from the test tone or click at threshold. Presumably, the growth of the perception of a signal is the integral of the distribution of impulses in the various neural pathways from the cochlea to the higher centers. Since the weaker, preceding sound activates the slower pathways, its growth of loudness occurs at a slower rate than that of the later, more intense masking sound.

Temporal masking is obviously a factor in the detection of temporal order of two stimuli. Hirsh (ref. 67) found that a 10- to 20-msec separation is required be-
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FIGURE 3.21. Backward and forward masking under conditions of 90-dB masking and 5-msec probe duration. Abscissa represents masking interval (maskers not present) with positive values of forward masking on the right and negative time values of backward masking on the left. Ordinate represents amount of masking in dB, that is, difference between masked threshold and unmasked threshold of probe. Data on monotic listening condition are shown by solid line and dotted line represents dichotic listening. (From ref. 64.)

between two sounds for the human observer to correctly detect which of the two sounds came first. With only a 2- to 3-msec delay, a separation between two sounds was heard, but the order in which the two sounds came could not be identified.

Binaural effects

Binaural masking attributable to the aural reflex, contralateral transmission of sound, and central masking has been discussed. At this point, those effects that are due to variations in phase relations between the ears for either the signal or the masking noise are considered.

Jeffress and his colleagues (ref. 68), Pollack (ref. 69), and others following the work of Licklider (ref. 70) and Hirsh (ref. 71) have extended the knowledge of how the two ears work together in terms of signal detection in noise. For some unknown reason, if two signals are presented simultaneously to both ears, they mask each other by the minimal amount if one signal is in phase with respect to itself at the two ears and the other is out of phase with respect to itself at the two ears. However, if the phases are the same at the two ears for both signals (i.e., both in or both out of phase), mutual masking is increased from 0 to 16 dB, depending upon the frequency spectra involved. Intermediate degrees of phase correlations cause intermediate effects. (See ref. 72.) Thus, certain obvious advantages may be gained in communication systems operated in noise fields when
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control of the signal and noise phase relations at the two ears is possible. This topic is discussed more thoroughly in chapter 4 of this report.

The conclusions described above are for the binaural presentation of the signal and the noise. Also of interest are the conditions under which the noise is presented to one ear or to both ears. In both of these cases, the signal is presented to only one ear. A startling finding, as shown in figure 3.22, is that adding noise to the ear opposite the ear receiving both the tone signal and the noise reduces the masking of the tone when the tone is at a sensation level of more than about 10 dB

FIGURE 3.22. Masked thresholds (required level of signal to be audible in presence of noise) for one ear versus noise levels in that ear or in both ears. (From ref. 73).
above its threshold in the quiet (from ref. 73). That is, the addition of noise at the opposite ear improves the detection of the signal. This phenomenon has been labeled masking level difference (MLD), the difference in the level of the tone at the detection threshold when being masked by noise in the same ear and when masked by noise in both ears.

These binaural phase effects are clearly caused by an analysis process going on in the central nervous system—a process that is also consciously recognized as a locus of the signal and the noise in so-called phenomenal space. Phenomenal space is the locus, on introspection, of the source of a sound. For example, when a recording of a musical instrument is played via earphones with the signal in phase at the two ears, the impression is that the sound is centered in the middle of the head. Changing the phase relations between the two ears tends to externalize the source and place it to the side of the head where the lower frequency components in the signal lead inphase.

Finally, under binaural listening, it should be mentioned that in addition to phase differences for a signal or signals at the two ears, intensity differences also make important contributions to the detection and localization of sound in space. As shown in reference 74, phase differences between tonal signals in the presence of noise improve detection for frequencies only below 2000 Hz, and pressure level differences between the two ears increase detection for all frequencies above about 500 Hz. Effectiveness is increased at the higher frequencies.

Localization (perhaps a better term is lateralization) of the source of impulsive sound with respect to the listener is, apparently, based on at least two cues. The first of these is the well-known precedence effect (first investigated by Wallach et al. (ref. 75) but known as the “Hass effect” in architectural acoustics, see ref. 76), where the position of the source of sound is ascribed to the side of the person, or ear, first receiving the sound. The second cue consists of phase and intensity differences between the sound at the two ears. The precedence and intensity cues were investigated by Freedman and Pfaff (ref. 77). They found that a 25-to 45-msec (depending on the experimental method used) temporal difference for a click at the two ears was equivalent to about a 1-dB difference in dichotic intensity with respect to lateralization of the source of the clicks.
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**Effects of Noise**

**Introduction**

The most common complaint about noise is that it interferes with or masks speech signals. Indeed, the masking of speech by noise greatly reduces the performance of work that involves speech communications and is a cause of accidents in industry, in the office, and in the home. The masking of speech by noise appears to be the most harmful effect noise has upon people from the point of view of either practical, economic consequences or emotional reactions. Before presenting information on the effects of noise on speech communications, including the masking of speech, it is in order to first describe the general physical characteristics of speech and the methods used to measure speech masking.

**The Speech Signal**

**Some physical characteristics of the speech signal**

Considerable insight on the reception of speech in noise is gained from an examination of the speech spectra shown in figure 4.1 (from ref. 1). The root-mean-square (rms) level, measured over 1/8-sec intervals of the acoustic speech wave for speech uttered at a constant level of effort encompasses a range of nearly 30 dB.

Von Tarnóczy (ref. 2) measured the spectrum level of speech for six European languages and found only small variations among the different languages. The similarity between Von Tarnóczy’s spectra and the long-term idealized spectrum shown in figure 4.1 indicates that the so-called articulation index, developed by French and Steinberg (ref. 3) and discussed later, is usable with most, if not all, European languages and possibly others. In figure 4.2 (ref. 4)
FIGURE 4.2. Average speech spectra for five vocal efforts. (From ref. 4.)
are shown the 1/3-octave-band levels of speech measured 1 m from male and female talkers using various vocal efforts.

**Speech levels**

Relating the speech levels as measured in the laboratory to more typical sound level meter (SLM) readings of speech in the field is a rather complex procedure. In the first place, the laboratory data are usually in terms of so-called $L_{eq}$ (the long-term energy, unweighted in frequency, in 1 or 2 minutes of continuous speech, integrated and averaged to 1 second). Secondly, speech levels, being so variable from moment to moment (see fig. 4.1), are difficult to read on an SLM except when the meter is set on “slow” action.

Taking the arithmetic average of the peak levels reached by each word in typical sentences uttered at a conversational level of effort and measured on a sound level meter set on “slow” and A-weighted gives a level about equal to the true $L_{eq}$ in decibels, unweighted. Accordingly, in discussions of speech level in dBA herein, reference is being made to the speech measured in decibels on a sound level meter set on A-weighting and slow meter or from actual frequency unweighted $L_{eq}$ measures, on the assumption that the two values will be approximately the same. That this is a reasonable approximation, at least in so far as A-weighting is concerned and for speech in the normal range of intensity, is seen in figure 4.3 from Pearson *et al.* (ref. 4).

**Male and female speech levels**

Table 4.1 shows the means and standard deviations ($\sigma$) of the distribution of speech levels at various vocal efforts by males, females, and children (under 13 years) when speaking in the quiet. The speech level of males is 2 to 3 dB greater than that of females at casual to raised levels of effort and 5 to 7 dB greater at higher levels of effort.

**Noise and vocal effort**

Most measures of variations in the intensity of speech have been taken under quiet, laboratory conditions, as were those shown in figures 4.2 and 4.3 and table 4.1. In such studies, the talkers were instructed to use different vocal efforts at different times. However, noise in the talker’s environment will cause the talker involuntarily to increase somewhat his vocal effort (Korn (ref. 5), Webster and Klumpp (ref. 6), Kryter (ref. 7), Pickett (ref. 8), and Gardner (ref. 9)).

The investigations of Pearson *et al.* (ref. 4) on this matter are particularly important because some of their measured speech levels were obtained in a variety of real-life circumstances. Some of their findings are shown in figure 4.4 (homes and schools) and figure 4.5 (television and various other environments). Figure 4.6 summarizes these data and also shows calculated and estimated regression lines to the data when segmented into three sections.
FIGURE 4.3. Differences between unweighted and A-weighted $L_{eq}$ of speech. The A-weighted $L_{eq}$ is calculated, not measured. (From ref. 4.)
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TABLE 4.1
Mean Speech Levels at Various Vocal Efforts Measured in an Anechoic Chamber

[Background level $L_{eq} = 16$ dB; from ref. 4]

<table>
<thead>
<tr>
<th>Vocal effort</th>
<th>Males</th>
<th></th>
<th></th>
<th>Females</th>
<th></th>
<th></th>
<th>Children</th>
<th></th>
<th></th>
<th>Average</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Casual</td>
<td>$L_{eq}$</td>
<td>$\sigma$</td>
<td>$L_{eq}$</td>
<td>$\sigma$</td>
<td>$L_{eq}$</td>
<td>$\sigma$</td>
<td>$L_{eq}$</td>
<td>$\sigma$</td>
<td>$L_{eq}$</td>
<td>$\sigma$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>52.0</td>
<td>4.0</td>
<td>50.0</td>
<td>4.0</td>
<td>53.0</td>
<td>5.0</td>
<td>52.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Normal</td>
<td>58.0</td>
<td>4.0</td>
<td>55.0</td>
<td>4.0</td>
<td>58.0</td>
<td>5.0</td>
<td>57.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Raised</td>
<td>65.0</td>
<td>5.0</td>
<td>63.0</td>
<td>4.0</td>
<td>65.0</td>
<td>7.0</td>
<td>64.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Loud</td>
<td>76.0</td>
<td>6.0</td>
<td>71.0</td>
<td>6.0</td>
<td>74.0</td>
<td>9.0</td>
<td>73.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Shout</td>
<td>89.0</td>
<td>7.0</td>
<td>82.0</td>
<td>7.0</td>
<td>82.0</td>
<td>9.0</td>
<td>85.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*aResults were rounded to the nearest decibel.*

It appears from figure 4.6 that for typical speech communication purposes involving sentences, a person will raise his voice about 0.5 dB (from a speech level of about 55 dBA) for each 1-dB increase in background noise. Background noise levels began at 45 to 50 dBA and were increased up to about 75 dBA. The speech level 1 m from the talker in 75-dBA noise usually is about 65 to 70 dBA.

Table 4.2 is a statistical summary of the data contained in figures 4.5 and 4.6. It is important to note in table 4.2 that in trains and aircraft, the speech levels at the listeners’ ears were about equal to the background noise level, but in the other situations except the classroom, the speech levels were maintained somewhat above the background noise. In the classrooms, however, the teachers spoke at a level of effort comparable to that used in aircraft even though the background noise was low; probably because the classrooms involved were large (about $20 \times 35$ ft), and a higher than normal level of effort was required to have the speech reach all the students at a level sufficient to be properly heard. However, because of reverberation, room acoustics tend to keep the speech level from declining at distances farther than about 12 ft from the talker. (The approximate effect is shown later.)

**Effect of noise on duration of conversations**

It seems clear that over a certain range people will increase their vocal efforts in order to overcome, at least to some extent, the masking effects of noise. A practical and interesting question is that of determining how long people can converse in noise without feeling vocal strain.
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(a) Homes. Measured about 1 m from talker.

(b) Schools. Speech levels produced by teachers; positions A and B were about 2 m and 7 m, respectively, from the teacher.

FIGURE 4.4. Distribution of speech levels in homes and schools. (From ref. 4.)
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(a) Television speech levels. Measured about 3 m from TV.

(b) Department stores. Measured about 1 m from talker.

(c) Hospitals. Measured about 1 m from talker.

(d) Transportation vehicles. Measured about 0.4 m from talker.

FIGURE 4.5. Speech levels in various environments. (From ref. 4.)
FIGURE 4.6. Conversing speech levels in several environments normalized to 1 m as a function of background noise. (From ref. 4.)
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## TABLE 4.2

Average Speech Levels in Various Environments

[Data from ref. 4]

<table>
<thead>
<tr>
<th>Environment</th>
<th>Background level, dB</th>
<th>Distance from talker, m</th>
<th>Speech level, dB (a)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( L_{eq} )</td>
<td>( \sigma )</td>
<td>( L_{eq} )</td>
</tr>
<tr>
<td>Schools</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I</td>
<td>48.0</td>
<td>2.0</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>51.0</td>
<td>3.0</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>62.0</td>
<td>4.0</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td>69.0</td>
<td>4.0</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>66.0</td>
<td>5.0</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>62.0</td>
<td>6.0</td>
<td>7</td>
</tr>
<tr>
<td>Homes</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Outside, urban</td>
<td>61.0</td>
<td>5.0</td>
<td>( \approx 1 )</td>
</tr>
<tr>
<td></td>
<td>61.0</td>
<td>5.0</td>
<td>Corrected to 1</td>
</tr>
<tr>
<td>Outside, suburban</td>
<td>48.0</td>
<td>4.0</td>
<td>( \approx 1 )</td>
</tr>
<tr>
<td></td>
<td>48.0</td>
<td>4.0</td>
<td>Corrected to 1</td>
</tr>
<tr>
<td>Inside, urban</td>
<td>48.0</td>
<td>2.0</td>
<td>( \approx 1 )</td>
</tr>
<tr>
<td></td>
<td>48.0</td>
<td>2.0</td>
<td>Corrected to 1</td>
</tr>
<tr>
<td>Inside, suburban</td>
<td>41.0</td>
<td>3.0</td>
<td>( \approx 1 )</td>
</tr>
<tr>
<td></td>
<td>41.0</td>
<td>3.0</td>
<td>Corrected to 1</td>
</tr>
<tr>
<td>Hospitals</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nurses</td>
<td>52.0</td>
<td>5.0</td>
<td>( \approx 1 )</td>
</tr>
<tr>
<td></td>
<td>52.0</td>
<td>5.0</td>
<td>Corrected to 1</td>
</tr>
<tr>
<td>Patients</td>
<td>45.0</td>
<td>2.0</td>
<td>( \approx 1 )</td>
</tr>
<tr>
<td></td>
<td>45.0</td>
<td>2.0</td>
<td>Corrected to 1</td>
</tr>
<tr>
<td>Dept. Stores</td>
<td>54.0</td>
<td>4.0</td>
<td>( \approx 1 )</td>
</tr>
<tr>
<td></td>
<td>54.0</td>
<td>4.0</td>
<td>Corrected to 1</td>
</tr>
<tr>
<td>Transportation vehicles</td>
<td>74.0</td>
<td>3.0</td>
<td>( \approx 0.4 )</td>
</tr>
<tr>
<td>Trains</td>
<td>74.0</td>
<td>3.0</td>
<td>Corrected to 1</td>
</tr>
<tr>
<td>Aircraft</td>
<td>79.0</td>
<td>3.0</td>
<td>( \approx 0.3 )</td>
</tr>
<tr>
<td></td>
<td>79.0</td>
<td>3.0</td>
<td>Corrected to 1</td>
</tr>
</tbody>
</table>

*Results were rounded to the nearest decibel.

bMeasurements were made with typical student activity. Background values of classrooms during the phonetically balanced word test and other "quiet periods" were 47 dB for School I and 43 dB for School II.
Rupf (ref. 10) studied this question in a simulated small aircraft situation (two persons seated side by side) with aircraft noise present for different tests and at different levels. The subjects were instructed to engage in conversation during a series of 5-minute segments of noise. Among other things, they were asked to assume the noises would be present during a trip (with continuous discourse not explicitly stated) and to estimate how long the airplane trip could last without undue strain on their voices. The results are shown in figure 4.7. Fifty percent of the subjects estimated that if the trip lasted more than about 1 hour and the noise level was about 75 dBA, they would feel undue vocal strain. However, other data collected from the subjects showed that with actual conversation, only 50 percent of the subjects considered a noise level of 75 dBA as being acceptable (without undue voice strain) for only 5 minutes with a distance of about 1 ft between the talker and listener.

Speech Intelligibility

Message set

In the discussion of the masking of speech by noise, masking effectiveness, unless otherwise specified, is in terms of the degradation in test scores of the understandability of speech in the presence of noise. These tests are variously called intelligibility or articulation tests; the distinction is usually made on the
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basis of how they are scored. If the sense of the meaning of the word, phrase, or sentence is of interest, the test is called an intelligibility test, whereas if communication performance is measured in terms of the individual phonemes or speech sounds in each word, the test is called an articulation test.

Miller et al. (ref. 11) demonstrated that the intelligibility or understandability of speech in noise is a strong function of the probability of occurrence of a given speech sound, word, or phrase. The larger the message set being used in a given communication system, the lower the probability of occurrence of a particular member of the message set, and the more susceptible is the communication process to interference from noise. As illustrated in figure 4.8, the understandability of the words is as much influenced by the message, or information, set size as the masking noise. The importance of this factor (size of message set) in speech communications is illustrated again later in this chapter.

Masking of speech by noise

As seen in figure 4.9, the masking effectiveness of different frequency bands of noise varies with signal-to-noise ratio. Clearly, the ratio of the long-term speech-to-noise sound pressure level alone is not an adequate indicator of the masking of speech by noise. We shall see later that by taking into joint account the nature of the speech spectrum, the critical bandwidth for speech, and direct (including upward and remote) masking, it is possible to make general statements about the direct masking of speech by noise and to predict fairly well the kinds of results shown in figure 4.9.

FIGURE 4.8. Word intelligibility scores obtained at various speech-to-noise ratios for test vocabularies containing different numbers of English monosyllables. The bottom curve was obtained with a vocabulary of approximately 1000 monosyllables. (From ref. 11.)
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The importance of considering the signal-to-noise ratio at a number of points along the frequency scale follows not only from the fact that different frequency regions of speech are somewhat more important than others to speech intelligibility, but also because the long-term speech spectrum is curved, and decreases at the rate of about 8 dB per octave above about 500 Hz. (See fig. 4.1.)

The spectrum of the "instantaneous" peaks of speech is flatter than the rms pressure spectrum; however, it appears that the rms pressure spectrum is the effective spectrum with respect to the understanding of speech. For this reason, the lower speech frequencies are the last to be masked by noises whose spectra fall off less steeply than the speech spectrum as the signal-to-noise ratio is decreased. French and Steinberg (ref. 3) demonstrated this fact by progressively reducing the level of filtered speech until it was made inaudible (was masked) by the threshold of hearing, and Webster and Klumpp (refs. 12 and 13) found a similar pattern by measuring speech intelligibility under a variety of noise spectra and levels.

Licklider and Guttman (ref. 14) did a study of the masking of speech by pure tones and continuous spectra to show how best, for a given amount of noise power, one could mask or reduce the intelligibility of speech. They varied the number and relative amplitude of the masking components. The density of spac-
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FIGURE 4.10. Masking of unfiltered speech by line-spectrum interference (solid curves) and by continuous-spectrum interference (dashed curves) in regular articulation tests. The density of spacing of the line components was governed by the importance function, and the lines were uniform in amplitude. The continuous spectra were shaped by filters. (From ref. 14.)

...ing between components was varied in accordance with the critical bandwidth function of the ear over the range from about 200 to 6100 Hz, called the "importance function." (The critical bandwidth and the width of bands equally important to intelligibility are proportional to each other, see fig. 3.2.) Also these investigators masked the speech by means of random noise, with the amplitude as a function of frequency either uniform, negatively exponential, or proportional to the critical bandwidth of the ear. It appears from the results shown in figure 4.10 that:

1. Two hundred fifty-six components that are separated according to the relative importance function are 2 or 3 dB less efficient in terms of sound power required for masking, than a continuous spectrum random noise in the 200 to 6100 Hz band, which has a spectrum that declines as a function of frequency at the rate of 3 dB per octave (so called pink noise, or negative exponential).

2. The masking effectiveness of most components and of noises indicates that the upward spread of masking and remote masking, as found with pure tones, contributes significantly to speech masking. This effect was not found for components containing only a small number of tones.

A similar finding—the importance of the upward spread of masking—is demonstrated by the speech interference effects of pure tones of 50, 100, or 200 Hz. (See fig. 4.11, from ref. 15.) It is also seen in fig. 4.11 that pure tones of equal sensation level cause more speech masking than do tones of equal sound pressure level.
FIGURE 4.11. Percent PB words correct as a function of sound pressure level (upper graph) and sensation level of the masking tone (lower graph). Solid curves are for speech at an SPL of 100 dB (upper abscissa [a]). Dashed curves are for speech at an SPL of 75 dB (upper abscissa [b]). Parameter is frequency in hertz of masking tone. (From ref. 15.)
Effects of Noise

Effects of vocal effort on intelligibility

The effect of noise level upon vocal effort and speech level was discussed above. It is of interest to know what the effect of vocal effort in talking might have upon the intelligibility of the speech, with signal-to-noise ratio held constant. Pickett (ref. 8) conducted research on this problem and found the results shown in figure 4.12. Clearly, speech uttered with very weak or very high levels of effort is not as intelligible as speech in the range from about 50 to 80 dB (measured at 1 m from the talker) even though the speech-to-noise ratio is kept constant.

Effects of speech intensity on intelligibility

In many noisy environments, the speech signal is often speech that has been spoken into a microphone at a normal or near normal level of effort and then amplified by electronic means to make it audible above the noise. Of course, here the question is how intense can the speech be before it loses intelligibility, presumably because it is distorted due to overloading of the ear. Pollack and Pickett (ref. 16) found that in the quiet (signal-to-noise ratio of 55 dB), there was no loss in intelligibility even at speech levels of 130 dB. When there was some noise present, however, speech above about 85 dB declined in intelligibility with signal-to-noise ratio kept constant. (See fig. 4.13.)

![Figure 4.12](image_url)

**FIGURE 4.12.** Relations between speech intelligibility in noise and vocal force. Noise, 70 dB, flat spectrum. The speech was uttered at these various levels, and then the level of microphone pick-up signal was adjusted prior to mixing with the constant level of 70-dB noise to provide the indicated S/N ratios to the listener. (From ref. 8.)
These data demonstrate the interesting fact that the intelligibility tests with nearly 100 percent of the words correct (the case of speech of 130 dB in the quiet) are somewhat insensitive indicators of the true fidelity or undistorted nature of a given speech signal. The potentially degrading effects of overloading the ear with very intense speech upon intelligibility are, no doubt, actually present when the speech is heard in the quiet, but can only be measured when the test scores have been lowered and made more sensitive by some additional stressful condition such as noise.

It was stated earlier that masking is usually not particularly affected by temporary auditory fatigue in the normal ear provided the signal-to-noise ratio remains constant, and the signal consists of pure tones. However, Pollack (ref. 17) found that the effective masking of speech did increase significantly during a 13-minute exposure to random broadband noise (flat, 100 to 5000 Hz) at levels above about 115 dB. This effect (see fig. 4.14) is presumably due to an inability of the fatigued ear to discriminate among the speech sounds as well as the unfatigued ear.

**Interrupted noise**

When the speech signal is masked, either partially or completely, by a burst of noise, its intelligibility changes in a rather complex manner, as shown in figure 4.15. These functions are explained by Miller and Licklider (ref. 18) as follows. At interruption rates of less than about 2 per sec (which, for a noise on-time of 50 percent would make the duration of each burst of noise at least 0.25 sec), whole words or syllables within a word tend to be masked. At interruption rates between about 2 and 30 per sec, the noise duration is so brief that the listener is able to hear a portion of each syllable or phoneme of the speech signal, and the amount of masking thereby tends to be reduced. When the interruption
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FIGURE 4.14. Speech intelligibility in noise as a function of continuous noise (and speech) exposure. The vertical axis has been broken to avoid overlap among conditions. S/N ratio is 0 dB. Each point represents the average of 500 determinations consisting of one 25-item test list read by each of four talkers to a testing crew of five listeners. (From ref. 17.)

rate is more frequent than 30 per sec, the spread of masking in time around the moment of occurrence of a burst of noise results in increased masking, until by 100 interruptions per sec there is effectively continuous masking. This is in good agreement with the temporal masking results shown in figure 3.21, where it was seen that appreciable masking occurs only for 5 to 10 msec before and after an intense 90-dB sound.

That the increased masking of speech is due to a spread in time, presumably both forward and backward, is demonstrated in figure 4.16, where the intelligibility of speech that is interrupted by turning it off and on in the quiet can be compared with that of speech that is turned off during noise bursts and on between noise bursts. The signal-to-noise ratio refers to the signal in the quiet
versus the noise alone. The temporal masking does not degrade the speech until the interruption rate exceeds 20 or 30 per sec.

Miller and Licklider (ref. 18) found that the above effects were the same for random or regularly spaced interruptions and that varying the speech on-time did not appreciably change the nature of the relationship between interruption rate and intelligibility. Pollack (ref. 19) found that, over relatively wide limits, varying the signal-to-noise ratio at rather slow rates provided intelligibility comparable to that observed with a steady-state signal-to-noise ratio.

FIGURE 4.15. The masking of continuous speech by interrupted noise. Noise on-time is 50 percent. (From ref. 18.)

FIGURE 4.16. Word articulation as a function of the frequency of alternation between speech and noise, with signal-to-noise ratio in decibels as the parameter. (From ref. 18.)
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One of the most common noises that masks speech is speech itself—the babble of other voices. Figure 4.17 (from ref. 20) shows how speech intelligibility is affected as a function of the number of competing voices. By the time eight voices are present, the "noise" spectrum is apparently continuously present.

Binaural factors in speech perception

As discussed previously, a person listening with both ears is able to some extent to separate, by some central nervous system mechanism, a signal from noise on the basis of relative phase and temporal relations of the signal and the noise reaching the two ears. If there are some temporal or frequency differences at the two ears between the signal and the noise, it appears that the listener may direct his attention to the sound he wishes to perceive without conscious regard to localization or phenomenal space. This is particularly noticeable when the noise consists of other speech signals—what has come to be called the "cocktail party" effect—and when the competing signals differ somewhat in spectra (refs. 21, 22, and 23).

A somewhat extreme situation for direct person-to-person communication, but one which demonstrates clearly the advantages of binaural listening as compared with monaural listening in the presence of masking sounds, was studied by Pollack and Pickett (ref. 22). They presented, via earphones, a speech signal in phase at the two ears against one background of speech presented to one ear and another background of speech to the other ear; some of the results are shown in figure 4.18. The control condition in figure 4.18 was achieved by merely disconnecting one of the listener's earphones. It is obvious that some of the direct masking of the speech that takes place with monaural listening is

---

**FIGURE 4.17.** Word intelligibility as a function of intensity of different numbers of masking voices. Level of desired speech was held constant at 94 dB. (From ref. 20.)
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FIGURE 4.18. Comparison between average intelligibility scores of an adjusted speech-to-background noise for binaural-stereophonic listening condition and for monaural-control listening condition. (From ref. 22.)

TABLE 4.3

Monaural-Binaural Presentation and Interaural Phase Relations as Factors Influencing the Masking of Speech by White Noise

[From ref. 21]

<table>
<thead>
<tr>
<th></th>
<th>Binaural noise</th>
<th>Monaural noise</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>+</td>
<td>0</td>
</tr>
<tr>
<td>Binaural speech</td>
<td>+</td>
<td>18.0</td>
</tr>
<tr>
<td></td>
<td>-</td>
<td>43.0</td>
</tr>
<tr>
<td>Monaural speech</td>
<td>R</td>
<td>30.3</td>
</tr>
<tr>
<td></td>
<td>L</td>
<td>18.1</td>
</tr>
</tbody>
</table>

a + - in phase; - out of phase; 0-random phase; R-right ear; L-left ear.
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appreciably overcome on the basis of cues available with binaural-stereophonic listening.

Experiments conducted by Licklider (ref. 21) led to an understanding of binaural listening to speech in noise. Table 4.3 shows the effect on intelligibility of all combinations of monaural and binaural listening to speech and noise over earphones. It is seen in table 4.3 that for binaural noise and speech, speech intelligibility is highest when they are of opposite phase. For monaural noise and speech, speech intelligibility is at a minimum when the noise and speech are heard in the same ear. Weston et al. (ref. 23) demonstrated that localization cues available in free-field listening because of phase and intensity differences between the two ears were responsible for the increased intelligibility that occurred when noise and speech sources were separated in space.

Combating Noise Interference Effects

Maintaining satisfactory speech communications is obviously of great importance in many situations, especially in certain business and military operations. Over the years a number of techniques for overcoming the adverse effects of noise on speech communications have been developed.

Message set reduction

The importance of reducing alternatives (i.e., reducing the size of the set of possible messages) to the intelligibility of speech was mentioned in the section on “Speech Intelligibility.” This factor can be used to advantage in various ways in combating the masking of speech by noise.

A simple, and apparently the most beneficial, way of effecting this reduction of alternatives is to restrict the talkers to a limited number of specific words, phrases, or sentences that they can use when communicating by speech in a given situation. Such constraints have been found to be effective for many military operations. Moser (ref. 24) has contributed to the standardization of voice message procedures for the U.S. Air Force and international commercial aviation. Some benefit is, of course, also gained by prescribing the exact procedures—order of talking and how to talk. Standardizing the procedures and the messages to be used reduces the amount of information with which the listener must cope and thereby improves speech communications in noise (Pollack (ref. 25) and Frick and Sumby (ref. 26)).

Information redundancy

Another technique for overcoming the adverse effects of noise on speech communication is information redundancy; that is, having the talker repeat his words or messages. Thwing (ref. 27), for example, found that the intelligibility
of single words increased by about 5 to 10 percent (equivalent to a reduction in the noise level of about 3 dB) when each word was repeated once. Further repetition caused little additional improvement.

**Increasing the signal level**

Increasing the level of the signal relative to that of the noise is the most effective way to avoid masking of speech. This may not be possible for a variety of reasons:

1. With direct person-to-person talking, the noise may be so intense (or the listener so far away) that the talker cannot effectively override it.

2. When a communication system such as a telephone or radio telephone is involved, the power available for amplification of the speech signal may be limited.

3. The masking noise may be mixed with the speech at the talker's microphone so that amplification of the signal increases the noise and leaves the signal-to-noise ratio and intelligibility relatively constant.

4. The masking noise may be so intense at the listener's ears that increasing the speech level by means of an electronic amplifier system is not practical because making the speech more intense would overload the ear and cause distortion and possible pain to the listener.

Methods of alleviating the masking effects of noise for each of the above-listed conditions have been investigated and will now be presented.

**Megaphone**

Pickett and Pollack (ref. 28) report that a small megaphone improved speech intelligibility relative to the unaided voice by an amount equivalent to a reduction of the noise level by 6.5 to 11.5 dB, depending on the noise spectrum. The least gain was found with a “flat” white noise; the greatest, with a noise having a $-12$ dB slope above 100 Hz.

**Peak clipping**

It is obvious from an examination of the amplitude waveform of a speech signal, as for example in figure 4.19 (from ref. 29) that those parts of the speech wave usually associated with a consonant are less intense than the parts present when vowels are uttered. Adding noise masks the consonant sounds at a lower level than that required to mask the vowels.

In order to have the consonants override the noise and yet not increase the peak power requirements of a transmission system, the level of the consonant sounds must be increased relative to that of the vowel sounds. This can be done
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simply by passing the speech through a so-called “peak clipper” and then re-amplifying the result to whatever peak power level is available. This process is illustrated in figure 4.19, where the peak-to-peak amplitude of the consonant “j” is made equal to the unclipped and clipped vowel “o” by peak clipping and amplifying the speech by 20 dB. Speech thusly clipped has a greater average speech power for a given peak power and is more intelligible in noise than is unclipped speech.

However, certain precautions must be kept in mind when peak clipping is to be used. First, speech peak clipped by more than about 6 dB sounds distorted and noisy due to the clipping of the vowel waveform when listened to in the quiet. (When heard in noise, peak-clipped speech sounds relatively undistorted because the distortion products from the speech signal tend to be masked by the noise.) Secondly, when there is noise mixed with the speech prior to peak clipping, the amount of clipping that is beneficial is limited. This latter fact is revealed through a comparison of the top and bottom graphs in figure 4.20 (from ref. 30).

FIGURE 4.19. Schematic representations of word “Joe.” A is undistorted; B is after 6-dB clipping; and C is after 20-dB clipping. Clipped signals in B and C are shown reamplified until their peak-to-peak amplitudes equal the peak-to-peak amplitude of A. (Data from ref. 29.)
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FIGURE 4.20. Results of intelligibility tests conducted with talkers in the quiet and listeners in ambient airplane noise (upper graph), and intelligibility tests conducted with both talkers and listeners in simulated airplane noise (lower graph). In the lower graph, note that when the microphone picks up noise, clipping is not so beneficial; it is even detrimental to speech intelligibility. A dynamic microphone (non-noise canceling) was used. (From ref. 30.)

**Noise exclusion at the microphone**

One way to keep noise out of a microphone is to attach the microphone directly to tissues of the throat and head so that it will not pick up airborne noise but will pick up the speech signal through the body tissues. Such microphones are reasonably effective in excluding noise when attached to the throat, ear, teeth, or forehead, but they tend to somewhat distort the speech signal. (See Moser et al. (ref. 31).)

Placing an air-activated microphone in a shield (usually a cup that forms a seal around the talker's mouth) will typically achieve noise exclusion, as shown in
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Figure 4.21 (from ref. 32). A third method is to use a close-talking pressure gradient microphone. Here both surfaces of the active element of the microphone are exposed to air. Depending on frequency wavelength, random incidence sound waves (the noise) will impinge on both sides of the element more or less simultaneously. Thus, they tend to cancel each other; that is, the microphone element does not move. The speech signal, on the other hand, is highly directional when the microphone is held close to the lips and correctly oriented and, therefore, activates the moving element of the microphone. The amount of noise cancellation achieved is shown in figure 4.22 (from ref. 32) as a function of frequency.

Noise exclusion at the ear

Earplugs and muffs for over the ears have received considerable attention as a means of protecting the ear against auditory fatigue from exposure to intense noise. (See fig. 4.23 from refs. 33, 34, and 35.) It is to be noted in figure 4.23 that in practice worker-fitted earmuffs and especially earplugs give somewhat less protection (sound attenuation) than do these devices when carefully fitted by an experimenter-tester. Smoorenburg (ref. 36) and Edwards et al. (ref. 37) report about 13 to 34 dB (depending on pure-tone test frequency) less attenuation for the average or median military or industrial user of earplugs (self-fitted) when measured on the job than that afforded by the same devices when tested under laboratory conditions, as in the upper graph of figure 4.23.

![FIGURE 4.21. Noise exclusion with a noise shield. (From ref. 32.)](image-url)
However, ear protective devices interact in various fortunate and unfortunate ways with the reception of speech by users. In the first place, earplugs or muffs attenuate equally, at any one frequency, the speech signal and ambient noise passing through them. Since the signal-to-noise ratio at any one frequency remains constant at the listener's eardrum, speech intelligibility would be expected to be the same whether or not earplugs or muffs were worn. However, what happens is that: (a) in high-level noise, speech intelligibility is improved when earplugs or muffs are worn because the speech and noise are reduced to a level where the ear is not overloaded and, therefore, discriminates the speech from the noise somewhat better; and (b) in lower-level noise, on the other hand, speech intelligibility is decreased when earplugs or earmuffs are worn because the speech is reduced along with the noise to a level below the listener's threshold of hearing. (See fig. 4.24 from refs. 7 and 37.)

Thus, persons who are suffering some hearing loss will not benefit, in terms of speech communication, from wearing earplugs or earmuffs in a low noise level as much as will the person with normal hearing. (See Alberti et al. (ref. 35) and Rink (ref. 38).) The effect of earplugs and muffs upon speech communication (or any other signal detection) in noise can only be predicted from a knowledge of the hearing of the listener, the spectrum of the noise at the listener's ears, and the sound attenuation characteristics of the earplug or earmuff. Some of these interactions are illustrated in figure 4.25. Figure 4.25 shows that in moderate noise, persons with normal hearing and persons with some degree of hearing loss both...
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(a) The top four curves show measured attenuation curves for carefully fitted earplugs and earmuffs. (Data from ref. 33.) The bottom three curves show the audibility of sound when applied to different parts of the body and conducted to the ear through tissues of the body. (Data from ref. 34.)

(b) Average attenuation for 10 types of earplugs and earmuffs when fitted by the worker with no adjustments by the tester. (From ref. 35.)

FIGURE 4.23. Attenuation curves for earplugs and earmuffs.
(a) Relationship between intelligibility and speech level with noise level as the parameter for listeners with normal hearing. (From ref. 7.)

(b) Speech discrimination scores in quiet and with a background noise of 85 dB with and without hearing protectors. Normal hearing subjects, aged 30 to 35. (From ref. 37.)

(c) Speech discrimination scores in quiet and with a background of white and crowd noise of 85 dB, with and without hearing protectors. Subjects with high-frequency hearing loss, aged 30 to 35. (From ref. 37.)

FIGURE 4.24. Effects of earplugs on the understanding of speech in noise.
FIGURE 4.25. Amount of speech signal audible in presence of moderate and intense noise by persons with normal hearing and by persons with some degree of hearing loss.
hear equal amounts of speech with ears open, but when wearing earplugs, persons with hearing loss hear less speech than persons with normal hearing. In intense noise, however, both classes of listeners hear equal amounts of speech when listening with ears open or ears plugged.

It should also be noted that when one is in noise, plugging the ears results in a drop of 1 to 2 dB in voice level (ref. 7). Howell and Martin (ref. 39) also report a similar finding. Apparently the earplugs or ear coverings attenuate the ambient noise without lowering to as great an extent the speaker's own speech, which he hears both by tissue and bone conduction through his head and by airborne sound. When the speaker wears earplugs in the quiet, he raises his voice level by 3 to 4 dB, since his own voice now sounds weaker to him because of attenuation of the airborne components of the speech wave. (See fig. 4.26.)

**Nonlinear earplugs**

With regard to speech communication, earplugs or earmuffs appear to be contraindicated in the situation where they are probably needed—namely, in the presence of intermittent, impulsive noise, such as gunfire. Here, the wearer of earplugs or earmuffs cannot hear weak speech during the silent intervals between impulses. The ideal solution would be a nonlinear device that would let weak sounds through at full strength but would attenuate intense sounds.

Zwislocki (ref. 40) and Collins (ref. 41) have described the theoretical basis for such nonlinear devices and have built and tested models of them. The devices, which are essentially acoustic filters, operate on a frequency selective basis. They

![Figure 4.26](image-url)

**FIGURE 4.26.** Effect of noise level on average speech intensity used by eight speakers with and without earplugs. Speech and noise levels were measured at listener's position (7 ft from speaker). (From ref. 7.)
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afford significant attenuation at frequencies above 1500 Hz but offer little or no attenuation at frequencies below 1500 Hz, the region containing the strongest speech components. Also, the device can be made significantly nonlinear only after the overall sound pressure level exceeds a certain level.

Noise cancellation

Olson and May (ref. 42) developed a device for actively cancelling ambient noise. In one version of this system, a microphone mounted close to the listener’s ear picks up environmental noise. The signal from this microphone is then amplified and fed into a loudspeaker (or to the listener’s earphones) so that it is 180° out of phase with the noise signal and, therefore, acoustically cancels the noise at the listener’s ears. This procedure is effective only for frequencies below about 200 Hz and, for this reason, will generally not help speech communication in noise.

This procedure was tried as a means of cancelling the hum of powerful industrial transformers that were annoyingly audible in residential areas near the transformers. Since the noise was primarily 60 Hz hum, considerable—about 20 dB—cancellation of the noise could be achieved. However, wind could cause “drifting” of the transformer noise and make cancellation of the noise unreliable.

“Electrical” stimulation of hearing

It has been observed a number of times in the past that an electrical signal that has been modulated by speech or other audible waveform and applied to the skin near the ear can be heard by the subject as though the stimulus had been applied acoustically to the ear. It has been suggested that the electrical stimulus is conducted by means of fluid in the tissue around the ear to the auditory nerve or to the auditory nerve fibers within the cochlea, and that the fibers are thereby stimulated. However, it is highly probable that the hearing that occurs as the result of application of an electrical signal to the external skin near the ear is the result of the electrical stimulation being transduced into an acoustic signal by some mechanical or electromechanical process external to the nerve endings. This acoustic signal is then transmitted to the cochlea either via the ossicular chain or by conduction through the bone surrounding the cochlea. The fact that the electrical signal can be a modulated radio-frequency carrier lends credence to the notion that a mechanical detection system is involved in this type of “electrical” stimulation of the ear.

Another form of electrical stimulation of the auditory system is achieved by electrical impulses from electrodes inserted into or near the auditory nerve fiber endings in the cochlea. Simmons (ref. 43) and others have demonstrated that such stimulation can elicit hearings of a rather crude sort.

Regardless of the precise mechanism involved, a practical application of “electrical stimulation of the ear,” assuming an efficient transducer instrument
can be developed, is that it would provide a possible means of avoiding the ambient noise that may be present in the listener's environment. In this case, the noise can perhaps be eliminated by the use of ear plugs or ear covering devices with the acoustic signal being applied electrically to the skin near the listener's ears.

**Estimating Speech Intelligibility in Noise From Physical Measures**

**Articulation index (AI)**

On the basis of data related to the intelligibility of filtered speech and certain assumptions regarding the equivalence of bandwidth and signal level (when both are measured in equivalent power), French and Steinberg (ref. 3) outlined a procedure whereby an index to the intelligibility of speech could be calculated from purely physical measurements. They called this the articulation index, or AI.

The AI concept holds that speech intelligibility is proportional to the average difference in dB between the masking level of noise and the long-term rms plus 12 dB level of the speech signal taken at the center frequency of 20 relatively narrow frequency bands. The masking spectrum of a noise may be different from the noise spectrum because of the spread of masking and remote masking. This proportionality holds provided the difference falls between 0 and 30 dB. These 20 bands, which were chosen because they were found to contribute equally to the understanding of speech, are proportional to the critical bandwidth of the ear as determined from studies of loudness and masking. (See fig. 3.2.)

The only significant modifications that have been made to the calculation procedures for AI as proposed by French and Steinberg dealt with the specification of exact procedures to be followed in converting noise spectra to noise-masking spectra and with methods for calculating AI from octave and 1/3-octave-band speech and noise spectra. The steps to be followed in the calculation of AI have been further developed (refs. 44 and 45) and are published as ANSI Standard S3.5-1969 (ref. 46). Figure 4.27 gives the work sheet used for calculating AI from 1/3-octave-band speech and noise spectra and an example of the calculation of an AI. Figure 4.28 shows the general relation between AI and various other measures of speech intelligibility.

Two points are made in Standard S3.5 that bear repetition here: (1) the AI can be applied properly only to communication systems and noise environments as specified in the subject document; and (2) there are types of communication systems and noise-masking situations that can only be evaluated by direct speech intelligibility or other performance tests. In particular, communication systems that process speech signals in various ways in order to achieve bandwidth compression cannot be evaluated validly by the AI procedure.
Suggestions are given in Standard S3.5 for refinements to AI to take into account such things as the vocal effort used by the talker, interruption in the noise, face-to-face talking, and reverberation present in the listening situation. In this regard, it should be noted that other procedures for making allowances for reverberation besides that used in S3.5 have been proposed. Bolt and MacDonald (ref. 47) suggested that reverberation effects could be properly accounted for by adding to the measured noise level an amount that depends upon the reverberation time. More recently, Janssen (ref. 48) recommended that the measured level of the speech signal be reduced to an effective level by an amount that depends
FIGURE 4.28. Relation between AI and various other measures of speech intelligibility. (Data from ref. 46.)

upon the reverberation time. Also, Levitt and Rabiner (ref. 49) proposed that the effects of binaural phase relations of speech and noise upon speech intelligibility, as discussed earlier, can be predicted by AI when certain adjustments are made to measured speech-to-noise ratios present in different frequency bands.

While not cast in terms of the AI per se, the findings of Lochner (ref. 50) are relevant to understanding the effects of reverberation on speech intelligibility. He found that placing sound-absorbing baffles between rows of metal-working machines did not reduce the noise level at the position of the worker at a given machine but did increase the perceived localization of the noise as coming from that machine. Speech communication was said to be improved as a result. This improvement could be related to binaural phase discrimination factors discussed in chapter 3 and earlier in this chapter.

**Other AI procedures**

Procedures similar to those used for finding AI have been proposed in several countries over the past 15 or 20 years (refs. 51, 52, 53, and 54). The variations are principally in terms of the width of the frequency bands in which the signal-to-noise ratios are determined.
Cavanaugh et al. (ref. 55) suggested the use of a graphical procedure for the estimation of AI. In their method, the spectrum of the noise is plotted on the same graph as the peak instantaneous levels reached by speech signals. The area between the noise spectrum and the speech peaks, adjusted for the relative importance assigned to different speech frequencies, is proportional to the AI for that speech and noise condition.

**Validity of the AI procedure**

Data collected by French and Steinberg (ref. 3), Miller (ref. 20), Egan and Wiener (ref. 56), and others with respect to masking of speech by noise of various bandwidths and spectra shapes provide a basis for demonstrating the ability of AI to predict the relative proficiency of given communication systems or conditions. Figure 4.29 shows some of these findings.

It should be emphasized that the values of the scores obtained on speech intelligibility tests are influenced by the proficiency and training of the talker and listening crew, as well as the difficulty of the speech material being used. Therefore, one cannot expect that a given communication system will provide identical test scores when tested in different laboratories and, particularly, with different groups of listeners and talkers, even though the AI of the system remains constant. In fact the inherent variability in speech intelligibility testing, while often not very large when similar test materials are used, is a recommendation for the use of AI whenever appropriate.

**Criteria of acceptable noise levels for speech communications**

Intelligibility tests and related calculation procedures are of paramount value in the evaluation, selection, and design of the components of speech communication systems and in the control of environmental noise conditions for the operation of such systems. However, the assessment of the masking effects of noise on speech, either by intelligibility testing or by calculation procedures, does not, of course, directly indicate how bothersome this masking will be in a given communications situation. A communications system, including the noise environment in which it is operated, that gives satisfactory performance when used with a special vocabulary and trained operators (for example, air traffic control by radio (ref. 26)) could be judged as completely unacceptable if used by untrained operators or in situations where flexible, nonstandardized speech communication is permitted.

Additional variables are the importance of the messages and the standards of the users. To my knowledge, no study has been reported which relates the scores of speech intelligibility tests to performance ratings of given communications systems for various classes of communications requirements. However, some laboratory tests of ratings of effort required to use a telephone system in free
FIGURE 4.29. Left graphs: comparison of obtained and predicted test scores for speech passed through a bandpass filter and heard in the presence of a broadband, negatively sloped spectrum noise set at various intensity levels. Right graph: comparison of obtained and predicted test scores for broadband speech in the presence of narrow bands of noise set at various intensity levels. (From ref. 45.)

conversation and general satisfaction ratings of telephone communications have been obtained (ref. 57).

Nevertheless, some standards of expected satisfaction with speech communication systems have evolved. Beranek (ref. 58), for example, suggests that a communication system with an AI of less than 0.3 will usually be found unsatisfactory or only marginally satisfactory; one with an AI of at least 0.3 but less than 0.5 will generally be acceptable; one with an AI of 0.5 to 0.7 will be good; and a system with an AI higher than 0.7 will usually be considered very good to excellent.


Effects of Noise

Relations between AI, SIL, and other units

Beranek (ref. 59) proposed a simplified version of AI to be used in predicting the effectiveness of person-to-person speech communication in the presence of noise. Beranek estimated what the average speech level would be in the octave bands 600 to 1200, 1200 to 2400, and 2400 to 4800 Hz at various distances from a talker using various vocal efforts. Assuming the noise spectrum was a relatively continuous broadband noise, he estimated what noise levels would be required in these same octave bands to give an AI of about 0.5. The averages of the decibel levels in the three octave bands from 600 to 4800 Hz were tabulated for this condition, as shown in table 4.4. These averages are called SIL's (speech interference levels). The SIL's in table 4.4, presumably equivalent to an AI of 0.5, should allow sentence intelligibility scores of about 95 percent correct and PB word scores of about 75 percent correct. (See fig. 4.28.) As noted later, the noise present in various combinations of octave bands other than those between 600 and 4800 Hz has been proposed as a means of calculating the SIL.

Various other ways of measuring sound exist that will provide reasonable estimates of or indices to AI, provided that the energy in a masking noise is concentrated predominantly in the frequency region covered by the normal speech spectrum. In addition to SIL, the following methods have been used: (a) sound level meter readings with either A or D frequency weightings, (b) loudness level in phons and perceived noise level in PNdB, and (c) the noise rating contour (NR, NC, or NCA) procedures. In the NR (noise rating), NC (noise criteria), and NCA (compromise noise criteria) procedures, the octave-band spectrum of a noise is plotted on special graphs. (See fig. 4.30 from refs. 60 and 61.) The highest NC (also called NR) or NCA contour touched by any octave band of the noise is assigned to that noise. Procedures for the calculation of loudness level as proposed by S. S. Stevens (phon(S)) and by E. Zwicker (phon(Z)) and perceived noise level in PNdB are discussed in detail in chapter 5.

While these various methods, particularly SIL, have been found to be a reasonably accurate method for evaluating speech communication in many noises, as will be shown below, unlike AI they should not be applied to noise spectra that have intense low- or high-frequency components. Other limitations of SIL and these other procedures, compared with AI, are that certain broad assumptions must be made in their use regarding the interactions between room acoustics, noise present, vocal effort used by the talker, and level of speech received by the listeners. The reader will find discussions of many of these matters in the proceedings of an international symposium on speech intelligibility (ref. 62).

As a practical matter, it is important to be able to measure and report a noise environment in units other than AI. Not only might the instrumentation and methods be more convenient, but there is also the possibility of establishing criteria of acceptability for noise with respect to more than one effect of noise (masking of speech, annoyance, damage to hearing, etc.) on the basis of a common single measurement unit. The next two sections present experimental test
FIGURE 4.30. Left graph: noise criteria (NC curves) referred to old and preferred series of octave bands. Right graph: compromise noise criteria (NCA curves) referred to old and preferred series of octave bands. (From ref. 60; approximate threshold of hearing for continuous noise from ref. 61.)
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TABLE 4.4
Speech Interference Levels That Permit Barely Reliable Conversation, or the Correct Hearing of Approximately 75 Percent of PB Words
[From ref. 59]

<table>
<thead>
<tr>
<th>Distance between talker and listener, ft</th>
<th>Speech interference level, dB</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Normal</td>
</tr>
<tr>
<td>0.5</td>
<td>71</td>
</tr>
<tr>
<td>1</td>
<td>65</td>
</tr>
<tr>
<td>2</td>
<td>59</td>
</tr>
<tr>
<td>3</td>
<td>55</td>
</tr>
<tr>
<td>4</td>
<td>53</td>
</tr>
<tr>
<td>5</td>
<td>51</td>
</tr>
<tr>
<td>6</td>
<td>49</td>
</tr>
<tr>
<td>12</td>
<td>43</td>
</tr>
</tbody>
</table>

data that evaluate the relative effectiveness with which other noise measurement techniques estimate the effect of noise on the intelligibility of speech.

Test results

Klumpp and Webster (refs. 13 and 63) and Webster and Klumpp (ref. 12) report the band spectra of 16 noises they found to provide equal interference with speech (rhyme word test scores of about 50 percent correct), and overall values calculated or measured from these spectra for the following frequency and/or bandwidth weighting procedures: AI, SIL (3- and 4-octave-band methods covering frequencies from 355 to 4800 Hz), A-weighting, B-weighting, C-weighting, DIN 3 (a frequency weighting available on sound level meters made in Germany), NC, NCA, loudness level in phons (Stevens), and PNL. Their major findings are illustrated in figure 4.31.

Since the noise spectra reported are those present when the speech test scores were about equal (50 percent correct), the value obtained by a given measurement procedure should be the same for all 16 noises if that measure is to be considered a good index for 50 percent rhyme word intelligibility. The greater the deviations, given in terms of equivalent decibel units, of the values of each noise from the mean of all 16 noises, the less well is the test score of 50 percent predicted.

In the Klumpp and Webster study (ref. 63) SIL 355 to 2800 Hz, (the arithmetic average of the octave bands centered at 500, 1000, and 2000 Hz) or SIL 300 to 2400 Hz (octave-band-center frequencies of 425, 850, and 1700 Hz) gave reasonably good predictions, and SIL 600 to 4800 Hz (octave-band-center frequen-
FIGURE 4.31. Difference between average for each measurement procedure taken over the 16 noises and the value for each of the noises when speech intelligibility equaled 50 percent words correct. (Data from refs. 12, 13, and 63.)
cies of 750, 1700, and 3400 Hz) gave generally poorer predictions of the speech interference effects of the noises. Most of the noises were recorded aboard naval vessels, and 10 of the 16 noises contained most of their energy in the frequency region below 1000 Hz. Webster and Klumpp (refs. 12 and 13) recommend SIL 355 to 2800 Hz over SIL 300 to 2400 Hz, even though the latter performed slightly better in their study, because the octave bands involved correspond to those now specified as preferred by various standardization groups (ref. 64).

On the other hand, in the Kryter and Williams (ref. 65) and Williams et al. (ref. 66) studies with aircraft noises, some of which had most of their energy at or above 1000 Hz, the reverse was true—SIL 600 to 4800 Hz appeared to be better correlated with the speech test scores than other SIL’s. (Williams et al. did not, however, report values for SIL 300 to 2400 Hz.) Presumably this difference is partly attributable to the greater predominance of lower frequency noise in the Klumpp and Webster (ref. 63) study than in these aircraft noise studies.

In addition, it should be noted that a possible serious restriction to the generality of the Klumpp and Webster deductions lies in the use of 50 percent rhyme test scores as the measure of speech communication performance. As seen in figure 4.28, this represents a generally low level of communication proficiency (equivalent to an AI of about 0.2) and one which could be achieved only at noise levels where, particularly for their noises, the portions of the speech signals above about 2000 Hz were completely obliterated by the noise. At perhaps somewhat more realistic speech-to-noise ratios, the SIL’s based on higher frequency bands than those recommended by Webster and Klumpp (refs. 12 and 13) would probably be more accurate predictors of speech interference.

In any event, the results of speech-masking experiments clearly demonstrate that in order to best predict the speech interference effects of a given noise (rather than the average of some type of noise spectrum), a measurement such as AI rather than SIL, A-weighting, PNL, or loudness level is required. It should be noted that NC (or NCA), which has been extensively used for noise evaluation, does not indicate very well the effects of noise on speech communication.

Calculated comparisons

In an attempt to provide a perhaps more general and realistic estimate of the accuracy with which AI will be estimated by the various measures of noise, seven noise spectra were chosen from the research literature. Five spectra represent different but relatively common sources, and two spectra were tailored from a random noise generator, as shown in table 4.5 (from refs. 63, 67, 68, and 69). Figure 4.32 shows how these seven noises are related to AI. The average deviations of the levels of the seven noises, as measured by each of the units cited when the noises were set to the same AI value, are given in the lower right-hand column of numbers. The column shows that when the AI values of the seven noises were all the same the standard deviations of the levels of the seven noises were: for dBA, 2.6 dB; for dBD, 2.2 dB; and for SIL 600 to 4800 Hz, 0.7 dB.
TABLE 4.5
Representative Octave-Band Spectra Used for the Evaluation of Various Procedures for Estimating Some Effects of Noise on Man

<table>
<thead>
<tr>
<th>Noise description</th>
<th>SPL, dB, for octave bands, Hz, at—</th>
<th>OASPL, dB</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>53 106 212 425 850 1700 3400 6800</td>
<td>Un-weighted A-weighted C-weighted D1-weighted D2-weighted D3-weighted</td>
</tr>
<tr>
<td>Thermal noise</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(−6 dB/octave</td>
<td>89 93 87 81 75 69 63 57</td>
<td>95 82 95 89 87 80</td>
</tr>
<tr>
<td>above 106 Hz)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Commercial jet</td>
<td></td>
<td></td>
</tr>
<tr>
<td>landing,</td>
<td>81 88 89 91 94 95 92 93</td>
<td>101 100 100 107 107 103</td>
</tr>
<tr>
<td>610-ft altitude</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(ref. 67)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Planer (ref. 68)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>82 84 85 87 88 88 87 85</td>
<td>95 94 95 101 101 96</td>
<td></td>
</tr>
<tr>
<td>Trolley buses</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(ref. 69)</td>
<td>68 72 74 73 69 64 58 52</td>
<td>79 73 79 78 77 72</td>
</tr>
<tr>
<td>Automobiles</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(ref. 69)</td>
<td>70 73 72 67 62 58 54 50</td>
<td>77 68 77 74 73 67</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Noise description</th>
<th>SPL, dB, for octave bands, Hz, at—</th>
<th>OASPL, dB</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>63 125 250 500 1000 2000 4000 8000</td>
<td>Un-weighted A-weighted C-weighted D1-weighted D2-weighted D3-weighted</td>
</tr>
<tr>
<td>Thermal noise</td>
<td></td>
<td></td>
</tr>
<tr>
<td>“flat” (ref. 63)</td>
<td>60 64 68 69 71 78 75 72</td>
<td>82 82 81 90 90 85</td>
</tr>
<tr>
<td>Motor generator</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(ref. 63)</td>
<td>71 70 71 72 65 71 68 60</td>
<td>79 76 79 83 83 78</td>
</tr>
</tbody>
</table>
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Also indicated in figure 4.32 are qualitative statements concerning the acceptability of speech communications systems having certain AI's, when the speech at the listener's ears is of a specified level. The horizontal lines are speech levels 1 m from the talker, or source. The speech levels can be converted to those present at other distances in a room (approximately 15 × 20 ft) by means of figure 4.33 (from ref. 70). These seven noise spectra must be used with some caution. For one
thing, any small set of noise spectra may be unrepresentative, in kind or numbers, of the noise present in the real world. It is also true that noise control engineering is usually applied to given specific noise sources or environments one at a time. And, unless one is dealing with a homogeneous set of noises, it is somewhat risky, from an accuracy point of view, to make noise measurements that do not permit calculation of AI.

Webster (ref. 71) also plotted, figure 4.34, some of the general relations shown in figure 4.32 with distance between talker and listener as a variable and vocal effort as the parameter. Webster also showed some relations between AI and other physical units of noise measurement listed in descending order of statistical accuracy for evaluating the masking of speech. PSIL (the average octave-band level in the octaves centered at 500, 1000, and 2000 Hz), was the best measure and the one that varied least for predicting speech interference of Navy shipboard noises at levels higher than 70 dB. The next best measure was SIL averaged over the three octaves from 600 to 4800 Hz, followed by A-weighted sound level meter reading, PNL in PNdB, and finally, C-weighted sound level meter reading. Again the statistics shown in figure 4.34 are based on speech at a very low level of intelligibility in the presence of 16 shipboard noises, and the relative proficiency, except for AI, of the various units of noise measurements is not necessarily representative of their proficiency with other noises and at other levels of noise masking.
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FIGURE 4.34. Voice level and distance between talker and listener for satisfactory face-to-face speech communication as limited by ambient noise level. Under the graph are rank-ordered, from best to worst, various objective measures of noise level. (Data from ref. 71.)

Devices for Evaluating Speech Systems

The AI procedures were proposed as a means of evaluating the performance of a communication system without requiring the administration of time-consuming and costly speech intelligibility or articulation test procedures. But, it is often as impractical to make the physical measurements necessary to find the noise and speech spectrum at the listener’s ears for the calculation of AI as it is to apply speech intelligibility test procedures.

Twenty tones

Tkachenko (ref. 72) proposed a very simple, yet excellent, method for obtaining the AI of a speech communication system. He developed an artificial speech signal that consisted of 20 pure tones spaced at the center frequency of the 20 bands found by French and Steinberg (ref. 3) to be equally important to the understanding of speech. Each tone is audited separately by the listener, who adjusts an attenuator controlling the level of the tone until it is just audible. The level of the tone is read from the attenuator, which is calibrated in terms of equivalent, normal speech level, and 12 dB is added to take into account the speech peak factor. This process is repeated for each of the 20 pure tones, and the average of the levels required for the tones to be just audible is proportional to AI.

Although this method of Tkachenko is not as automatic as some other methods, which are described below, it has much to recommend it. For one thing, it uses the human listener to determine the exact masking effect of the system noise,
something which, short of conducting speech intelligibility tests, is only estimated in AI and related calculation procedures.

**Automatic devices**

Licklider *et al.* (ref. 73) developed an electronic device which when applied to a speech communication system will automatically provide a number that is usually proportional to AI. This machine is actually based on a somewhat different concept than that of AI, although it uses the frequency-weighting importance function and the signal-to-noise-ratio weighting function developed for AI.

The Licklider *et al.* device repeatedly plays a recorded brief (several seconds) sample of speech over the communication system to be evaluated. At any one moment, the output of the speech system being evaluated is simultaneously compared in a narrow frequency band with the recorded speech input. This process is repeated a number of times, each time the locus of the frequency band in which the input and output speech are to be compared is changed. Suitable integrating circuits average the measured correlations between the input and output signals.

As well as revealing the interference or disruptive effects of any noise present in a system, the average correlation calculated for a given system appropriately reflects the presence of distortions such as frequency shifts and rapid fluctuations in noise and speech levels. These latter distortions are usually ignored in the calculation of AI. On the other hand, this device processes only actual noise spectra present in a communication system and does not make allowances for upward and remote masking. Robertson and Stuckey (ref. 74) found this device predicted speech intelligibility test scores quite well for most, but not all, noise interference conditions tested.

Goldberg (ref. 75) described a machine called a “voice interference analysis set” that attempts to compute the AI for a communication system. This machine applies an amplitude-modulated tone (1000 Hz) to the system under test. The level of the received signal is compared with the noise level found at the receiver of the system under test in 10 bands that are proportional in width to the 20 AI bands. Certain corrections are electronically determined when the noise present would cause a significant upward spread of masking.

Kryter *et al.* (ref. 76) designed a speech communication index meter (SCIM) that is similar to the Goldberg machine in that it attempts more or less directly, to calculate AI from measured signal-to-noise ratios. SCIM transmits a broadband signal that simulates normal speech with respect to long-term spectrum shape and, to some extent, amplitude variations. The simulated signal-to-actual-noise ratios are found in nine frequency bands and appropriately averaged to arrive at an approximate AI value. This device takes into account the effects on the speech intelligibility of direct masking (including the upward spread), frequency shifting, frequency distortion, and amplitude limiting of the speech signal. Preliminary comparison of SCIM-measured AI with speech intelligibility scores indicates reasonable accuracy in the prediction of the test scores. SCIM has recently been modi-
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fied to reflect the effectiveness of speech communication systems operating with a signal or noise level which varies with time (Hecker et al., ref. 77).

Simplified measuring set

It appears that the monitoring of the background noise levels in commercial telephone circuits can be adequately accomplished with a device that, like a sound level meter, measures the noise energy over all frequencies (ref. 78). The measuring instrument, called Bell 3A, weights the frequencies in accordance with judgments made by listeners over a telephone of speech interfered by 14 different pure tones. It also has an integration time of 0.2 sec in order to simulate the growth of loudness as judged by listeners. It should be noted that this instrument is based on judgments of how tones would interfere with speech on a standard telephone circuit, not on speech intelligibility tests.

Aikens and Lewinski (ref. 78) found the interesting fact that telephone users will accept a 3 to 4 dB lower signal-to-noise ratio (as measured on the Bell 3A message circuit noise set) when the speech level is at a modest level than when the speech is at a level only 10 dB higher. It is possible that the 3A device evaluates the annoyance or loudness of circuit noise more than its masking effect on speech, since a 3 to 4 dB decrease in signal-to-noise ratio at the important speech frequencies should cause a noticeable reduction in speech intelligibility.
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Introduction

As determined in the laboratory, the relations between physical measures of the spectral-temporal character of sounds and judgments of their loudness and/or noisiness are presumed to predict the relative annoyance to be expected from noises heard in real life. In addition to the relative contribution of different physical aspects of sound to these judgments (e.g., higher frequencies are judged to be louder and noisier than lower frequencies), laboratory tests have also been conducted on the more absolute question of the acceptability of noises in and around homes.

The acceptability-unacceptability of noises in real life depends considerably on the degree to which they interfere with sleep and with speech and other auditory communication. Accordingly, the usefulness of laboratory loudness and noisiness judgment data rests upon how well these data correlate with such things as the speech and sleep interference effects of noise in real life.

As shown in the present and later chapters, there are sufficient consistencies between laboratory data and data on annoyance from noise in real-life situations to allow definition of simple physical measures of noise that predict psychological and behavioral effects of noise in real life. A number of research questions remain, of course, for further investigation.

This chapter presents the findings, rationale, and arguments of loudness and noisiness judgment research, as involved in the development of these physical measurement procedures. Also discussed are some factors related to the prediction of real-life annoyance when noise-induced house vibrations are involved.

Loudness

Loudness is defined as the subjective intensity of sound, independent of any meaning the sound might have. It is generally believed that the louder a sound is, the more unacceptable, or noisy, it is. While this is generally true, it does not fol-
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Low that measuring the physical energy in a sound is sufficient for predicting the subjective noisiness or unwantedness of different sounds (even though a frequency weighting is used to adjust the measurement in accordance with the subjective loudness of different parts of the sound spectrum). As mentioned before, the temporal aspects of sounds also influence their subjective noisiness.

Loudness is somewhat analogous to the brightness of a light; for example, a 100-W light bulb is perceived to have a certain brightness that does not appreciably change with time. However, the continuing presence of a bothersome light (perhaps when one is trying to go to sleep) increases its perceived unwantedness and cause-of-annoyance value, but not its brightness. Similarly, increasing the duration of an unwanted sound of a given intensity increases its perceived unwantedness, or noisiness, and cause-of-annoyance value, but not its loudness.

Stevens (ref. 1) proposed melding the results of judgment tests of loudness and noisiness as a function of the frequency of pure tones or narrow bands of noise. He suggested that the resulting contours be called perceived level or magnitude functions. The author's opinion, based on information and definitions given below, is that this nomenclature is not sufficiently definitive to be useful in quantifying noise.

Nevertheless, the concept of loudness and the methods developed for measuring sounds to estimate their loudnesses are highly relevant to the subject at hand. Indeed, the basic frequency-weighting schemes for loudness are used as is, or with slight modification, as one of the steps required to measure sounds for purposes of predicting their subjective noisiness.

There are four basic psychological-physical relations that depict the perceptual attribute of sound called loudness:

1. The intensity levels required to make each tone or critical band of frequencies in the audible frequency range appear subjectively to be equally loud (discussed in chapter 3; see fig. 3.2)

2. The duration required to achieve a stable perception of the loudness of a sound (the critical summation time, about 1 sec, for the human ear, discussed in chapter 3)

3. The growth of loudness as the bandwidth of the sound spectrum widens

4. The growth of loudness as the physical intensity of a given sound increases

Dependence of loudness on frequency

Fletcher and Steinberg (ref. 2) and Fletcher and Munson (ref. 3) appear to have made the first major attempts to measure loudness. Fletcher and Munson conjectured that loudness was proportional to the number of impulses leaving the cochlea per second. Fletcher and Munson specified a 1000-Hz tone as the standard sound against which other tones would be judged for loudness. Stevens (ref. 4) suggested that the unit of loudness be called the sone and that 1 sone be ascribed to
a 1000-Hz tone set at a sound pressure level of 40 dB. On the sone scale, a sound twice as loud as a sound of 1 sone is given a value of 2 sones; four times as loud, 4 sones; etc.

Since those of Fletcher and Munson's, a number of studies have been conducted in which the loudness of pure tones and narrow frequency bands of noise has been judged relative to a tone or band of noise centered at 1000 Hz. For all intents and purposes, the D- and E-weighting contours shown in figure 2.3, and their respective counterparts, PNL and Mark VII (see fig. 5.1) fairly represent the findings. Figure 5.1 compares the shapes of various equal-loudness and equal-noisiness contours, separated to improve legibility (refs. 1, 5-7, and 8).

FIGURE 5.1 Comparison of various equal-loudness and equal-noisiness (PNL in PNdB) contours: Mark II, VI, and VII (proposed by Stevens); Robinson and Whittle's contour (ref. 6); Zwicker and Feldtkeller's contour (ref. 7); (PNL Kryter and Pearsons, refs. 5 and 8). Level of 1000-Hz comparison band was 80 dB for all the contours, here separated to improve legibility. (From ref. 1.)
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Equal-loudness contours, whether for pure tones or bands of noise, are of somewhat academic interest unless they can somehow be used for evaluating the loudness of complex noises and sounds found in real life. Fletcher and Munson proposed a procedure for calculating from physical measurements the loudness of a complex sound consisting of a number of tones. However, their method was not used much because of its complexity.

Churcher and King (ref. 9) and later Beranek et al. (ref. 10) proposed that a simple summation in sones of the loudness of octave bands of sound would give a reasonable approximation to the perceived loudness of a complex sound consisting of one or more octave bands of random noise. For these purposes, an octave band of random noise having the same overall SPL as a pure tone of the same center frequency was assumed to be equally loud. In addition to the equal-loudness contours for octave bands of random noise, Stevens (refs. 1, 11, 12, and 13) also published new procedures for evaluating the total loudness of sounds with broad, continuous spectra. Stevens demonstrated that his method was more accurate in predicting the judged loudness of complex sounds consisting of bands of random noise than the method of simply adding together the sone values of individual octave bands.

Stevens' general formula is to add to the sone value of the loudest band a fractional portion of the sum of the sone values of the remainder of the bands:

\[
\text{Loudness} = S_m + f(S - S_m)
\]

where \( S \) is the sum of the sone values in all bands, \( S_m \) is maximum number of sones in any one band, and \( f \) is a fraction dependent on bandwidth. Stevens derived the fraction to be applied when the spectrum of the sound was measured in either full-octave \( (f = 0.3) \), one-half-octave \( (f = 0.2) \), or one-third-octave \( (f = 0.15) \) bands.

However, instead of expressing loudness in terms of sones, the loudness of a given sound is expressed in practice in terms of the sound pressure level, in decibels, of a reference sound when it is as loud as the given sound. The result is called loudness level in phons. The unit phon can be calculated from psychological units, sones, but not directly from physical measurements of sound pressure because the relation between sound pressure level and loudness varies with frequency differently at different levels of intensity.

Stevens (ref. 13) slightly modified his earlier method (ref. 12) of calculating loudness and named this new method Mark VI. Mark VI has been adopted by the American National Standards Institute as the procedure to be used for the calculation of loudness of noise measured in either octave, one-half-octave, or one-third-octave bands (ref. 14). The International Standardization Organization (ISO) (ref. 15) has recommended Mark VI as the method to be used for calculating the loudness of sounds measured with octave band filters, and Zwicker's
method (refs. 16 and 17) described below, when the sounds are measured with one-third-octave band filters.

Effect of bandwidth—Zwicker's method

As previously mentioned, Fletcher and Munson suggested that loudness is proportional to the number of nerve impulses per second reaching the brain from the auditory nerve fibers. Further, they noted that two tones competing for the attention of a single nerve fiber would interfere with simple loudness summation and therefore all components within a certain frequency band should be grouped together and treated as a single component. The width of these frequency bands was estimated by Fletcher and Munson to be 100 Hz for frequencies below 2000 Hz, 200 Hz for frequencies between 2000 and 4000 Hz, and 400 Hz for frequencies between 4000 and 8000 Hz. From subjective tests of loudness and masking, Zwicker et al. (ref. 18) also determined the frequency groupings, “frequenzgruppen,” that take place in the cochlea of the ear (see fig. 3.2). Frequenzgruppen are sometimes referred to as critical bands.

Zwicker (ref. 17) determined the spread of masking for narrow bands of noise, the threshold of audibility of pure tones, and the change in level of a 1000-Hz tone to obtain a doubling (or halving) of loudness. His results on the growth of loudness are similar to those found by Stevens (ref. 12) and Robinson (ref. 19). His published results for spread of masking for narrow bands of noise are more or less like the spread of masking data obtained by Egan and Meyer (ref. 20), Ehmer (ref. 21), and Carter and Kryter (ref. 22). Zwicker’s assumption that there is a functional correspondence between masking and loudness is well substantiated by data on the critical bandwidth of the ear.

On the basis of these concepts, Zwicker (ref. 16) developed a graphic method for depicting and calculating the loudness of a complex sound. For calculation purposes, he prepared 10 graphs (covering both diffuse and free-field conditions, see fig. 5.2 for an example) in which the horizontal ordinates are marked off in equal frequenzgruppen (approximated for practical purposes by one-third-octave steps above 280 Hz), and the vertical divisions for each frequenzgruppen, in phons, are proportional to sones. The short-dashed curves show the area covered by the upward spread of masking. Plotting a sound spectrum on Zwicker’s graph and drawing in the lines for spread of masking are supposed to show what proportion of available “nerve impulse units” are made operative as the result of exposure of the ear to a given sound. Accordingly, this area on the graph is presumably proportional to total loudness.

Dependence of loudness on intensity (growth of loudness)

Scaling the growth of loudness of a sound as a function of changes in its intensity into steps that are subjectively equal in size has been a somewhat controversial problem. Reviews of the work in this area have been made by Stevens (ref.
FIGURE 5.2 Example of loudness computation graph. (From ref. 15.)
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23) and Gzhesik et al. (ref. 24). Three general methods have been used for scaling the growth of loudness of a sound, usually a 1000-Hz tone, as a function of changes in sound pressure level: (1) monaural vs. binaural loudness, (2) magnitude and ratio estimation, and (3) equal section or equal interval.

Monaural versus binaural loudness

The monaural versus binaural loudness argument used in reference 3 by Fletcher and Munson (which followed from their assumption that loudness was proportional to the number of auditory nerve impulses reaching the brain per second) was that a given sound when presented to two ears should appear to be twice as loud as when presented only to one ear. Fletcher and Munson found that the level of the monaurally presented tone had to be set about 10 dB higher in level than the level of an equally loud binaurally presented tone. Thus, they concluded that over at least the middle range of loudness levels, loudness about doubles for each 10 dB increase in the sound pressure level of a sound.

Reynolds and Stevens (ref. 25) found that the loudness scale for monaural listening was somewhat different from the loudness scale for binaural listening and thus that Fletcher and Munson’s assumption about the summation of loudness from the two ears appeared less than perfect, at least at some intensity levels. However, Hellman and Zwislocki (ref. 26) later found nearly perfect, within experimental error, interaural summation of loudness, as shown in figure 5.3.

Magnitude and ratio estimation

The monaural versus binaural equal-loudness scale is very similar to the average of those developed on the basis of magnitude estimations of the loudness of sound presented only monaurally or only binaurally. In this method, the subjects assign a number, say 100, to a tone at a particular SPL, say, 100 dB; they are then asked to assign the number 50 to the tone when it sounds half as loud as it did at 100 dB. Another method is that of estimating loudness ratios or fractions; here the subjects may adjust the level of a tone until it is one-half, one-tenth, etc., as loud as a standard or reference level.

Results of studies by various investigators using the magnitude estimation and ratio judgment methods differ rather widely (Kryter, ref. 27). Garner (refs. 28 and 29) believes that the differences among these results are due in part to context effects. That is, subjects’ judgments about what appears half as loud are different when they know the total range of levels available to them for judgment and when they do not.

In reviewing loudness scaling procedures, Stevens (ref. 23), makes the point that although obtaining a loudness scale from a listener is a difficult problem, this scale must be determined if the concept of loudness is to have any practical utility. Stevens suggests that the best method is “magnitude production” in which each subject is allowed to choose a number scheme and then results are
averaged across subjects, after normalizing the results for individual differences in the choice of numbers used.

**Equisection loudness scale (equal intervals)**

In addition to the monaural versus binaural and the methods of magnitude and ratio estimation, a method of equal intervals, or equisections, has been suggested as a suitable method for deriving a scale of loudness. In this method, the subjects hear a tone presented at, in the simplest case, two different levels of intensity; they are then told to adjust the third level of the same tone so that the difference in loudness between the second and third levels is equal to that between the first and second levels. Using this method, Wolsk (ref. 30), Kwiek (ref. 31), and Garner (ref. 32) measured equal intervals over various ranges of intensity of a 1000-Hz tone.

Unlike the magnitude and ratio estimation methods, the results obtained by various investigators using the method of equal intervals agree closely with each other. However, no real knowledge is obtained from the equal interval method as to what changes in level are required in order for the listener to report a subjective sensation of, for example, the doubling or halving of the loudness of a sound.
Effects of Noise

Since the loudness scale derived by the equal-interval method is so different from the scales derived by other methods (see fig. 5.4), we must choose one or the other for a practical use. It would seem reasonable to choose the form of loudness function on the basis of how the loudness scale is to be used. If, for example, we intend to say that sound A is twice (or some portion) as loud as sound B, then we are obliged to use a loudness scale based on ratio or magnitude judgments. On the other hand, if we want to decide whether the difference in loudness between sounds A and B is equal to the difference in loudness between B and C, then the Garner-Kwiek equal-interval loudness scale would be more meaningful. The general interest in loudness judgments in real-life situations is probably more in terms of apparent magnitude or relative loudness than in terms of equal intervals, and thus the loudness scale based on magnitude estimation seems the more appropriate for general use.

Critical summation time for loudness

As mentioned in chapter 3, the ear utilizes a 1-sec integration period of frequency-weighted (for loudness) sound energy to fully perceive loudness level when a sound is near its masked threshold. These findings, based on data from Garner and Miller (ref. 33), are shown in figure 5.5 (from ref. 34). Sensation level, the abscissa, refers to the difference, in decibels, between the intensity of a sound and its intensity at the threshold of audibility in quiet.

When the sounds are at suprathreshold levels, this critical summation period is about 0.3 to 0.5 sec. These findings, from judgments of brief bursts of narrow-band noise impulses, are shown from studies of the noisiness of suprathreshold impulses by Fidell et al. (ref. 35) in figure 5.6, and of the loudness of suprathreshold bursts of a 1000-Hz tone by Pedersen et al. (ref. 36) in figure 5.7. Judged loudness and noisiness follow the same temporal summation course when the durations are less than 1 sec. As mentioned before, the ear probably requires a somewhat longer loudness integration time for sounds at masked threshold (fig. 5.5) than at suprathreshold levels (1 sec compared with about 0.3 sec) because of the greater physical uncertainty in the signals being processed and the more difficult discriminations required at threshold than at suprathreshold conditions.

Perceived Noisiness

The following assumption appears to be implicit to most of the quantitative approaches that have been made to the evaluation of annoyance due to environmental noise: Since individuals in a community live in somewhat similar houses and daily repetitive ways, the average amount of annoyance due to noise interfering with auditory communications, sleep, and rest and to house vibration would be predictable, in a statistical sense, from certain physical measures of the environmental noise. Without this assumption, concepts such as loudness and perceived

120
FIGURE 5.4. Comparison of binaural loudness results of several investigators. (From ref. 26.)
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noisiness become rather useless for the assessment of the effects of environmental noise on people.

The concept of both loudness and perceived noisiness exclude from consideration the meaning conveyed by a sound or noise. However, while loudness and perceived noisiness may be similarly related to sound spectra at a moment in time, they are not similarly related to certain important temporal variables in sounds or noises. In brief, as will be shown, loudness is too simple to serve as a general concept for the assessment of noise as unwanted sound.

In real life, people feel annoyed by a noise, independent of its meaning, primarily when the noise interferes with their sleep or auditory communications. This is typical when the noise is a natural and expected part of the living environment, and the people exposed are used to the noise and experience no feelings of fear or the like. Evidence indicates (Borsky, ref. 37) that the feelings of annoyance from noise interference effects stays the same or grows with continued years of living in

FIGURE 5.5. Measured and predicted (based on resistance-capacitance, RC, filter model) values for change in signal-to-noise ratio of single tone bursts as a function of burst duration (data from ref. 33). (From ref. 34.)
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\[ \begin{align*}
0.150 & - 0.300 \text{ kHz} \\
0.300 & - 0.600 \text{ kHz} \\
0.600 & - 1.200 \text{ kHz} \\
2.400 & - 4.800 \text{ kHz} \\
0.020 & - 5.000 \text{ kHz}
\end{align*} \]

FIGURE 5.6. The sound pressure level of various octave bands at different durations when judged equally noisy (N) as a reference standard octave band of random noise between 0.600 and 1.2 kHz and of 1000-msec duration. (From ref. 35.)

...a noisy area even though the people have adapted to the fact that the noise is to be present.

Psychological and sociological factors can usually be reconciled with the general attribute of sound called noisiness. For example, Cederlöf et al. (ref. 38) found that propaganda stressing the importance of military aviation and the plans of the government to control and lessen the noise reduced the willingness of citizens near military airports to complain about the aviation noise; the reduction was equivalent to the effect that would have been obtained by lowering the noise levels by 6 dB or so. At the same time, while the willingness to complain can be changed, the number of times the noise masks speech or interferes with sleep...
would not be changed, so that the amount of annoyance should remain substantially unchanged.

The absolute amount of annoyance from noise to be experienced in real life is clearly an empirical question answerable only from physical and psychological tests in communities. The results of such tests are presented for some major environmental noises in chapter 11. However, the basis for the understanding of these noise effects and procedures of noise measurement can presumably be developed from laboratory research and concepts. The remainder of this chapter is concerned primarily with basic concepts and research relating physical measurements of individual noise occurrences with psychological judgments of the noise.

**Definition of noisiness**

The subjective impression of the unwantedness of a not unexpected sound that does not provoke pain or fear is defined as perceived noisiness, or, more simply, noisiness. As mentioned before, confusion sometimes results from use of the
word "noise" as a name for unwanted sound because there are two general classes of "unwantedness."

Unwanted sound in the first category signifies or carries information about the source of the sound that the listener has learned to associate with some unpleasantness not due to the sound per se, but due to some other attribute of the source; the sound of the fingernail on the blackboard perhaps suggests an unpleasant feeling in tissues under the fingernail, a baby's cry causes anguish in a mother, the squeak of a floorboard is frightening as indicating the presence of a prowler, a sonic boom is disturbing because it is an unfamiliar sound. In these cases it is not the sound that is unwanted (although for other reasons it may also be unwanted), but the information it conveys to the listener. This information is strongly influenced by the past experiences of each individual. Because these effects cannot be quantitatively related to the physical characteristics of the sounds, they are rejected from the concept of perceived noisiness.

Unwanted sound in the second category annoys a listener because of the physical content of the sound per se and not because of the meaning, if any, of the noise. Psychological judgment tests have demonstrated that people judge fairly consistently among themselves the unwantedness, unacceptability, annoyance, objectionableness, or noisiness of sounds that vary in their spectral and temporal nature, provided that the sounds do not differ significantly in their emotional meaning and are equally expected. Presumably this consistency is present because people learn through normal experience the relations between the characteristics of sounds and their basic perceptual effects: loudness, masking, arousal from sleep, and, for impulses, startle. Although noise evaluation procedures specific to individual effects, such as speech masking, loudness, and auditory fatigue, are available, a single number rating, including some special correction factors, for the average unacceptability or perceived noisiness of normal environmental noises appears to be an adequate basis, as shown later in the text, for community noise control and management from a physical standpoint. Another hypothesis concerning the concept of perceived noisiness is that even though the absolute levels of noisiness or unacceptability of the noise from a given source may differ somewhat among people, variations in the frequency content, duration, and spectral complexity have the same relative effect on the noisiness perceived by each individual.

Noisiness is obviously synonymous with what is often implied by the word "annoyance." However, annoyance commonly signifies one's reaction to sound based both on its physical nature and its emotional content and novelty (which are excluded from perceived noisiness). The phrase "perceived noisiness," although somewhat redundant, was chosen (Kryter, ref. 5) in an attempt to avoid some of the ambiguity possible from the word annoyance. The word "noisiness" by itself perhaps is an adequate name for this attribute, the word "perceived" merely emphasizing the fact that the quantity of interest is a physiological-psychological entity.
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Note that perceived noisiness is a subjective quantity or attribute not to be confused with a particular unit of physical measurement, such as PNdB or dBA, as is discussed further below.

Instructions to subjects

The words used in the instructions to subjects for judgment tests of the acceptability of sounds have some influence on their rating of sounds (Pearsons and Horonjeff, ref. 39), as illustrated in figure 5.8. It is difficult and probably academic to fathom the range of differences shown in figure 5.8, for example, whether the words used really mean different things to different people. In any event, there is no apparent reason why listeners should not be asked to rate directly sounds in terms of their unwantedness, unacceptability, annoyance, or noisiness, as synonyms, rather than to rate their loudness, in the expectation that the latter is only a partial clue to the noisiness or unwantedness of the sounds.

Berglund et al. (ref. 40) have also conducted studies on the effect of different instructions (loudness, noisiness, and annoyance) on the judgments of aircraft noise relative to a broadband random (white) noise of 10-sec duration. The aircraft noise durations varied from about 4 sec to 34 sec between the points 10 dB below their maximum level.

FIGURE 5.8 Mean response ratings of noise stimuli in a laboratory for different rating scales, i.e., different words used to describe acceptability. (From ref. 39.)
These investigators defined

1. Loudness as "the perceptual aspect that is changed by turning the volume knob on a radio set."

2. Noisiness as "the quality of the noise. A jackhammer may be more or less noisy than a motorbike. Music may be loud but not noisy."

3. Annoyance as the nuisance aspect of a noise. "Imagine you hear the noise after a hard day's work while comfortably seated and intending to read your newspaper."

These investigators found large differences between the levels of aircraft noise judged to be equally loud, noisy, or annoying (see fig. 5.9). This is in contrast to the small differences (fig. 5.8) found by Pearsons and Horonjeff (ref. 39).

The findings of Berglund et al. are rather startling. For example, figure 5.9 shows that if an aircraft noise at a maximum level of 70 dBA is judged equal in loudness to the 10-sec sample of white noise, the aircraft noise would be judged as annoying as the white noise only when its level has been reduced about 50 dB—presumably a maximum level of 20 dBA. At that level the aircraft noise would be nearly inaudible. Also Berglund et al. conclude that $L_{A,max}$ (or $dBA_{max}$) is not only sufficient but superior to $L_{A,eq}$ or $L_{PNeq,eq}$ (EPNdB) as a means of predicting the judged noisiness of aircraft noise. This differs from the findings of others and also from common experience: that the duration of noise usually has much to do with its acceptability, unwantedness, or noisiness. Some of these differences between the results of Berglund et al. and other studies on this subject may arise from their definitions. For example, to paraphrase their instructions to the subjects, a difference in noisiness is a possible difference in the quality of the noise, for exam-

---

**FIGURE 5.9.** Psychophysical relations for the three attribute scales. Filled symbols refer to the standard white noise. The regression lines are fitted by the method of least squares. (From ref. 40.)
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ple, from a jackhammer and a motorbike, independent of their loudnesses. This concept of quality is a much narrower definition of noisiness than that used in the other studies of perceived noisiness.

Physical Aspects of Sound Directly Related to Noisiness

For practical purposes, the measurable physical aspects of a sound that are most likely to control its noisiness must be determined. To date, six significant features have been identified: (1) frequency spectrum, (2) sound level, (3) spectrum complexity (concentration of energy in pure tones or narrow frequency bands within a broadband spectrum), (4) duration of the total sound, (5) duration of the increase in level prior to the maximum level of nonimpulsive sounds, and (6) the increase in level of impulsive sounds within an interval of 1 sec.

Some physical aspects that might seem important appear to have very secondary effects on people compared with the six physical characteristics mentioned above. Examples of such unimportant factors are Doppler shift (the change in the frequency and sometimes noted pitch of a sound as the sound source moves towards and away from the listener (see Nixon et al. (ref. 41) and Ollerhead (ref. 42) and modulation of pure tones (see Pearson's (ref. 43)).

Frequency spectrum

Some experiments were performed in 1943 to pursue the earlier work of Laird and Coye (ref. 44) on the annoyance values of sounds containing different frequencies. The data from these studies, reported by Reese et al. (ref. 45) and Kryter (ref. 46), showed that higher frequencies tended to be more annoying than lower frequencies even though they were equally loud.

Kryter (ref. 5) proposed that the subjective unit of noisiness be called the noy parallel to the sone for loudness. A sound of 2 noys was said to be subjectively twice as noisy as a sound of 1 noy; 4 noys, to be four times as noisy as a sound of 1 noy; etc. PNdB was coined as the name of a unit of perceived noise level, analogous to the phon for loudness. An increase of 10 PNdB in a sound is equivalent to a doubling of its noy value. The band calculation procedure developed by Stevens for loudness level was adopted (except for the frequency-weighting contours) for the calculation of PNdB. As noted earlier, perceived noisiness and perceived noise level represent the subjective quantity of primary interest. The PNdB is but one unit of physical sound measurement relating to the subjective quantity; dBA, phons, or other units of sound measurement can be, and are, effectively used to predict perceived noisiness.

Kryter and Pearson's (refs. 8 and 47) later obtained further data on equal-noisiness contours (see figs. 5.10 and 5.11) which were proposed for use in place of the contours suggested earlier in 1959. These contours were obtained with
bands of random noise in the middle to higher levels (60 to 100 dB) of intensity; the contours for the very low and highest levels were extrapolated from the lowest and highest experimentally found contours.

Wells (ref. 48) obtained a set of equal-noisiness contours with one-third-octave and full-octave bands of noise. Stevens compiled composite equal-loudness and equal-noisiness contours from various published loudness and noisiness contours, and labeled the contours perceived level, Mark VII (ref. 1). These contours and the contours of Wells (ref. 48) and Ollerhead (ref. 49) are similar in general shape to those obtained by Kryter and Pearsons, as shown in figure 5.11.

Overall frequency weightings

A sound level meter with the overall (OA) frequencies A-weighted can be used with some accuracy as a means of rating the objectionableness of aircraft noises (Kryter (ref. 5), and Young and Peterson (ref. 50). In 1960, Kryter (ref. 51) recommended that the 40-noy contour (first called N, now called D) be used as the basis of a frequency weighting for sound level meters (see D1, table 2.1). Kryter (ref. 52) later suggested that some modifications to the D contour at frequencies below about 250 Hz might be desirable and consistent with the critical bandwidths of the ear at those lower frequencies (see D2, table 2.1).
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![Diagram of noise levels](image)

FIGURE 5.11. Equal-noisiness contours as found by Kryter and Pearsons (refs. 8 and 47), Wells (ref. 48), and Ollerhead (ref. 49); and loudness indexes, Mark VI (Stevens, ref. 13), and Mark VII (Stevens, ref. 1).

In many circumstances, A-weighting is justified with broadband noises because of the relative equal weightings, as distinct from absolute weightings, that are earned by these weightings with broadband noises; as seen in figure 2.3, compared with D-weighting, A-weighting overestimates the loudness of mid-frequencies (500 to 2000 Hz) and underestimates the loudness of frequencies above or below that range. Scharf et al. (refs. 53 and 54) and Kryter (ref. 55) compared the results of judgments of loudness and noisiness of hundreds of different noise spectra that have been published over the years. Some findings of Scharf et al. are shown in table 5.1. For the interpretation of table 5.1, the magnitude of the average differences between the calculated and observed levels can be corrected for, provided that the differences have a small standard deviation. Accordingly the merit of a calculated unit is more a function of the standard deviations than
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TABLE 5.1
Calculated Minus Observed Loudness Levels
[From ref. 54; overall means based upon differences for 335 spectra grouped according to spectral type]

<table>
<thead>
<tr>
<th>By spectral category</th>
<th>A</th>
<th>D1</th>
<th>D2</th>
<th>E</th>
<th>Mark VI</th>
<th>Mark VII</th>
<th>PNL</th>
<th>Zwicker loudness level</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean of mean differences, dB...</td>
<td>-12.1</td>
<td>-5.3</td>
<td>-5.8</td>
<td>-6.8</td>
<td>-1.2</td>
<td>-8.6</td>
<td>-1.4</td>
<td>3.1</td>
</tr>
<tr>
<td>Standard deviation of means, dB...</td>
<td>4.8</td>
<td>4.0</td>
<td>4.3</td>
<td>4.1</td>
<td>3.2</td>
<td>3.2</td>
<td>3.1</td>
<td>3.0</td>
</tr>
<tr>
<td>Range, dB ..............</td>
<td>16.0</td>
<td>12.6</td>
<td>13.7</td>
<td>12.6</td>
<td>11.6</td>
<td>11.1</td>
<td>10.8</td>
<td>8.8</td>
</tr>
</tbody>
</table>

the means of the differences shown in table 5.1. Scharf et al. reached the following conclusion on the question of frequency weightings:

One important conclusion, based on a total of over 600 spectra, was that the calculation procedures predicted subjective magnitude with less variability* and with greater validity** than did the frequency weightings.

Among the six frequency weightings studied, the B- and C-weightings were the poorest predictors of subjective magnitude while the D1-, D2-, and E-weightings were the best predictive weighting functions. It was also noted that the A-weighting was less than 0.5 dB more variable than the D1-, D2-, and E-weightings. Among the five calculation procedures studied, Stevens’ Mark VI (1961), Mark VII (1972), and Zwicker’s (1958) loudness calculation procedures were the least variable, but Perceived Noise Level (Kryter 1959) was almost as reliable. Tone-corrected Perceived Noise Level (following the FAR 36 procedure, 1969) was a somewhat poorer predictor. Mark VI and Perceived Noise Level yielded the calculated values that were closest, on the average, to the observed or judged values, although all of the frequency weightings and computational procedures examined were about equally variable in this respect.

The question as to whether some sound frequencies are inherently noisier than other frequencies of equal loudness remains a matter of some dispute. As shown in figure 5.11, judgments of the relative noisiness vs. loudness of narrow bands of noise or tones indicate that the higher frequencies (above about 1500 Hz to at least 7000 Hz) are considered to be somewhat noisier than loud. The difference is relatively small, however, and in the context of broadband noises (as well as problems encountered in the testing of subjects), the question of possible differences between these two attributes in this regard must be considered academic insofar as general noise assessment procedures are concerned.

*The index of variability was the standard deviation of the calculated levels of a group of sounds judged subjectively equal or the standard deviation of differences between calculated and judged levels. These typically ranged from 2 to 4 dB.
**The calculation procedures yielded an absolute calculated level closer to the observed level.
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Accordingly, as far as a simple overall frequency weighting for use with a sound level meter is concerned, the conclusion is that D- and E-weightings are slightly better (1 to 2 dB) than the A-weighting for broadband, nonimpulsive noises. For narrow-band noises, D- and E-weightings can be 0 to 10 dB better than the A-weighting in predicting judged loudness or noisiness, depending on their frequency. As we shall see later, the D-weighting is generally superior to the A-weighting in the assessment of impulsive sounds.

Level

Although loudness and noisiness differ in some respects, an assumption of the concept of the noisiness of nonimpulsive noises is that as the intensity of a noise changes, with other factors kept constant, the subjective magnitudes of loudness and noisiness change to a like degree (e.g., a 10-dB increase in the physical intensity causes a doubling, 100-percent increase, of its loudness and its noisiness over a fairly wide range of intensities). There is some experimental proof of this common relation between this subjective scale of noisiness and loudness, but as with loudness, the scale found depends somewhat on the experimental methods used and sounds judged (refs. 42, 56, and 57).

Kryter, in research conducted for the Port Authority of New York and New Jersey on the impact of noise from the Concorde around J. F. Kennedy Airport, found that the "10 dB per doubling" growth of noisiness agrees fairly well with laboratory experiments with aircraft noise up to peak indoor levels of about 80 dBA (fig. 5.12(a)), but that at higher levels (fig. 5.12(b)), the subjective noisiness or unwantedness grows at a somewhat greater rate. This finding is consistent with some attitude survey findings in communities that show a sharp increase in the rate of growth of annoyance as a function of the exposure level of aircraft noise when the level exceeds a certain high level.

Spectral complexity

Noisiness is often judged to be greater for broadband sounds that contain relatively high concentrations of energy in narrow bands (one-third octave or less wide) than for broadband sounds with energy distributed equally over frequency. The judged perceived noisiness of the sounds that have energy concentrated in tones or in narrow bands that exceed adjacent band levels can be estimated, approximately, through corrections applied to the measured sound pressure levels normally used in calculating perceived noisiness. A somewhat simplified version of correction factors developed by Kryter and Pearson (ref. 58) for this purpose is given in figure 5.13.

Little (ref. 59) suggested another method for correcting calculated PNL sounds that contain pure tones. The magnitude of the correction is a function of the tone-to-noise ratio and frequency of the tone. However, unlike the procedure outlined in the preceding paragraph, only one correction is added to a sound
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FIGURE 5.12 Relative estimates of subjective noisiness of aircraft noise as a function of level.

(a) Aircraft noise level of about 60-90 max dBA.
(b) Aircraft noise level of 80-115 max dBA.

FIGURE 5.12. Concluded.
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even though more than one pure-tone component is present, and the magnitude of the correction is independent of the absolute intensity of the bands of noise. Sperry (ref. 60) quantified the Little method for use by the Federal Aviation Administration (FAA).

In their method for computing the subjective reaction to complex sounds, Wells and Blazier (ref. 61) attempted to account for the effect of pure-tone components on judged noisiness. In the Wells and Blazier approach, the value of one of a family of frequency-weighted contours (given in published graphs) that is tangentially closest to a given sound spectrum is assigned to the actual spectrum of the sound in question. The value is, however, corrected according to the number of one-third-octave bands within 5 dB of the highest contour tangent to the sound spectrum.

Test of tone corrections

Perhaps the most exhaustive tests of the validity of tone corrections for predicting noisiness are those carried out by Pearsons (ref. 43) with single and multiple steady-state and modulated tones. Figure 5.14 illustrates the general spectra of the standard, or reference, sound and the comparison sounds. Some of his findings, shown in figure 5.15, indicate that tone corrections resulted in PNL's for the comparison noises that were comparable to the PNL of the standard sound judged to be equally noisy, whereas PNL's without tone corrections differed considerably. The results of some earlier judgment tests (Kryter et al., ref. 62) with modulated and multiple pure tones are somewhat inconsistent with those findings.
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However, in studies (Kryter, ref. 52) of the noisiness of aircraft sounds, some of which contained pure-tone components, tone corrections did not always appear to be necessary for obtaining the best estimates of judged perceived noisiness. Part of the difficulty appears to be related to the unreliability that is introduced in the detailed band-level measurements required for making the tone corrections.

From their assembly of data from studies of broadband noises that contained some tonal components, Scharf et al. (refs. 53 and 54) calculated that the various tone-correction procedures did not improve predictions of the judgments. It must be concluded at this time that only in situations where the temporal and spectral factors are regular or stable can the effects of tones on judged noisiness be predicted from tone-correction procedures.

Duration of a noise

Up to this point, the discussion has been concerned primarily with the calculation of the loudness and noisiness level of sounds of presumably equal durations. The comparisons of the noisiness of sounds of different durations are often of interest and importance.

The human auditory system appears to be able to combine into a perceived entity of loudness or noisiness the distribution of energy present in the sound spectrum in any 1-sec interval of time. Also, humans seem to perceptually inte-
FIGURE 5.15. Difference in PNL when comparison and standard sounds are judged to be equally noisy. Tone corrections according to method of reference 58. (From ref. 43.)

(a) Standard noise without tones, comparison with single and multiple tones.

(b) Amplitude modulated tones (lower graph) and frequency modulated tones (upper graph).
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grate, as a continuum, successive intervals of noisiness into an entity of perceived noisiness for the total duration of an identifiable sound. To perform physical integrations of sound as a means of estimating perceived noisiness of the total sound, it is first necessary to decide, among other things, at what threshold level of intensity this integration process should be started.

Threshold of noisiness for speech and sleep interference

As is shown later, in real life the noisiness of sounds, independent of their psychological meaning, is due to the noise interfering with auditory communications, especially speech, and with sleep or rest. House vibrations and rattles induced by the noise serve as an additional major source of annoyance. The latter factor, annoyance from house vibration, is obviously due to more indirect effects of the noise and is discussed separately at the end of this chapter.

The levels of noise that interfere with speech at a conversational level of intensity and with the quality of sleep are recommended as the practical thresholds of noisiness for the assessment of environmental noises. These practical thresholds seem to be approximately the following:

<table>
<thead>
<tr>
<th></th>
<th>Steady noise</th>
<th>Peak level of variable (i.e., aircraft, auto) noise</th>
</tr>
</thead>
<tbody>
<tr>
<td>Speech interference</td>
<td>$L_A = 45, \text{dB}$</td>
<td>$L_A = 55, \text{dB}$</td>
</tr>
<tr>
<td>Sleep interference</td>
<td>$L_A = 35, \text{dB}$</td>
<td>$L_A = 45, \text{dB}$</td>
</tr>
</tbody>
</table>

Figure 5.16 shows the acceptability-unacceptability ratings given by 47 adults to recordings of aircraft flyover noises when heard in a laboratory living room in the presence of speech (a radio program) and when there was no speech present. It is interesting to note that when indoors, and especially when outdoors, and not trying to listen to speech or other weak auditory signals, people typically do not rate aircraft noises as unacceptable until they reach peak levels of 76 to 85 dBA. When listening to speech from a radio at an average level of 64 dBA, the unacceptable peak level of aircraft noise is judged to be about 58 dBA.

Somewhat different results were obtained by Willshire and Powell (ref. 63) in a similar experiment. These investigators asked 48 subjects to rate, among other things the acceptability-unacceptability of recorded aircraft flyover noise while they were seated in a laboratory “living room” engaged in either reverie, conversation, or watching television. The speech levels present were not specified. When watching television, 50 percent of the subjects rated the flyover noise as unacceptable when its peak level was 68 dBA (compared with 58 dBA in fig. 5.16). When engaged in reverie or conversation, 50 percent of the subjects rated the same noise as unacceptable when at a peak level of 78 dBA (compared with 76 dBA for indoor listening when no speech was present, presumably reverie, in fig. 5.16). According to Willshire and Powell, the seemingly higher tolerability of aircraft noise when the subjects were engaged in idle conversation than when
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FIGURE 5.16. Mean subjective ratings of acceptability given after each noise occurrence and levels of aircraft flyover noises at listeners' position. The tests were conducted with speech at an average level of 64 dBA, about 10 dB higher than conversational level.

listening to television could have been due to the subjects timing their speech to avoid the aircraft noise and/or raising their vocal effort when the noise was present. For both of the studies just discussed, the noise level specified was present at the position of the listeners.

Lukas (ref. 64) found from an analysis of a number of studies on the effects of noise on sleep that the threshold for noise interference with sleep was about 35 dBA. This area of research, which will be discussed more fully in chapter 11, is complicated by the fact that the threshold of arousal from noise is cyclic, varying from a level of about 35 dBA during a light stage of sleep to 80 dBA or so during a deep stage. Also, the reaction of persons physiologically aroused from sleep depends upon familiarity with, and meaning of, the noises.

For most of the data analyzed by Lukas, the subjects were familiar with (adapted to) the noises involved, none of which had any particular meaning to the subjects. Also, as shown in chapter 11, attitude surveys and complaints of people exposed to noise in real life indicate that the practical threshold for com-
plaints about sleep interference is indeed about 10 dB less than it is for speech interference.

From these, and other considerations discussed in chapter 6, it follows that in the assessment of environmental noise, unwanted sounds are to be measured only when their levels at the ears of the listeners exceed the practical thresholds specified. Only during those periods can a sound be effective as, or perceived as, noise; of course, the sound must also be unwanted for reasons other than its meaning to the listener.

"10 dB down" method

An alternative definition of effective duration is the time a sound is within 10 dB of its maximum or peak level (such as the flyover noise from an aircraft), provided that peak level is greater than 10 dB above the thresholds specified above. This alternative is based on subjective judgment data showing that for sounds which increased to a maximum level at about the same rate as the sound had increased, the energy in the sound below a level of about 10 to 15 dB lower than the maximum level did not appear to contribute significantly to the perceived noisiness of the sound (Kryter and Pearsons, ref. 8).

Often there will be little difference, at least for aircraft type noises, between the magnitudes of duration-integrated noise levels when the threshold of noisiness rule and when the maximum level to 10 dB down rule is used to establish the levels at which the integration process is started. The reason, of course, is that the weaker portions of the sound environment will contribute but a small amount to the integrated noise level in dB.

Equal energy

Given a definition of effective duration, the question remains of how the perceived noisiness increases as a function of its effective duration. Figure 5.6 showed that as the duration of impulsive noises below 1 sec is progressively halved, the intensity must be decreased by about 3 dB in order for the judged noisiness to remain the same. That is, equal energy gave equal judged noisiness.

Figure 5.17 (taken from ref. 65) shows that as the duration of more steady-state noise increases above 1 sec, the equal-energy rule for perceived noisiness is approximately correct, at least up to 100 sec or so. This is in sharp contrast to judged loudness for durations longer than 1 sec. Consistent with the critical summation time of the ear, loudness stays the same or even decreases. Note that in figures 5.6 and 5.17, some of the apparent bend in the data curves may be related to judgments being influenced to some extent by durations of the reference signals, 1 sec and 12 sec, respectively. Incidentally, the impulsive bursts of noise in figure 5.6 (rise time briefer than a few milliseconds) were judged against a standard with an equally short rise time. As shown below, there is an additional contribution to the judged noisiness of sounds with short, or impulsive,
rise times compared with the noisiness of sounds with slower, or nonimpulsive, rise times. For reasons discussed below, it appears that when a sound increases in level above the threshold level for noisiness (estimated as 45 dBA indoors and 55 dBA outdoors, for brief sounds) at a rate greater than about 10 dB/sec, it is judged impulsive.

Fuller and Robinson (ref. 66) asked subjects to judge the annoyance, unpleasantness, loudness, distractiveness, etc., of recorded traffic noise at essentially a constant level of 85 dBA for durations varying from 5 to 60 minutes. The overall results were consistent with an increase in the subjective unwantedness equivalent to 2 dB for a doubling of duration. This finding, something less than the 3 dB energy rule, is rather like the shape of the data-fit function from about 20 to 60 sec shown in figure 5.17.

Hiramatsu et al. (ref. 67) studied the effect on judged annoyance of the duration (30 msec to 90 sec) of white noise at four levels of intensity. Kuwano et al. (ref. 68) investigated the judged noisiness of 16 kinds of intermittent and 22 kinds of steady-state noises. The results of the Hiramatsu et al. indicated that there was some interaction between the effects of level and duration, but that, taken overall, the slope of the duration effect was 3.4 dB per doubling of duration. Kuwano et al. report that energy (3 dB per doubling of duration) was appropriate for expressing the duration effect on the noisiness of steady-state noise, but not entirely so for intermittent noise. For the latter noise its mean energy level plus 10 times the common logarithm of the number of pulses was cited as being more appropriate.
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Multiple events

Equal energy, frequency weighted for loudness, seems to be a valid indicator of the relative noisiness, or potential annoyance, due noises of different durations. As seen in chapter 11 from attitude survey data in real life, this equal-energy concept can, within limits, be extended to the summation of annoyance from multiple events.

Duration of onset of nonimpulsive sound

It appeared in figure 5.17 that the longer the duration of a noise, the less wanted it is. More subtle is the apparent fact that the longer the duration in the buildup of the intensity of a noise, the more unacceptable it is, even though the total duration and energy remains the same. Nixon et al. (ref. 41) reported that a sound that increases slowly to a given peak level and then decreases rapidly is much more objectionable than one of the same total duration and maximum intensity that increases rapidly and then decreases slowly in intensity (see fig. 5.18). Comparison of the results for the first pair in figure 5.18 (an intensity but no frequency shift) versus those for the second pair (intensity as well as frequency shift) reveals that a shift in frequency, such as would be present with an actual moving sound source (the Doppler shift) does not appear to have a significant effect on the results. Rosinger et al. (ref. 69) found that to be judged equally acceptable, the level of signal A of figure 5.18 had to be about 7 dB less than signal B. These investigators suggest that as long as a sound is increasing in intensity, the listeners presume that the source of the sound is approaching and may come dangerously close. Therefore, the onset portion of the sound is judged noisier than the portion that is decreasing in level, even when these two portions are of equal duration and equal energy.

![Signal Pairs Diagram](image)

FIGURE 5.18. Temporal intensity and frequency patterns of pure-tone signals used in judgment tests and test results. (From ref. 69.)
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The trend in the judgments of these noises is also consistent with the so-called "time-error" of subjective judgments. That term is used to describe the phenomenon that the more recent of two physically equal stimuli is subjectively judged to be the more intense. Accordingly, the sound whose peak level occurred closest (at the end of a sound) might be judged the more intense by an amount equivalent to 1 to 2 dB, other things being equal. However, fear of an oncoming source and, particularly, the longer uncertainty felt by the listener concerning how intense an increasing noise may become seem more reasonable explanations for the phenomenon found by Nixon et al. In addition, the effect is generally greater than could usually be explained by the subjective time error.

A series of judgment tests of the relative noisiness of a variety of aircraft noises was conducted at Wallops Island, Virginia (ref. 52). It was found in these tests that the aircraft sounds with relatively long onset portions were judged noisier than aircraft sounds with relatively brief onset portions, even though the two aircraft sounds had the same integrated or effective level. To account for this difference, a correction function was estimated from the data of Nixon et al. and then applied to the judgment tests of aircraft noise. This correction procedure improved the prediction of the subjective judgments of some of the aircraft noise. However, because of the meager amount of data available on this phenomenon, the use of such a correction to integrated noisiness does not seem justifiable at this time.

Background noise for judgment tests

The attempt to quantify, in terms of the physical stimulus, the onset duration factor in the calculation of an integrated noisiness level has certain implications for the definition and specification of the temporal-intensity pattern of a standard reference sound and the relation of that sound to a standard reference background noise. Clearly, if the onset duration is a factor in judged perceived noisiness, then the degree to which the standard reference at its maximum level exceeds its initial level will have an influence upon its onset duration and noisiness. For this reason, it is recommended that in laboratory testing with a standard reference sound, a standard background noise be continuously present during the judgment tests of the standard reference sound and any comparison sounds. The level of the background noise should be at least 15 dB below the maximum level at all frequencies of the standard reference and comparison sounds or at least at the practical thresholds of noisiness given previously.

Background noise in real life

There are some data (see chapter 11) and much anecdotal evidence that a sound, such as that heard from an aircraft flying overhead, is not as noticeable in a high background noise as it is in a quiet environment. If one assumes that the average person would adapt to background environmental noise, then in-
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Increasing the background noise level would make the occasional noises that exceed this level more acceptable.

An alternative interpretation, one more in keeping with surveys of attitudes towards noise in real life, is that the environmental with the high level of background noise is judged unwanted, and the intruding higher level noises are able to add some, but only a relatively small amount of, additional annoyance. In any event, the higher the background noise level, the shorter the onset of an intruding noise, regardless of its final absolute level, and therefore, the lesser the annoyance to be expected from the intruding noise.

Combined noises and long duration test periods

When aircraft noise is heard in the presence of background or competing noises of sufficient intensity, the background noise can be expected to mask to some extent the aircraft noise. Related to this question are some experiments conducted by Namba and Kuwano (ref. 70) in which they independently varied the level of background and intrusive aircraft noise.

Subjects were asked to rate on a 7-point scale (from "not noisy at all" to "intolerably noisy") the noises from moment to moment and also after a 10-minute session of listening. Figure 5.19(a) shows that the judged noisiness increased with \( L_{A,eq} \), but that in some conditions, the judged noisiness was somewhat less than that expressed from the same \( L_{A,eq} \) of background noise alone. This would seem to suggest that not only did one noise somewhat mask the other but also the overall noisiness was decreased somewhat. However, this finding
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(a) After 10-minute exposures to background noise alone (AN\( - \)) and background noise plus aircraft flyover noises (AN\( + \)).

![Graph](image)

(b) After 10-, 60-, and 120-minute exposure to background noise with and without aircraft flyover noises.

FIGURE 5.19. Judgments of overall noisiness. (From ref. 70.)
seems contrary to the steady growth of noisiness as a function of $L_{A,eq}$ of either noise alone. Possible interpretations are that

1. The aircraft noise, because of masking effects, reduced somewhat the perceived noisiness of the background noise, or vice versa.

2. The differences of some of the data points from the solid line on figure 5.19(a) are not statistically significant.

From a practical point of view, it is to be noted that the aircraft noises were varied over rather low levels of intensity (peak levels ranging from 55 to 75 dBA) and that at the higher $L_{A,eq}$, this possible phenomenon seems to disappear. That is, for the three values of $L_{A,eq}$ above 58 dB or so, the combined noise environment is judged to be about equal to or worse than the background noise alone of equal $L_{A,eq}$.

Namba and Kuwano (ref. 70) also conducted experimental sessions of 10-, 60-, and 120-minute duration, of which some contained only steady-state background noise and some contained background plus an aircraft noise every 2 minutes. After each session the subjects rated, among other things, the noisiness overall for each session. Figure 5.19(b) shows that the overall ratings for sessions of a given duration follow the $L_{A,eq}$ hypothesis (that the total energy, regardless of source, controls the judged noisiness) within a session, but that the 60- and 120-minute sessions were judged overall, to be somewhat noisier than the 10-minute session.

It is perhaps important to note that the reliability of how well people judge the noisiness of rather long periods of exposure (up to 120 minutes) appears to be quite high. Namba and Kuwano found correlations between ratings made one month apart of $r = 0.89$ to 0.99 for the different combinations of test conditions.

**Noisiness of Impulses**

Experience indicates that when the intensity of a sound increases faster than a certain rate, particularly if it reaches certain levels of intensity, this rate of change contributes to an unwanted startle effect, even when the sound is expected. Because rate and duration of onset are clearly not independent, one would perhaps expect this effect to be opposite that found by Nixon et al. (ref. 41); that is, shortening the onset duration of a sound would increase subjective noisiness rather than decrease it.

**Correction for impulsive level**

Beyond a certain rate of change of level, a sound is believed to take on an impulsive characteristic that itself contributes to the perceived noisiness of a sound. This effect may be related to reflex reactions of the autonomic nervous system to sudden, intense sounds. Figure 5.20 depicts a suggested correction
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- SONIC BOOMS vs. SUBSONIC AIRCRAFT, NOISE HEARD INDOORS, MEASURED OUTDOORS (KRYTER et al., ref. 71)
- SONIC BOOMS vs. SUBSONIC AIRCRAFT NOISE HEARD AND MEASURED OUTDOORS (KRYTER et al., ref. 71)
- SIMULATED ARTILLERY FIRE vs. SUBSONIC AIRCRAFT NOISE HEARD AND MEASURED INDOORS (YOUNG, ref. 72; SCHOMER, ref. 73)
- BURSTS OF PINK NOISE vs. STEADY PINK NOISE AT EAR (IZUMI, ref. 75)
- VARIETY OF NATURAL AND SYNTHETIC IMPULSES vs. 1-SEC OCTAVE BAND OF NOISE, AT EAR (FIDELL AND PEARSONS, ref. 74)

![Graph showing expected correction based on relative attenuation of nonimpulsive aircraft noise and impulses by typical house, windows closed.](image)

**FIGURE 5.20.** Judgments of noisiness of impulsive compared with nonimpulsive noise and proposed impulse correction procedure. Data points were obtained with impulses presented in the quiet (= 40 dBA).

that can be applied to the level of impulsive segments of sound to take into account this effect. The correction procedure involves determining the ratio of impulsive to background noise for a 1-sec period. An impulse is said to occur when the A-weighted peak sound level within 1 sec, $L_{A,p}$, exceeds by 10 dB or more the average noise level integrated over the preceding or following 1 sec, $L_{A1s}$, providing that $L_{A1s} > 40$ dB. The lower valued $L_{A1s}$ or 40 dB, whichever is greater, is
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called the background noise level. If more than one impulse occurs in 1 sec, the average impulse-to-background noise ratio is assigned to that 1-sec period. With this ratio and the graph in figure 5.20, one can find the impulse correction to be added to the measured 1-sec integrated sound level. Note that figure 5.20 is applicable to noise measured in L_D or PNL as well as L_A.

The function shown in figure 5.20 is drawn primarily on the basis of data from an experiment (Kryter et al. (ref. 71)) in which subjects judged the relative noisiness of expected sonic booms vs. the sound of a subsonic aircraft (see fig. 5.21 and table 5.2). Shown is a data point from a study by Izumi, as reported by Sutherland and Burke (ref. 34), in which the noisiness of a steady-state pink noise (10-sec duration with a rise and decay time of 2 sec and peak level of 70 dBA) was compared with that of the pink noise interrupted instantaneously. Other data points in figure 5.20 include those from a study by Young (ref. 72) as presented and discussed by Schomer (ref. 73). They are derived from figure 5.22 and the measurements showing that L_C was 10 dB greater than the L_A of the artillery blasts. Also shown is the average differences between L_A for a reference octave band of random noise (600 to 1200 Hz) and various single impulse sounds as found by Fidel! and Pearsons (ref. 74).

Outdoor versus indoor conditions

The impulse correction is about 5 dB greater when the sonic booms and aircraft noise are heard indoors but measured outdoors than when the two noises are measured at the position of the listeners. Schomer (ref. 73) deduced similar conditions for the artillery vs. subsonic aircraft noise study and corrected the levels by “5-10 dB” when plotting figure 5.22. Typically, environmental noise is measured outdoors to predict the resulting annoyance experienced indoors. In the case of impulsive noise it appears in figure 5.20 that the judged acceptability indoors of impulsive noise is 5 dB less than nonimpulsive noise. Although the low-frequency impulses were attenuated 10 dB less than the higher frequency nonimpulsive noise, they were judged indoors to be only about 5 dB less in effective obnoxiousness, compared with the judgments made outdoors.

In the sonic boom studies (ref. 71), subjects were both inside and outside houses exposed to sonic booms; and in the Young study (ref. 72), the test room vibrated from the simulated artillery fire as would a room in a typical house. Because of these and other relevant data, the author believes that the perceptions (proprioceptive, auditory, and visual) of vibrations and rattles contributed 5 dB more unwantedness than expected on the basis of intensity when the booms and artillery fire were heard indoors than when they were heard outdoors.

The impulse startle effect does not appear to cause this additional source of noisiness. The relative startle effect is shown by the shape of the curves in figure 5.20 as a function of impulse-to-background noise ratio. The apparent noise vibration factor is surmised to be a function of the spectra of a noise and to be independent of whether the noise is impulsive or nonimpulsive.
FIGURE 5.21. Level of subsonic aircraft noise judged to be equal in acceptability to sonic booms in the home. Edwards' subjects were adapted to booms from average of 2 year's exposure to 6 booms per day. The abscissa is the level of sonic booms in psf and $L_A$; on the ordinate, outdoor $L_{A,ex}$ (SEL) = Peak PNL - 7 dB and Indoor $L_{A,ex}$ (SEL) = Outdoor $L_{A,ex}$ (SEL) - 30 dB. (From ref. 71.)
Loudness, Noisiness, and Vibration Effects

FIGURE 5.22. Relationship between psychological annoyance and physical stimuli. All stimuli are A-weighted $L_{eq}$ (indoors) except the artillery noise which is C-weighted and corrected to account for the reduced building attenuation to low-frequency impulsive noises as compared with the building attenuation to aircraft or air-horn noise. The solid line is a least-square fit to the nonartillery noises. (From ref. 73.)

Research questions

Whether the proposed correction function in figure 5.20 has general validity is open to question. Possible bases for the proposed correction; singly or in combination, are the following: (1) some nonlinear response in the auditory system when the energy flux of a sound is increased above some amount, (2) some response of the autonomic system to the sound, or (3) some purely perceptual psychological response to a sudden, intense sound. In keeping with the previous definitions of perceived noisiness, it is presumed that the impulsive sounds to be evaluated in regard to their perceived noisiness are familiar to the listeners and
### TABLE 5.2

Sonic Boom Spectra

[Data from ref. 71]

(a) Nominal outdoor one-third-octave band energy spectra and $L_A$, $L_C$, and $L_D$ for XB-70 sonic boom with rise time of 0.005 sec

<table>
<thead>
<tr>
<th>Mission</th>
<th>$\Delta P$</th>
<th>50</th>
<th>63</th>
<th>80</th>
<th>100</th>
<th>125</th>
<th>160</th>
<th>200</th>
<th>250</th>
<th>315</th>
<th>400</th>
<th>500</th>
<th>630</th>
<th>800</th>
<th>1000</th>
<th>1250</th>
<th>1600</th>
<th>2000</th>
<th>2500</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-1</td>
<td>2.91</td>
<td>136.86</td>
<td>102</td>
<td>102</td>
<td>99</td>
<td>96</td>
<td>93</td>
<td>87</td>
<td>73</td>
<td>81</td>
<td>81</td>
<td>71</td>
<td>75</td>
<td>68</td>
<td>67</td>
<td>64</td>
<td>60</td>
<td>58</td>
<td>54</td>
</tr>
<tr>
<td>2-1</td>
<td>2.55</td>
<td>135.71</td>
<td>101</td>
<td>100</td>
<td>98</td>
<td>95</td>
<td>92</td>
<td>86</td>
<td>72</td>
<td>80</td>
<td>80</td>
<td>70</td>
<td>73</td>
<td>67</td>
<td>66</td>
<td>63</td>
<td>59</td>
<td>57</td>
<td>53</td>
</tr>
<tr>
<td>10-1</td>
<td>2.41</td>
<td>135.22</td>
<td>101</td>
<td>100</td>
<td>98</td>
<td>95</td>
<td>92</td>
<td>86</td>
<td>72</td>
<td>80</td>
<td>80</td>
<td>69</td>
<td>73</td>
<td>67</td>
<td>65</td>
<td>62</td>
<td>59</td>
<td>57</td>
<td>53</td>
</tr>
<tr>
<td>15-1</td>
<td>2.18</td>
<td>134.35</td>
<td>100</td>
<td>99</td>
<td>97</td>
<td>94</td>
<td>91</td>
<td>85</td>
<td>71</td>
<td>79</td>
<td>79</td>
<td>69</td>
<td>72</td>
<td>66</td>
<td>64</td>
<td>61</td>
<td>58</td>
<td>56</td>
<td>52</td>
</tr>
<tr>
<td>14-1</td>
<td>2.10</td>
<td>134.02</td>
<td>100</td>
<td>99</td>
<td>96</td>
<td>94</td>
<td>90</td>
<td>85</td>
<td>71</td>
<td>79</td>
<td>79</td>
<td>68</td>
<td>72</td>
<td>66</td>
<td>64</td>
<td>61</td>
<td>58</td>
<td>55</td>
<td>51</td>
</tr>
<tr>
<td>9-1</td>
<td>2.09</td>
<td>133.98</td>
<td>100</td>
<td>99</td>
<td>96</td>
<td>94</td>
<td>90</td>
<td>85</td>
<td>71</td>
<td>79</td>
<td>79</td>
<td>68</td>
<td>72</td>
<td>66</td>
<td>64</td>
<td>61</td>
<td>58</td>
<td>55</td>
<td>51</td>
</tr>
<tr>
<td>6-2</td>
<td>1.78</td>
<td>132.59</td>
<td>98</td>
<td>97</td>
<td>95</td>
<td>92</td>
<td>89</td>
<td>83</td>
<td>69</td>
<td>77</td>
<td>77</td>
<td>67</td>
<td>70</td>
<td>64</td>
<td>62</td>
<td>60</td>
<td>56</td>
<td>54</td>
<td>52</td>
</tr>
<tr>
<td>5-2</td>
<td>1.19</td>
<td>129.09</td>
<td>95</td>
<td>94</td>
<td>92</td>
<td>89</td>
<td>85</td>
<td>80</td>
<td>66</td>
<td>74</td>
<td>74</td>
<td>63</td>
<td>67</td>
<td>61</td>
<td>59</td>
<td>56</td>
<td>53</td>
<td>50</td>
<td>47</td>
</tr>
</tbody>
</table>

Nominal outdoor sound energy level, dB

<table>
<thead>
<tr>
<th>Center frequencies, Hz</th>
<th>$L_A$</th>
<th>$L_C$</th>
<th>$L_D$</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>85</td>
<td>106</td>
<td>97</td>
</tr>
<tr>
<td>63</td>
<td>84</td>
<td>105</td>
<td>96</td>
</tr>
<tr>
<td>80</td>
<td>83</td>
<td>105</td>
<td>96</td>
</tr>
<tr>
<td>100</td>
<td>83</td>
<td>104</td>
<td>95</td>
</tr>
<tr>
<td>125</td>
<td>83</td>
<td>103</td>
<td>94</td>
</tr>
<tr>
<td>160</td>
<td>81</td>
<td>102</td>
<td>93</td>
</tr>
<tr>
<td>200</td>
<td>80</td>
<td>102</td>
<td>93</td>
</tr>
<tr>
<td>250</td>
<td>79</td>
<td>100</td>
<td>92</td>
</tr>
<tr>
<td>315</td>
<td>78</td>
<td>99</td>
<td>91</td>
</tr>
<tr>
<td>400</td>
<td>78</td>
<td>98</td>
<td>90</td>
</tr>
<tr>
<td>500</td>
<td>77</td>
<td>97</td>
<td>89</td>
</tr>
<tr>
<td>630</td>
<td>77</td>
<td>96</td>
<td>88</td>
</tr>
<tr>
<td>800</td>
<td>76</td>
<td>95</td>
<td>87</td>
</tr>
<tr>
<td>1000</td>
<td>75</td>
<td>94</td>
<td>86</td>
</tr>
</tbody>
</table>

(b) Outdoor $\Delta P$, PNL and one-third-octave band energy spectra, and PNL measured in three rooms indoors for XB-70 sonic boom

<table>
<thead>
<tr>
<th>Location within house</th>
<th>Mission</th>
<th>$\Delta P$, average of 5 outdoor measurements</th>
<th>Outdoor nominal PNL, dB</th>
<th>Recorded indoor sound energy level, dB</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>psf</td>
<td>dB</td>
<td></td>
</tr>
<tr>
<td>B</td>
<td>1-1</td>
<td>2.91</td>
<td>136.86</td>
<td>101</td>
</tr>
<tr>
<td>K</td>
<td></td>
<td>73</td>
<td>78</td>
<td>78</td>
</tr>
<tr>
<td>D</td>
<td></td>
<td>84</td>
<td>78</td>
<td>75</td>
</tr>
</tbody>
</table>

Average: 80
| B    | 2-1  | 2.55  | 135.71 | 100  | 70   | 60  | 70  | 69  | 63  | 63  | 56  | 55  | 52  | 53  | 49  | 53  | 52  | 47  |
|------|------|-------|--------|------|------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| K    |      |       |        |      | 70   | 69  | 75  | 75  | 71  | 63  | 59  | 60  | 57  | 55  | 55  | 55  | 55  | 52  |
| D    | 86   | 76   | 78    | 85   | 76   | 74  | 69  | 65  | 59  | 59  | 59  | 59  | 59  | 59  | 59  | 60  | 56  |
| B    | 73   | 72   | 80    | 65   | 68   | 65  | 62  | 63  | 61  | 55  | 55  | 56  | 54  | 55  | 54  | 54  | 55  |
| K    | 71   | 70   | 72    | 74   | 72   | 63  | 60  | 66  | 65  | 57  | 63  | 67  | 70  | 72  | 82  | 82  | 82  |
| D    | 76   | 71   | 72    | 73   | 70   | 69  | 69  | 66  | 56  | 57  | 55  | 52  | 52  | 52  | 52  | 52  | 52  |
| B    | 75   | 74   | 78    | 72   | 68   | 70  | 70  | 61  | 62  | 59  | 54  | 53  | 53  | 53  | 53  | 53  | 53  |
| K    | 71   | 70   | 67    | 70   | 67   | 64  | 63  | 59  | 58  | 56  | 56  | 53  | 53  | 53  | 53  | 53  | 53  |
| D    | 74   | 75   | 73    | 72   | 70   | 70  | 69  | 64  | 61  | 58  | 55  | 54  | 53  | 53  | 53  | 53  | 53  |
| B    | 69   | 69   | 77    | 68   | 63   | 63  | 65  | 60  | 57  | 56  | 53  | 51  | 50  | 50  | 50  | 50  | 50  |
| K    | 71   | 68   | 65    | 63   | 61   | 59  | 57  | 55  | 54  | 52  | 51  | 51  | 50  | 49  | 49  | 49  | 49  |
| D    | 80   | 71   | 72    | 71   | 68   | 72  | 70  | 64  | 62  | 61  | 57  | 56  | 54  | 52  | 52  | 52  | 52  |
| B    | 59   | 64   | 67    | 62   | 61   | 59  | 54  | 50  | 49  | 48  | 46  | 44  | 42  | 42  | 42  | 42  | 42  |
| K    | 73   | 69   | 74    | 73   | 71   | 63  | 61  | 58  | 59  | 57  | 53  | 53  | 53  | 53  | 53  | 53  | 53  |
| D    | 76   | 72   | 73    | 68   | 70   | 69  | 67  | 62  | 61  | 59  | 55  | 53  | 52  | 51  | 51  | 51  | 51  |
| B    | 73   | 69   | 72    | 74   | 75   | 74  | 75  | 70  | 58  | 55  | 53  | 50  | 50  | 48  | 48  | 48  | 48  |
| K    | 77   | 74   | 71    | 72   | 64   | 65  | 63  | 59  | 59  | 56  | 55  | 51  | 51  | 50  | 50  | 50  | 50  |
| D    | 85   | 74   | 69    | 75   | 71   | 69  | 66  | 61  | 61  | 57  | 54  | 53  | 52  | 52  | 52  | 52  | 52  |
| B    | 68   | 66   | 66    | 65   | 69   | 68  | 59  | 56  | 53  | 52  | 50  | 49  | 49  | 48  | 49  | 49  | 49  |
| K    | 72   | 66   | 61    | 66   | 57   | 59  | 58  | 56  | 52  | 52  | 50  | 50  | 50  | 49  | 49  | 49  | 49  |
| D    | 77   | 69   | 63    | 70   | 67   | 63  | 65  | 60  | 60  | 58  | 56  | 54  | 53  | 54  | 54  | 54  | 54  |

a) re 0.0002 μbar.
b) B = Bedroom, K = Kitchen, and D = Dining room.
c) PNL calculated from nominal spectrum of boom from XB-70 with rise time of 0.005 sec and the given peak pressures.
d) PNL calculated from measured spectra.
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are an expected part of their noise environment. This was the case for the judgment tests of sonic booms and the noise from subsonic aircraft represented by the lower curves of figure 5.21 which were used for deriving the data points plotted in figure 5.20.

No systematic data are known to show whether the noisiness penalty is a function purely of impulse-to-background noise ratio, as shown by the abscissa of figure 5.20, or that it is also influenced by the absolute levels involved. In the sonic boom and the artillery fire studies, the background noise was low, 40 to 50 dBA. Whether an impulse-to-background noise ratio of 20 with a background level of 55 dBA (earning an impulse correction penalty of about +8 dB according to fig. 5.20) would be the same with the same ratio but a background noise level of, say, 80 dBA is unknown, in the author's opinion. The effect should be about the same, of course, if the masking effects of the background noise on the impulsive noisiness is about the same with constant ratios. That would be a reasonable expectation within limits.

Method of C-weighting

Table 5.2 shows that using C-weighting instead of A-weighting for measuring the energy in the sonic boom impulses increases the relative level by some 21 dB. This is similar to the 19-dB difference found by Young (ref. 72) between $L_A$ and $L_C$ for artillery fire impulses. Averaged over the range of impulse levels involved, the numerical values of the C-weighted energy level of the impulsive noise is thus about the same as the A-weighted energy level of the nonimpulsive noise judged to be equally acceptable. Accordingly, measuring impulsive sounds with C-weighting and nonimpulsive sounds with A-weighting would provide levels that would be about numerically equal when judged to be equally acceptable. Schomer (ref. 73) has proposed that $L_C$ be used in this way. However, this finding is possibly unique to the particular impulses that were judged, and impulses with different spectra could give different results.

It is more logical (but with present sound level instruments less practical) to use A-weighting energy or some similar loudness-noisiness frequency weighting, for all noises, impulsive or nonimpulsive, and to add to the impulse energy level in 1-sec intervals a correction value in accordance with the average contribution to noisiness of expected impulsive sounds. In brief, to use the proposed corrections shown in figure 5.20. The possible applicability of this correction procedure to the assessment of the acceptability of multiple impulses is examined below.

Repeated impulses

The recommendation that sound energy be integrated within a 1-sec period of time, as the minimum, would seem to be inappropriate for closely occurring impulses that are so short that more than one can occur within a second. How-
ever, this measurement time interval appears to be of practical accuracy even here since the loudness and noisiness of pulses shorter than 1 sec depend upon their energy summed over 1 sec.

As shown in figure 5.23 from Izumi (ref. 75), each doubling of a number of impulses of a constant duration required that the burst energy level be decreased by about 3 dB to maintain equal subjective judgments. This is in agreement with earlier data on loudness of 1-msec triangular transients of varying rise times and repetition rates (Carter, ref. 76).

Impulsive sound coming from helicopters (the so-called "blade slap") has been studied in the context of practical procedures for assessing aircraft noise. It has been difficult, however, to generalize the results from the various studies. A detailed review of helicopter noise studies through about 1978 is given in Sutherland and Burke (ref. 34). It appears from the results of these studies that a correction to the $L_{A,eq}$ of helicopter noise with blade slap relative to helicopter noise without blade slap ranges from about $-8$ to $-2$ dB. This underestimation by $L_{A,eq}$ of the perceived noisiness is perhaps to be expected, not because of impulsiveness per se, but because the A-weighting underweights the relative contribution to loudness and noisiness of the low frequencies, frequencies augmented in level by the blade slap noise (see difference in D versus A, table 2.1). Indeed, when sound level is expressed as $L_{PNdB,eq}$ or $L_{D,eq}$, which more appropriately weights the frequency spectrum, the required correction becomes only $-2$ to $+4$ dB rather than $-8$ to $-2$ dB (Powell, ref. 77). Also, Galloway (ref. 78) found that the rate of blade slap (from 10 Hz to 30 Hz) contributed to judged noisiness

![Figure 5.23](image-url)
Effects of Noise

over and above that predicted from $L_{eq}$. It appeared that increasingly the rate of slap, with total A-weighted energy constant, increased the perceived noisiness by the equivalent of 4 dB or so. Powell (ref. 79) conducted a study of the judged noisiness of the sound from helicopters and a fixed wing aircraft. The rate of blade slap of the helicopter noise was systematically varied. Powell found that methods presently proposed by the ISO for predicting from A-weighted measures the noisiness of helicopters do not improve the prediction obtained with $L_{PNdB,eq}$ (EPNdB). Some further references to research on helicopter noise are presented in chapter 11.

Rate and on-off times

Izumi (ref. 80) conducted a study of the effects of the rate and duration of interruption on the relative perceived noisiness of a 20-sec period of pink noise (onset and offset times of 30 and 200 msec, respectively, *i.e.*, impulsive sounds). In these tests, 20-sec periods of uninterrupted pink noises were judged against 20-sec periods of the noise with all combinations of on times from 0.125 to 1 sec and off times from 0.125 to 1 sec. Peak levels of the uninterrupted reference noise were 60, 70, and 80 dBA.

Izumi developed graphic and mathematical formulas to show the contribution to perceived noisiness of the parameters of BTF (burst time fractions, equal to on time divided by on time plus off time) and RR (repetition rate), as found in his studies. The following formula represents results he obtained in a later study (Izumi, ref. 81) with interrupted vs. uninterrupted 10-sec periods of pink noise:

$$L_{RB} = 6 \log_{10} \text{BTF} + (10 \log_{10} \text{RR} + 10)(1 - e^{-15T_{off}})$$

where—$L_{RB}$ = Relative A-weighted noise level of burst, dB  
BTF = Burst time fraction  
RR = Repetition rate, sec$^{-1}$  
$T_{off}$ = Off time, sec

Also, for multiple, brief (less than 1 sec) impulses such as those studied by Izumi, the aural reflex could possibly affect judged loudness and noisiness in somewhat confusing ways. That is, the aural reflex, as discussed in chapter 3, could be activated to different degrees for given burst-time fractions depending upon the actual durations of the off time between impulse bursts of differing durations.

The new procedure proposed (and apparently Izumi’s methods) requires a time history of A-weighted, peak, and 1-sec integrated sound pressure levels, values not directly available from standard sound level meters. The use of an overall A-weighting filter (not a sound level meter) in conjunction with an oscilloscope provides an appropriate means of finding the peak level, and the 1-sec energy levels can, of course, be calculated or estimated from time history records.
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of the impulses. Future sound level meters using digital forms of analysis no
doubt will be able to measure sound energy over 1-sec periods of time (see Kun-
dert, ref. 82), as can present computer-aided sound measurement systems.

Summary of impulse variables

To recapitulate, there appear to be two major subjective factors to be con-
sidered in predicting from physical measures the acceptability of impulsive
sounds that are an expected part of the environment, independent of any mean-
ing the sounds may have.

1. Noisiness from loudness is found to be predictable from its frequency-
weighted (according to some loudness function such as dBA, dBd, PNdB, or
phon) energy integrated over 1 sec. As with nonimpulsive sound, impulses con-
tinuing to be repeated for periods longer than 1 sec do not increase in loudness,
although their unacceptability or noisiness continues to grow on an integrated
energy basis.

2. Noisiness from impulsiveness appears to be an objectionable, startle-
related reaction due to expected large and rapid changes during 1 sec in noise
level.

Only when one wishes to consider the noisiness of impulsive sounds along
with, or in comparison to, that of nonimpulsive sounds is the impulse correction
given in figure 5.20 required. To achieve a general physical measure of noise
dosage that is consistently relatable to the perceived noisiness of the environ-
ment, it is important to add a special “psychological” weight to the impulse
segments.

The approximate equivalence in annoyance between sonic booms (mea-
sured in pounds per square foot) from aircraft flying at supersonic speeds and
the flyover noise (measured in SEL, LAex, or EPNdB) shown in figure 5.21 are
used later in chapters 11 and 12 to estimate the impact of sonic booms upon
people in residential communities.

Round Robin Study of Loudness of Impulses

A special study was conducted under the auspices of the International Stan-
dardization Organization, ISO (Pedersen et al., ref. 36) in which a variety of
recorded impulsive sounds were administered to subjects in 21 laboratories in 11
different countries. The subjects were asked to judge the “loudness” of the im-
ulsive sounds related to that of the reference sounds, as shown in table 5.3.

Level comparisons with reference signals

The average decibel attenuation required in the level of a comparison im-
pulse so that a given panel of subjects considered the impulse equal in loudness
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### TABLE 5.3

List of Noise and Reference Signals in Round Robin Study

[From ref. 36]

<table>
<thead>
<tr>
<th>Group</th>
<th>Noise no.</th>
<th>Noise Source</th>
<th>Duration, msec</th>
<th>Signal</th>
<th>Reference Duration, msec</th>
</tr>
</thead>
<tbody>
<tr>
<td>i</td>
<td>1</td>
<td>Puncher</td>
<td>1000</td>
<td>1/3 octave noise</td>
<td>1000</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>Cement mill</td>
<td>1000</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>Teletype</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>Pneumatic hammer (silenced)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>Pneumatic drill</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>Outboard motor</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>Hammer and anvil</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>Ram</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>9</td>
<td>Puncher</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ii</td>
<td>10</td>
<td>Typewriter</td>
<td></td>
<td>1-kHz tone</td>
<td>80</td>
</tr>
<tr>
<td></td>
<td>11</td>
<td>Hammer and anvil</td>
<td></td>
<td></td>
<td>320</td>
</tr>
<tr>
<td></td>
<td>12</td>
<td>Ram</td>
<td></td>
<td></td>
<td>160</td>
</tr>
<tr>
<td></td>
<td>13</td>
<td>Gun</td>
<td></td>
<td></td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>14</td>
<td>Sonic boom</td>
<td></td>
<td></td>
<td>320</td>
</tr>
<tr>
<td>iii</td>
<td>15</td>
<td>1-kHz tone</td>
<td>160</td>
<td>1-kHz tone</td>
<td>320</td>
</tr>
<tr>
<td></td>
<td>16</td>
<td></td>
<td>80</td>
<td></td>
<td>160</td>
</tr>
<tr>
<td></td>
<td>17</td>
<td></td>
<td>40</td>
<td></td>
<td>80</td>
</tr>
<tr>
<td></td>
<td>18</td>
<td></td>
<td>20</td>
<td></td>
<td>40</td>
</tr>
<tr>
<td></td>
<td>19</td>
<td></td>
<td>10</td>
<td></td>
<td>20</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td></td>
<td>5</td>
<td></td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>21</td>
<td>1-kHz tone</td>
<td>1000</td>
<td>1/3 octave noise</td>
<td>1000</td>
</tr>
</tbody>
</table>

The exceptions, group iii impulses, consisted of a burst of the same tone at twice the duration, and not of impulses of complex frequency spectra with somewhat variable durations (group i and ii) and repetitions (group i). It is hypothesized that since the group i and ii impulses were more complex than those in group iii, their relative differences from the reference signals with respect to potential startle or noisiness were more clearly perceived by some of the subjects.
The instructions to the subjects were unfortunate in the context of this study because the word "loudness," and no doubt its counterparts in other languages, can be interpreted ambiguously. Some subjects may have taken the instruction to mean that they should subjectively judge the peak physical intensity in the noise in relation to the reference noise; others may have judged the summed or averaged subjective intensity of the comparison versus the reference noises; other subjects might well have interpreted that the intent of the study was to have them judge how acceptable they felt the impulses were relative to the reference stimulus. Extracting from the subjects quantitative data on only the loudness of an impulse is made difficult because the perceived obnoxiousness of impulses could at times lead to confusing results, depending on whether or not subjects, when instructed to judge "loudness," interpreted "loudness" to include obnoxiousness. Note that Izumi found a consistent difference of several decibels between loudness and noisiness judgments of impulses (the noisiness was greater than the loudness, see fig. 5.23).
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**Relative contributions of spectra and duration**

However, although in the Round Robin Study the subjective aspect of impulsiveness *per se* was seemingly a floating variable among the different panels of subjects, the relative effects of spectra and duration upon the judgments were fairly consistently revealed. That is, the relative differences in ELA between different impulses were somewhat similar for all the panels of subjects (see fig. 5.24). The investigators had slightly different methods for calculating the variability of the ELA data; one was called a variance shape deviation criterion \((\log S^2)\) and the other a mean square \((\log MS)\) deviation criterion. The results plotted in figure 5.25 show the general magnitude of the errors or deviations of the physical measures to predict the judgments of loudness according to the two criteria measures.

These results demonstrate several things that in general agree with previous studies on these matters:

1. The subjective magnitude of loudness (or noisiness if the equivalent was judged) is more closely a function of stimulus energy, frequency weighted, for stimuli of up to 1 sec in duration (the maximum duration judged) than it is of the other meter measurements. This is shown by the generally smaller criteria errors found for the integration (energy) measures. (Note the use of the phrase “short time integration” in figures 5.25(b) and (d), those concerned with the single impulses of noise. Short time integration means that the integration time was as long as the duration of either the impulse or the reference signal, whichever was the longer. This being the case, the same results would, of course, have been obtained had a 1 sec integration time been used throughout.)

2. Stevens and Zwicker phons are generally more accurate in predicting subjective judgments than are overall frequency weightings, such as linear, A, B, C, or D, the apparent reason being that the phon is calculated from band spectral measures and thereby reflects the contribution to the subjective judgments of relative differences in the bandwidths of the different noises.

3. The D-weighting is generally more accurate in predicting the loudness judgments according to the mean square deviation criterion than the A-weighting or any of the other overall frequency weightings for the quasi-stationary noises (fig. 5.25(c)) or for the single pulses (fig. 5.25(d)). However, with variability scores based on the variance shape criterion, the A-weighting predicts the judgments of quasi-stationary noises with somewhat more accuracy than do the other frequency weightings, except when using impulse and peak meter functions; however, according to the variance shape criterion scores, all the frequency weightings, except for linear, predict the judgments of single impulses about equally well. The superior performance of the D-weighting over the other weightings, when it occurs, is probably to be expected because the other weightings, including A, do not reflect the approximate 10 dB “hump” in the equal-loudness and equal-noisiness contours in the 1 to 4 kHz region. The phon units also reflect
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(a) Quasi-stationary impulses; variance shape criterion.

(b) Single impulses; variance shape criterion.

(c) Quasi-stationary impulses; mean square criterion.

(d) Single impulses; mean square criterion.

FIGURE 5.25 Relation between two error criteria and dynamic characteristics of sound level measurements, including integrated energy. Parameter is frequency weighting procedure. (From ref. 36.)
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this 1 to 4 kHz hump in equal-loudness contours, a fact probably also contribut-
ing to the better performance of those units of noise measurement in predicting
the judgments of the impulses.

In spite of these results, in the report of the Round Robin Study the A-
weighting is recommended for the assessment of environmental noise in general
for the following reasons: (1) a sound level meter with an overall frequency
weighting is much more practical for everyday use than the instrumentation re-
quired to obtain the spectral data needed to calculate phons, and (2) the A-
weighting is generally used as a standard method for the assessment of steady-
state noises. However, the D-weighting, although not incorporated in most sound
level meters, also generally better assesses the perceived loudness and noisiness of
more steady-state noises than does the A-weighting, as was discussed earlier.

Sound Level Meter Problems—Energy and A-Weighting

Theoretically, measurements of single or multiple impulses with a fre-
quency-weighted sound level meter with a 1-sec integration time should be an
appropriate basis for estimating the perceived noise level, loudness level, or dam-
age risk level to hearing (to be discussed in chapter 9). For one thing, the spectra
of the impulses are generally broadband, and secondly, the frequency weighting
could be made to appropriately weight all frequency components contributing to
the auditory functions mentioned.

However, standard sound level meters do not provide a true integration of
the energy to be found in impulses or any short duration sound. We found, for
example, that calculated (computer-aided Fourier transforms) A-weighted en-
ergy, integrated over 1 sec, of sonic boom impulses (durations of 100 to 200 msec,
with rise time portions of 10 msec or so) was 30 to 50 dB greater than that readable
from a standard sound level meter set on A-weighting and fast or slow meter
action (Kryter et al. ref. 71).

Unfortunately, sound level meters integrate and average the sound not on an
energy basis (as apparently does the ear), but in an exponential manner. For
example, a brief (few milliseconds) impulse that occurs at the beginning of a 1-sec
period is weighted on the output of the fast meter only 0.00033 times as much as
the same sound recurring at the end of the 1-sec period (Young and Cowen, ref.
83). Why this is done is not explained, but it can result in meter readings that are
10 to 50 dB below the true integrated 1-sec average sound energy for impulses,
depending on their spectra.

Perhaps for this reason, some sound level meters have incorporated briefer
and briefer time constants to reduce the role of the exponential factor. However,
the use of such peak reading meters introduces other errors related to frequency
weighting and frequency band limitations. Also, this solution of getting higher
sound pressure levels for brief impulses does not address the fundamental prob-
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lem of measuring proportionally over 1 sec, as apparently does the ear, the frequency-weighted energy in sound whether impulsive or nonimpulsive.

An important contribution of the Round Robin Study was the analysis made by Pedersen et al. (ref. 36) of the role of the dynamic characteristics of sound level meters as a factor in the prediction from level measurements of the judged loudness (or possibly noisiness) of the impulses. Although it can be deduced from data such as that presented in figures 5.5, 5.6, and 5.7, figure 5.25 explicitly shows that the so-called "slow," "fast," "impulse," and "peak" values from present day sound level meters are not, by and large, appropriate for predicting judgments of impulses, whereas in conformity with present and previous research, energy integrated over 1 sec is.

Howes (ref. 84), observing the results of psychological and physiological experiments, described mathematically the transforms between the effective energy and judged loudness of a steady sound of a given duration. In essence, he described the critical band for frequency, the critical summation time, and the frequency bandwidth and shaping imposed by the auditory system as being, up to a point, a linear, energy transform system (except for the growth of loudness with level). Howes’ formulations are probably sufficiently general to cover impulsive sounds (although he does not claim to do so); at least they express the importance of measuring the energy in a sound as a correlate of loudness.

As alluded to earlier, the A-weighting in sound level meters can be a problem in the assessment of the loudness or noisiness of sounds of certain spectral shapes. For example, noises having most of their energy in the frequency regions either around 100 Hz and below or around 3000 Hz and above are judged about equally loud or noisy as a third noise having its maximum energy in the frequency region around 1000 Hz and an $L_A$ level that is 8 dB or so less than the level of the 100 Hz noise and 8 dB or so greater than the level of the 3000 Hz noise. This deficiency of the A-weighting function is generally not manifested, to its full extent because many, if not most, everyday noises have most of their energy in the frequency region between 100 and 3000 Hz. There are, of course, exceptions. This deficiency in sound level meters could be largely rectified by the substitution of the D- or E-weighting for the A-weighting that is presently used.

House Vibration and Noisiness

Another factor that contributes to annoyance experienced from intense noise in everyday life is house vibrations and rattles. This annoyance is obviously more indirectly engendered in a person and involves more senses than that from direct auditory system stimulation by the noise.

However, house vibration is found to be a rather universal source of annoyance, and its magnitude is to some extent predictable from spectral and duration variables of sounds in much the same way as is directly perceived auditory noisiness. Its magnitude is inversely related to the spectrum shape because most house
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Structures show increased vibration as sound frequency decreases, especially below several hundred hertz, whereas the loudness and noisiness from the sound coming directly from a source becomes progressively less at the lower frequencies.

**Structure displacement**

Studies were conducted by the National Aeronautics and Space Administration (ref. 85) in which a mechanical piston (shaker) was attached to a point on a house wall (see fig. 5.26). This shaker was capable of applying a constant vibrating force to the wall at different frequencies. Accelerometers attached to the wall provided measurements of vibration responsiveness of the wall to vibration imposed at different frequencies. As seen in figure 5.26, a given displacement (in
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dimensions: 416.4x645.8

millimeters) of a body is effected with less acceleration, 12 dB less per octave, as
the frequency of vibration is lowered. However, walls and most other elements of
house structures are displaced less at higher frequencies than at lower. Figure
5.26 shows that maximum displacement for a given acceleration force (kept con­
stant at the different shaker frequencies) occurs only for frequencies causing
acceleration below 100 Hz or so; above that frequency of imposed vibration, the
acceleration level of the wall progressively falls below that required to achieve the
same amount of wall displacement, 0.25 mm.

This is not to say that all parts and objects in a house vibrate most readily at
frequencies below 125 Hz or so; but it is to be expected that the creaks of a house
and the shaking of objects on walls, shelves, and floors (including people) are
more likely to occur from a noise whose spectrum contains considerable energy in
this lower frequency region. This being the case, it follows that while the D- or A­
weighted energy may be a reasonable index to loudness and noisiness therefrom,
its magnitude does not directly relate, perhaps even conversely, to the annoyance
or noisiness to be experienced because of house shaking and rattles.

The low-frequency content of some sounds (such as sonic booms, distant
cannon firings, and factory machinery rumblings) can be expected to cause as
much (if not more) annoyance from possible house vibration effects as from the
noisiness due to loudness or speech or sleep interference effects from the higher
frequency content. However, more common noises (such as aircraft and street
traffic) containing sufficient low-frequency energy to cause annoyances from
house vibrations have energy at the higher frequencies sufficient to cause
somewhat more annoyance because of loudness, noisiness, and speech and sleep
interference.

A-weighting

Because A-weighting gives such large negative weightings to low frequency
(e.g., $-20$ dB at 100 Hz and $-30$ dB at 50 Hz), large differences in the A­
weighted energy of noise with different spectra are possible even when they have
about equal amounts of low-frequency energy. For example, it is seen in figure
5.27 that if the sound pressure levels of one-third-octave bands below about 100
Hz were set to be about equal for the three noises (by increasing the level of the
noise of the 747 aircraft by 10 dB), the $L_A$-level of the boom would be 20 to 30 dB
less than that of the noise from the subsonic aircraft (108 dB for the subsonic
Concorde, 107 dB for the 747, and 82 dB for the sonic boom).

The house vibration factor would seemingly complicate attempts to achieve
a single frequency-weighted measure of sound energy for purposes of predicting
the acceptability of noises of all spectra. However, simple vibration penalty pro­
cedures apparently can be used with A-weighted or, with proper adjustments,
with D- or E-weighted, energy measures to take this factor into account for some
common impulsive and nonimpulsive noises.

163
Frequencies that are source of noisiness
(Speech Interference, loudness, Arousal, etc.)

Frequencies causing vibrations that are likely source of house jarring and rattles.

FIGURE 5.27. Relations between typical peak spectrum levels of aircraft noises and a sonic boom.
Impulses and house vibration

The data in figure 5.20 include both the startle and vibration contributions to the noisiness of expected impulses. The house vibration is not due, of course, to impulsiveness per se, but to the generally intense low-frequency content of impulse (see for example, that for a sonic boom in fig. 5.27). As discussed earlier, and as indicated by the difference between the dashed and middle curve in figure 5.20, the vibration effects contribute additional annoyance from the sonic boom impulses, an amount equivalent to about a 5-dB increase in sound pressure level.

Nonimpulsive noises

Most, but not all, nonimpulsive noise (e.g., from aircraft and automobile) contains effectively more energy in the higher frequency regions affecting loud-
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ness, speech, and sleep than in the low frequencies causing house vibrations. As a result, the perceived noisiness is generally due more to the direct auditory effects than to house vibrations. However, as seen in figure 5.28, as aircraft noise increases in sound level the disturbance from house vibrations progressively increases relative to that from noise interference with conversation. Accordingly, it would appear from these somewhat meager data that a house vibration annoyance penalty to take into account this increasing source of noise-induced annoyance is appropriate at these higher levels of typical aircraft noise.

This is not to suggest that this level might be considered a threshold level for causing noticeable vibration effects in typical houses from, for example, aircraft noise. Indeed, as seen in figure 5.28 from McKennell (ref. 86), significant disturbance in this regard is present at levels less than 80 dBA (85 dBC), as is also shown in attitude survey data about aircraft noise presented in chapter 6. However, above a level of about 85 dBA (90 dBC), the house vibrations reach in some typical houses a stage of progressively higher noticeability. At a level of about 110 dBC the house vibration effects are equally disturbing as speech interference. This is equivalent to a shift to the left of about 10 dB for vibration effects relative to speech interference effects, in comparison to the difference between the relative disturbing effect of vibration and speech interference when the aircraft noise is at a level of about 85 dBA.

Vibration penalty for nonimpulsive noise

The data in figures 5.20 and 5.28 are used as a basis for the correction procedure given in figure 5.29. Figure 5.29 provides the penalty in decibels to be added to measured $L_A$ values of nonimpulsive broadband noises when they are up

![Figure 5.29](image-url)

**FIGURE 5.29.** Correction to $L_A$ to be applied to nonimpulsive broadband noises when $L_A$ is up to 10 dB less than $L_C$, and $L_C \geq 85$ dB. The result is presumably predictive of annoyance due to both direct auditory effects and house vibration.
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to 10 dB less than their $L_C$ values and have an $L_C$ level of 85 dB or greater. This suggested range comes from the general fact that noises falling in that range almost surely have spectra that sufficiently peak in the lower frequency region to potentially cause undue annoyance from house vibrations. A difference between $L_C$ and $L_A$ larger than 10 dB may well represent narrowband spectra, the vibration effects of which are not predictable from such a general procedure.

Schomer (ref. 73) also suggests calculating C-weighted $L_{dn}$ to be used as a means of rating the house vibration and other effects of impulsive noise, as mentioned before. The presently proposed procedure (fig. 5.29) attempts to keep the same frequency-weighted unit (A or similar) as a basic part of a completely general measure for environmental noise, impulsive and nonimpulsive.

Summary of Concept of Perceived Noisiness

1. The primary goal of most noise level measurements is to assess, or to predict the unwantedness, disturbance, objectionableness, undesirability, unacceptability, perceived noisiness, or simply noisiness of the sound environment in real life. And, as stressed before, for practical reasons this is to be done independently of any meaning the different sounds have to different people. A secondary goal of research in this area has been to develop a simple, unitary physical measure of noises that is highly correlated with basic society-wide factors (such as startle, interference with speech communications and sleep, duration, and general loudness) that cause a sound to be judged as unwanted.

2. The exclusion of the effects of the meaning of sounds upon their judged unwantedness is a fundamental requirement of the definition and use of the phrase “perceived noisiness” as a judgeable attribute of sound. The attribute of noisiness includes, in addition to loudness, some perceived effects of impulsive-ness and duration of sounds upon their unwantedness that are not generally perceived as a part of the attribute of loudness. Also a premise of the concept of noisiness is that it is applicable to the assessment of only noises, including impulsive noises, that are an expected normal part of an environment.

3. Whether there are wanted speech signals present along with noise and whether the subjects’ environment is indoors or outdoors significantly (10 to 15 dB) affect the absolute, but not the relative, judgments of acceptability-unacceptability of different noises.

4. The specification of absolute levels of acceptability of noise exposures under different listening conditions (e.g., indoors vs. outdoors) is more a matter for attitude survey research in real-life situations (see chapter 11) than for the rather basic laboratory and field research described in this chapter. However, the results of the laboratory research are generally consistent with the findings collected from studies of the reactions of people to noise in real life.
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5. As a factor determining annoyance, the meaning of a sound may be argued to be more important and influential than its noisiness, as defined. This does not diminish the need for assessing noise with respect to more universal, acoustic factors. Also, the degree that the meaning of sounds may make noisiness at times a limited definition of the acceptability of a sound, makes loudness an even more limited description of the acceptability of sounds in real life because loudness does not include some of the temporal factors important to the relative acceptability of noises.

Summary of Noise Measurement Procedures

1. For broadband sounds, perceived loudness and noisiness are judged to be about the same as a function of solely spectral frequency. The D or E overall-frequency weightings are somewhat more accurate than A; and phons and PNdB are yet more accurate predictors of perceived loudness or noisiness of broad-band and, especially, narrow-band noises.

2. The critical summation time (sometimes called the time constant) of the ear appears to be about 0.3 sec for suprathreshold noises and 1 sec for noises near masked threshold for the perception of loudness or noisiness of sounds. For reasons of practicality and simplicity, it is proposed that all measurements of noise level, impulsive or nonimpulsive, be made with a basic integration time of 1 sec.

3. When either an impulsive or a nonimpulsive burst of noise continues for a longer period than about 1 sec, its loudness remains more or less constant, whereas its perceived noisiness continues to grow with time.

4. When expected impulses exceed a certain level and a certain background noise level, they are judged to be significantly noisier or more unwanted than a nonimpulsive noise having the same total integrated energy. A correction procedure for equating frequency-weighted impulse energy (integrated over 1 sec) to nonimpulsive energy is proposed.

5. Displacement of elements in typical houses, causing vibrations indirectly and directly sensed by the occupants, occurs primarily from sound energy below about 125 Hz and contributes to the perceived noisiness, or at least unwantedness, of a noise exposure over and above that perceived because of the higher frequency energy in the noise. A correction procedure is proposed for assessing this typical house vibration factor in predicting from physical measures the overall noisiness of intense sounds.

6. Laboratory and field research studies indicate that the perception of the noisiness or unwantedness of impulsive or nonimpulsive noises in real life should be predictable, in a statistical sense, from A-weighted (preferably D- or E-weighted) sound energy measured in 1-sec intervals. In addition quantitative cor-
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Corrections for the extra noisiness due to possible impulsiveness and house vibration from the noise are needed for this purpose. These corrections are also applicable to noise measured in PNdB.
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Introduction

Sound pressure levels, expressed in terms of hearing level (HL), of pure tones barely detectable in the quiet reveal the following effects on the threshold sensitivity of the auditory system: aging (presbycusis); exposure to the sounds
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and noises of everyday living (sociocusis); and various common pathological conditions of the ear from other causes (nosocusis). Historically, sociocusis refers only to nonindustrial noise-induced threshold shift. Shifts caused by noise at the work place are identified as industrial noise-induced threshold shifts. (See ref. 1.)

A significant number of studies and analyses of hearing levels found in general populations have been published over the past ten years or so. However, some uncertainty remains as to how to quantitatively interpret the contribution of several important variables to the hearing sensitivity of various segments of the general population. It is the purpose of this chapter to review published pure-tone hearing-level surveys and to derive, as warranted, new generalizations with respect to the variables of age, sociocusis, sex, race, and, to a limited extent, some common otological disorders.

Quantitative knowledge of the effects of these variables upon hearing levels has application to the resolution of two important practical matters:

1. The establishment of a baseline of normal hearing. This is needed to identify limits of exposure to noise that will guard populations from noise-induced hearing loss (shifts in HL).

2. The determination of the relative detrimental effects of sociocusis, presbycusis, and noise at the workplace on hearing in individuals. This is, of course, critically related to the determination of workmen's compensation for possible damage to hearing from exposure to noise.

Methodological Problems of Hearing Surveys

The presentation of some information about the methods and procedures involved in the selection of subjects and in the measurement of HL is in order before presenting the data pertaining to sociocusis and presbycusis. This information should be helpful in understanding some of the apparent complexities in the data that follow. The reference zero sound pressure levels of all the HL values given in this report are relative to ISO-389 (ref. 2), unless otherwise indicated. (See refs. 3 and 4.)

Nosocusis

Usually, but not always, persons collecting HL data for the assessment of presbycusis and sociocusis exclude the data for certain individuals when there is a history of exposure to intense noise or gunfire; when the eardrum is scarred or other evidence of middle-ear disease is present; when the ears are impacted with wax; or when there are indications of otological trauma from blows to the head, use of ototoxic drugs, and other sensorineural disorders.
Robinson et al. (ref. 5) investigated the general magnitude of the effects on HL of some of the otological conditions that are sometimes used as criteria for the rejection of data in studies of presbycusis and sociocusis. As shown in table 6.1, the effect of wax in the ears and upper-respiratory infection is rather small—of the order of 1 to 3 dB.

Children (ages 6 to 11) with apparent otological problems, at least upon otoscopic examination, were found in a large population survey (ref. 6) to have HL's about 5 dB greater than persons classified as otologically normal. (See fig. 6.1.) However, in a random selection of people in the United States, somewhat less than 25 percent of the population of both children and adults had otoscopically abnormal ears. (See refs. 6 and 7.) Presumably, eliminating the otologically abnormal subjects would reduce the average HL of the entire population by about 1 to 2 dB (about 25 percent of the 5 dB indicated in fig. 6.1).

Somewhat larger differences were found by Burns et al. (ref. 8) in a clinical study of about 700 60- to 64-year-old factory workers. Table 6.2 shows that various pathological conditions of the middle or inner ear identified during otological screening cause about a 10- to 15-dB shift in mean HL relative to the mean HL of normal ears that have not been exposed to any military gunfire. The difference between all subjects and normal subjects with no exposure to gunfire is of the order of 6 dB over all frequencies.

Thus, it appears from reference 8 that a difference of about 6 dB could be expected between the mean HL of an otologically unscreened population and

**TABLE 6.1**
Effect of Wax and Upper-Respiratory Infection Upon Hearing Levels

[From ref. 5]

<table>
<thead>
<tr>
<th>Difference in hearing loss, dB</th>
<th>Number of subjects (N)</th>
<th>Frequency, kHz</th>
<th>Average of 0.5 to 6 dB</th>
</tr>
</thead>
<tbody>
<tr>
<td>With wax minus after wax removed</td>
<td>4</td>
<td>0.5 5.1 1 2.4 2 2.8 3 3.0 4 -1.4 6 -1.7</td>
<td>1.7</td>
</tr>
<tr>
<td>Group with wax minus group free from wax</td>
<td>108</td>
<td>0.5 0.5 1 1.2 2 2.1 3 0.5 4 -1.9 6 1.6</td>
<td>0.7</td>
</tr>
<tr>
<td>Before and after upper-respiratory infection</td>
<td>4</td>
<td>0.5 6.5 1 5.6 2 -0.1 3 3.5 4 0.4 6 0.3</td>
<td>2.7</td>
</tr>
</tbody>
</table>
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Figure 6.1. Average hearing levels in the right ear for U.S. children with normal and significantly abnormal otoscopic findings. (From ref. 6.)

that of a group of otologically and gunfire-exposure screened persons from the same population. However, the prevalence of otoscopic abnormalities is near 60 percent in the industrial-worker population, as compared with about 25 percent in the general (U.S.) population; the difference in HL between the total population and the abnormal group is presumably proportionately different (6 dB compared with 1 to 2 dB).

Practice effects of audiometry

Robinson, Shipton, and Whittle (ref. 9) studied the effects on HL of the learning or practice that takes place with automatic audiometry. Robinson first presented to subjects a series of 15 test items (tones) to achieve a total audiogram; this series was then repeated. One week later, the two audiograms were repeated.

Figure 6.2 shows that the threshold level of the first item of the first series was, on the average, about 7 dB higher than it was when the series was repeated on the same day. A week later, the first item of a series was only about 3.5 dB above its repeat level. The practice effect for items after the first few items in the series was reduced to about 1 to 3 dB.

With manual audiometry, the practice effect appears to be smaller. In reference 10, for example, it was found that more than 95 percent of the repeat thresholds of the first test item (1000 Hz) were identical or no more than ±5 dB from repeat of the same item six items later. The average difference was near zero (private communication with J. Roberts, U.S. Dept. of Health, Education, and Welfare, National Center for Health Statistics, Rockville, Maryland).

Reliability of repeat audiograms

A second, perhaps more important, question concerns the effect, if any, of practice upon audiograms repeated on different days within a few weeks. Robin-
TABLE 6.2

Relative Hearing Levels of Otologically Normal Groups, Pathological Groups, and Total Group

[Values are differences of mean hearing levels, left and right ears averaged, between otological normals, those with no experience with gunfire, and other groups; from ref 8]

<table>
<thead>
<tr>
<th>Groups compared</th>
<th>Number in group</th>
<th>Frequency, kHz</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>0.5</td>
</tr>
<tr>
<td>Normals(^a)</td>
<td>291</td>
<td>0</td>
</tr>
<tr>
<td>Normals(^a) — normals(^b)</td>
<td>93</td>
<td>1.3</td>
</tr>
<tr>
<td>Conductive(^c) — normals(^a)</td>
<td>133</td>
<td>13.5</td>
</tr>
<tr>
<td>Sensorineural(^d) — normals(^a)</td>
<td>36</td>
<td>8.4</td>
</tr>
<tr>
<td>Doubtful etiology(^e) — normals(^a)</td>
<td>170</td>
<td>8.3</td>
</tr>
<tr>
<td>All pathology — normals(^a)</td>
<td>339</td>
<td>10.4</td>
</tr>
<tr>
<td>All subjects — normals(^a)</td>
<td>723</td>
<td>5.0</td>
</tr>
</tbody>
</table>

\(^a\)Normal otologically; no experience with gunfire.
\(^b\)Normal otologically; some experience with gunfire.
\(^c\)Abnormal eardrums.
\(^d\)Tinnitus, trauma, ototoxic drugs.
\(^e\)"Hearing trouble," opaque drums, dizziness.
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son et al. (ref. 9) found that test/retest variations (over four test series) were generally quite small when using automatic audiometers for all but a few subjects. (See fig. 6.3.) Relatively practiced subjects are able to repeat manually obtained audiograms from one week to the next with an average difference of about 1 dB. (See ref. 11.)

Large Population Surveys of Hearing Level

Surveys in United States

The surveys of the hearing of U.S. citizens made by the U.S. Public Health Service (USPHS) in 1960-62, 1963-65, and 1971-75 provide a comprehensive bank of data relevant to the questions at hand. (See refs. 6, 7, 10, and 12 to 16.) Several features of these USPHS surveys are as follows:

1. The numbers of subjects were large (about 6700 adults in each of the 1960-62 and 1971-75 surveys and 7119 children (ages 6-11) in the 1963-65 survey).
2. The subjects were selected at random with respect to geographic and demographic variables.
3. HL data were reported for the subjects regardless of their occupation, history of noise exposure, or otological disease.

In short, the data represent a cross-sectional baseline for describing pure-tone hearing-level characteristics of the general population of the United States. The 1971-75 survey (ref. 16) also included some speech intelligibility tests.

Differences in hearing level between 1960-62 and 1971-75 U.S. surveys

For pure-tone audiometric test frequencies of 500, 1000, 2000, and 4000 Hz, figure 6.4 shows the cumulative percentage of the population tested having hearing losses shown on the abscissa, with age as the parameter. Figure 6.4 and table 6.3 show that, for the median (50th percentile), there is fairly close agreement between the HL’s as found for the different decades of ages between the 1960 and 1970 periods, except, perhaps, for the 500-Hz and 4000-Hz test frequencies (especially for the 70-year-old group). The decades of an age group, incidentally, represent the average for a span of ±5 years. That is, the 70-year-old group covers the range of 65 to 74 year olds.

The reduced hearing at 4000 Hz in the 1960-62 survey relative to the 1971-75 period may be because about 30 percent of the 70-year-old men of the 1960-62 survey were in the military services during World War I, but the 70-year-old men of the 1971-75 testing period were not involved in the war. The 70 year olds in the 1971-75 survey were for the most part too young, less than 18 years of age, to have been in the military services in World War I (1916-18). The 70 year olds
FIGURE 6.3. Repeat audiograms of worst (a to h) and best (i to o) subjects, in ascending frequency order: column 1 is data for 0.5 to 6 kHz, left ear; column 2 is for 0.5 to 6 kHz, right ear; and column 3 is for 0.5 to 2 kHz, left ear repeat. T1 and T2 are day 1; T3 and T4 are day 2, one week later. (From ref. 9.)
FIGURE 6.4. Cumulative percentages of population below specified hearing levels. Based on USPHS surveys with age as the parameter. Top panels for Rowland (1971-75) survey (ref. 16), bottom panels for Glorig and Roberts (1960-62) survey (ref. 10), and, age 11 yrs, Roberts and Huber survey (ref. 13).
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TABLE 6.3
HL at the 50th Percentile as a Function of Age for USPHS Surveys of 1960-62 and 1971-75

<table>
<thead>
<tr>
<th>Frequency, Hz</th>
<th>1960-62 HL's minus 1971-75 HL's, dB, for age</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>30</td>
</tr>
<tr>
<td>500</td>
<td></td>
</tr>
<tr>
<td>1960</td>
<td>10</td>
</tr>
<tr>
<td>1971</td>
<td>5</td>
</tr>
<tr>
<td>Difference</td>
<td>5</td>
</tr>
<tr>
<td>1000</td>
<td></td>
</tr>
<tr>
<td>1960</td>
<td>4</td>
</tr>
<tr>
<td>1971</td>
<td>4</td>
</tr>
<tr>
<td>Difference</td>
<td>0</td>
</tr>
<tr>
<td>2000</td>
<td></td>
</tr>
<tr>
<td>1960</td>
<td>3</td>
</tr>
<tr>
<td>1971</td>
<td>4</td>
</tr>
<tr>
<td>Difference</td>
<td>-1</td>
</tr>
<tr>
<td>4000</td>
<td></td>
</tr>
<tr>
<td>1960</td>
<td>12</td>
</tr>
<tr>
<td>1971</td>
<td>7</td>
</tr>
<tr>
<td>Difference</td>
<td>5</td>
</tr>
</tbody>
</table>

in the 1960-62 survey would have been of prime military age. Accordingly, it is probable that a significant portion of the 70-year-olds in the 1971-75 survey suffered less noise-induced threshold shift because of exposure to gun noise in basic training and combat. For this reason, in further analysis of these USPHS data in this report, the HL for the 70 year olds are taken only from the 1971-75 survey.

It is also possible that some, perhaps all, of the differences at 500 Hz and 4000 Hz between the 1960 and 1970 surveys are due to uncertainties involved in converting the HL data for the 1960 surveys from the old 1951 standard for audiometric zero (ref. 3) to those of the ISO standard (ref. 2) used in the 1970 surveys. The conversion factors used are indicated in the discussion of table 6.4.

The uncertainties arise from the fact that the audiometer earphones used in the 1960 surveys were so-called “TDH-39,” whereas the conversion factors are based on so-called “W.E. 705-A” earphones.

Age of onset of presbycusis and sociocusis

It is clear from the 1960-62 and 1971-75 surveys that there is a gradual reduction in hearing sensitivity with increasing age, especially after the age of about 20. There is some indication (in the difference between the 11- and 21-year-old group) that this trend may start at an even earlier age.
Effects of Noise

Several thousand of the same subjects were tested at the ages of 7, 11, and 16 years. (See ref. 17.) The results indicate an improvement (fig. 6.5(a)) in hearing sensitivity from the ages of 7 to 11 years, followed by a decline from the ages of 11 to 16 years. (Also see refs. 18 and 19.)

Eagles et al. (ref. 20) tested about 4000 children ranging in age from 5 to 14 years. A pattern of hearing sensitivities similar to that found in reference 17 is shown in figure 6.5(b). That is, there was an improvement in HL of several deci-

---

**FIGURE 6.5.** Hearing sensitivity tests in children. Graph (a) shows median thresholds (data from ref. 17), graph (b) shows mean thresholds (data from ref. 20).
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Belts for children between the ages of 5 to 12 years, followed by a decline of about 2 dB at the age of 14 years. As shown in figure 6.6, an improvement of several decibels in HL sensitivity from 7 to 11 years of age was also found in the USPHS survey of 1963-65. The differences in the general shape of the audiograms as a function of frequency are largely due to differences between the British and U.S. audiometer reference calibrations and test environments.

On the other hand, it was determined in reference 21 that the average audiometric threshold for both boys and girls from 12 to 17 years of age was about 1 dB lower than from 6 to 11 years of age. Reference 21 involved only 224 subjects, however, and the age-group averaging may have obscured the trends reported in the aforementioned studies. Figures 6.7(a), (b), and (c) suggest that, although both boys and girls are exposed to "social noises," boys are exposed to more noise than are girls; and some relation, though statistically insignificant, may exist in young people between the amount of exposure to everyday noises or sounds and hearing thresholds.

In subsequent studies, these investigators (refs. 22 and 23) measured the A-weighted energy in the noise (actually all the sound energy) to which 127 people (ages 7 to 20 years) were exposed during typical 24-hour days. The sound energy was measured by means of small microphone recording dosimeter devices.
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FIGURE 6.7. Hearing and noise exposure data for subjects 6 to 11 and 12 to 17 years of age. (a) Percentage of subjects 6 to 11 years old and 12 to 17 years old reporting exposure to specific noise events. (b) Median total noise 6-month-interval scores for boys and girls from the noise exposure histories obtained from questionnaires (higher scores indicate greater exposure to noise). (c) Left ear, auditory threshold level medians, upper curves, and 90th percentiles, lower curves, at 4000 Hz in 12 to 17 year olds exposed or not exposed to specific noise events. (From ref. 21.)

worn by each person. The dosimeter measurements bore out the previous estimates that males were generally exposed to more sound energy than were females, about 78 $L_{eq}$ per 24 hours for females, opposed to 80 for males. There were no significant differences between age and exposure level. There was a small positive correlation between HL at 4000 Hz and exposure level for females, but not for males.
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Cozad et al. (ref. 24) found, from audiograms given to 18,600 students, a steady increase in the percentage of students having sensorineural hearing loss with age (6 to 18 years). The incidence of this loss was about four times greater in boys than in girls. These investigators concluded that these losses were primarily caused by the noise from things like firearms and farm machinery (most of the students were from rural areas).

On the basis of data showing a decline in recent years in the HL's of students entering some particular colleges, reference 25 indicates that an increase in sensorineural hearing loss is taking place among young adolescents. The presumed reason is increased exposure to such things as noise and sound from transportation vehicles and hi-fi music.

Although the evidence is not entirely consistent, the following appear to be true:

1. Hearing sensitivity increases with maturation up to the age of about 16 years.

2. Sociocusis starts in the early teens, with boys being more exposed to intense noises and sounds than are girls.

Survey in Scotland

Hinchcliffe (ref. 26) measured hearing thresholds of about 645 otologically normal persons selected at random from a 136-square-mile area in Scotland. Figure 6.8 shows some of the data reported for the 25th percentile, 50th percentile, and 75th percentile and smoothed, extrapolated curves drawn in this paper to the data points. Unlike the USPHS survey subjects, the subjects in this survey were clinically screened. However, as can be seen by comparing figure 6.8 with figure 6.9, the general relations between hearing levels of males and females appear to be quite similar, in comparable age groups, for the surveys conducted in Scotland and the United States.

Composite analysis of selected surveys

Robinson and Sutton (ref. 27) in an attempt to obtain a quantitative description of presbycusis uncontaminated by otological diseases and noise exposure, analyzed the findings of a large number of hearing-level surveys in industrialized countries. They chose 11 of these surveys (included was part of the Hinchcliffe study, but not the USPHS surveys) as best-suited for revealing presbycusis on the basis of the subjects having been screened for otological abnormalities and, to varying extents, for histories of exposure to intense noise. Their analyses revealed quantitative rates of change with aging in HL as functions of audiometric frequency and sex of subjects. Mathematical formulae derived from these relations were used to calculate extensive tables relating pure-tone audio-
FIGURE 6.8. Cumulative percentage of HL's at 500, 1000, 2000 and 4000 Hz for various ages of male and female Scottish population. (Data from ref. 26.)

FIGURE 6.9. Cumulative percentage of HL's at 500, 1000, 2000, and 4000 Hz for various ages of male and female U.S. population. (From ref. 16.)
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metric threshold for males and females to age. (See ref. 28.) The formulae and necessary factors to make these calculations are as follows (ref. 28):

Median values of the age correction $\Delta H_{\text{md}}$ are generated by the formula

$$\Delta H_{\text{md}} = H_{\text{md},N} - H_{\text{md},18} = a(N - 18)^2$$

where $H_{\text{md},N}$ is the median value of hearing threshold level at age $N$ years. The coefficient $a$ depends on frequency and sex as given in table 6.4.

Values of the age correction $\Delta H_p$, for other percentile $p$, are generated from the median value $\Delta H_{\text{md}}$ using the formulae below:

$$\Delta H_p = \Delta H_{\text{md}} + k(b_u + 0.445 \Delta H_{\text{md}}) \quad \text{for } 1\% \leq p \leq 50\%$$

$$\Delta H_p = \Delta H_{\text{md}} - k(b_1 + 0.356 \Delta H_{\text{md}}) \quad \text{for } 50\% \leq p \leq 99\%$$

where $k$ is a factor determined by the percentile as given in table 6.5, and $b_u, b_1$ are constants depending on frequency and sex as given in table 6.4. The symbol $p$ is defined so that low values correspond to high values of hearing threshold level (i.e., percentile of population exceeding a given hearing threshold level).

Figure 6.10 shows data taken from references 27 and 28 for males and females, ages 30 and 65 years. These data are chosen to permit comparison with figures 6.8 and 6.9, which include comparable data from the surveys conducted in Scotland and the United States. While there are some differences, many of the comparable functions are similarly placed.

**TABLE 6.4**

Values of the Parameters $a$, $b_u$, and $b_1$

[From ref. 28.]

<table>
<thead>
<tr>
<th>Frequency, kHz</th>
<th>Males</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th>Females</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$a$</td>
<td>$b_u$</td>
<td>$b_1$</td>
<td></td>
<td>$a$</td>
<td>$b_u$</td>
<td>$b_1$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.125</td>
<td>0.0030</td>
<td>7.23</td>
<td>5.78</td>
<td></td>
<td>0.0030</td>
<td>6.67</td>
<td>5.34</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.25</td>
<td>0.0030</td>
<td>6.67</td>
<td>5.34</td>
<td></td>
<td>0.0030</td>
<td>6.12</td>
<td>4.89</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.5</td>
<td>0.0035</td>
<td>6.12</td>
<td>4.89</td>
<td></td>
<td>0.0035</td>
<td>6.12</td>
<td>4.89</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0.0040</td>
<td>6.12</td>
<td>4.89</td>
<td></td>
<td>0.0040</td>
<td>6.12</td>
<td>4.89</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.5</td>
<td>0.0055</td>
<td>6.67</td>
<td>5.34</td>
<td></td>
<td>0.0050</td>
<td>6.67</td>
<td>5.34</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>0.0070</td>
<td>7.23</td>
<td>5.78</td>
<td></td>
<td>0.0060</td>
<td>6.67</td>
<td>5.34</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>0.0115</td>
<td>7.78</td>
<td>6.23</td>
<td></td>
<td>0.0075</td>
<td>7.23</td>
<td>5.78</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>0.0160</td>
<td>8.34</td>
<td>6.67</td>
<td></td>
<td>0.0090</td>
<td>7.78</td>
<td>6.23</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>0.0180</td>
<td>9.45</td>
<td>7.56</td>
<td></td>
<td>0.0120</td>
<td>8.90</td>
<td>7.12</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>0.0220</td>
<td>10.56</td>
<td>8.45</td>
<td></td>
<td>0.0150</td>
<td>10.56</td>
<td>8.45</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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TABLE 6.5
Values of Percentile Parameter $k$

<table>
<thead>
<tr>
<th>$p$</th>
<th>$k$</th>
<th>$p$</th>
<th>$k$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.99</td>
<td>2.326</td>
<td>26.74</td>
<td>0.643</td>
</tr>
<tr>
<td>2.98</td>
<td>2.054</td>
<td>27.73</td>
<td>0.613</td>
</tr>
<tr>
<td>3.97</td>
<td>1.881</td>
<td>28.72</td>
<td>0.583</td>
</tr>
<tr>
<td>4.96</td>
<td>1.751</td>
<td>29.71</td>
<td>0.553</td>
</tr>
<tr>
<td>5.95</td>
<td>1.645</td>
<td>30.70</td>
<td>0.524</td>
</tr>
<tr>
<td>6.94</td>
<td>1.555</td>
<td>31.69</td>
<td>0.496</td>
</tr>
<tr>
<td>7.93</td>
<td>1.476</td>
<td>32.68</td>
<td>0.468</td>
</tr>
<tr>
<td>8.92</td>
<td>1.405</td>
<td>33.67</td>
<td>0.440</td>
</tr>
<tr>
<td>9.91</td>
<td>1.341</td>
<td>34.66</td>
<td>0.413</td>
</tr>
<tr>
<td>10.90</td>
<td>1.282</td>
<td>35.65</td>
<td>0.385</td>
</tr>
<tr>
<td>11.89</td>
<td>1.227</td>
<td>36.64</td>
<td>0.359</td>
</tr>
<tr>
<td>12.88</td>
<td>1.175</td>
<td>37.63</td>
<td>0.332</td>
</tr>
<tr>
<td>13.87</td>
<td>1.126</td>
<td>38.62</td>
<td>0.306</td>
</tr>
<tr>
<td>14.86</td>
<td>1.080</td>
<td>39.61</td>
<td>0.279</td>
</tr>
<tr>
<td>15.85</td>
<td>1.036</td>
<td>40.60</td>
<td>0.253</td>
</tr>
<tr>
<td>16.84</td>
<td>0.995</td>
<td>41.59</td>
<td>0.228</td>
</tr>
<tr>
<td>17.83</td>
<td>0.954</td>
<td>42.58</td>
<td>0.202</td>
</tr>
<tr>
<td>18.82</td>
<td>0.915</td>
<td>43.57</td>
<td>0.176</td>
</tr>
<tr>
<td>19.81</td>
<td>0.878</td>
<td>44.56</td>
<td>0.151</td>
</tr>
<tr>
<td>20.80</td>
<td>0.842</td>
<td>45.55</td>
<td>0.126</td>
</tr>
<tr>
<td>21.79</td>
<td>0.806</td>
<td>46.54</td>
<td>0.100</td>
</tr>
<tr>
<td>22.78</td>
<td>0.772</td>
<td>47.53</td>
<td>0.075</td>
</tr>
<tr>
<td>23.77</td>
<td>0.739</td>
<td>48.52</td>
<td>0.050</td>
</tr>
<tr>
<td>24.76</td>
<td>0.706</td>
<td>49.51</td>
<td>0.025</td>
</tr>
<tr>
<td>25.75</td>
<td>0.675</td>
<td>50</td>
<td>0.000</td>
</tr>
</tbody>
</table>

Survey in Sudan (Mabaan tribe)

Rosen et al. (ref. 29) conducted a survey of the threshold of hearing of 541 persons selected at random from the Mabaan tribe living in Sudan. The tribe is black, primitive in culture, and living in a rural environment with no guns or other sources of noise. The results of this study are of particular interest and import because the subjects live in an apparently noise-free environment and, therefore, should be free of any sociocusis. Also, only 12 of the 541 subjects had any otological abnormalities or history of conditions causing deafness. The median HL's were reported in reference 29, and some data for the 10th percentile and 90th percentile from the same bank of data were reported in reference 30. Figures 6.11 and 6.12 are based on the data from these two reports. In comparison with the HL surveys conducted in industrialized countries, the effect of aging
FIGURE 6.10. Cumulative percentage of HL's at 500, 1000, 2000, and 4000 Hz for various ages of male and female population. (Robinson and Sutton analysis (ref. 27) and Shipton (ref. 28).)
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FIGURE 6.11. Hearing losses for males and females (Mabaan tribe) as a function of age; 50th percentile data are from reference 29; 10th percentile and 90th percentile data are based on reference 30. Parameters are frequency and percentile.

upon HL is practically the same for men as for women, and the effect progresses more slowly. As shown in figures 6.11 and 6.12 (left-hand graphs) the 50th percentile HL at all the test frequencies for the young Mabaans (15 to 35 yrs) are at about +10. This indicates that, even though in the older age groups the hearing sensitivity of Mabaans compares favorably with that of females from industrialized societies, the hearing sensitivity of young Mabaans before the start of presbycusis is about 10 dB less than it is for young, predominantly white, people from industrialized societies. Bergman (ref. 30) stresses this point in a paper on the Mabaan investigation.

There are several possible explanations for this apparent anomaly:

1. There are some inherent physiological differences in the characteristics of the auditory systems of the black and white races. This is probably not a valid explanation, in that, as is discussed subsequently, no consistent differences are found in the hearing sensitivity of young or old blacks and whites in the United States.

2. There were present some subject-selection or test-condition artifacts in the Mabaan study. There is nothing, however, in the protocols of the study to suggest any problems of this sort, except perhaps that the testing was done in an environment that was not as quiet as the investigators believed it to be. The fact that the apparent anomaly occurred about equally at all test frequencies indicates that this latter possibility is not a good explanation.
FIGURE 6.12. Cumulative percentages of HL's at 500, 1000, 2000, and 4000 Hz (based on refs. 26, 29, and 30) and at 14 000 Hz (from ref. 31) for various age and cultural groups.
3. There was a constant 10-dB calibration error in the audiometric data. This possibility is suggested by the following sentence from reference 31: “The hearing loss dial, instead of ending with a reading of −10 by the American standard, was designed for a maximum low of −20 dB referenced to American Standard Zero.”

On this last point, the audiometers were especially designed to have 10 dB more attenuation of the test tones than normal, and in accordance with earlier calibrations made at the factory, the annotated audiometer dial settings made by the audiometrist at the testing site were later converted to sound pressure levels.
The possibility of the error would come from inadvertently changing the numbers on the audiometer dial, so that a reading of \(-10\) at 1000 Hz, for example, gave an SPL not of \(-3.5\) dB, as normal, but \(-13.5\) dB, or 20 dB below standard reference zero for U.S. audiometers. (See table 6.6.)

It follows from a study of HL's at 14'000 Hz of Mabaans and of people from industrialized societies (ref. 31) that the differences between the HL's of young whites and Mabaans at the lower test frequencies can possibly be attributed to audiometer calibration problems. (Compare the left- with the right-hand graphs of fig. 6.12.) In the study of HL's at 14'000 Hz, all the subjects were tested on the same audiometer, and the right-hand graphs of figure 6.12 show that the young, but not older, groups had about the same hearing losses, whether from the Mabaan tribe or from a modern city.

If, by any stretch of the imagination, this possible calibration error were the case, the results of the Mabaan study could be expressed as follows:

1. The hearing sensitivity at all sound frequencies of young, black Mabaans is essentially the same as that of young blacks or whites in industrialized societies.

2. There are no differences in the hearing thresholds of males and females in a noise-free society.

**TABLE 6.6**

Recommended Reference Equivalent Threshold Sound Pressure Levels in Decibels

[See ref. 2 for types of earphones and artificial ear or coupler used for calibration purposes.]

<table>
<thead>
<tr>
<th>Frequency, Hz</th>
<th>Reference equivalent threshold sound pressure levels in dB relative to (2 \times 10^{-5} \text{ N/m}^2 (2 \times 10^{-4} \text{ dyn/cm}^2))</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>France</td>
</tr>
<tr>
<td>125</td>
<td>44.5</td>
</tr>
<tr>
<td>250</td>
<td>27.5</td>
</tr>
<tr>
<td>500</td>
<td>11.5</td>
</tr>
<tr>
<td>1000</td>
<td>5.5</td>
</tr>
<tr>
<td>1500</td>
<td>4.5</td>
</tr>
<tr>
<td>2000</td>
<td>4.5</td>
</tr>
<tr>
<td>3000</td>
<td>6</td>
</tr>
<tr>
<td>4000</td>
<td>8</td>
</tr>
<tr>
<td>6000</td>
<td>17</td>
</tr>
<tr>
<td>8000</td>
<td>14.5</td>
</tr>
</tbody>
</table>

\(^a\)To convert pre-1969 levels to ISO, add to data: 0, 5, 3.5, 3, 0, 0, 0, 0, 0.5, 0.2 (ref. 3). U.K. does not specify levels for 125, 1500, 3000, or 6000 Hz.

\(^b\)To convert pre-1969 levels to ISO, add to data: 0, 14.5, 14, 10, 0, 8.5, 0, 6, 0, 12.5 (ref. 4). U.S.A. does not specify levels for 125, 1500, 3000, or 6000 Hz.
Effects of Noise

3. Presbycusis progresses at a slower rate in a noise-free society than in an industrialized, relatively noisy society.

When there is a question of audiometry calibration, it is customary to take the median of the HL's of the otologically normal 18 to 21 year olds in a population as representing zero HL, or the reference sound pressure level for normal hearing. Figure 6.13 illustrates these findings. The data reported for the Ma-

![Graph showing HL's for young people from various studies](image)

**FIGURE 6.13.** Similarity of HL's for young people from the studies of Mabaans and industrialized societies, and the differences in HL's for the older age groups. Test frequency is 4000 Hz. Raw data points for Mabaans are plotted 10 dB higher (re 15 to 25 year olds) than reported, on assumption of audiometer calibration error. (Data from analysis of refs. 27, 29, and 30.)
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baans have been adjusted for the suggested audiometer calibration problem. The data for persons from industrialized societies are taken from reference 28.

Further support for the belief that the hearing thresholds for young persons from nonindustrial, noise-free societies are equal to or perhaps even better than those of young persons from industrialized societies, is found in reference 32. This investigator (ref. 32) reported that median HL’s for the 18 to 24 year-old natives of certain tribes in Zaire was about -5 over the frequency range of 500 to 4000 Hz.

Some so-called nonindustrialized societies can be noisy because of firearms (see ref. 33), and some nonindustrialized societies may suffer from disease and malnutrition that can cause elevated hearing thresholds. Problems involved in finding otological normal and non-noise-exposed populations are discussed in references 34 and 35.

Comparison of hearing sensitivity in males and females

It has been argued that a primary reason that the HL’s in females are generally lower than those in males in industrialized societies is that the males, whether at work or at play (especially hunting with firearms), are exposed to higher intensities of sound and noise than are the females, and therefore suffer from more noise-induced hearing losses. This notion, which is discussed in more detail subsequently in this paper, is supported by the aforementioned lack of difference in the HL’s of males and females of the Mabaan tribe. These male-female differences are greatest at the audiometric test frequency of 4000 Hz, the frequency region where noise-induced deafness is most prevalent. This latter point is a necessary, but not conclusive, argument, because aging effects also first affect the HL’s in the frequency region of 4000 Hz (see figs. 6.4, 6.8, and 6.9), or possibly higher but generally not tested frequencies.

Figure 6.14 shows the 50th percentile HL’s for males and females, age 65, as a function of frequency, as found in the USPHS data and as determined by Robinson and Sutton (ref. 27). Previous presbycusis curves developed in references 1 and 36 for 50th-percentile data are also shown. The male-female differences in HL are similar among the various studies shown except for the ISO curve. The ISO curve does not distinguish between male and female HL’s and is grossly out of line (shows poorer hearing) with the other curves in terms of absolute values of HL to be expected at age 65.

Figure 6.15 shows the differences, for several of the major studies mentioned previously in the HL’s for males and females as a function of frequency with age as a parameter. Figure 6.16 summarizes the differences in HL’s for males and females as a function of age and percentile for several studies. Because the differences in male and female HL’s for test frequencies below 2000 Hz are negligible in figures 6.14 and 6.15, only the results at 2000 Hz and 4000 Hz are given in figure 6.16. In figures 6.11 and 6.15, the difference between HL’s for
males and females of the Mabaan population is essentially zero. However, it is shown in figure 6.16 that, in surveys of populations from primarily the United States and European countries, the differences are 15 to 25 dB at 4000 Hz by the age of 65 years (50th percentile).

The formulations of Robinson and Sutton (ref. 27) of the roles of sex and age in hearing levels of nonindustrial-noise-exposed people in industrialized societies are recommended because of their generality and mathematical expression. However, whether these formulations represent presbycusis as such is questionable, as is discussed subsequently.

**Racial differences in hearing sensitivity**

Figure 6.17 shows the cumulative percentages of whites and blacks, ages 30 and 60 years, with HL's equal to or greater than the values along the abscissa, as found in the USPHS survey of 1971–75, at 500, 1000, 2000, and 4000 Hz. Although there is some suggestion that blacks have somewhat poorer hearing than whites at 500 Hz, and possibly at 1000 Hz, in the higher percentile (least sensitive hearing) groups, there are no clear differences in the rest of the data.

As shown in figure 6.18(a), no differences between black children and white children (6 to 11 years) are apparent at test frequencies from 250 to 8000 Hz as tested in the USPHS survey. Also, there were no consistent differences in hearing sensitivity of white and black, or male and female children in the age range of 5 to 14 years. (See ref. 37.) Their findings are shown in figure 6.18(b).
FIGURE 6.15. Fiftieth percentile HL's as a function of frequency and age referenced to young ears of random selection of males and females from Sudan (refs. 29 and 30), Scotland (ref. 26), and the United States (ref. 16). Mabaan data are HL's referenced to 15 to 25 year olds.
(a) Otologically screened sample from Scotland (ref. 26).

(b) Otologically and noise screened sample from U.S. and Europe (ref. 27).

(c) Unscreened sample of U.S. population (USPHS).

FIGURE 6.16. Difference between HL's of males and females as a function of age.
Presbycusis, Sociocusis, and Nosocusis

FIGURE 6.17. Cumulative percentages for white and black population, average of males and females ages 30 and 60 years at 500, 1000, 2000 and 4000 Hz. (Data from ref. 16.)

Data from reference 38 on the hearing sensitivity of white males, and data from reference 39 on black males from the state of North Carolina are shown in figure 6.19. These men were all selected because they were free of prior or current significant exposure to intense industrial noise. Interestingly, the HL’s of the black males in reference 39 are similar to those for white males. (See ref. 16, 26, and 27.) The reason, or reasons, that the hearing sensitivity of the nonindus-
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(a) Ages 6 to 11 years—6100 white, 987 black. (From ref. 15.)

(b) Ages 5 to 14 years. (From ref. 37.)

FIGURE 6.18. Mean hearing levels of children.

trial-noise-exposed white males in reference 39 is so inferior to that of black males from the same geographic region—and from that of white males as found in other surveys—can only be surmised. Royster et al. did not exclude subjects who had any other otological diseases or disorders, or who were exposed to gunfire from hunting or the military services, or to machinery noises in farming or shopwork. It is a possibility that the white subjects in the Royster and Thomas study are not representative of the general white population of North Carolina. Many of the white subjects came from volunteers found at a large shopping mall. Whether such volunteers for tests of hearing level are representative of the general population is a matter of uncertainty. Indeed, this finding of Royster and Thomas is reminiscent of the surveys of hearing conducted of volunteers from
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FIGURE 6.19. Black males (ref. 39) have HL's similar to white males of general surveys, but white males (ref. 38) have generally poorer hearing than black males or white males in other surveys. (See refs. 16, 26, and 27.) All the data are for essentially nonindustrial-noise-exposed males.

attendees at State and World Fairs, where it was found that the hearing of the volunteers turned out to be about 10 dB less sensitive than was later found in persons selected more randomly from the general population.

Karsai et al. (ref. 40) found that in New York City at test frequencies above 2000 Hz, black longshoremen had somewhat better hearing than did white longshoremen of various ethnic backgrounds. Again, possible differences in sociocusis and nosocusis between the white and black groups could be factors contributing to these findings. In any event, there are not sufficient data available to show that there exists any significant inherent difference in the sensitivity of hearing between the black and white races.

Presbycusis in Industrial and Nonindustrial Societies

A number of functions showing presbycusis have been proposed as a baseline for assessing the amount of hearing loss, if any, induced by the noise of the workplace. Samples of these so-called non-noise presbycusis functions are
Effects of Noise

shown in figure 6.20. Curve A of figure 6.20 is for otologically screened, nonindustrial-noise-exposed males and females (refs. 41 and 42). Curve B is from an analysis of 11 surveys of nonindustrial-noise-exposed, otologically screened males (refs. 27 and 28). Curve C is for an unscreened random male sample of the U.S. population, right ear (ref. 16). Curve D is for males in industry who were otologically screened and exposed to nonindustrial noise and industrial noise less than 80 dBA (ref. 43). Curve E is for an unscreened, large sample ($N = 120,000$) of military and civilian males and females at U.S. military bases (ref. 44). Curve F is for unscreened, nonindustrial-noise-exposed, white males (ref. 38). Curve G is for males in industry who were otologically screened and exposed to nonindustrial noise and industrial noise less than 75 dBA (ref. 45). Curve H is for otologically screened, nonindustrial-noise-exposed males in industry (ref. 46). Curve I is for otologically screened, nonindustrial-noise-exposed workers in industry (ref. 47).

Variations in otological screening

The following are possible explanations for some of the variations (a range of 30 dB in the mid-age range) among the functions shown in figure 6.20. The high location of the curve proposed in reference 41 is, perhaps, related to the relatively small number (97) of subjects and to the strict otological and non-noise exposure (in and outside the workplace) criteria involved in the selection of subjects. Also, the application of certain mathematical smoothing and modeling procedures applied to the raw data may have contributed to the position of the curve proposed by Burns and Robinson (ref. 41).

![Figure 6.20](image_url)

FIGURE 6.20 Variety of presbycusis functions from industrial and nonindustrial settings with a test frequency of 4000 Hz.
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Also not to be overlooked are the aforementioned findings of Burns et al. (ref. 8) (table 6.2) that indicate that the HL's of 60 to 64-year-old industrial workers are elevated about 10 to 15 dB because of otological problems, presumably not attributable to the noise, and that the prevalence of these disorders is greater than that found in the general population. This would suggest that differences in the degree of otological screening of these non-noise-exposed populations could cause significant differences in the HL averages found for the different populations.

Non-noise-exposed workers as a misnomer

A somewhat insidious procedure has occurred in surveys in industrial settings where male office workers were classified for presbycusis analysis as being non-noise-exposed. It was later discovered that many of these men had previously worked in nonoffice jobs where the noise was intense. (See discussion by Bergman (ref. 30) of HL surveys of Glorig and Nixon (ref. 48).) The Glorig and Nixon analysis of presbycusis in industry, probably the basis for the recommendation in reference 1 (see fig. 6.14), appears to have included some misnomered data of this sort.

On- and off-the-job noise exposures of factory workers

The divergencies among all the various functions in figure 6.20 are, no doubt, due to some extent to differences among the studies in criteria of subject selection and what constitutes "nonnoise" environments. Indeed, in some of the surveys shown in figure 6.20, the definitions of "non-noise-exposed" are rather farfetched in light of what is now known about noise-induced hearing loss. In reference 43, for example, industrial noise conditions of up to 80 dBA, (70 dBA in ref. 45), were classified as non-noise conditions in the workplace.

Another important factor may be present in these industrial surveys that make the non-noise subjects unrepresentative of the general population. The notion is that the workers in noisy and not-so-noisy jobs in industry are exposed to more nonindustrial noise, particularly in the age range of about 18 to 30 years, than is the general population. The contributing reason could be differences in life-style, including more involvement in the off-the-job use of machinery, power tools, manual training, or guns in hunting and military service, on the part of factory workers than on the part of nonfactory workers. In addition, it is conceivable that the general ambient noise environment in some industries contributes to sociocusis for some industry personnel, even though the noise at their specific work location in industry is not intense.

In any event, it is clear from figure 6.20 that the presbycusis function for the general population cannot be found from surveys conducted of non-noise-exposed people in factories or industries; nor, for that matter, can it be found from a HL survey of subjects not selected on a random basis, as in reference 38.
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Idealized Functions for Presbycusis and Sociocusis

Assumptions for presbycusis and sociocusis-nosocusis analysis

The following assumptions are presented as a framework for the analysis and discussion to follow.

1. There are no significant inherent racial differences in the sensitivity of hearing.

2. There are no significant inherent differences, as measured by pure-tone audiometry between males and females, in sensitivity of hearing or in the effects of aging thereon, or in the prevalence of nosocusis.

3. Because of the prevalence and intensity of sounds and noises in everyday, nonworkplace environments in industrialized societies, the HL’s measured in surveys of hearing sensitivity in these societies reflect the joint effects of presbycusis and sociocusis, even when the subjects are screened to exclude those exposed to intense noise at their place of work.

4. In industrialized societies, the males in nonindustrial (white collar) occupations generally receive less noise exposure that is not workplace related (e.g., farming, shopwork, firing of guns in hunting and the military services) than do males who work in factories.

5. In industrialized societies, males are usually exposed to more intense noise, nonworkplace and workplace, than are females.

6. The effects of presbycusis and noise-induced threshold shift on HL are additive. (See ref. 41.) The degree of "additivity" of nosocusis effects to the effects of aging and noise exposure is not known. Insofar as nosocusis consists of middle ear diseases, nosocusis could afford some protection against, and possibly augment in some conditions, the insults to the inner ear from exposure to noise.

Audiometric test frequencies

As shown by the surveys discussed previously, a shift in hearing threshold at 4000 Hz is the most sensitive, of the usual 500- to 4000-Hz test frequencies, indicator of the possible presence of presbycusis and noise-induced hearing losses. However, there is a practical interest, regarding the assessment of noise-induced hearing loss for workmen’s compensation purposes, in knowing the average magnitude of these possible effects at 500, 1000, and 2000 Hz. Accordingly, the subsequent analysis attempts to show presbycusis and sociocusis at 2000 and 4000 Hz, and the average for 500, 1000, and 2000 Hz.
Survey data used

To test the hypotheses and assumptions given previously, HL data have been assembled in subsequent figures from the studies of USPHS (United States); Hinchcliffe (Scotland); Robinson and Sutton (mostly European and United States), and Rosen et al. (Mabaans of Sudan). Comparison of the Hinchcliffe and USPHS surveys provides some indication of the importance of otological screening of the results of such surveys. However, as shown previously, the generally small magnitude of effects and incidence of otological disorders in the USPHS studies suggests that the effect of otological screening would be difficult to measure with averaged data for these two studies.

Exposure to industrial-type noises—from tractors, trucks, and power tools, not to mention hunting—is prevalent in rural areas of industrialized countries. In the USPHS survey, no essential differences were found between the HL results for urban and rural areas (fig. 6.21). Therefore, no large difference is necessarily expected between the Hinchcliffe study (rural area) and the USPHS surveys (urban and rural areas).

As shown in figure 6.22, except for the 2000-Hz and 4000-Hz, 90th-percentile curves for males, there are only small differences among the smoothed, idealized curves for the USPHS, Hinchcliffe, and Robinson and Sutton studies. It does appear, however, for the 90th percentile (those persons with the largest hearing losses), that the amount of loss is 5 to 10 dB greater at 2000 Hz and 4000 Hz for the USPHS surveys than for those found by Robinson and Sutton in their analysis of surveys of otologically screened persons and largely nonindustrial-noise-exposed persons.

That the differences between the USPHS studies, the Hinchcliffe studies, and the Robinson and Sutton studies are not larger is surprising, inasmuch as there was no screening of any sort in the USPHS surveys. Some of the subjects in

![Graph](image-url)  

(a) With some hearing handicap.  
(b) In better ear.

FIGURE 6.21. Rates for adults having HL's better than normal. (From ref. 12.)
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FIGURE 6.22. Smoothed curves showing HL at various test frequencies as function of age as found in several major surveys. Parameter is percentile.
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the USPHS surveys no doubt were persons exposed to intense industrial noise. Some, as discussed previously, suffered from some otological disease or injury. However, the incidence of otological disease and industrial-noise-induced hearing losses are, apparently, sufficiently few to have little impact upon the distribution of HL's in the general population compared with that of screened populations, except at the higher frequencies and percentiles.

As noted by Robinson and Sutton (ref. 27), there are, due to force of circumstances, some uncertainties and ambiguities in the data used in their analyses. For example, in 4 of the 11 studies, audiometric reference zero was not translatable to the ISO 389 reference used for the other seven studies. Four of the studies provided no information about dispersion of the data around the given means or medians; four provided standard deviations; two gave 25th, 50th, and 75th percentiles; and one gave the total range of HL's. The number of subjects in these studies ranged from 120 to 539. These numbers are relatively small considering that they were generally divided into males and females and four to six decades of age brackets. Also, the possible presence of intense work-noise or everyday-noise exposures for the subjects in some of the studies is unknown.

Presbycusis plus sociocusis-nosocusis

Similarity of the functions synthesized by Robinson and Sutton (included were some of Hinchcliffe's raw data) to the more strictly empirical ones present in the USPHS and Hinchcliffe surveys presented herein indicates that something approaching the true, typical presbycusis-plus-sociocusis functions for males and females of the general population of industrialized societies has been realized in their formulations. The 90th percentile part of the distribution of HL's for 2000 Hz and 4000 Hz are clearly more affected by non-presbycusis factors, as would be expected because of the greater sensitivity of the ear to hearing loss at those frequencies.

In the analyses to follow, the Robinson and Sutton formulae relating pure-tone audiometric thresholds to age, as in Shipton's tables, are used exclusively to represent those relations for the general population in industrialized societies. The functional relations proposed by Robinson and Sutton, original or as modified, do not depict what, from a purely physiological point of view, should be called presbycusis. They reflect the joint effects of aging and exposure to the noise in modern societies (sociocusis) as well as some nosocusis.

Finally, the hearing sensitivity for all the test frequencies at all the percentiles shown for people from the Mabaan tribe declines less with aging than it does for people from industrialized societies. (See fig. 6.22.)

Typical presbycusis plus sociocusis-nosocusis

Figure 6.23 shows the HL's for typical presbycusis plus sociocusis for males and females as a function of frequency. Age and percentile are the parameters.
Separate functions are needed to represent male and female HL's for test frequencies above about 1500 Hz, but at the lower frequencies the HL's for the two sexes are essentially the same. The magnitude in dB of typical (that from industrialized societies) presbycusis plus sociocusis-nosocusis is shown as a function of age for males in figure 6.24(a) and for females in figure 6.24(b). The parameters of these figures are percentile (10, 50, 90) and frequency (4000 Hz, and the average for 0.5, 1, and 2 kHz).
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FIGURE 6.24. Magnitude of typical presbycusis plus sociocusis-nosocusis for males (a) and females (b) in industrialized society, and magnitude of typical sociocusis-nosocusis in industrialized society ((c) and (d)). Parameter is percentile. (Data for (a), (b), and (c) are from ref. 27, and data for (d) are from ref. 6.)

**Typical presbycusis**

It is generally assumed that females are exposed to less noise than men and that the inherent differences between male and female in hearing threshold levels are negligible. If this is the case, the magnitude of typical presbycusis is represented by the difference between the HL's for 20-year-old females and the HL's for older females. (See fig. 6.24(b).)

**Typical sociocusis-nosocusis**

The differences in pure-tone hearing levels between males and females, in comparable age groups, is a measure of the everyday-noise-induced hearing loss.
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in men. These differences are shown in figure 6.24(c). This function is the general magnitude, at the test frequencies and percentiles shown, of the losses in pure-tone hearing sensitivity that occur because of everyday noises in the industrialized societies—"typical sociocusis."

One of the differences between the Robinson and Sutton and USPHS functions of HL is the differences at 2000 and 4000 Hz between males and females. (See fig. 6.22.) Inasmuch as the USPHS data represent large randomly selected samples of the general, unscreened population, the difference between HL's for males and females in comparable age groups is perhaps as good a measure of typical sociocusis-nosocusis as that derived from the Robinson and Sutton functions. Typical sociocusis is somewhat less at 4000 Hz, but somewhat greater at 2000 Hz, for the USPHS (fig. 6.24(d)) than for the Robinson and Sutton analysis (fig. 6.24(c)). At other test frequencies the differences are negligible.

Pure presbycusis

Figure 6.25 shows the HL's to be expected (with age as the parameter) of persons free of sociocusis or nosocusis at several percentiles for males and fe-

![Figure 6.25. Pure presbycusis at 10th percentile, 50th percentile, and 90th percentile as a function of frequency. Smoothed averages of male and female HL's of Mabaans relative to the HL's of 15- to 25-year-old Mabaans. (See refs. 29 and 30.) Parameter is age.](image-url)
FIGURE 6.26. Magnitude of pure presbycusis for males or females in nonindustrial society (a) and pure sociocusis-nosocusis in industrialized societies of males (b) and females (c). Parameter is percentile. (From refs. 27, 29, 30, and 31.)
males as a function of frequency. As previously mentioned, the small amount of otological disorders and the lack of exposure to any intense sounds or noises in the Mabaan society is presumed to justify the conclusion that the functions in figure 6.25 reflect the effects of aging *per se* on hearing. The magnitude of this process in dB is shown in figure 6.26(a).

**Pure sociocusis-nosocusis**

The differences for comparable age groups, frequencies, and percentiles between HL's of Mabaan society and industrialized societies presumably show the magnitudes, in dB, of what is herein called "pure sociocusis-nosocusis." The results are shown in figure 6.26(b) for males and in figure 6.26(c) for females.

As expected, pure sociocusis-nosocusis is greater than typical sociocusis-nosocusis (compare fig. 6.24(c) with fig. 6.26(b)) and is much smaller for females than for males. If the data and assumptions involved are valid, females in industrialized societies are indeed subjected to less intense sounds and noises than are males and perhaps also suffer less nosocusis.

**Summary**

1. Race and sex do not appear to be significant factors in determining the threshold of hearing sensitivity.

2. Surveys conducted in industrialized societies on the thresholds of hearing of workers selected other than randomly from industry who do not work in intense noise, or of persons not randomly selected from relatively small geographic areas, provide functions for presbycusis plus sociocusis-nosocusis that are generally about 10-20 dB below (less sensitive hearing) that function for the general, randomly selected populations of a country. These differences are probably due to differences in the prevalence of nosocusis and sociocusis between factory workers and the general population.

3. General mathematical formulae derived by Robinson and Sutton to be predictive of presbycusis appear to be predictive of presbycusis plus sociocusis-nosocusis as found in industrialized societies.

4. Surveys of pure-tone thresholds of hearing for relatively large samples of males and females from industrialized societies and from a nonindustrial, noise-free society provide a base, along with certain assumptions, for deducing the quantitative effects on hearing thresholds of presbycusis and sociocusis-nosocusis and the joint effects of presbycusis and sociocusis-nosocusis.

5. Females in industrialized societies are apparently exposed to fewer noises or sounds that are not work-related than are the males, and they experience appreciably less sociocusis or nosocusis, or both, than do the males.
6. There is some evidence that the prevalence of nosocusis identified by otoscopic examination in industrialized societies increases the median HL's at all audiometric test frequencies by 1 to 2 dB for the general population (25 percent affected) and by about 6 dB for factory workers (60 percent affected).
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Introduction

Since time immemorial, people working at noisy occupations have suffered deafness. However, it was not until electronic instruments became available for measuring hearing sensitivity and level of noise exposure that research could be undertaken to quantify the relations between exposure to noise and damage to hearing. That research continues although much is now known on this subject.

There are two somewhat different questions to be answered from data showing a permanent shift in the threshold of hearing (i.e., hearing loss) because of exposure to noise. The most fundamental question is what is the maximum level of daily noise exposure over a period of many years that will not cause a measurable hearing loss (beyond that due to aging) in the undiseased ear typical of the general population? From such a determination, recommendations can be made as to tolerable noise exposure limits for people with normal ears.

The second question, and one of practical interest to industry, is what level of industrial noise exposure will cause measurable noise-induced hearing loss in factory workers? Such a determination would help establish possible liability for noise-induced hearing loss in industry. As seen in the next two chapters, the
answers to these two questions from an analysis of presently available data are somewhat different.

First to be discussed in the present chapter are selected data on hearing level (HL) and present state-of-the-art solutions related to the measurement and prediction of noise-induced permanent threshold shift (NIPTS) and temporary threshold shift (TTS). Following that, a brief summary of some articles and reports published since 1963 on procedures for predicting NIPTS from exposure to noise is given.

Sociocusis and Industrial HL Data

As discussed in some detail later, it is expected that the “energy” in the sounds and noises of everyday living and of the workplace are additive in terms of their effect on the threshold of hearing sensitivity. If so, the contribution of the

![Diagram showing percent of workers who work in different levels of noise](image)

**FIGURE 7.1.** Percent of workers who work in different levels of noise (after ref. 1) and of general U.S. population (after ref. 2) of different ages (and years of exposure) with average HL > 25 dB at 0.5, 1, and 2 kHz.
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nonindustrial, everyday noise to a noise-induced threshold shift would be insignificant for those workers exposed to industrial noise capable of causing large industrial noise-induced permanent threshold shift (INIPTS) but not to those workers exposed to noise causing small amounts (up to 10 dB or so) of INIPTS. It is the noise exposures that are additive, not the threshold shifts in HL.

This additivity of exposure to industrial noise with the apparently high (compared with that for the general population) amount of exposure to everyday noise found in factory workers would explain the unusual shape of the function relating intensity level of industrial noise and amount of INIPTS. As shown in figure 7.1 (from refs. 1 and 2), this function does not trail off below industrial noise levels of about 85 dBA, as would be expected if the threshold shifts of the workers were a function only of the industrial noise and their hearing thresholds before INIPTS were the same as those of the general population. It is suggested that 5 to 10 dB of excess sociocusis is present in the average industrial workers. This conclusion is also based on the data presented in figure 6.20 and on data discussed later in this chapter.

Nosocusis and Industrial HL Data

A differential in nosocusis between the general population and that of factory workers is a possible factor that could lead to an overestimation of INIPTS per se. This is the result of using the HL’s of the general population as a reference base for comparison with the HL’s reported for industrial audiometry. In this regard, otological problems were found in less than 25 percent of the general U.S. population as a whole, and the average magnitude of their effects upon HL’s was about 5 dB of loss compared with normal ears. This would presumably result in the average HL’s of the abnormal ears to be but 1 to 2 dB greater than the average HL’s of the normal and abnormal ears combined. (See chapter 6.)

On the other hand, Burns et al. (ref. 3) found that the average HL’s of the otologically normal subjects never exposed to gunfire in a group of workers in a noisy industry were about 10 to 14 dB higher than the average HL for all otologically normal people not exposed to gunfire. Otologically normal subjects not exposed to gunfire had HL’s about 6 dB higher than the average for the entire group of workers. (See table 7.1.) About 60 percent of the total group of workers had pathological ears, as compared with about 25 percent of the general U.S. population. Of course it is reasonable to presume that the deviations from expected HL’s (as shown in table 7.1) in persons with certain pathological conditions are determined (for particular cases) primarily by the pathological conditions and not from an interactive effect with the noise. As noted by Burns et al., there are not sufficient data available to provide any definitive answers to this question of possible interaction between ear disease and noise on HL. Indeed, there are some pathological conditions that would reduce conduction of the noise to the inner ear and thereby reduce INIPTS per se.
TABLE 7.1

Hearing Levels of Workers in a Noisy Industrial Environment

[Data from ref. 3]

(a) Categorization of subjects

<table>
<thead>
<tr>
<th>Group Description</th>
<th>Subgroups</th>
<th>Clinical description</th>
<th>No. of subjects*</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>a</td>
</tr>
<tr>
<td>Normal (N)</td>
<td>1</td>
<td>Normal otological exam and history</td>
<td>226</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>As 1 but ears syringed shortly prior to audiometry</td>
<td>65</td>
</tr>
<tr>
<td></td>
<td>1 + 2</td>
<td></td>
<td>291</td>
</tr>
<tr>
<td>Conductive (C)</td>
<td>7</td>
<td>White patch on drum(s)</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>Scarred drums and macerations</td>
<td>24</td>
</tr>
<tr>
<td></td>
<td>9</td>
<td>History of otorrhoea</td>
<td>74</td>
</tr>
<tr>
<td></td>
<td>7 + 8 + 9</td>
<td></td>
<td>103</td>
</tr>
<tr>
<td>Sensorineural (S)</td>
<td>11</td>
<td>Tinnitus</td>
<td>16</td>
</tr>
<tr>
<td></td>
<td>12</td>
<td>Trauma-ototoxic drugs</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>11 + 12</td>
<td></td>
<td>21</td>
</tr>
<tr>
<td>Doubtful etiology (D)</td>
<td>3 4 5 6 10 13</td>
<td>Bilateral “hearing trouble”**</td>
<td>29</td>
</tr>
<tr>
<td></td>
<td>3 + 4 + 5 + 6 + 10 + 13</td>
<td>Drums not translucent</td>
<td>24</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Drums opaque</td>
<td>33</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Combination of 3 and 5</td>
<td>23</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Dizziness</td>
<td>9</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Uncertain; possible wax, catarrh, unilateral “hearing trouble”</td>
<td>18</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>136</td>
</tr>
<tr>
<td>All pathological (P) cases (C + S + D)</td>
<td>3-13</td>
<td></td>
<td>260</td>
</tr>
<tr>
<td>All subjects (N + P)</td>
<td></td>
<td></td>
<td>551</td>
</tr>
</tbody>
</table>

*Subjects with: a—no recorded gunfire history; b—known military gunfire history.

**Self-reported.
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TABLE 7.1 Concluded
(b) Relative hearing levels

<table>
<thead>
<tr>
<th>Groups compared</th>
<th>Differences between HL's, dB, for frequencies, kHz, of</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.5</td>
</tr>
<tr>
<td>C(a + b) − N(a)</td>
<td>13.5</td>
</tr>
<tr>
<td>S(a + b) − N(a)</td>
<td>8.4</td>
</tr>
<tr>
<td>D(a + b) − N(a)</td>
<td>8.3</td>
</tr>
<tr>
<td>P(a + b) − N(a)</td>
<td>10.4</td>
</tr>
<tr>
<td>(N + P)(a + b) − N(a)</td>
<td>5.0</td>
</tr>
</tbody>
</table>

Additional indication of the seemingly large amount of nosocusis in factory workers, at least those in noisy industries, was found by Sulkowski (ref. 4) as shown in table 7.2. It is shown that some 33 percent of the total group of workers having significant hearing losses (HL's greater than 30 dB average at 1000, 2000, and 4000 Hz) were deemed to have losses ascribable to causes other than noise. Unfortunately, more data on the prevalence of otological problems among workers in “non-noisy” occupations and in the so-called “control groups” are not available.

In any event, it could be argued that the prevalence and degree of otological problems in factory workers unrelated to noise are such as to result in 5-dB-higher HL's, on the average, than in the general population.

A study relevant to the question of the additivity of nosocusis and NIPTS (and perhaps also to the question of additivity of presbycusis and NIPTS) was conducted by Howell (ref. 5). He found that deterioration in the HL's of steel-workers exposed to noise levels was nearly the same, after age standardization, over a 7-year exposure period regardless of the initial HL of the worker. For example, for men with initial-age-corrected HL's of less than 2 dB, 12 to 26 dB, and greater than 26 dB, the average shifts over the frequency range 0.5 to 6 kHz for the 7-year period were, respectively, 7.5, 8.7, and 7.1 dB (in exposure levels of greater than 100 dBA); 7.8, 6.8, and 7.3 dB (in exposure levels of 90 to 99 dBA); and 6.2, 5.0, and 5.2 dB (in exposure levels of less than 90 dBA). If the differences in initial HL were attributable, at least in part, to nosocusis (the 449 subjects were not screened for otological abnormalities), these results would indicate some additivity of the effects of noise and nosocusis on HL.

Some results consistent with the hypothesis of the additivity of nosocusis and NIPTS can be seen in a number of HL surveys conducted in factory settings. For example, a difference of 8 dB between the HL (at 4000 Hz) for 20-year-old workers in so-called non-noise jobs in factories and the HL's of the general U.S. population (age 20 years) is typical, and this difference gets to be about 10 to 15 dB for
Noise-Induced Hearing Loss and Its Prediction

TABLE 7.2
Motives for Elimination of Occupational Etiology
[Data from ref. 4]

<table>
<thead>
<tr>
<th>Motives other than exposure to noise</th>
<th>Number of cases</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nonorganic hearing loss</td>
<td>55</td>
</tr>
<tr>
<td>Otosclerosis</td>
<td>12</td>
</tr>
<tr>
<td>Tympanosclerosis</td>
<td>14</td>
</tr>
<tr>
<td>Undergone conservative and radical operations of the middle ear</td>
<td>21</td>
</tr>
<tr>
<td>Chronic purulent otitis media</td>
<td>39</td>
</tr>
<tr>
<td>Congenital deafness</td>
<td>2</td>
</tr>
<tr>
<td>Meniere disease</td>
<td>15</td>
</tr>
<tr>
<td>Lack of essential noise exposure</td>
<td>8</td>
</tr>
<tr>
<td><strong>Total</strong>*</td>
<td><strong>166</strong></td>
</tr>
</tbody>
</table>

*Total sample of compensable cases was 496: 330 were diagnosed as being the result of noise.

the older age groups. (See chapter 6, fig. 6.20.) Perhaps some of this difference can be attributed to excess nosocusis in industrial workers relative to that in the general U.S. population.

Two Major Studies on NIPTS From Industrial Noise

When defined as the probable difference between the HL of a person before exposure to a noise environment and their stabilized HL after, the best delineation of the relation between exposure to noise and hearing loss appears to be found in data and analyses in the papers of Baughn (refs. 6 and 7) and of Burns and Robinson (ref. 8). However, two somewhat different philosophies regarding the assessment of industrial noise-induced shifts in hearing level were followed by Baughn and by Burns and Robinson and, as we shall see, there are some problems and difficulties involved in the interpretation of the basic data in both studies.

I should first mention a large retrospective study of the auditory thresholds of workers in noisy industries in Austria (Raber, ref. 9). Raber reported that even after 25 years of exposure in steady noise of 110 dBA, the incidence of workers
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with an average HL greater than 25 dB at 0.5, 1, and 2 kHz was only about 12 percent as compared with 10 percent for people not exposed (i.e., less than 80 dBA). According to other studies of NIPTS in industry, some 85 percent (compared with Raber's 12 percent) of the population exposed to 110 dBA noise for 25 years should have HL's that exceed an average of 25 dB at 0.5, 1, and 2 kHz. A full explanation of why the Austrian data are so disparate does not seem possible. Perhaps one major reason is that all the data for persons with a bone-conduction hearing loss that was, at any frequency, 15 dB less than the air-conduction hearing loss were removed from the data base regardless of the absolute air- and bone-conduction hearing losses at other test frequencies. In brief, it appears probable that many of the subjects with NIPTS were inadvertently eliminated from the data base.

Royster and Thomas (ref. 10) suggest that the HL's at 3000 to 6000 Hz may be relatively improved (less INIPTS) by long-term "learning" to take annual audiometer tests administered in hearing conservation programs. However, if long-term practice effects are a significant factor in industrial audiometry, it would seem that it should affect all test frequencies, not just those above 3000 Hz. In the studies presented below, all or nearly all the HL data bases represent initial or second repeat audiograms. Possible long-term audiometer-test "learning" effects, if such exist, are not involved.

Baughn study

Baughn (refs. 6 and 7), after certain averagings and normalizations of the raw data, reported idealized HL data for workers in a large industrial plant who were exposed to certain known levels of more or less steady-state noise. No screening of the workers for otological problems or off-the-job noise exposures were done. The work force involved was very stable in job location and content. As a result, data were available for a large number of subjects (6835) for exposure durations up to about 45 years in 3 average levels of noise exposure (78, 86, and 92 dBA) for 8 hours per workday.

As discussed previously, the average worker appears to have 10 dB more sociocusis at 3000 and 4000 Hz than the general population. Thus, in a retrospective study such as Baughn's, use of the average HL of the general population to represent the average HL of industrial workers would lead to deducing more industrial NIPTS than is justified. That is, the worker with an HL at 3000 to 4000 Hz of up to about 10 dB can be expected to have that HL because of excess sociocusis-nosocusis.

Taking the above factors into consideration, it seems appropriate to adjust somewhat the low HL's of Baughn's data base. Figure 7.2 shows a function applied to Baughn's data in the analysis to follow to account for the excess sociocusis at higher test frequencies and audiometry "errors" at lower test frequencies. Some low-frequency masking noise was present in the test booth (ref. 7), and excess sociocusis is suspected to have caused some loss at high frequencies.
Burns and Robinson study

Burns and Robinson (ref. 8) studied 759 subjects (422 males and 337 females) exposed to 4 average classes of industrial noise: (1) less than 87 dBA; (2) 87 to 90 dBA; (3) 91 to 97 dBA; and (4) greater than 97 dBA. The maximum exposure was about 49 years. In addition, 97 subjects not exposed to noise were studied. The age range was about 20 to 60 years. Unlike Baughn’s subjects, Burns and Robinson’s subjects, including the 97 non-noise-exposed subjects, were selected to have no otological problems, to have no histories of such problems, to be taking no ototoxic drugs, and to have had no exposure to gun noise.

Which of these two approaches (total population of workers versus highly screened population of workers) is best for the problem at hand depends to some extent upon the use or uses to which the results are to be put. However, both approaches are faced with fundamental questions of what are the interactions, with respect to shifts in hearing sensitivity, between exposure to noise and nosocusis or presbycusis. As discussed above, Howell’s data suggest that nosocusis and NIPTS can be treated as being additive, statistically speaking.

A major problem in the interpretation of retrospective studies such as Baughn’s and Burns and Robinson’s is the lack of knowledge about the distribution HL’s prior to exposure of the population of workers involved in the studies as a function of their age. Burns and Robinson would seem to have less uncertainty than Baughn in this regard because their 97 non-noise-exposed control subjects were free of otological pathologies. However, a recent analysis by Robinson and Sutton (ref. 11) of the distribution of HL as a function of age in populations screened for otological problems and exposure to “excess” noise is considerably
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different at 4000 Hz in the older group from that depicted in the Burns and Robinson study, as shown in figure 7.3 (refs. 8 and 11 to 15). Note that except for the 50th percentile, the Burns and Robinson data have been treated according to mathematical simplifications not involved in the other functions shown.

Burns and Robinson concluded that the daily noise energy in decibels, summed on an energy basis over the years of exposure, could be used to predict noise-induced hearing loss. This noise exposure variable was labelled $E_A$. Burns and Robinson identified the relation, for separate audiometric test frequencies, between $E_A$ and the HL’s of males and females over the percent distribution of ear sensitivities. The basic formula is as follows (from ref. 11):

$$H' = 27.5 \left\{1 + \tanh\left[(E_A + k - \lambda + u)/15\right]\right\} + u + F$$

where $H'$ is the HL exceeded only by a percentile of the population, $F$ is given in a table of age correction for presbycusis, $E_A$ is the energy emission level of the noise over years of exposure, $k$ and $\lambda$ are factors pertaining to audiometric test frequency and sex of the subject, and $u$ is a normal percentile distribution of hearing levels for young normal ears around the median and having a standard deviation of 6 dB. Robinson and Shipton calculated what they called expected hearing loss $H$ after omitting $F$ from the above formula:

$$H = 27.5 \left\{1 + \tanh\left[(E_A + k - \lambda + u)/15\right]\right\} + u$$

Some of their tables of $H$ and related information are given in the appendix to this chapter.

Robinson and Shipton emphasize that except for the median (or 50th percentile), the $H$ values from their model are properly predictive of the expected distribution of HL’s of otological- and noise-screened populations exposed to a given $E_A$ only when used in conjunction with the age (presbycusis) function $F$ and sex factors derived for their subjects. One reason is that the distribution statistics around the 50th percentile of the non-noise exposed, 20-year-old subjects were taken as a normal distribution with a standard deviation of 6 dB ($u$ of the above formulas). Further, this same distribution statistic became incorporated with the measured HL data, regardless of the age of the population involved.

It is well known that the distribution of HL’s becomes progressively skewed above the 50th percentile at older ages because of presbycusis. In the Burns and Robinson model, these deviations from the distribution of hearing threshold sensitivities as a function of age are part, along with any noise-induced hearing loss, of the deduced and tabulated expected hearing loss $H$. At the higher percentiles of hearing sensitivities this “excess” presbycusis could amount to a significant amount of the predicted hearing loss compared with the part due to the noise exposure (NIPTS). However, this presbycusis skewness factor presumably affected to a somewhat similar degree the actual distributions of the HL data for
FIGURE 7.3. Presbycusis effect on HL for various subject types. (Data from Burns and Robinson (ref. 8), Robinson and Shipton (ref. 12), Shipton (ref. 13), Robinson and Sutton (ref. 11), USPHS report 11 (ref. 14), and USPHS report 215 (ref. 15).)
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non-noise- and noise-exposed groups at a given age. Accordingly, for a given age group and percentile, the differences in measured hearing loss from one step in $E_A$ to the next should be indicative of solely NIPTS due to the decibel step increase in $E_A$.

These possible limitations and problems of specifying absolute values of HL for workers exposed to noise do not necessarily invalidate the general findings of the Baughn nor the Burns and Robinson studies with respect to threshold shifts *per se* or to NIPTS. As shown by Rop and Raber (ref. 16) and Macrae (ref. 17), the effects of presbycusis on HL are additive with NIPTS. Thus, a shift in HL of 10 dB because of presbycusis plus 10 dB NIPTS will cause a change of 20 dB in HL. Or, in another way, a 10-year total exposure to a given noise will apparently cause the same amount of NIPTS regardless of the age of persons equally exposed to noise (within a 40 dB NIPTS limit to be prescribed and some absolute limits on HL due to aging).

This apparent independence of presbycusis and NIPTS may be the result of possibly separate physiological mechanisms being involved. These mechanisms are a metabolic blood-supply change in the auditory system in presbycusis and some mechanical chemical actions on the hair cells and other tissues of the cochlea imposed by intense sound. Both types of insult presumably lead to injury or dysfunction in the structures involved, including attached nerve cells. Also, in support of this conclusion is the finding that the amount of TTS from exposure to noise was essentially the same for older people with presbycusis as for young adults without presbycusis (ref. 18).

Analysis of Combined Studies

The Baughn data and analysis and the Burns and Robinson data and analysis taken together perhaps provide a more valid, realistic base upon which to derive NIPTS functions as well as predictions of actual HL than is likely from either data base alone. The arguments for averaging NIPTS functions derived from the Burns and Robinson and those derived from the Baughn and USPHS studies are: (1) although in the Baughn and USPHS comparisons there is some uncertainty that the populations of non-noise-exposed versus noise-exposed persons were strictly comparable, the thousands of subjects and the stable noise and work conditions involved supports the reliability and validity of the basic data; and (2) in the Burns and Robinson study, the number of subjects was sufficiently small, considering the large range of ages and noise exposure conditions involved, so as to possibly limit the reliability of the basic data and the generality of the model derived.

The necessity of going through the sometimes questionable rationalizations and steps required to utilize the data of retrospective studies of NIPTS is, of course, unfortunate. However, the Baughn and USPHS data and the Burns and Robinson data and related analyses appear to be the best that are available on the
question at hand. Furthermore, imposition of noise control and hearing conservation programs in many industries in many countries over the past 10 years or so make somewhat remote the possibility of performing a meaningful retrospective study of the effects in industry of noise on the unprotected ear. An analysis of the combined findings of these two studies follows.

Results at 4000 Hz and average at 0.5, 1, and 2 kHz

Figure 7.4 shows the cumulative percentage of 65-year-old males for 4000 Hz and for the average of 0.5, 1, and 2 kHz having HL’s equal to or less than the HL indicated on the abscissa after an 8-hour workday, 45-year career in no noise and in various levels of noise. Although there are some differences between the exposure distributions of HL for the Burns and Robinson and for the Baughn and USPHS data, the effect of the noise is to shift upwards (cause a loss in hearing sensitivity) the HL’s over the entire distribution of hearing sensitivity.

Smoothed data for groups exposed to different levels of industrial noise and to no-noise conditions according to the studies of Burns and Robinson and of Baughn and USPHS are shown as a function of years of exposure (age) in the upper panels of figure 7.5(a) for 4000 Hz and in figure 7.5(b) for the average of 0.5, 1, and 2 kHz. NIPTS according to the two studies is plotted in the bottom panels of the figures. For the Burns and Robinson study, NIPTS is taken as the difference between the HL of the non-noise exposed versus the HL related to the EA calculated for specified noise exposure conditions. NIPTS for the Baughn data is taken as the difference between the HL’s of the USPHS presbycusis curves versus the HL’s for the noise exposure conditions for the Baughn study.

In general, somewhat greater NIPTS is found for the HL’s of Baughn’s noise-exposed people versus the HL’s of the general public than is found for comparable ages and exposure conditions in the Burns and Robinson analysis. An exception is 4000-Hz data at the 90th percentile data. Also, the 90th percentile NIPTS data from the Baughn study appear to be constrained by limitations imposed on the measured HL’s by the maximum range of hearing.

Generalized NIPTS

Figure 7.6 shows NIPTS at 4000 Hz and average 0.5, 1, and 2 kHz as a function of A-weighted noise level in decibels for steady-state noise lasting 8 hours per workday for 45 years exposure as found in the data for Burns and Robinson and for Baughn versus USPHS. Also shown on these graphs are the K values (the maximum DL’s that give 0 dB NIPTS) and two dashed lines that seem to fit the trends of the curves based on the data.

Both the Baughn and the Burns and Robinson analysis show a rather slow rise as a function of increasing noise level in NIPTS up to about 10 dB, at which point the rise becomes more rapid. These NIPTS straight-line functions are shown up to 40 dB.
FIGURE 7.4. Comparison of data from Burns and Robinson (ref. 8), Robinson and Sutton (ref. 11); USPHS reports (refs. 14 and 15), and Baughn (refs. 6 and 7) for HL as a function of sensitivity to sound.
FIGURE 7.5. HL and NIPTS as functions of age or exposure for data from Burns and Robinson (ref. 8), Baughn (refs. 6 and 7), USPHS (refs. 14 and 15), and Robinson and Sutton (ref. 11).

(a) At 4000 Hz.
(b) Average at 0.5, 1, and 2 kHz.

FIGURE 7.5. Concluded.
NIPTS (in decibels) for males with 45 years exposure as a function of A-weighted noise level based on 8-hour-per-workday exposure for data from Burns and Robinson (ref. 8) and Baughn (refs. 6 and 7). The upper portion of the dashed curves represents a slope of $20 \log SP + k$ (or $10 \log SP^2 + k$) and the lower portion represents a slope of $10 \log SP + k$ (or $5 \log SP^2 + k$).

**FIGURE 7.6.** NIPTS (in decibels) for males with 45 years exposure as a function of A-weighted noise level based on 8-hour-per-workday exposure for data from Burns and Robinson (ref. 8) and Baughn (refs. 6 and 7). The upper portion of the dashed curves represents a slope of $20 \log SP + k$ (or $10 \log SP^2 + k$) and the lower portion represents a slope of $10 \log SP + k$ (or $5 \log SP^2 + k$).
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As shown later, for exposures that can cause TTS or NIPTS greater than about 40 dB, the recovery and hearing-loss processes in the ear appear to behave differently than they do for exposures to less intense noise. Further, there is a natural limitation to the range of hearing sensitivity that makes the course of growth of NIPTS above that value somewhat academic.

The use of straight lines rather than some possibly more precise curvilinear fit to the basic data is perhaps justified on the grounds of simplicity in the derivation of a procedure for predicting NIPTS and HL to be outlined below. Also, the basic data from both the Baughn and the Burns and Robinson investigation have been processed and idealized to such an extent it is perhaps questionable that more precise modelling is likely to be meaningful.

As shown in figure 7.6, a change of 1 dB in SPL is required to cause about a 0.5-dB change in NIPTS when NIPTS is between 0 and 10 dB; between about 10 and 40 dB NIPTS, a 1-dB change in SPL effects about a 1-dB change in NIPTS. The slope of the 0- to 10-dB curve (above some given intercept \( k \)) can be represented by 10 log \( SP + k \) (where SP is sound pressure), and the slope of the 10- to 40-dB curve is 20 log \( SP + k \). This means a 20-dB change in SPL is required to go from 0 to 10 dB NIPTS, and an additional 30-db change in SPL is needed to go from 10 to 40 dB NIPTS.

Two major variables causing NIPTS are the intensity and the duration of exposure to a noise, the product of these being sound energy. At first glance, equal noise energy appears to be, at least for exposures causing no more than about 40 dB NIPTS, a valid measure for predicting NIPTS from near-daily exposures to a given noise environment. That is, a fractional change in the number of days of exposure of 8 to 10 hours per day will have the same general effect on the magnitude of NIPTS as will a similar fractional change in sound pressure level. However, the magnitude of the change will depend to some extent upon the amount of NIPTS involved.

Figure 7.7 shows that when exposure duration in years \( Y \) is expressed in decibels (10 log \( Y \)), there is about a 1-dB increase in NIPTS per 1-dB increase in exposure duration in years when NIPTS is above 10 dB, but only about a 0.5-dB increase (5 log \( Y \)) in NIPTS per 1-dB increase in exposure duration when NIPTS is between 1 and 10 dB. This is consistent with the growth of NIPTS as a function of sound pressure level and, apparently, with the equal-energy concept. However, note that the daily industrial noise exposures are for an 8- to 10-hour-workday exposure to more or less steady-state noise. As we shall see, the temporal pattern of the exposure to noise within the 8- to 10-hour day can have an effect on TTS (and presumably NIPTS) that does not follow the equal-energy rule. Accordingly, the "equal-energy" results described above for NIPTS from exposure to industrial noise agree only fortuitously with the equal-energy concept, and other temporal patterns of daily noise exposures need not follow the equal-energy rule.

A prediction of the maximum noise level for an 8-hour daily exposure that will not produce measurable (e.g., less than 5 dB) NIPTS after, say, 45 years of
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FIGURE 7.7. NIPTS in decibels at 90, 50, and 10 percentiles as a function of years of exposure for average of Burns and Robinson (ref. 8) and Baughn (refs. 6 and 7) data. Parameter is noise level.

almost daily exposure can be extrapolated from the Baughn and the Burns and Robinson data. As shown in figures 7.6 and 7.7, this level depends on the percentile of interest in the distribution of hearing sensitivities. For the 10th percentile (more sensitive ears), the level is quite low, from about 63 to 75 dBA depending on audiometric test frequency. These levels are reasonably close to those that would be predicted from consideration of the TTS-PTS (permanent threshold shift) relations (discussed later) that have been observed in or extrapolated from research on TTS and on “effective quiet” (the maximum level of noise between bursts of more intense noise that will not retard recovery from the intense noise).
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Predicting NIPTS From TTS Data

The most extensive data on NIPTS (such as those of Baughn and of Burns and Robinson) are related to exposure to more or less steady-state, broadband noise measured over all frequencies with an A-weighted sound level meter for an 8- to 10-hour workday. Lunch and normal rest breaks are considered as constant factors. That these factors are probably significant (although presumably constants in the industrial context) is shown in figure 7.8 from Hetu and Parrot (ref. 19). This figure shows considerable recovery effects on HL, especially after the lunch break.

Studies of the effects of industrial noise and NIPTS do not lend themselves to the derivation of detailed models of the effects of widely different frequency spectra or of restricted bandwidths. Neither are they useful for deriving models of the effects of exposure to noises of varying intensity (durations of daily expo-

![Figure 7.8](image-url)
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...surely shorter than about 8 hours) of exposures to intermittent noise, or, as a somewhat special case, of exposure to so-called impulsive sounds. For quantifying the approximate effects of these variables, it is necessary to turn to studies done in the laboratory on temporary threshold shifts (TTS) from exposures to noises under well-controlled conditions. The justification for doing so rests on the assumption that TTS is a precursor of NIPTS and on the finding that such models could be used to predict NIPTS data in certain specified industrial noise studies. Kryter (ref. 20) noted that the average $TTS_2$ ($TTS$ measured 2 minutes after exposure) from an 8-hour exposure to noise in young, normal ears was similar in magnitude to the average NIPTS found in workers after 10 to 20 years exposure to about the same level of noise in industry. Since then, other verifications have been published (see fig. 7.9), and some comparable effects on PTS and TTS for impulses and interrupted noise will be shown below. There seems to be no data available to seriously challenge this basic assumption, at least within the restrictions of noise conditions that consist of daily noise-exposure periods of 8 to 10 hours or so and that cause of the order of no more than about 40 dB $TTS_2$ in the normal ear. Data supposedly contrary to this assumption are discussed later are relation to data on PTS and NIPTS from impulse noise. Kraak et al. (ref. 21) proposed that rather than TTS per se it is “the time integral over TTS during and after exposure that gives a true measure of the stress on hearing.”

![FIGURE 7.9. Relation between TTS at 2 min after exposure (data symbols) and presumed noise-induced hearing loss after 10 years of exposure to the same noise (curve). Frequency is 4 kHz. Values in parentheses indicate number of subjects. (From ref. 8.)](image)
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Spectral differences in steady-state noises

Figure 7.10 (ref. 22) shows the general differences in effectiveness of different parts (octave bands) of the sound spectrum to cause TTS and, presumably, PTS. As more bands in a broader band noise reach the contours shown, the hearing loss will extend over a wider and wider frequency range to which the ear is sensitive. However, hearing loss in any one frequency region should not be significantly greater than that expected from a band of noise located about an octave below that particular frequency region.

As shown in figure 7.11(a), for the test frequencies of 250 to 4000 Hz, the differences in TTS from the widely varying spectra (shown in fig. 7.11(b)) range up to a maximum of about 6 dB when averaged over the two tests (ref. 23). Although for some purposes this could be considered a significant difference, it is surprisingly small considering the wide differences in the distribution of sound energy over the frequency spectra involved (−6 dB per octave, 0 dB, and 6 dB per octave). Burns and Robinson (ref. 8) reported somewhat similar findings (see fig. 7.12) for NIPTS from noises having a range of spectral slopes from about −8 to 9 dB per octave.

![Diagram showing TTS2 after 15 minute exposure to single octave band and wide band noises. Note that octave bands presented singly had same SPL as octave bands in wide band noise.](image-url)

FIGURE 7.10. Octave-band spectrum of wideband noise and comparison of TTS$^2$ from wideband and octave-band noise. (From ref. 22.)
Robinson (ref. 24) and Martin (ref. 25) are impressed with the 4000 Hz dip in the pattern of audiometric hearing levels for men exposed to a seemingly wide variety of spectra of industrial noises equated in A-weighted decibels. The suggestion of Robinson is that TTS data, which show a maximum TTS at an audiometric test frequency one-half to one octave or so above the frequency of an octave-band noise stimulus, is not consistent with the rather universal 4000-Hz dip found in NIPTS. There is perhaps no such inconsistency when it is recognized that these industrial noises are of broadband spectra and that the energy in the octave bands centered around 1000 to 2000 Hz probably did not differ very much
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for a given level in A-weighted decibels of most industrial noises. For example, the difference in the energy for the octave band 1000 to 2000 Hz is but 1 to 3 dB for noises having 6- to −6 dB slopes per octave, the A-weighted levels are equal. (See Fig. 7.11(b).) According to the general finding that a threshold shift occurs most readily at 4000 Hz and that it is most readily caused by noise energy in the frequency region about one octave lower (1000 to 2000 Hz or so), it is likely that the somewhat similar pattern in audiometric threshold shifts for the industrial noises is because when they are about equal in terms of A-weighted level, they are also equal in energy in the frequency region of 1000 to 2000 Hz.

Also, as shown in figures 7.11(a) and 7.12, the patterns of TTS and NIPTS at different audiometric test frequencies are somewhat similar, the rising-spectra noises causing somewhat more TTS and PTS at the higher frequencies than do the falling-spectra noises when the noises are equated A-weighted decibel level. There is no question, of course, that the ear is more susceptible to both TTS and PTS in the frequency region around 4000 Hz.

Spectral differences in impulse noises

To relate the physical characteristics of so-called impulse noise to TTS and PTS has been difficult. Major difficulties are a lack of measurements of the rele-
vant physical parameters of impulses and the relatively few (compared with steady-state noise) systematic studies of TTS and PTS from impulses. In addition, high-intensity impulses with proper rise times are difficult to generate under controlled laboratory conditions suitable for listening tests with humans.

Kryter (ref. 26) proposed that distinctions in the effects upon the cochlea commonly surmised to exist between impulsive and more steady-state sounds largely disappear under certain conditions as follows:

1. The spectra of impulses and steady noises are known and weighted in the same way, either on an octave-band or similar band basis or by an overall frequency weighting, such as A-weighting.

2. The sound energy is integrated over time periods similar to the apparently optimum processing time of the ear (about 1 sec) with respect to loudness and TTS.

Graphic means coupled with oscillograph traces or other means of estimating peak SPL, rise time, and duration can be used to find the spectra of impulses in spectrum level. (See figs. 7.13 and 7.14.) These spectra can, of course, be converted to overall A-weighted SPL in decibels, octave band, or other levels. Figures 7.13 and 7.14 are used as follows:

1. Use figure 7.13 with the rise time $T_R$ and duration $D$ of an impulse to find the frequency $f_b$ (from $T_R$) of the point at which the slope of the spectrum "breaks" from $-6$ to $-12$ dB per octave or the frequency $f_p$ (from $D$) at which the spectrum reaches its peak intensity.

2. Use these two frequencies in figure 7.14 according to the type of impulse involved in order to find the spectrum of the impulse.

A more practical procedure would seem to be to use a standard sound level meter (SLM) A-weighted with slow-meter action. However, an SLM does not provide an energy integration process that approaches that for the ear, as revealed by tests of loudness and TTS for impulsive noise. The A-weighting, as noted earlier, approaches the frequency response characteristics of the ear with respect to loudness judgements and TTS, but unfortunately the filtering and dynamics of a standard SLM integrate sound energy on an exponential and not on a linear basis as the ear apparently does. (See chapter 5.)

Atherley and Martin (ref. 27) proposed a procedure for converting oscillographic traces, or peak levels of impulsive sounds, to equivalent A-weighted levels. Their formula for this procedure is as follows:

$$L_{A,eq} = 85.4 + 20 \log(P_h) + 10 \log(N_a) - 10 \log(k) + 10 \log(1 - e^{-2k/N})$$

where $P_h$ is peak sound pressure in pascals, $N_a$ is average repetition rate per working day, $k$ is the decay constant in reciprocal seconds (equal to $1/t_e$, where
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FIGURE 7.13. Frequencies as functions of duration and rise time of an impulse. (From ref. 26.)

t is the time in seconds taken for the pressure envelope to decay to 0.37 $P_h$, and $N$ is number of impulses per second.

This can also be written as

$$L_{A,eq} \cong 85.4 + 20 \log(P_h) + 10 \log(d_t) + \log(1 - e^{-2/d_t})$$

where $d_t$ represents the fraction of 1 sec that the peak sound pressure is between peak and 8.7-dB downpoint.

Rise time of the impulse is not considered in this formulation so that spectral differences among impulses due to differences in rise time are not reflected in the calculated level. Martin (ref. 25) makes the assumption that his procedure will be applied to impulses having a broad frequency spectrum like those from punch presses. This is probably a reasonable assumption for most industrial and perhaps military (gunfire) noise environments but probably not appropriate for spark gap, pulsed tones, and the like.
FIGURE 7.14. General spectrum level envelope of impulses having various waveforms and approximate spectrum level of impulses having waveform of an exponentially damped sinusoid. (From ref. 26.)
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TTS from impulses of differing spectra

Carter and Kryter (ref. 28) and Hecker and Kryter (ref. 29) reported the acoustic waveform and the spectra of impulses (presented by means of a loudspeaker and an earphone) used in two different laboratory studies of TTS. (See fig. 7.15.) The measured spectra on figure 7.15 were determined by rather complex means whereby the waveform, as photographed from an oscilloscope, was periodically scanned electronically and the resulting modulated wave then passed through an envelope detection device and a band-pass filter. The procedures in figures 7.13 and 7.14 were used for obtaining an estimation of the spectra of the impulses, as is also shown in figure 7.15.

Kryter and Garinther (ref. 30) also reported the spectra and waveforms of gunfire noises. (See fig. 7.16.) These measured spectra were determined with the same means and equipment used for determining the impulse spectra of figure 7.15, and the estimated spectra for these impulses were determined by the use of figures 7.13 and 7.14. There appears to be reasonable agreement for these studies between the spectra obtained by actual measurement and by estimation from the graphs in figures 7.13 and 7.14.

Interestingly, the frequencies at which maximum threshold shift from gunfire noises occurred (4000 to 6000 Hz; see fig. 7.17) are consistent with the observation that the maximum threshold shift for steady-state sounds occurs about one octave above the frequency band containing the greatest energy (around 2000 Hz; see fig. 7.16). Also, since the impulses in the Kryter and Garinther study are probably representative of all types of gunfire with respect to rise time and duration, the general shape of the sound spectra and the threshold shifts for a given peak SPL and number of firings should be similar for most guns.

The importance of the spectral distribution of energy in impulses to threshold shift is well illustrated by a study performed by Fletcher and Loeb (ref. 31). The impulses, generated by an electrical spark gap, had the waveforms shown in figure 7.18. The spectra of these impulses were estimated with the graphic procedure of figures 7.13 and 7.14. Figure 7.18 shows that the spectrum of the longer duration impulse peaks at about 5000 Hz and at about 13000 Hz for the impulse for shorter duration. The pattern of TTS (shown in fig. 7.19) is what one would predict, namely, the maximum threshold shift occurs at a higher frequency than the peak of the spectrum, and the greater the band levels the greater the amount of TTS.

SPL and growth of TTS

The growth of TTS as a function of SPL follows a pattern very similar to that followed by NIPTS in the Baughn and the Burns and Robinson data. (See fig. 7.6.) That is, about 0.5 dB TTS or NIPTS occurs per 1 dB SPL for exposures that cause up to 10 dB TTS or NIPTS, and about 1 dB TTS or NIPTS occurs per
FIGURE 7.15. Waveforms and measured and estimated spectra of impulses used in some studies of TTS from impulses. (Data from Carter and Kryter (ref. 28) and Hecker and Kryter (ref. 29).)
FIGURE 7.16. Measured and estimated spectra of gunfire impulses in reference 30. Pressure-time waveforms are shown in left hand panels. Peak levels of the waveforms have been adjusted to have approximately equal peak amplitude. (From ref. 30.)
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1 dB SPL for exposures causing 10 to 40 dB TTS or NIPTS. This is shown in figure 7.20 (refs. 32 and 33).

The data in the lower graph of figure 7.20 are not consistent in magnitude with data obtained with somewhat similar noise exposures by Schori (ref. 34). The difference is probably attributable to the use of earphones by Schori and loudspeakers by Brownsey (ref. 33) with the attendant problems of calibrating noise levels in terms of real-ear, open-field listening. Even so, Brownsey's data appear to be somewhat higher than would be expected from the noise levels indicated. However, the relative changes in TTS because of level and duration changes should be realistic.

Impulsive noises often have a characteristic other than briefness that sets them apart from many common bursts of more steady-state industrial noises. That is, they reach peak levels that are considerably more intense than the peak levels of steady-state noise. Dieroff (ref. 35) estimates from his studies of indus-
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FIGURE 7.18. Waveforms and estimated spectra of spark gap used in reference 31. (From ref. 26.)

FIGURE 7.19 TTS from spark gap impulses. (From ref. 31.)
trial workers that there may be a critical peak level of about 150 dB above which damage to the organ of Corti progresses at a more rapid rate than would be expected from a strict energy equation.

Clearly some nonlinear acceleration of damage to the ear does occur at high pressure levels, as was shown in figure 7.17. Here the rate of growth of TTS was shown to be indeed quite large as a function of instantaneous peak pressures for the gunfire impulses involved (which had unusually fast rise times and were in free field at a level of 160 to 170 dB).

At these high sound pressures, especially for pulses with slow rise times, the eardrum may be ruptured, to some extent affecting measured HL's. However, such rupturing appears to provide some protection to the inner ear so that after the drum heals the HL often shows less shift than occurs in subjects with unruptured eardrums.

What stress reactions and physiological mechanisms involved in the inner ear are reflected in TTS from exposure to noise can only be definitely answered with further research. (See Henderson et al. (ref. 36) and Hamernik et al. (ref.
TABLE 7.3
TTS$_2$ Average at 1, 2, and 3 kHz as Found in or Estimated from Various Studies of Threshold Shift from Gunfire Noise

[1 to 10 sec between impulses; data from ref. 26]

<table>
<thead>
<tr>
<th>Study</th>
<th>Peak SPL grazing to ear, dB</th>
<th>Listening condition</th>
<th>No. of rounds</th>
<th>TTS$_2$ equaled or exceeded by 25 percent of people, dB</th>
<th>No. of subjects</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coles and Rice (ref. 38)</td>
<td>160</td>
<td>Open field</td>
<td>10-50</td>
<td>7</td>
<td>19</td>
</tr>
<tr>
<td>Coles and Rice</td>
<td>160</td>
<td>Reverberant</td>
<td>10-50</td>
<td>10</td>
<td>22</td>
</tr>
<tr>
<td>Coles and Rice</td>
<td>159</td>
<td>Open field</td>
<td>20-50</td>
<td>7$^b$</td>
<td>19</td>
</tr>
<tr>
<td>Coles and Rice</td>
<td>159</td>
<td>Reverberant</td>
<td>20-50</td>
<td>19$^b$</td>
<td>31</td>
</tr>
<tr>
<td>Elwood et al. (ref. 39)</td>
<td>161</td>
<td>Open field</td>
<td>20</td>
<td>7$^c$</td>
<td>20</td>
</tr>
<tr>
<td>Elwood et al.</td>
<td>173</td>
<td>Open field</td>
<td>1</td>
<td>7$^c$</td>
<td>47</td>
</tr>
<tr>
<td>Acton et al. (ref. 40)</td>
<td>138</td>
<td>Open field</td>
<td>100</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Acton et al.</td>
<td>138</td>
<td>Reverberant</td>
<td>100</td>
<td>5$^d$</td>
<td>5</td>
</tr>
<tr>
<td>Murray and Reid (ref. 41)</td>
<td>159</td>
<td>Open field</td>
<td>100</td>
<td>5</td>
<td>20$^e$</td>
</tr>
<tr>
<td>Murray and Reid</td>
<td>176</td>
<td>Open field</td>
<td>10</td>
<td>5</td>
<td>27$^g$</td>
</tr>
<tr>
<td>Murray and Reid</td>
<td>181</td>
<td>Open field</td>
<td>25</td>
<td>17</td>
<td>48</td>
</tr>
<tr>
<td>Goldstone and Smith (ref. 42)</td>
<td>158</td>
<td>Open field</td>
<td>25</td>
<td>5</td>
<td>17</td>
</tr>
<tr>
<td>Kryter and Garinther, weapon D (ref. 30)</td>
<td>159</td>
<td>Open field</td>
<td>100</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>Kryter and Garinther, weapon B</td>
<td>168</td>
<td>Open field</td>
<td>100</td>
<td>22</td>
<td>22</td>
</tr>
<tr>
<td>Kryter and Garinther, weapon A</td>
<td>173</td>
<td>Open field</td>
<td>100</td>
<td>55</td>
<td>55</td>
</tr>
</tbody>
</table>

$^a$ Corrected to 100 rounds by adding 20 times the common logarithm of the number of rounds.

$^b$ TTS data were not given at 1 kHz; the average for 1, 2, and 3 kHz was taken to be the TTS at 2 kHz.

$^c$ Data were given as TTS average at 2 to 6 kHz; this average multiplied by 0.3 was taken as TTS average at 1, 2, and 3 kHz.

$^d$ Authors stated that "noise approached an auditory hazard for about 5 percent of people."

$^e$ Estimated from authors' statement that 159 peak SPL's "commonly" (taken to mean in 50 percent of people) caused 40 dB Peak TTS after 100 rounds or more.

$^f$ Not known.

$^g$ Average 512-8192 Hz TTS$_{15}$ corrected to TTS$_2$ by adding 10 dB and then to average TTS$_2$ at 1, 2, and 3 kHz by multiplying result by 0.5.
37). By and large, except for unusual circumstances in industry and for the firing of some guns, impulsive and steady-state noises are such that TTS₂ (and eventual NIPTS) is typically 40 dB or less.

Table 7.3 presents a summary of much of the data (refs. 30 and 38 to 42) that can be used to show (or estimate) the average amount of threshold shift at 1000, 2000, and 3000 Hz for 100 gunfire noise impulses with 1 to 10 sec between impulses. In order to interpret the data from the various studies, conversion of the threshold shift data to a common set of exposure conditions is necessary. The rules for doing so are given in the table. Although the validity of such conversions may be questioned, their use presumably permits a more meaningful and effective use of the data than is otherwise possible. Most of the data given in table 7.3 were also used in a comparative analysis by Smoorenburg (ref. 43) of TTS from impulse noise. Smoorenburg's findings and conclusions in his analysis of these data and concepts related to TTS and PTS from exposure to noise are consistent with those reached here.

Plotted on figure 7.21 are data from a number of TTS studies in which SPL was a variable. The following table gives the references and pertinent information for the curves in figure 7.21.

<table>
<thead>
<tr>
<th>Curve in fig. 7.21</th>
<th>Reference</th>
<th>Frequency at which TTS measured, kHz</th>
<th>Frequency of noise, kHz</th>
<th>Duration of noise, minutes</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>44</td>
<td>4</td>
<td>2-4</td>
<td>55</td>
</tr>
<tr>
<td>2</td>
<td>45</td>
<td>4</td>
<td>1.2-2.4</td>
<td>480</td>
</tr>
<tr>
<td>3</td>
<td>46</td>
<td>4</td>
<td>1.2-2.4</td>
<td>47</td>
</tr>
<tr>
<td>4</td>
<td>47</td>
<td>4</td>
<td>(a)</td>
<td>20</td>
</tr>
<tr>
<td>5</td>
<td>48</td>
<td>4</td>
<td>(b)</td>
<td>-</td>
</tr>
<tr>
<td>6</td>
<td>49</td>
<td>4.6</td>
<td>(a)</td>
<td>12</td>
</tr>
<tr>
<td>7</td>
<td>50</td>
<td>2-4</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>8</td>
<td>51</td>
<td>4</td>
<td>(a)</td>
<td>3</td>
</tr>
<tr>
<td>9</td>
<td>50</td>
<td>0.5, 1, and 2</td>
<td>0.5</td>
<td>24</td>
</tr>
<tr>
<td>10</td>
<td>50</td>
<td>4-8</td>
<td>4</td>
<td>2</td>
</tr>
<tr>
<td>11</td>
<td>52</td>
<td>3.4</td>
<td>1.4-2.8ᵇ</td>
<td>1</td>
</tr>
<tr>
<td>12</td>
<td>53</td>
<td>4</td>
<td>(c)</td>
<td>75</td>
</tr>
<tr>
<td>13</td>
<td>30</td>
<td>1, 2, 3, and 4</td>
<td>(d)</td>
<td>-</td>
</tr>
<tr>
<td>14</td>
<td>29</td>
<td>2 and 4</td>
<td>(e)</td>
<td>-</td>
</tr>
<tr>
<td>15</td>
<td>41</td>
<td>0.5-8</td>
<td>(f)</td>
<td>-</td>
</tr>
</tbody>
</table>

ᵃ White noise.
ᵇ Pulsed tone.
ᶜ Clicks.
ᵈ Gunfire, 100 rounds.
ᵉ 100 impulses.
ᶠ Gunfire, 10 rounds.
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Although there are few data points for TTS less than 10 dB, it is proposed that the relations $10 \log SP + k$ for these lower values and $20 \log SP + k$ for higher TTS values are in keeping with the probable course of TTS values as a function of SPL. Kryter (ref. 26) previously suggested that $20 \log SP + k$ was appropriate for all TTS values of the data shown in figure 7.21. The more recent data shown in figures 7.17 and 7.20 also indicate that the two segment relation ($10 \log SP + k$ and $20 \log SP + k$ depending on TTS level) is more appropriate. Furthermore, as mentioned previously, these general relations between TTS and sound pressure level are the same as those shown earlier in the text for NIPTS and sound pressure level. (See fig. 7.6.)

Threshold level for TTS

As mentioned previously, it appears that the noise that causes 5 dB TTS$_2$ in the young, normal ear after 8 hours exposure will cause the same amount of NIPTS after about 10 years of near daily exposure. This would extrapolate to about 12 dB according to the NIPTS data of Baughn (refs. 6 and 7) and of Burns and Robinson (ref. 8), with 45 years rather than just 10 years of exposure. Also, it is to be expected that the ears more susceptible to threshold shift (e.g., the 90th percentile) would have about 7 dB more NIPTS than the median or mean of the distribution of people. Accordingly, to achieve a 5-dB NIPTS for the 90th-percentile, 45-year exposure, the noise would have to be about 10 dB less than the noise which gives a TTS$_2$ of 5 dB for the average (50th percentile) of young, normal ears. Robinson and Sutton found (see table 8 of ref. 11) that median HL's (50th percentile) are generally about 1 or 2 dB lower than mean HL's for the same distribution. Be-

![FIGURE 7.21. Growth of TTS as a function of the sound intensity. (Data from ref. 26.)](image)
cause of the variability of this relationship as a function of test frequency and the generally small magnitude of the difference, means and median data will be taken as equal for most purposes in this paper. The difference between the median and the 90th percentile for normal ears is generally about 7 dB for TTS (Kryter et al., ref. 54) and about 10 dB for NIPTS. (See fig. 7.3.)

With these extrapolations, it can be deduced from a study by Ward et al. (ref. 55) that a broadband noise at about 63 dBA will cause persons in the 90th percentile about 5 dB NIPTS at 4000 Hz after 45 years of exposure for 8 hours per workday. Ward et al. found that the average TTS$_2$ for an 82-dBA "magenta" noise (noise with a spectrum slope of $-5$ dB per octave) was about 4 dB at 4000 Hz. (See fig. 7.22.) Allowing 1 dB additional TTS for extending the duration of the experimental exposure from 5 to 8 hours, we find that the maximum level for people in the 90th percentile to have no more than 5 dB NIPTS would be about 63 dBA (a maximum octave-band level, in the broadband noises, of about 58 dB). That is, a 7-dB reduction from the 82-dBA level to a level of 75 dBA would be required in order to prevent more than 5 dB TTS in the 90th percentile ear after an 8-hour exposure, or more than 5 dB PTS after 10 years of near daily exposure. An additional 12-dB reduction in level would be required to produce no more than 5 dB PTS after 45 years of near daily exposure, further reducing the required level from 75 dBA to 63 dBA.

These findings are quite consistent with earlier data and extrapolations made of TTS octave-band exposure (ref. 56) and NIPTS (refs. 2 and 57) if we take

![Figure 7.22](image_url)
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into account information regarding the range of hearing sensitivities among normal ears and the relatively slow growth of TTS from 0 to 10 dB. Rossi et al. (ref. 58) found that a 2-hour exposure to noise (recorded road traffic) at a level of about 67 dBA caused some measurable TTS at 2000 Hz. All these findings are consistent with studies of effective quite.

Effective Quiet

Various investigators have studied the effect on TTS of exposures to rather intense noise that was interrupted with periods of less intense noise, including quiet. The presumption was that when the less intense noise failed to cause a decrease in TTS from the more intense noise its level was at effective quite, a level that presumably could be continued indefinitely without effecting any TTS or PTS.

However, such an assumption must be qualified to some extent, as shown in figure 7.23. Here effective quiet is taken as the maximum level of noise present

---

**FIGURE 7.23.** TTS as a function of SPL of lower level of noise alternated with higher levels of noise. (Data points from ref. 55.)
FIGURE 7.24  TTS in humans (upper graph, from ref. 60) and PTS in chinchillas (lower graph, from ref. 61). Humans were exposed for 2 hours to 15-minute bursts of noise at 103 dBA with 2-minute interruptions at 40 or 77 dBA. Chinchillas were exposed for 8 hours to 110 dBA noise followed by 7 days recovery in 70 dBA and 40 dBA.
TABLE 7.4

TTS From Exposure to Steady-State and Impulse Noises

[15 male subjects; maximum energy, 500 to 1000 Hz; data from ref. 62]

<table>
<thead>
<tr>
<th>Exposure</th>
<th>1000</th>
<th>1500</th>
<th>2000</th>
<th>3000</th>
<th>4000</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^aI$, 124-127 dB</td>
<td>8.0</td>
<td>8.0</td>
<td>6.0</td>
<td>5.0</td>
<td>3.0</td>
<td>6.0</td>
</tr>
<tr>
<td>$I + ^bS$, 110 dB</td>
<td>4.0</td>
<td>9.0</td>
<td>9.0</td>
<td>5.0</td>
<td>7.0</td>
<td>6.8</td>
</tr>
<tr>
<td>$I + S$, 100 dB</td>
<td>2.5</td>
<td>4.0</td>
<td>5.5</td>
<td>2.5</td>
<td>1.5</td>
<td>3.2</td>
</tr>
<tr>
<td>$I + S$, 90 dB</td>
<td>1.5</td>
<td>4.5</td>
<td>3.5</td>
<td>2.0</td>
<td>1.5</td>
<td>2.6</td>
</tr>
<tr>
<td>$S$, 110 dB</td>
<td>5.0</td>
<td>11.0</td>
<td>9.0</td>
<td>5.0</td>
<td>3.0</td>
<td>6.6</td>
</tr>
<tr>
<td>$S$, 100 dB</td>
<td>3.0</td>
<td>7.0</td>
<td>7.0</td>
<td>3.0</td>
<td>1.0</td>
<td>4.2</td>
</tr>
<tr>
<td>$S$, 90 dB</td>
<td>1.0</td>
<td>3.0</td>
<td>3.0</td>
<td>1.0</td>
<td>0.0</td>
<td>1.6</td>
</tr>
</tbody>
</table>

$^a$Impulse.

$^b$Steady state.
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during the "quiet" period of exposure and during recovery without causing any increase in TTS from the 85-dBA and the 90-dBA noise. It is shown that the level at which the noise becomes as effective as quiet appears to be somewhat lower as the amount of TTS generated by the higher level noise becomes greater. I have added an estimated function for the 90th percentile of the population of subjects as well as the curves to the data points of figure 7.23. As shown, Ward et al. (ref. 55) estimated somewhat higher levels for effective quiet. The differences are not great, and allowing 5 to 10 dB for differences in ear sensitivity from the average TTS data points shown, it appears that effective quiet is somewhere between 50 and 60 dB for the 90th percentile of the population for this octave band. (This correlates with a broadband overall noise level of about 55 to 65 dBA.)

Hetu et al. (ref. 59) reported that an ambient level of 50 dBA was effective quiet for a study in which 13 dB TTS\textsubscript{2} was produced and that 70 dBA was effective quiet for a study in which 26 dB TTS\textsubscript{2} was produced. This trend appears to be somewhat at odds with the trend noted above for the data of Ward et al. in which the level required for effective quiet decreased as TTS increased. Schmidek et al. (ref. 60) (using human subjects) and Lipscomb (ref. 61) (using chinchillas) found that effective quiet was somewhere between 40 and 70 dBA. (See fig. 7.24.)

That further research on effective quiet is required is indicated by the findings of Cohen et al. (ref. 62) as shown in table 7.4. The 6-dB TTS from 15 minutes of exposure to impulses was reduced to about 3 dB when a 500- to 1000-Hz octave band of noise was also present at levels of 100 and 90 dB. The steady-state noise at a level of 110 dB resulted in a TTS of about 7 dB whether the impulse noise was present or not. The decrease in TTS with decrease in level of the steady-state noise is, of course, to be expected. However, that the TTS from the impulse noise presented alone should be greater in the quiet than in the 90 and 100 dB steady-state noise is seemingly anomalous; it is probably related to ubiquitous operation of the aural reflex.

**Effects of Exposure and Recovery Times on TTS and NIPTS**

**Effective level of bursts of noise**

Effective "quiet" and effective "level" are descriptors for the reaction of the auditory system to interrupted noise exposures within the typical 8-hour exposure day. The contentions of Burns and Robinson (ref. 8), Robinson (ref. 24), Atherley and Martin (ref. 27), and Martin (ref. 25) have been that these effects are minimal and can, for practical purposes, be ignored in estimating eventual NIPTS from daily dosages of noise. Their position is that the total amount of A-weighted noise energy present during the 8-hour day is adequate for predicting NIPTS regardless of whether it is continuous or interrupted, that is, the so-called equal-energy concept.
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Martin concludes that data showing less TTS from interrupted impulse noises than to be expected on an equal-energy basis must mean that there is no predictive relation between TTS and NIPTS. However, as shown later, probably no such inconsistencies exist when you consider certain characteristics of the ear in response to brief bursts of noise.

Ward (ref. 63) presented data showing the relative effectiveness of intermittent noise of equal energy as a cause of TTS2 after a total exposure period of 8 hours. Some of his data are plotted in figure 7.25. According to the all-pervasive equal-energy hypothesis, the TTS should have been the same for all the data points in figure 7.25. The vertical ordinate shows how many decibels the total exposure energy would have to be reduced to make the various on-off fractions and cycle durations equally effective in causing TTS2 after 8 hours of exposure to the different conditions.

For figure 7.25, the results found by Ward for the 1000-Hz and 4000-Hz octave bands have been averaged, even though the 1000-Hz band was somewhat less effective in causing TTS2 on an equal-energy basis than the 4000-Hz band. However, as shown, the 250-Hz band was much less effective than the higher frequency bands and about equally so for all exposure-cycle periods tested. The reason for this lesser effectiveness of the lower frequency bands is perhaps related to the greater response of the aural reflex to lower frequency bands of noise.

![Figure 7.25](image-url)

**Figure 7.25.** Effectiveness of octave bands of noise in causing TTS at test frequencies most affected by a particular band as a function of on-fraction (ratio of on time to total time). Total noise exposure duration of 8 hours. (Data from ref. 63.)
This factor indicates the appropriateness of giving less weight, as does A-weighting, to lower frequency sound than to higher frequency sound for the assessment of potential noise-induced threshold shifts. (The A-weighting gives about a 10-dB negative weight at 250 Hz compared with that given at 1000 Hz.) It would seem fairly realistic to use the solid-line dashed-line functions shown in figure 7.25 as a means of correcting equal-energy noise-dosage levels of intermittent noises based on A-weighted SPL's in the prediction of threshold shifts from exposure to noise.

These data taken in conjunction with some PTS data and some data on recovery from TTS provide factual support for a concept called equivalent recovery from daily noise exposures. A simple procedure for equating continuous 8-hour noise with intermittent or short-duration noises is presented later. The dashed line in figure 7.25 is used in that procedure.

NIPTS from irregular noise

Johansson et al. (ref. 64) studied NIPTS and TTS from exposures to industrial noises having continuous and intermittent characteristics. (See fig. 7.26.) They found that for both NIPTS and TTS there was less shift from exposure to the irregular noise than from the continuous noise (both had the same spectrum) when the two were equated for equal energy during daily exposure. The difference was equivalent to about 5 dB in effectiveness as a cause of NIPTS.

Figure 7.26 shows that the irregular noise varied between levels of about 105 and 75 dBA with periods of the more intense level being about half as long as the periods at the lower level. This is in general agreement with the data in figure 7.25 showing that a noise with an "on-plus-off" duration of more than 10 sec and an on-off fraction of 0.4 is about 6 dB less effective as a cause of TTS than would be expected purely on the basis of the amount of noise energy involved. Figure 7.27 illustrates some other types of industrial noises involving various durations of intermittent or irregular noises (refs. 4 and 65).

Effective level of impulses

The temporal spacing between impulses also influences the threshold shifts experienced. The tolerable exposures proposed for gun impulses usually presume, or are at least consistent with, intervals of 2 to 10 sec between rounds. When the interval between impulses or bursts of noise become less than about 5 sec, the TTS does not increase and sometimes decreases.

Also, when the interval between impulses increases beyond a certain point, the recovery from auditory fatigue between impulses permits a net decrease in TTS for a given total number of impulses or energy. There is, however, conflicting data as to what is the exact interval at which recovery from threshold shift first starts. For example, Ward et al. (ref. 53) found in one study that impulses separated by slightly more than 2 sec caused less TTS than when the interval was less
FIGURE 7.26. Example of irregular noise present in a steel welding plant and used in laboratory tests for TTS. (From ref. 64.)
FIGURE 7.27. Oscilloscope pictures of noises in metal plants. Top left—slowly fluctuating noise (93 to 100 dBA); middle left—bursts (108 dBA) with background level of 82 dBA; bottom left—punch press impulses (121 dBA at 1 per sec). (From ref. 4.) Right—drop forge impulses. (From ref. 65.)
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than 1 sec but in a second study with the same impulses, Ward (ref. 32) concludes that intervals between impulses as long as 9 sec do not influence TTS.

Most of the evidence (fig. 7.28) suggests that perhaps only after about 10 sec of relief from intense auditory stimulation does the ear start recovering from auditory fatigue. That is to say, the ear is physiologically refractory for 5 to 10 sec following a sufficiently intense stimulation.

The decrease in TTS shown in figure 7.28 for a given number of impulses or noise bursts when the interval between them is less than about 1 sec is possibly related to sustained action of the aural reflex. But also the aforementioned approximate 1-sec integration time of the ear means that the effective energy in very brief impulses or bursts of impulses is reduced relative to the instantaneous peak level of the impulses. Indeed, the data in figure 7.28 for interruptions of less than 1 sec indicate that for TTS this "time constant" of the ear is about 0.5 seconds rather than 1 sec. However, for the sake of simplicity and consistency with present-day noise measurement techniques, a 1-sec integration time period is presumed for the assessment of various effects of noise on people, including damage to hearing.

PTS in laboratory studies

Henderson and Hamernik (ref. 66) conducted a series of studies with chinchillas in which behavioral, electroneural, and anatomical measures of the effects of noise on hearing and on the ear were made. These studies provide data on effective quiet, effect of different durations of intervals between impulses, and applicability of the equal-energy concept to the assessment of a 1-day exposure to short-duration, non-steady-state noise.

Figure 7.29 shows that with 60 sec between impulses little PTS is caused from 50 impulses, but that with 10 seconds between impulses large shifts are found. This difference can to some extent be attributed to the greater time available for some recovery from the auditory insult caused by the impulses to take place. The results are somewhat like those found for the TTS with humans and underscore the inadequacy of "equal energy" of interrupted exposures to noise as a cause of TTS and NIPTS.

Impulses plus continuous noise

An apparently similar result was also demonstrated in another experiment by Henderson and Hamernik (fig. 7.29). Here we see that a continuous noise and an impulsive noise (50 impulses at 1 per minute) caused about 0-dB PTS when either was presented alone but caused 10 to 40 dB when both were presented together. Henderson and Hamernik attribute this result to a synergistic effect of the two noises on PTS. An alternative explanation for at least some of this effect which is consistent with aforementioned results of studies of effective quiet and equivalent recovery is that the recovery from auditory fatigue or damage to be ex-
FIGURE 7.28. TTS for a given number of impulses with intervals shorter or longer than 1 sec between impulses minus TTS for same number of impulses with 1-sec intervals. (From ref. 26; data taken from Ward (ref. 32), Ward et al. (ref. 53), Goldstone and Smith (ref. 42), Spieth and Trittipoe (ref. 47), and Carter and Kryter (ref. 28).)
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(a) Fifty 1-msec impulses at varying interstimulus intervals (ISI's).

(b) Continuous (1 hour at 2 to 4 kHz), impulsive (fifty 40-μsec impulses), or combination.

FIGURE 7.29. Median (N = 5 chinchillas) PTS after exposure to impulsive and continuous noise. (From ref. 66.)
expected in the minute between each impulse is prevented by the presence of continuous noise at a fairly high level of intensity. Note that the absolute levels in decibels of these impulses and this continuous noise are not directly indicative of their relative energy levels because of differences in their spectra and durations.

**Impulses in industry**

Sulkowski et al. (ref. 67) found that the Burns and Robinson (ref. 8) and the Atherley and Martin procedure (ref. 27) tended to give overestimates of the PTS from impulsive noise for frequencies above 2000 Hz for less than about 15 years of exposure and to give underestimates of that found for greater than about 15 years of exposure. At test frequencies below 2000 Hz PTS was generally underestimated. Sulkowski et al. note that the impulses had broadband spectra. Possibly, the ubiquitous aural reflex, with its greater protective action for low frequencies than for frequencies above 2000 Hz, is involved in these interesting and somewhat complex findings.

Martin (ref. 25) calculated the A-weighted energy present in impulsive noises in drop-forgé factories studied by Guberan et al. (ref. 68), by Atherley and Martin (ref. 27), and by Ceypek et al. (ref. 65). (Fig. 7.27, from Ceypek et al., fairly represents the temporal nature of the impulses involved in these studies.) Martin found that the NIPTS reported for otologically normal workers not exposed to loud noise for these three studies was in close agreement with NIPTS predicted by the Burns and Robinson equal-energy calculation procedure developed for steady-state noise and discussed earlier. On the basis of this finding, Martin (ref. 25) and Robinson (ref. 24) conjecture that the results of studies showing the efficacy of the interruptions in exposures to bursts of noise and impulses on recovery from TTS were not indicative of what the effects would be with respect to permanent threshold shifts. Indeed, these authors propose that the equal-energy concept is sufficiently well demonstrated that standardization for the prediction of NIPTS from all types of industrial noises is justified. However, for these impulse noise conditions in which the impulses occurred at a rate of about 1 per second to 1 per 5 sec, one would predict, from TTS data (fig. 7.28), that no recovery would occur from impulses with such a brief recovery period between them.

In short, the PTS found in the drop-forgé factories is not at odds with TTS findings, as perceived by Martin and by Robinson. Further, Martin and Robinson do not consider the results of PTS studies (Johansson et al. and Henderson and Hamernik) given above which show that when the recovery periods were longer between bursts of noise (about 20 sec to 1 minute) the equal-energy method of noise measurement would significantly overestimate the PTS found.

In conclusion it appears that a general and valid procedure for measuring noise during a daily 8-hour exposure period or equivalent for purposes of predicting NIPTS cannot consist of equal energy per se. Some corrections or adjustments should be given to temporal factors such as “off” periods and their dura-
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FIGURE 7.30. General growth of average TTS for the following: (a) chinchillas during exposure to an octave band of noise (Center frequency = 500 Hz) (data from ref. 70); (b) humans as a function of duration of exposure to steady-state noise (data from ref. 33); and (c) humans as a function of duration of exposure to a noise (data from ref. 73).
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tions. Information from TTS and NIPTS studies, when interpreted in certain ways, provide some consistent basis for these corrections. The equal-energy concept is here hypothesized to be valid only when the interruptions between bursts of a given noise are about 10 sec or less in duration (i.e., when the ear is "refractory") and when the daily exposure period is not significantly shorter than about 8 hours.

**TTS as a function of exposure duration**

As a function of exposure duration, TTS grows within a 10-hour period to an asymptotic level, depending on the intensity of the noise (refs. 69 to 72). The general nature of this growth of TTS is shown in figure 7.30 (refs. 33, 70, and 75). Figure 7.30 shows about 1 dB increase in TTS per 1 dB exposure over time T (10 log T + k) up to about 10 dB TTS and about 2 dB TTS per 1 dB exposure over time (20 log T + k) for 10 to 40 dB TTS (or to its asymptote, if that is less than 40 dB).

Plotted on figure 7.31 are TTS data from a number of studies in which exposure duration was a variable. The following table gives the references and pertinent information for the curves in figure 7.31.

<table>
<thead>
<tr>
<th>Curve in fig. 7.31</th>
<th>Reference</th>
<th>Frequency at which TTS measured, kHz</th>
<th>Frequency of noise, kHz</th>
<th>SPL of noise, dB</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>30</td>
<td>4</td>
<td>(a)</td>
<td>—</td>
</tr>
<tr>
<td>2</td>
<td>50</td>
<td>2, 4, and 8</td>
<td>2</td>
<td>120</td>
</tr>
<tr>
<td>3</td>
<td>47</td>
<td>4</td>
<td>(b)</td>
<td>108</td>
</tr>
<tr>
<td>4</td>
<td>55</td>
<td>4</td>
<td>(c)</td>
<td>—</td>
</tr>
<tr>
<td>5</td>
<td>44</td>
<td>4</td>
<td>2-9</td>
<td>90</td>
</tr>
<tr>
<td>6</td>
<td>46</td>
<td>4</td>
<td>1.2-2.4</td>
<td>100</td>
</tr>
<tr>
<td>7</td>
<td>45</td>
<td>4</td>
<td>(b)</td>
<td>100</td>
</tr>
<tr>
<td>8</td>
<td>50</td>
<td>0.5-2</td>
<td>0.5</td>
<td>120</td>
</tr>
<tr>
<td>9</td>
<td>48</td>
<td>4</td>
<td>(d)</td>
<td>—</td>
</tr>
<tr>
<td>10</td>
<td>57</td>
<td>3, 4, and 6</td>
<td>(b)</td>
<td>90</td>
</tr>
<tr>
<td>11</td>
<td>56</td>
<td>1</td>
<td>(b)</td>
<td>106</td>
</tr>
<tr>
<td>12</td>
<td>41</td>
<td>0.5-8</td>
<td>(e)</td>
<td>—</td>
</tr>
<tr>
<td>13</td>
<td>30</td>
<td>4</td>
<td>(a)</td>
<td>—</td>
</tr>
</tbody>
</table>

*a Gunfire, 1 per 5 sec.*

*b White noise.*

*c Clicks, 25 per minute.*

*d Pulsed tones.*

*e Gunfire, 1 per 15 minutes.*
FIGURE 7.31. TTS as a function of the duration of the noise. (From ref. 26.) The slope of the lower portion of the dashed curve represents $10 \log T + k$.

A line representing $20 \log T + k$ fits the TTS data from 10 to 40 dB reasonably well. The data points below 10 dB are too few to draw a best fit curve to 0 dB TTS, as was done earlier in reference 26. On the basis of the findings shown in figure 7.30, a line representing $10 \log T + k$ is now suggested as being appropriate for TTS values from 0 to 10 dB.

Figures 7.30 and 7.31 both indicate that, in terms of energy, the rate of growth of TTS as a function of exposure duration is twice that found for sound pressure level, as shown in figures 7.17, 7.20, 7.21, and, for PTS, figure 7.6. Although firm data for PTS from daily exposure to workday noise of different durations are lacking, we can conclude that the equal-energy concept (duration and sound pressure level are interchangeable as causes of threshold shift) is fundamentally incorrect.
Recovery from TTS

The auditory fatigue or incipient trauma that is carried over from the end of one workday period to the next day is the important aspect of the growth of NIPTS. Accordingly, if the period away from the noise is extended, then additional time for recovery of the auditory system from the effects of the noise is available within the 24-hour day.

Recovery from TTS₂ values up to about 40 dB follows a uniform course, as shown in figures 7.32 and 7.33. The relation between recovery time \( T_{\text{rec}} \) and TTS₂ is approximately a 1-dB drop in TTS per 1 dB of recovery over time, that is, 10 \( \log T_{\text{rec}} + k \). This, as shown in figures 7.30 and 7.31, is about half the rate of the growth of TTS with time (e.g., a 2-dB growth per 1 dB of exposure over time when the TTS exceeds about 10 dB). In order to acquire any TTS, the rate of recovery from auditory fatigue must proceed at a slower rate than its growth.

Some TTS data (see ref. 76) show a delayed recovery for ears having initially high TTS₂ values. This is not inconsistent with the belief that noise exposures capable of causing a TTS₂ greater than about 40 dB represent an overload to the ear that has some accelerated "nonlinear" adverse effect on the auditory system compared with the more linear effect from lower dosage levels.

Accumulation of trauma

This 40-dB TTS ceiling for linear growth of PTS is a TTS level for which there is apparently complete recovery within 16 hours, the period typically available for recovery from the 8-hour workday noise exposure. Why do daily exposures to noise causing TTS from which there is, or presumably should be, complete daily recovery eventuate in PTS of comparable magnitude? One probable reason is that the measures of audiometric thresholds are too simple and do not

![Figure 7.32](image-url)
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reflect the adverse effects of the noise on the auditory system that are taking place in an accumulative manner. A second possible reason is that the normal sounds and noises to which people are exposed away from work are sufficient to prevent the full recovery from the daily TTS incurred at the workplace. As discussed before, effective quiet is indeed a rather low level of sound or noise, perhaps on a continuous basis of around 60 dBA.

It appears that the ear can operate indefinitely without undue auditory fatigue in an acoustic environment having a range of about 60 dB from its threshold of sensitivity. It appears further that it can operate over a range in sound energy of at least another 60 dB (up to about 120 dB above absolute threshold level in the quiet), but with some progressive deterioration due to inadequate recovery processes. It also seems a sound at a level about 155 dB above normal threshold level can cause some immediate damage to the ear and permanent shift in its threshold of sensitivity.

Corrections for interruptions in and durations of daily noises

If we take TTS\textsubscript{2} up to about 40 dB after an 8-hour daily exposure to continuous noise as predictive of NIPTS, other shorter daily exposure periods and interrupted noises must be equated for their relative effectiveness in causing NIPTS. For more or less uninterrupted noise, this equation is reasonably well accomplished by use of the recovery function (dashed line) in figure 7.33. The following table gives the references and pertinent information for the curves in figure 7.33.

<table>
<thead>
<tr>
<th>Curve in fig. 7.33</th>
<th>Reference</th>
<th>Brief description of noise presented</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>41</td>
<td>Gunfire</td>
</tr>
<tr>
<td>2</td>
<td>49</td>
<td>2 minutes white noise; TTS measured at 4 kHz</td>
</tr>
<tr>
<td>3</td>
<td>47</td>
<td>20 minutes white noise at 108 dB</td>
</tr>
<tr>
<td>4</td>
<td>41</td>
<td>Gunfire</td>
</tr>
<tr>
<td>5</td>
<td>49</td>
<td>12 minutes white noise; TTS measured at 3 kHz</td>
</tr>
<tr>
<td>6</td>
<td>52</td>
<td>1.4–2.8 kHz noise</td>
</tr>
<tr>
<td>7</td>
<td>74</td>
<td>White noise</td>
</tr>
<tr>
<td>8</td>
<td>56</td>
<td>106 dB noise; TTS measured at 1 kHz</td>
</tr>
<tr>
<td>9</td>
<td>75</td>
<td>Continuous tone; TTS measured at 4 kHz</td>
</tr>
<tr>
<td>10</td>
<td>75</td>
<td>Impulsive tone; TTS measured at 4 kHz</td>
</tr>
<tr>
<td>11</td>
<td>42</td>
<td>Gunfire; TTS measured at 4 kHz</td>
</tr>
</tbody>
</table>

In brief, effective exposure (i.e., 8 hours) is proportional to 20 log \( T_{ex} \) (where \( T_{ex} \) is exposure time) (see fig. 7.31) minus 10 log \( T_{rec} \) (see fig. 7.33). Thus, for halving of duration the measured noise energy would have to be 6 dB less to be equivalent in effect to the continuous 8-hour exposure, 3 dB less because of the reduction of en-
Energy with time and 3 dB less because of the additional recovery (to the end of 8 hours) afforded by the shorter 4-hour exposure.

With interrupted noise, the equation would also involve the measured noise energy over the 8-hour day corrected by the equivalent recovery rule shown by the dashed line in figure 7.25. There is the proviso that interruptions between repeated bursts of a given noise must exceed 10 sec; if the interruption is less than 10 sec the noise is considered as being "on" during the "off" period.

Better prediction could presumably be accomplished by using the solid-line functions of figure 7.25 for the different on-off ratios. These on-off ratios are proportional, in real time, to total time $T_{tot}$ minus off time $T_{off}$ divided by total time, or simply real off time for a given total time (e.g., 8 hours). The dashed line is drawn to show that the effective recovery in decibels is $-10 \log (T_{tot} - T_{on})$, or $-10 \log T_{off}$. This is equivalent to a simple treatment of the energy involved and is easy to implement in the measurement of noise environments. Indeed, the effective exposure for predicting NIPTS from daily exposures to either continuous or
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to intermittent noise can be related to $\text{SPL} + 20 \log T_{on} - 20 \log T_{off}$. The factor of $-20 \log T_{off}$ consists of $-10 \log T_{off}$ because of the reduced energy in the off periods plus $-10 \log T_{off}$ because of the excess recovery during the off periods.

From the proposed formulation as well as from the empirical data, it does not matter whether the off time is continuous or interrupted during the 8-hour day. In either case, the recovery process continues and is equally effective. For example, the level of a noise of 8 hours duration per workday could be increased by 6 dB and cause no additional PTS provided its duration is decreased to 4 hours, either by reducing the total work period by 4 hours or by introducing “off” periods (longer than 10 sec each) which total 4 hours. This, of course, is in reasonably close agreement with the “5 dB exchange” that would be allowed in some noise assessment procedures, such as the U.S. Department of Labor Occupational Safety and Health Administration (OSHA) regulations.

Definitions for noise and off time

Again note that a noise, according to the procedure being proposed, is defined as a given SPL ($\pm 2.5$ dB) that exceeds effective quiet with a broad frequency spectrum that is A-weighted and with a 1-sec reference duration (i.e., energy in 1-sec periods). Accordingly, noises differ from each other only when their levels differ by 5 dB; no other distinction is made. A noise is “off” when replaced by another SPL for a period of more than 10 sec.

A descriptive concept for these definitions is that the recovery processes in the ear 10 sec after an exposure to any given level of noise continue whether followed by less intense or by more intense noise. The state of “auditory fatigue” at the end of 8 hours is proportional to the energy sum of the noises (levels) above effective quiet during a day, each noise (level) being corrected for true equivalent effectiveness (duration and recovery) to effectiveness of a steady-state noise continuously present for 8 hours.

It should be emphasized that the effects of pure tones or of narrowband spectra upon PTS at different frequencies are not necessarily predicted by the use of the A-weighted decibel or by the procedures proposed herein. Tentative procedures for predicting such specific effects are described elsewhere (refs. 2 and 26).

Interruptions in days or years of exposure

The effects on NIPTS of long interruptions (weeks, months, or years) in daily exposures to noise are surmised to be predictable in accordance with the effective equal-energy concept proposed herein, exposures within the same day being equated for effective recovery from auditory fatigue. As discussed earlier, the equal-energy procedure appears to be adequate for predicting NIPTS from long periods of daily exposures to a given noise environment. The concept involved is that the auditory trauma experienced each day is carried over and accumulates
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over a lifetime. A corollary to this concept is that all the recovery that is to take place from a daily exposure to noise occurs during the 16 hours of "rest" following the 8-hour exposure period. As discussed above, this is not inconsistent with TTS data, provided the threshold shift is not in excess of about 40 dB from an equivalent 8-hour exposure. This is also not to suggest that the acuity of hearing at the end of the 16 hours of rest after exposure will not show some further reduction with time. However, some of this reduction, when it does occur, could conceivably be related to some elevation of HL due to sociocusis and nosocusis.

In keeping with this concept, long interruptions in exposure to the noise would reduce the NIPTS at the end of the work career by an amount proportional to the total noise energy present over the total career. In any event, "equal energy" of exposure to noise when measured over days or years appears to be the most reasonable and workable assumption that can be deduced from available data, such as that from the studies of Baughn (refs. 6 and 7) and of Burns and Robinson (ref. 8). For our purposes, the energy in careers of exposure to truly equivalent noise levels is expressed as an amount equivalent to an exposure career of 50 years.

Anchoring equivalent noise exposures and TTS

The amount of NIPTS measured 16 hours after 10 years of exposure to a given steady-state noise (for 8 hours a day, 5 days a week) is about numerically equal to the TTS measured in young normal ears after exposure to the given 8-hour noise environment. Further, a change in NIPTS proportional to energy will occur with fewer or more years of exposure. This empirical finding with respect to NIPTS does not mean or imply that the changes in HL due to TTS follow a uniform increase up to the end of the work period; it likewise does not mean that similarities in the absolute numerical magnitudes of TTS and NIPTS are important. Indeed, as shown by Hetu and Parrot (ref. 19) (see fig. 7.8), this uniform increase is not the case because of interruptions such as the lunch break during the workday. This finding casts some doubt on the appropriateness of the design of some TTS experiments (i.e., 8-hour exposure without breaks from the noise would tend to overestimate potential NIPTS from 8 hours of industrial noise exposure with a break for lunch). However, the variety of intensity-temporal patterns of workday noise exposure in real life makes some uncertainty in this regard impossible to avoid.

Noise and vibration

Besides the normal air path, a possible path for sound to reach the inner ear is via bone or tissue conduction from vibrating the body or portions thereof. In general, this is a very inefficient way to stimulate the ear but, nevertheless, in some situations it could be a factor in causing TTS and NIPTS.

Guignard and Coles (ref. 77) found no significant effects of whole body vibration on TTS either when given alone or in the presence of intense noise that caused
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some TTS. However, Okada et al. (ref. 78) (see fig. 7.34(a)), Yokoyama et al. (ref. 79), and Kile and Wurzbach (ref. 80), measuring TTS in human subjects, found 5 dB TTS or so from vibrating either the whole body or just the arm. Hamernik et al. (ref. 81) (see fig. 7.34(b)) measured 5 to 10 dB PTS in chinchillas from vibrating the whole body.

Vibration and noise together caused more TTS or PTS than did the noise alone or the vibration alone, indicating an additive or, perhaps in the Hamernik et al. study, something of a "synergistic" effect. The latter finding could conceivably be due to a kind of acoustic effect upon the ear similar to the presence of a continuous "noise" from the vibrations that inhibited recovery from the airborne impulses.

It might be noted that the acceleration rates and frequency of the vibrations are important variables affecting threshold shifts. In humans, the greatest effects on TTS (which covered a wide range of audiometric test frequencies much like that from exposure to an airborne noise with a broad frequency band) came from a vibration frequency of about 5 Hz and required an acceleration of greater than 100 cm/sec², according to Okada et al. Higher frequencies of vibration (e.g., 20 Hz) caused less TTS and higher accelerations caused more TTS.

Perhaps a straightforward explanation of these findings can be made in terms of bone conduction and the acoustic spectrum of vibration impulses. At the rapid rates of acceleration involved in most of the studies, the vibrations would give, via bone conduction, an effective acoustic impulse in the cochlea with rise times of 1 msec or so. This would represent a broad-spectrum impulsive noise as determined from figures 7.13 and 7.14. The decline in effectiveness in causing TTS with more vibrations per second above 5 Hz could be primarily a function of the impedance of the body structures to vibration as a function of frequency.

In any event, the state of knowledge of bodily vibrations upon NIPTS is too meager to attempt its inclusion in NIPTS prediction models or procedures. Also, fortunately, it does not appear to be a very frequently occurring factor in NIPTS because the high rates of acceleration and amounts of displacement required to be effective in this regard are not common in even noisy industries.

Proposed New Procedures for Predicting NIPTS

In order to formulate a general model for predicting NIPTS, procedures for quantitatively expressing the equivalent 8-hour exposures for steady-state and for intermittent noises for different numbers of years of exposure must be provided. Based on the experimental findings presented herein, procedures are now described for calculating the equivalent exposure values of a wide variety of types of noises and exposure conditions. Because of the complex noise measurements sometimes required for exact descriptions of interrupted noises, certain simplified procedures are also suggested.
FIGURE 7.34. Effects of vibration on TTS and PTS.

(a) Humans. Noise of 101 dB for 20 minutes; vibration of 500 cm/sec^2 at 5 Hz. (From ref. 78.)

(b) Chinchillas. Fifty impulses of 155 dB at 1-minute intervals; vibration of 1 g rms at 30 Hz. (From ref. 81.)
Definitions, procedures, and assumptions

The definitions, procedures, and assumptions used for predicting NIPTS are given below.

1. For our purposes, a noise is defined as the 1-sec average A-weighted SPL $\pm$ 2.5 dB which exceeds a level capable of causing no more than 5 dB NIPTS in no more than 10 percent of the people after 8 hours per day, 5 days a week, for 50 years of exposure. No distinction is made between so-called impulsive and non-impulsive periods of noise, except that the 1-sec A-weighted SPL's can be measured by means of a standard sound level meter for most nonimpulsive periods of noise but not for impulsive periods.

2. The growth of NIPTS is taken to occur at the rate of $0.5$ dB per 1 dB of SPL up to 10 dB NIPTS and at the rate of 1 dB NIPTS per 1 dB of SPL from 10 to 40 dB NIPTS. The relation between exposures and NIPTS for exposures that cause more than about 40 dB TTS$_2$ at any frequency in 50 percent of young, normal ears after a typical day's exposure is not to be predicted with this procedure. (The proposed procedure could be expected to underestimate the amount of NIPTS to be expected from exposures that cause more than 40 dB TTS$_2$.)

3. For estimating the true equivalent hearing-damage risk exposure to noises that are shorter than 8 hours and/or interrupted by another noise or by quiet, corrections to their total sound energy are made to take into account recovery from auditory fatigue that occurs during the times each noise is off. If the interruptions are shorter than 10 sec, the durations are added to the durations of the given noise. (No recovery is presumed to occur during interruptions of less than 10 sec.)

4. The true equivalent hearing-damage-risk exposures to each noise during the 8-hour day are summed on an energy basis to arrive at a total daily noise exposure for predicting NIPTS.

5. NIPTS is presumed to grow at the rate of $10 \log Y$, where $Y$ is the number of years of exposure regardless of any interruptions that may occur between years of exposure.

6. No significant differences in susceptibility of NIPTS for true equivalent hearing-damage-risk exposures to noise are presumed for males and females. However, a greater amount of sociocusis in males than in females is presumed to be present in modern societies and to effect so-called presbycusis functions for males and females accordingly.

7. There is no difference presumed in susceptibility to TTS or PTS as a function of age of adults.
8. Presbycusis and NIPTS are presumed to be additive. Typical presbycusis as derived by Robinson and Sutton (ref. 11) and in U.S. Public Health surveys (refs. 14 and 15) depict the HL's of the general population with no otological disorders and no exposure to loud noise.

9. Effective noise exposure level for damage to hearing (DL) is the workday A-weighted sound energy modified by equivalent recovery for less than 8 hours of exposure per workday over a work career of a given number of years. This DL can be used to predict the NIPTS and HL values to be expected from a given noise environment for various audiometric test frequencies and percentages of the population. A given calculated DL will represent a damaging effect on the hearing of people equivalent to that expected from a steady-state noise for 8 hours per workday for 50 years at an A-weighted SPL of the same numerical value as the given DL.

10. The distribution of HL's in a given population of a specified age is predictable from the distributions of HL for otologically normal male and female ears from that population corrected for NIPTS, including that due to excess sociocusis plus any excess nosocusis.

Formulas and graphs

The equivalent DL of a noise or noises is the daily effective noise energy corrected for excess recovery and for up to 50 years of almost daily exposure. The formulas for DL are as follows:

1. Equivalent DL of a noise for 50 years of almost daily exposure is

\[ DL_{N1} = L_{A,N1} - 20 \log(T - t) - 10 \log(50/Y) \]

where

\( L_A \) \hspace{1cm} A-weighted SPL energy over 1 sec \( \pm 2.5 \) dB, dBA

\( N_1 \) \hspace{1cm} \( L_A \) above 60 dBA (conservative estimate of threshold of damage risk to hearing)

\( t \) \hspace{1cm} duration of \( L_{A,N1} \) during typical daily period \( T \)

\( T \) \hspace{1cm} daily period, nominally 28 800 sec (8 hours) but can be extended to 43 200 sec (12 hours) with some increase in uncertainty as to validity of predictions of NIPTS values

\( Y \) \hspace{1cm} years of exposure, total number of typical weeks (including up to 4 weeks "vacation" per year) per career of exposure to a level of noise divided by 52
2. Equivalent DL of noises for 50 years of almost daily exposure is

\[
DL = \sum_{N_1}^{N_n} 10 \log DL_{N_1-N_n}
\]

where \(N_1\) is the lowest and \(N_n\) is the highest value of \(L_A\) present during a typical day of exposure to noise.

3. NIPTS at given test frequencies and population percentiles is

\[
\text{Percentile NIPTS}_{\text{freq}} = DL - K/2 + [DL - (K + 20)]
\]

where \(K\) is the maximum DL that gives 0 dB NIPTS (8-hour workday for 50 years of exposure) for a specified audiometric test frequency and percentile of the exposed population. The expression \(K/2\) is limited to 0 to 10 and \(K + 20\) is limited to positive values. These limits reflect the fact that NIPTS grows, as a function of exposure level, at about one-half the rate from 0 to 10 dB NIPTS as from 10 to 40 dB NIPTS, as discussed earlier.

4. HL at given test frequencies and population percentiles is

\[
\text{Percentile HL}_{\text{freq}} = \text{Percentile NIPTS}_{\text{freq}} + \text{Percentile HL}
\]

for a given population and sex.

Use of DL to predict NIPTS and HL

Figure 7.35 provides the means for finding, from a DL, the magnitude of likely hearing damage in terms of NIPTS for different audiometric test frequencies and the percentages of people to be affected thusly. For example, if a group of men are exposed to a DL of 95, 10 percent of the group could be expected to have a NIPTS of 15 dB or greater at 1000 Hz (or for the average NIPTS at 0.5, 1 and 2 kHz). This DL of 95 dBA is found by dropping a perpendicular from the 90th percentile intersection with the curve for 1000 Hz to a DL of 95 on the abscissa; the right-hand ordinate indicates a NIPTS of 15 dB for that point. A NIPTS of about 26 dB or greater for 10 percent of the population is found at 4000 Hz for the same DL.

The locations of the functions for 4000 Hz and the average of 0.5, 1, and 2 kHz are based on the generalized average NIPTS's for those frequencies derived from the Baughn and from the Burns and Robinson data (refs. 6 to 8). (See fig. 7.6.) The locations of the functions for the frequencies of 500, 1000, 2000, and 3000 Hz are estimates, taking into account the separation of the empirically found functions for 4000 Hz and the average for 0.5, 1, and 2 kHz, as well as the
**TABLE OF K's**

<table>
<thead>
<tr>
<th>%ile</th>
<th>5</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>AV. 1, 2, 3</th>
<th>AV. 1, 2, 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>90%</td>
<td>75</td>
<td>70</td>
<td>65</td>
<td>62</td>
<td>59</td>
<td>70</td>
<td>66</td>
</tr>
<tr>
<td>50%</td>
<td>77</td>
<td>72</td>
<td>67</td>
<td>64</td>
<td>61</td>
<td>72</td>
<td>68</td>
</tr>
<tr>
<td>10%</td>
<td>79</td>
<td>74</td>
<td>69</td>
<td>66</td>
<td>63</td>
<td>74</td>
<td>70</td>
</tr>
</tbody>
</table>

**CRITERION: 0 dB**

**NOISE INDUCED PERMANENT THRESHOLD SHIFT (NIPTS) FOR GIVEN PERCENTILES**

**FIGURE 7.35.** Graph for estimating percentages of exposed population at or below a specified criterion of NIPTS at various audiometric test frequencies for a given DL.
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similar nature of the data for the functions for the individual test frequencies as deduced by Burns and Robinson. A table of $K$ values (0 dB NIPTS for the 90th, 50th, and 10th percentiles) is given in figure 7.35.

As mentioned earlier, and discussed in detail later, non-workplace-noise exposures (beyond those to be ascribed to typical sociocusis) that can be measured or estimated should be added to workplace noise in the calculation of DL and the prediction of NIPTS therefrom. HL values to be expected in populations exposed to a given DL are found by adding the expected NIPTS, in decibels, to the presbycusis functions found by Robinson and Sutton for non-noise-exposed, otologically normal ears, as shown in figure 7.36 and in tabular form in the appendix to this chapter.

Some further adjustment or correction to the resulting HL's could be made for excess nosocusis that appears to be present in certain populations. However, this correction is questionable in view of lack of information available regarding

![FIGURE 7.36. HL as a function of age for males and females at various test frequencies for 10th, 50th, and 90th percentile. (Data from ref. 11.)](image)
the possible additivity-subtractivity in threshold shifts due to various otological diseases and NIPTS. All things considered, it can be recommended that to estimate the distribution of HL's to be expected in a population with typical amounts and kinds of nosocusis effects (i.e., otologically unscreened groups), the NIPTS expected from a given DL should be added to the presbycusis functions found in the USPHS surveys (refs. 14 and 15) for random samples of males and females unscreened for otological disease or for exposure to noise.

Predicted and measured "everyday noise" exposure

The approximate amount of permanent HL shift (PTS) beyond that due to presbycusis at age 70 years in males presumably not exposed to industrial noise is probably due to everyday noise (typical sociocusis) and typical nosocusis. Typical sociocusis-nosocusis is taken as the difference between HL's for males versus females of the general, industrialized population. (See fig. 6.24.) For example, the difference between the 4000-Hz HL's of the 50th percentile of males versus females at age 70 years is about 18 dB.

Studies have been conducted in which individuals wore a small device, called a dosimeter, that measured the sound energy $L_{A,eq}$ present near the wearer's ear during a typical 24-hour day. For example, 76 dB was the average daily 24-hour $L_{A,eq}$ for 31 days for a young adult male office worker (ref. 82); 77 dB was the average for 16 adult males at an Air Force base (ref. 83); and 73.3 dB was the average for 54 subjects age 5 to 54 years (including housewives, students, office workers, and factory-commercial workers) (ref. 84). Standard deviations, when obtained, were of the order of 6 dB. It is to be noted that different dosimeters worn by the subjects in these studies did not measure the energy in certain kinds of sounds in the same way; systematic differences of 6 dB or so were observed between instruments when measuring the same sound (ref. 83).

An extensive dosimeter study was conducted by Nimura and Kono (ref. 85). Their findings, some of which are shown in figure 7.37, are consistent with the other cited dosimeter studies of everyday sound and noise. The average overall $L_{A,eq}$ of these dosimeter studies is estimated to be about 75 dBA for adult males, the same $L_{A,eq}$ deducted from the DL in figure 7.35 as the basis for the 9.5 dB of sociocusis (for 50th percentile males). However, several points need to be made about this close agreement. First, it is doubtful that the dosimeter $L_{A,eq}$ for 24 hours is much different than the $L_{A,eq}$ for 8 hours of daylight for some typical 8-hour period during the day. In particular it is not likely that the sounds or noises during the nighttime and other rest periods during the typical 24-hour day contribute, on an energy basis, to the measured $L_{A,eq}$. Second, everyday sounds and noises are generally interrupted or intermittent in nature. According to the research studies of temporary threshold shifts, exposure to intermittent sounds or noises does not cause as much threshold shift as do the steady-state noises found in factories. It would seem probable that the 24-hour $L_{A,eq}$ dosimeter measures of 80 dBA found for everyday intermittent activities would be the equivalent, as far
as damage to hearing is concerned, to steady-state workplace noise of 75 dBA for 8 hours.

Of special interest in the Nimura and Kono data (fig. 7.37) are the high levels, exceeding 80 dBA, found for the children and the relatively low levels, around 70 dBA, found for housewives. The latter is, of course, in agreement with the notion that women suffer less sociocusis than men. As for the high levels for children, one must wonder how much the measured $L_{A,eq}$ is due to voice sounds from both the person wearing the dosimeter and from other talkers. As seen in table 4.1, for “loud” and “shout” voice levels the speech levels ranged from 73 to 85 dBA even at a distance of 1 m from the talker. Speech sounds are, however, irregular and interrupted in level and, presumably, do not cause appreciable auditory fatigue because of low energy and recovery periods.

On the assumption that the effects of sociocusis, nosocusis, and presbycusis are additive, it follows that the 50th percentile, 4000-Hz HL of 41 dB for 70-year-old men in industrialized societies (see fig. 6.24(a)) comes from 13 dB pure pres-
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Presbycusis (see fig. 6.26(a)), plus 9.5 dB pure sociacusis (DL of 80 dBA), leaving 18.5 dB apparently due to nosocusic. (Fig. 6.26(b) shows 28 dB for sociacusis plus nosocusic in males.) For 70-year-old-females, the typical 50th percentile, 4000-Hz HL of 25 dB (see fig. 6.24(b)) is presumably due to 13 dB pure presbycusis (see fig. 6.26(a)), plus 7 dB pure sociacusis (DL of 75 dBA), leaving 5 dB for nosocusic. (Fig. 6.26(c) shows 12 dB for typical sociacusis plus nosocusic in females.)

Sociacusis is apparently no greater a hazard to males than females (according to the graphs in figure 7.36) for hearing thresholds at frequencies below about 2000 Hz, although females in industrialized societies show a small amount of apparent sociacusis when their hearing thresholds are compared with those of males or females from a noise-free society. This apparent fact of significant amounts of sociacusis-nosocusic in industrial societies does not affect the calculation of NIPTS to be expected from exposure to an industrial noise environment in that

---

**FIGURE 7.38.** NIPTS as idealized function of DL for steady-state noise of 8 hours per workday for 50 years of exposure. Based on average of data from refs. 6 to 8.
this sociocosis-nosocosis factor is included in typical presbycusis functions used to derive the NIPTS values.

**NIPTS criterion**

Figure 7.38 illustrates the amount of NIPTS to be expected as a function of DL at 4000 Hz (top graph) and at the average of 0.5, 1, and 2 kHz (lower graph) at the 10th, 50th, and 90th percentiles of an exposed population. Also indicated on the figure is a suggested criterion for a measurable (5 dB) amount of NIPTS. The DL exposures that would meet this or other possible criteria can be found by dropping perpendiculars to the abscissa.

**HL criteria**

The left-hand and middle panels of figure 7.39 show the HL at 4000 Hz and the average of 0.5, 1, and 2 kHz to be expected at given percentiles of populations, at 70 years of age, exposed to various levels of DL. The left-hand panel is for populations free of ear disease (other than NIPTS) as found by the Robinson and Sutton analysis of a number of HL surveys; the middle panel is for the general U.S. population unscreened for any otological disorders or exposure to noise. The right-hand panel shows the HL to be expected from exposure to several levels of $E_A$ as prescribed by Burns and Robinson (ref. 8).

In contrast to DL, the $E_A$ procedure shows a greater shift at the higher percentiles than at the lower percentiles for a given level of exposure to noise. This difference is due to the combination of the effects of aging and noise exposure in the Burns and Robinson modeling of HL data and to the assumption in the derivation of DL that the susceptibility of the ear to TTS and NIPTS is largely independent of age and that the skewness in HL distribution at the higher percentiles is due to the aging process.

**Criteria of “acceptable” hearing damage**

For each decibel increase in DL (see fig. 7.40), there is an increase of about 2 percent in the number of exposed people who will exceed some specified “fence” of HL at an average of 0.5, 1, and 2 kHz. If the average of the thresholds at 0.5, 1, and 2 kHz is taken as a measure of relative hearing ability and an acceptable percentage of the population to be affected is set at 10 percent (those above the 90th percentile), it is shown in figure 7.38 that for a criterion NIPTS (after 50 years of exposure) of 5 dB or less, the DL is about 80 dB; with the same criterion but the threshold at 4000 Hz as the measure of hearing ability, the DL level is 69 dB. For the median (50th percentile) of the population, the DL noise exposures could be increased by 2 dB for both thresholds with the same criterion NIPTS (5 dB or less).

If the average of the HL’s at 0.5, 1, and 2 kHz of 15 dB is taken as being indicative of impaired hearing, it is shown in figure 7.39 that by the age of 70 years,
FIGURE 7.39  HL's at or below percentiles of populations as a function of DL for otologically normal populations (data from ref. 11) and for general U.S. population (data from ref. 15). Also presented are HL's as predicted by method of Burns and Robinson. (Data from ref. 8.) Dotted lines represent upper limits for HL.
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![Graph showing the relationship between noise exposure (DL) and percentage of population screened and general populations exceeding fence levels and percent impairment for conversational speech.]

**FIGURE 7.40.** Percent of otologically screened and general populations exceeding fence levels and percent impairment for conversational speech as a function of noise exposure in DL.

*HL av 0.5, 1, 2 kHz = HL av 1, 2, 3 kHz – 10 dB*
55 percent of the general population (40 percent of the otologically screened population) will have average HL's that exceed 15 dB at those frequencies. However, 65 percent of the general population (55 percent of the otologically screened population) exposed to DL of 80 dB will exceed that 15-dB criterion fence of impairment, an increase of 10 percentage points of the population at that degree of risk.

Figure 7.40 shows, as a function of noise exposure level, the percent of the otologically screened and the general populations exceeding (and the percentage point increase in percent exceeding) various fence levels, the average at 0.5, 1, and 2 kHz, and the associated percent impairment for conversational speech in the quiet. (The latter data are developed in chapter 8.) From figures 7.36, 7.37, 7.39, and 7.40, the DL exposures required to meet a variety of quantitative descriptions or criteria of hearing damage and percent populations at risk from exposure to noise can be deduced.

Changing the fence criterion does not appreciably change the increase in the percentage points of the population at risk. Of course, the absolute numbers of people exceeding a fence decrease as the fence is increased, the decrease being proportional to the ratio of the higher percentile at risk at the higher fence to the lower percentile at risk, at the lower fence. From figures 7.36, 7.37, 7.39, and 7.41, other DL levels required to meet a variety of quantitative descriptions or criteria of hearing damage and percent population at risk from exposure to noise can be deduced.

The concept of "safe" noise limits for industry is confusing. For example, the notion that an exposure at a noise level of, say, 85 dBA for 8 hours per workday will protect all but 10 percent of the most tender eared of the workers from more than 10 dB NIPTS at 4000 Hz is misleading. For practical purposes (see fig. 7.39), the entire population of persons exposed to a given noise level suffers, after a work career of 50 years or so, nearly the same amount of NIPTS (the difference in fig. 7.39 between the non-noise-exposed, general population and the noise exposed). This "taking" of hearing capacity by the noise from workers with good to excellent hearing (better than some NIPTS or "fence" defined as representing adequate hearing) should perhaps not be overlooked in the assessment of the impact of noise on hearing.

Summary and implications of shifts in threshold of hearing

For illustrative purposes, this summary is concerned with hearing sensitivity, measured as HL, at 4000 Hz for the 50th percentile of the 70-year-old population screened to have otologically normal ears. The following conclusions can be drawn:

1. Pure presbycusis causes about a 13-dB elevation in HL (fig. 6.26(a)).

2. The combined effects of sociocusis and nosocusis in industrialized societies further elevate HL by about 28 dB for men (fig. 6.26(b)) and 12 dB for women (fig. 6.26(c)).
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3. Dosimeter measures of everyday noise indicate that men are exposed to $L_{A,eq}$ for 24 hours of about 75 dB (estimated as equivalent to $L_{A,eq}$ for 8 hours of about 80 dB steady-state noise), and women are exposed to a level 5 dB lower. (See fig. 7.37.)

4. According to the DL prediction procedure, these everyday noise exposures would cause a NIPTS of about 9.5 dB in men and about 7 dB in women and, according to the $E_A$ prediction, a NIPTS of about 7.5 dB in men and 2.5 dB in women. (See appendix tables 7.A1 to 7.A4.)

5. Assuming that sociocusis, nosocusis, and presbycusis are, to a first approximation, additive in their effects on hearing thresholds, it is deduced that by the age of 70 years, typical nosocusis in industrialized societies amounts to about 18 dB for males and 5 dB for females.

   However, this quantitative model of factors affecting the threshold of hearing is particularly weak with respect to deducing the relative effects of nosocusis and sociocusis. As discussed earlier, nosocusis is an ill-defined complex of disease conditions, some of which (such as conductive loss from otosclerosis) should provide some protection from NIPTS rather than being additive to it. Indeed, it was suggested by Rosen et al. (see chapter 6) that what is here referred to as nosocusis is not due to infections or otosclerosis, but is a general, age-related, systemic-cardiovascular disease condition that apparently affects, among other things, the threshold of hearing in industrialized societies compared with that of a particular nonindustrial society (i.e., the Mabaans). The Mabaans were not only free from exposure to noise, they were also remarkably free of cardiovascular disease. Also, with respect to sociocusis, it is possible that men are exposed to higher noise levels from shooting guns, sports, and hobby activities than are presented in the dosimeter measurements reported for everyday noise; if so, the relative amount of sociocusis would be somewhat overestimated. Whatever the mixture of sociocusis-nosocusis factors might be in the data at hand, it appears that men experience about twice the shift in threshold of hearing because of sociocusis and two to three times the shift because of nosocusis than do women.

   In view of these amounts of sociocusis, the question arises as to what limits might be placed on noise at the workplace. The effects of the two noises, non-workplace and workplace noise, are presumably additive. Specifically, for example, the typical (50th percentile) male after a 45- to 50-year career of exposure to 80 dBA steady-state workplace noise will experience, according to the DL prediction procedure, about 9.5 dB NIPTS because of that noise (7.5 dB according to $E_A$). If the worker is, in addition, exposed to the equivalent of 8 daily hours of 80-dBA steady-state noise because of activities outside the workplace, he can be expected to suffer an additional 3 dB of NIPTS according to the DL procedure (3.0 dB according to $E_A$). The expected HL rises from 41 to 44 dB. If the workplace noise was at a level of 90 dBA, the expected NIPTS from that source would
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be about 19 dB according to the DL procedure (20.0 dB according to $E_A$), giving a HL of 51 dB. With this level of workplace noise exposure, the estimated typical sociocusis noise (the equivalent $L_{A,eq}$ for 8 hours at 80 dB) becomes insignificant as a cause of NIPTS. It appears steady-state workplace noise could not exceed about 70 dBA for it to cause less than a 1-dB shift in the threshold of hearing at 4000 Hz for 50 years of exposure to the 50th percentile of the population. This follows, of course, from the fact that the total energy of the 80 dB of sociocusis noise plus the 70 dB of workplace noise is only 80.4 dB. (See fig. 2.5.)

It is usually difficult to specify the magnitude of the separate contributions made by presbycusis, nosocusis, sociocusis, and workplace (or some other specified noise exposure condition) to the measured HL of individual persons. Also, as mentioned previously, the significance of shifts in the threshold of hearing to human behavior and auditory functions is yet another important matter. These matters are discussed in chapter 8.

Examples of Predicting HL and NIPTS

The data from several studies of hearing threshold following exposure to industrial noise are used to examine the relative accuracy of the DL and $E_A$ procedures in predicting HL and NIPTS.

Data of Burns et al.

Burns et al. (ref. 3) found that the mean HL's of 723 workers from a heavy industry (steel mills) was about 6 dB higher at all audiometric test frequencies from 0.5 to 6 kHz than the mean HL's of 291 of the same workers screened to be otologically normal and not having been exposed to gunfire. (See table 6.2.) Table 7.5 shows the measured HL data for unscreened and screened non-noise-exposed populations. Also shown are the HL's for the various groups as predicted from $E_A$ and DL and the differences between predicted and measured HL's. It is shown that DL predicts the HL of both the screened and unscreened workers to be about 1 to 2 dB higher than does $E_A$ when combined with any of the three non-noise-exposed populations—the unscreened U.S. population, the otologically screened populations of Robinson and Sutton (ref. 11), or the screened population of Burns and Robinson (ref. 8). Both the $E_A$ and DL procedures predict about equally well (within 1 dB) the HL's expected on the basis of the Burns and Robinson non-noise-exposed people. However, this finding is somewhat gratuitous in that the 86.9-dBA workplace noise was estimated as that probably present in the factories on the basis of the observed HL of the screened factory workers and the Burns and Robinson prediction procedure. No noise measurements were actually made in the factories.
### TABLE 7.5
Measured Mean and Predicted Median HL of Workers in Heavy Industry

[Measured data for males, avg. age of 62.5 years, with 45 years exposure to 86.9 dBA; data from ref. 3]

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value, dB, at frequency, kHz, of—</th>
<th>Average difference</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.5</td>
<td>1</td>
</tr>
<tr>
<td>Unscreened workers versus unscreened U.S. population</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1. Measured mean HL of unscreened workers (723)</td>
<td>15.7</td>
<td>16.6</td>
</tr>
<tr>
<td>2. Measured mean HL of unscreened U.S. population</td>
<td>11</td>
<td>12</td>
</tr>
<tr>
<td>3. Median HL predicted with $E_A$ procedure</td>
<td>1.9</td>
<td>3.0</td>
</tr>
<tr>
<td>4. Median HL predicted with DL procedure</td>
<td>4.7</td>
<td>7.2</td>
</tr>
<tr>
<td>5. Row 1 minus (row 3 plus row 2)</td>
<td>2.8</td>
<td>1.6</td>
</tr>
<tr>
<td>6. Row 1 minus (row 4 plus row 2)</td>
<td>0</td>
<td>-2.6</td>
</tr>
<tr>
<td>Screened workers exposed to gunfire versus screened, non-exposed U.S. population</td>
<td></td>
<td></td>
</tr>
<tr>
<td>7. Measured mean HL of screened workers (291)</td>
<td>10.7</td>
<td>11.1</td>
</tr>
<tr>
<td>8. Age factor for HL of screened, non-exposed population</td>
<td>6.9</td>
<td>7.9</td>
</tr>
<tr>
<td>9. Age factor for HL of screened, non-exposed population</td>
<td>8.8</td>
<td>9.3</td>
</tr>
<tr>
<td>10. Row 7 minus (row 3 plus row 8)</td>
<td>1.9</td>
<td>2</td>
</tr>
<tr>
<td>11. Row 7 minus (row 4 plus row 8)</td>
<td>-0.9</td>
<td>-4.0</td>
</tr>
<tr>
<td>12. Row 7 minus (row 3 plus row 9)</td>
<td>0</td>
<td>-1.2</td>
</tr>
<tr>
<td>13. Row 7 minus (row 4 plus row 9)</td>
<td>-2.8</td>
<td>-5.4</td>
</tr>
</tbody>
</table>

---

*a Based on ref. 15.

$E_A = 104.9$ dBA, calculated from $86.9 + 16.5$ (from table 7.A1) + 1.5 (for males); from this value, HL is calculated from table 7.A2.

$DL = 86.4$ dBA, calculated from $86.9 - 0.5$ (from table 7.A1); from this value, HL is calculated from table 7.A4.

*d From ref. 11 as given in ref. 13.

*e From ref. 8 as given in ref. 12. (See table 7.A3.)
TABLE 7.6
Measured and Predicted NIPTS for Foundry Workers

[Mean NIPTS at 4000 Hz as measured in ref. 86; median NIPTS predicted with procedure of Burns and Robinson (ref. 8) and with DL (proposed) procedure]

(a) Basic data

<table>
<thead>
<tr>
<th>Parameter</th>
<th>18–29(5)</th>
<th>30–39(15)</th>
<th>40–49(25)</th>
<th>50–65(38)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Observed mean</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$E_A$</td>
<td>5.0</td>
<td>7.0</td>
<td>17.0</td>
<td>18.0</td>
</tr>
<tr>
<td>Median predicted with Burns and Robinson procedure</td>
<td>95.3</td>
<td>100.1</td>
<td>102.3</td>
<td>104.1</td>
</tr>
<tr>
<td>Mean predicted with Burns and Robinson procedure</td>
<td>5.1</td>
<td>8.8</td>
<td>11.3</td>
<td>13.5</td>
</tr>
<tr>
<td>DL</td>
<td>76.8</td>
<td>81.6</td>
<td>83.8</td>
<td>85.6</td>
</tr>
<tr>
<td>Median predicted with DL (proposed) procedure</td>
<td>7.9</td>
<td>10.6</td>
<td>12.8</td>
<td>14.6</td>
</tr>
</tbody>
</table>

Cold mill, 86.8 dBA level

Slinger, 86.0 dBA level

Furnace, 89.0 dBA
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(b) Comparison of data

<table>
<thead>
<tr>
<th>Noise type</th>
<th>Difference (predicted minus observed) between NIPTS for age (years of exposure) of—</th>
<th>Average difference</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>18–29(5)</td>
<td>30–39(15)</td>
</tr>
<tr>
<td>Burns and Robinson ((E_A)) procedure</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cold mill: median</td>
<td>0.1</td>
<td>1.8</td>
</tr>
<tr>
<td>Cold mill: mean</td>
<td>1.2</td>
<td>3.2</td>
</tr>
<tr>
<td>Slinger: median</td>
<td>-5.4</td>
<td>-6.9</td>
</tr>
<tr>
<td>Slinger: mean</td>
<td>-4.3</td>
<td>-5.5</td>
</tr>
<tr>
<td>Furnace: median</td>
<td>4.6</td>
<td>7.3</td>
</tr>
<tr>
<td>Furnace: mean</td>
<td>5.9</td>
<td>8.7</td>
</tr>
<tr>
<td>DL (proposed) procedure</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cold mill, median</td>
<td>2.9</td>
<td>3.6</td>
</tr>
<tr>
<td>Slinger, median</td>
<td>-2.5</td>
<td>-5.1</td>
</tr>
<tr>
<td>Furnace, median</td>
<td>7.0</td>
<td>8.8</td>
</tr>
</tbody>
</table>

\(^a\) Cold mill and slinger averaged together.
\(^b\) Average of all three.

Data of Martin et al.

Another comparison between the relative accuracy of these two prediction procedures is shown in table 7.6 with NIPTS data from Martin et al. (ref. 86). (See fig. 7.41.) As indicated in table 7.6 the Burns and Robinson procedure underpredicts the NIPTS at 4000 Hz from the noise in the three work areas by 2.49 dB for the median and 1.18 dB for the mean. The proposed procedure underpredicts the median by 0.86 dB.

Both procedures overpredict NIPTS from the furnace noise, except for the 50- to 65-year-old group. Except for the oldest group, this could to some extent be due to the fact the furnace noise environment was rather irregular in level, a major mode being around 82 dBA and others in the region of 92 to 98 dBA. (See fig. 7.42.) This would indicate that more effective recovery occurred with the irregular levels than with the more steady-state noises in the cold mill and slinger environments.

The noise measurements presented do not easily permit calculation of daily effective energy and recovery factors involved in the calculation of DL, but it was estimated with the aid of figure 7.42 that corrections would reduce the DL by about 2 dB or so for the furnace noise. This would reduce somewhat the magni-
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FIGURE 7.41. Average HL for various noise-exposed workers in a foundry at ages 50 to 65 years. NIPTS was taken as the difference between the "non-noise" and the "noise-exposed" groups. (Data from ref. 86.)

tude of the predicted NIPTS; in any event neither of the predictive schemes are very accurate in predicting NIPTS from the furnace noise.

Interindustry noise study

A carefully controlled study was conducted for a group of industries in the United States on the effects on hearing of steady-state noise (ref. 87). From some 78,000 workers, 155 males and 193 females were selected who were exposed to noise from 82 to 92 dBA, plus 96 males and 132 females who were not exposed to on-the-job noise greater than 75 dBA. The workers were screened otologically and for previous noise exposures. They had worked for at least 3 years in steady-state noise with a median of 15 years of noise exposure. Table 7.7 gives the HL's for males, right ear, at 4000 Hz. The years of exposure are estimated for each age grouping. This table shows that the Burns and Robinson procedure underpredicts median NIPTS by 0.80 dB, whereas the proposed method overpredicts median NIPTS by 1.18 dB.

One of the conclusions reached in reference 87 was that there was no apparent difference in NIPTS for men exposed to 82 dBA compared with those exposed to 92 dBA noise. However, Schori and Johnson (ref. 88) reanalyzed the data and concluded that a 90-dBA level would cause on the average about 6 dB more NIPTS after long-term exposure than would a level of 85 dBA.
FIGURE 7.42. Daily exposure time as a function of noise level. (From ref. 86.)
<table>
<thead>
<tr>
<th>Age, years</th>
<th>Estimated exposure, years</th>
<th>Measured mean HL, dBA, for—</th>
<th>Measured NIPTS, dBA, at 4000 Hz</th>
<th>Mean NIPTS, dBA, predicted with—</th>
<th>Median NIPTS, dBA, predicted with Burns and Robinson procedure</th>
<th>$E_A$, dB</th>
<th>DL, dBA</th>
<th>Difference$^a$ in NIPTS, dB, for—</th>
<th>DL (proposed procedure, mean)</th>
<th>Burns and Robinson procedure, mean</th>
<th>Burns and Robinson procedure, median</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\leq 30$ (av. 25)</td>
<td>5</td>
<td>13.0</td>
<td>14.0</td>
<td>1.0</td>
<td>8.0</td>
<td>6.3</td>
<td>5.2</td>
<td>94</td>
<td>77</td>
<td>7.0</td>
<td>5.3</td>
</tr>
<tr>
<td>31–40 (av. 35)</td>
<td>10</td>
<td>15.8</td>
<td>23.4</td>
<td>7.6</td>
<td>9.5</td>
<td>8.7</td>
<td>7.4</td>
<td>97</td>
<td>80</td>
<td>1.9</td>
<td>1.1</td>
</tr>
<tr>
<td>41–50 (av. 45)</td>
<td>20</td>
<td>24.0</td>
<td>39.0</td>
<td>15.0</td>
<td>12.0</td>
<td>11.7</td>
<td>10.3</td>
<td>100</td>
<td>83</td>
<td>-3.0</td>
<td>-3.3</td>
</tr>
<tr>
<td>$\geq 51$ (av. 58)</td>
<td>30</td>
<td>35.6</td>
<td>50.6</td>
<td>15.0</td>
<td>13.8</td>
<td>13.9</td>
<td>12.5</td>
<td>102</td>
<td>84.8</td>
<td>-1.2</td>
<td>-1.1</td>
</tr>
<tr>
<td>Average difference</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1.18</td>
</tr>
</tbody>
</table>

$^a$Positive values indicate an overprediction and negative values indicate an underprediction.
Effects of Noise

Summary of comparison of proposed procedure and Burns and Robinson procedure

As shown in table 7.8, the Burns and Robinson procedure and the procedure proposed herein have varying degrees of accuracy in predicting the means or medians of the several examples of measured NIPTS from exposures to steady-state noise for 8 hours per workday. The proposed (DL) procedure in general overestimates, compared with $E_A$, the estimated measured HL by about 3 dB in the Burns et al. study of hearing in a heavy industry. On the other hand, in the other two studies examined, the $E_A$ procedure underestimates by about 2 dB the measured NIPTS, and DL is fairly accurate.

Although the $E_A$ and DL procedures could be expected to predict somewhat similarly the NIPTS from steady-state noises, greater differences could be expected for daily exposures to interrupted noises. In those cases, the $E_A$ procedure would presumably tend to overpredict NIPTS, because that procedure does not make any allowance, as does the proposed method, for the apparent reduction in the impact on the auditory system of interrupted (or intermittent) noises during the typical day in comparison with basically steady-state noise of equal energy.

The uncertainties involved in selecting a valid (or at least representative) control (non-noise exposed) reference group, variations in nosocusis among both the control and noise-exposed groups, and uncertainties regarding noise dosages make the validation of such predictive procedures difficult.

TABLE 7.8
Summary of Accuracy of Procedures for Predicting HL and NIPTS

[Positive values indicate overprediction and negative values indicate underprediction]

<table>
<thead>
<tr>
<th>Procedure</th>
<th>Average difference between measured and predicted median (mean) values, dB, at 4 kHz from—</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>HL data of ref. 3 (table 7.5)</td>
</tr>
<tr>
<td>$E_A$ (Burns and Robinson, ref. 8):</td>
<td></td>
</tr>
<tr>
<td>Unscreened workers vs. population</td>
<td>-6.8</td>
</tr>
<tr>
<td>Screened workers vs. screened population</td>
<td>-6.7</td>
</tr>
<tr>
<td>Screened workers vs. control population</td>
<td>1.8</td>
</tr>
<tr>
<td>DL (proposed):</td>
<td></td>
</tr>
<tr>
<td>Unscreened workers vs. population</td>
<td>-7.6</td>
</tr>
<tr>
<td>Screened workers vs. screened population</td>
<td>-7.5</td>
</tr>
<tr>
<td>Screened workers vs. control population</td>
<td>1.0</td>
</tr>
</tbody>
</table>
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Other studies of NIPTS

As mentioned previously, Johansson et al. (ref. 64) found that an irregular noise (see fig. 7.26) caused about 5 dB less NIPTS than is to be expected from steady-state noise of equal energy. The application of the equivalent recovery contribution to DL would provide about a 4 dB lower value than from equivalent energy alone or, presumably, would provide a prediction within about 1 dB of measured NIPTS.

Passchier-Vermeer (ref. 89) also found, in an analysis of data from a number of industrial studies on NIPTS, that the Burns and Robinson prediction procedures generally seemed to indicate underprediction of NIPTS from steady-state noise (as was the case in the comparison of the Baughn study with the Burns and Robinson study made earlier in the paper). For this reason, their equal-energy procedure might be expected to predict somewhat better the effects of intermittent noise because of the presence of greater effective recovery for energies equal

![Figure 7.43](image-url)
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to steady state. Passchier-Vermeer reported that this seemed to be true for higher but not for lower levels of intermittent noise.

Figure 7.43, from Cohen et al. (ref. 90) illustrates the effects of exposure to noise as found in a number of studies conducted in industry. As shown in the figure, the amounts of PTS for the average person found in these examples are not inconsistent with the deductions reached in the present analysis of the Baughn and the Burns and Robinson data and of the prediction procedure developed herein. That is, noise levels in the range of 85 to 90 dBA will cause on the average more than 20 dB NIPTS at 4000 Hz with exposures of only 10 to 20 years.

Nonindustrial Noise

Identifying and quantifying the exposures of individuals to intense sounds and noises outside the workplace is generally difficult. For the most part these exposures may be relatively brief and infrequent so that their effect is perceived as being temporary, if noticed at all.

Noise in vehicles and recreational noise

Figure 7.44 shows examples of the levels of noise present in or near various modes of public and recreational transportation (refs. 91 to 94). Clearly the laboratory and field data on NIPTS (discussed earlier) would indicate that there is potential damage to hearing from these and other recreational noises, including small-arms fire (ref. 95) and firecrackers (refs. 96 and 97), and from exposure to vehicular noise of people outside the vehicles (refs. 58 and 98 to 100). Indeed, it is not surprising that sociocausis from these non-workplace noise environments appears to amount to about a 25-dB NIPTS at 4000 Hz by the age of 70 years or so. (See also the non-workplace, “everyday” noise dosage studies given in refs. 82 to 85.)

Music

A sound (and possible noise) that is of considerable interest is music, especially “rock and roll.” This type of music is electronically amplified and presented via loudspeakers at levels considerably higher than those found with symphonic music, as shown in figure 7.45 (refs. 101 to 103).

Figure 7.45(a) gives the preexposure resting HL’s of some rock and roll musicians and of a nonperforming control group of listeners. These musicians appear to have a permanent shift in their hearing thresholds, presumably because of their playing rock and roll music. Further, the musicians experienced some TTS<sub>2</sub> after an 85-minute performance.

Numerous other studies (refs. 104 to 134) of the effects of rock and roll music have also shown TTS of magnitudes comparable to those shown in figure 7.45.
(a) Public transportation vehicles. (From ref. 91.)

(b) Pleasure boats. (From ref. 93.)

FIGURE 7.44. Interior noise in or near various passenger vehicles.
(c) General aviation aircraft cockpit. (From ref. 92.)

(d) Snowmobiles at 1 m. (From ref. 94.)

FIGURE 7.44. Concluded.
(a) Resting and post-performance HL. (Data from ref. 101.)

FIGURE 7.45. Hearing levels and SPL’s for various types of music.

(b) "Rock and roll" versus loud symphonic music. (From ref. 102.)
(e) "Heavy" symphonic music. (From ref. 103.)

FIGURE 7.45. Concluded.
when the intensity levels, the durations of exposure, and the times of measuring TTS are taken into account. However, average permanently elevated HL's of the magnitude shown in figure 7.45 have not always been found among groups of rock and roll musicians. The reasons for inconsistent findings with respect to permanent threshold shift from exposure to rock and roll music are as follows: first, the exposure periods are probably highly variable in duration and frequency among performers; second, the people involved tend to be young and have but few years of exposure to the music; and third, the music itself is somewhat variable or intermittent during a playing session.

There is reason to believe from the sound levels, probable durations, and frequencies of exposure involved that the audiences of rock and roll concerts are not likely to incur PTS therefrom. However, some musicians are likely to exhibit some music-induced PTS if performances are nearly daily for even a few years.

In 1974, Whittle and Robinson (ref. 135) reviewed studies of effects of "pop" music on TTS and PTS and concluded that such music need not be treated any differently than industrial noise in assessing its damage risk to hearing. However, calculating the typical long-term dosage for exposure to such intense music usually will be difficult.

The average levels of loud symphonic music recently measured by Jansson and Karlsson (ref. 103) are similar to those shown for symphonic music in figure 7.45(b). In addition, Jansson and Karlsson recorded the short-time variations in level for what they called "heavy" symphonic music (see fig. 7.45(c)) and determined its $L_{eq}$. The $L_{eq}$ of the music indicated that, after 10 hours per week in front of the trumpets and 25 hours per week in a typical orchestral position, the exposure to the sound would be the equivalent of the maximum damage-risk exposure levels allowable according to Swedish standards for exposure to industrial noise. (The standards do not allow for recovery due to intermittency.)

However, these investigators found that the musicians had normal hearing, even though they had generally been exposed to the music for longer periods per week than those specified for damage risk. These results could be because of the intermittent nature of the music. As discussed above, less auditory fatigue and threshold shift would be expected from intermittent industrial noise or other sound than from more steady-state noise or sound of equal $L_{eq}$.

Summary of Procedures for Predicting NIPTS and HL

Over the past 20 years or so, several attempts have been made to organize data and concepts of noise-induced hearing loss, temporary and permanent, into graphs and mathematical expressions for predicting what the magnitude of these effects will be for a wide variety of possible noise-exposure conditions. As a matter of possible historical interest, these procedures are briefly summarized below in chronological order of their publication.
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Kryter (1963 to 1965 and 1966)

A damage-risk criterion for exposures to steady-state noise was proposed by Kryter (refs. 20 and 22) as follows: average HL's of no more than 10 dB at 1000 Hz or below 15 dB at 2000 Hz, or 20 dB at 3000 Hz or above shall be considered as the maximum HL's that indicate an ability to correctly perceive sentences heard under optimum listening conditions. On the basis of laboratory experiments on temporary threshold shifts (TTS's) and some data on permanent threshold shifts (PTS's) in workers exposed to industrial noise, graphs (sometimes called "damage-risk curves") were prepared to show the general spectra, the durations of exposure to steady-state noise (up to 8 hours per day), and the years of exposure required to achieve the criterion mentioned in the average normal ear or, more properly, in no more than 50 percent of normal ears. On behalf of the Committee on Hearing, Bioacoustics, and Biomechanics (CHABA) of the National Research Council-National Academy of Sciences, these formulations were later combined with a calculation procedure developed by Ward et al. (ref. 136) that presumably allowed corrections to be made for the beneficial effects, relative to steady-state noise, of temporal interruptions in the noise. (See Kryter et al. (ref. 54).)

Baughn (1966 and 1973)

The strengths and weaknesses of Baughn's data (refs. 6 and 7) and analyses thereof have been discussed previously. Baughn did not develop tables of NIPTS but only of the distributions of HL's to be expected from exposure to 8 hours per day of steady-state noise from 78 dBA to 92 dBA for various numbers of years of exposure. Baughn recommended that the HL's of his subjects exposed to the 78-dBA noise be considered as representative of those for typical non-noise-exposed males 18 years old or so. The possibility that factory workers suffer more sociocusis and nosocusis than the general population is the major aspect of Baughn's data and analyses requiring consideration in their application to standards.

Robinson (1968) and Burns and Robinson (1970)

This program of research (ref. 8) on noise-induced threshold shifts and the mathematical generalizations drawn from references 8, 12, and 137 set a benchmark for the development of assessment models of noise-induced hearing loss.

The noise emission $E_A$ assessment procedure derived by Burns and Robinson ostensibly provides estimated losses in hearing sensitivity at different test frequencies because of exposure to noise confounded with losses because of presbycusis. For this reason, Robinson and Shipton emphasize that the hearing losses as calculated by their formulas and tabulated should be used only in conjunction with the age and sex corrections provided in their report in order to predict the distribution of a noise-exposed population of otologically normal ears such as modeled in their study.
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However, when corrected for the generalized percentile distribution of hearing sensitivities derived by Burns and Robinson, the increments in hearing loss as a function of $E_A$ because of noise for a given number of years of exposure and at a given percentile represent increments in NIPTS. As such they can presumably be applied, within limits, to the distributions of HL's of populations of known otological characteristics in order to estimate the distribution of HL's to be expected in portions of the populations exposed to more or less steady-state noise.

Passchier-Vermeer (1968 to 1974)

Passchier-Vermeer (refs. 138 and 139) plotted on common sets of coordinates the HL data reported in 19 studies of the hearing of workers exposed to steady-state noise. The general magnitudes of hearing losses for the 25th, the 50th, and the 75th percentile of the noise-exposed groups as functions of noise level and years of exposure were derived from these graphs for different audiometric test frequencies.

The basic data (which did not include the data of Baughn and of Burns and Robinson) were quite variable among the different studies. This is not surprising in view of the small number of subjects involved in most of the studies (12 out of 19 had 50 or fewer subjects), and the audiometer zero used in some of the larger studies (e.g., Glorig and Nixon (ref. 140)) was probably different than that for others. Figure 7.46 and tables 7.9 and 7.10 are those developed by Passchier-Vermeer for estimating NIPTS from exposure to noise.

For some specified conditions and test frequencies, there is reasonable agreement among NIPT's, as estimated with the models of Passchier-Vermeer and of Robinson and with that developed earlier in this paper from a combination of Baughn and Burns and Robinson data. However, for other conditions, large differences are found.

Coles et al. and CHABA (1968)

Coles et al. (ref. 141) recommend a procedure for the assessment of damage risk to hearing from only impulse noise. They recommended that impulse noises be divided into two types (see fig. 7.47) and that tolerable peak sound pressure levels for these two types would be those shown in figure 7.47, left-hand graph. By “tolerable,” Coles et al. meant that no more than 25 percent of the people would have more than 10 dB NIPTS at 1000 Hz, 15 dB at 2000 Hz, and 20 dB at 3000 Hz if exposed to 50 to 200 impulses per day.

The use of A and B types is based on the observation by Coles et al. that guns fired in an enclosure or under some reverberant conditions cause more TTS or NIPTS than in the free field. This is undoubtedly a valid observation, but it is suggested that the basic physical parameters controlling these auditory fatigue effects are best represented by means of spectrum classifications and not by the
FIGURE 7.46. Median hearing loss ($D_{50\%}$) caused by exposure of 10 years ($T = 10$). Noise rating (NR) plus 5 dB gives approximate level of most broadband noises. (From ref. 139.)

A and B types. Keeping the rise time and the peak overpressure constant but making the impulse a form of damped sinusoid by means of reverberation would have the effect of modifying the spectrum of the sound in various significant ways and of increasing the amount of energy present at the ear at certain frequencies.

Coles et al. also suggest that the ear is about 5 dB less tolerant to an impulse approaching the ear canal directly (at normal incidence) than at grazing inci-
TABLE 7.9

Yearly Increase After 10 Years of Exposure of Median Hearing Losses Caused by Exposures to Noise

[Data from ref. 139]

<table>
<thead>
<tr>
<th>Frequency, Hz</th>
<th>Increase of median hearing loss for exposure greater than 10 years, percent per year</th>
</tr>
</thead>
<tbody>
<tr>
<td>500</td>
<td>2.0</td>
</tr>
<tr>
<td>1000</td>
<td>2.5</td>
</tr>
<tr>
<td>2000</td>
<td>10.0</td>
</tr>
<tr>
<td>3000</td>
<td>1.0</td>
</tr>
<tr>
<td>4000</td>
<td>0</td>
</tr>
<tr>
<td>6000</td>
<td>0.0a</td>
</tr>
<tr>
<td>8000</td>
<td>0.28b</td>
</tr>
<tr>
<td>8000</td>
<td>0.37b</td>
</tr>
</tbody>
</table>

\( ^a \text{NR} < 92 \text{ dB.} \)

\( ^b \text{NR} > 92 \text{ dB.} \)

dence, the latter being the more typical case for a person firing a gun. This recommendation, according to Coles et al., is made on the basis of the following: (1) measurements by Golden and Clare (ref. 142) showing that the pressure from a gunshot at the position of the eardrum in an artificial auditory canal is about 6 dB greater with normal incidence than with the grazing incidence of the wave at the opening of the canal, and (2) some TTS data obtained by Hodge et al. (ref. 143) that indicate that about 6 dB more TTS occurs from the normal than from the grazing incident impulse from a gunshot.

Subsequent to the review of Coles et al., a CHABA document (Ward, ref. 144) also proposed damage-risk exposures to impulses (gunfire). The tolerable limits are very similar to those proposed in figure 7.47 except the levels are lowered by 10 dB to protect the top 5 percent of the population. In addition, the following is proposed: (1) an equal-energy adjustment should be made for the number of impulses (i.e., $-3 \, \text{dB}$, for each doubling of the number of impulses above 100 per day and 3 dB for each halving of the number of impulses below 100); and (2) set an upper limit of 179 dB for any type of impulse or condition of listening.

Kryter (1970 and 1973)

Kryter (ref. 26) proposed that the relation of peak SPL to TTS for gun noise can perhaps be approximated by the continuous functions shown in figure 7.48.
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TABLE 7.10
Corrections for Hearing Loss at Differing Percentiles of Population

[Data from ref. 138]

<table>
<thead>
<tr>
<th>Noise rating for 500 to 2000 Hz</th>
<th>Number of decibels to be added to median hearing loss in order to calculate 75th percentile loss for frequency, Hz, of—</th>
<th>500</th>
<th>1000</th>
<th>2000</th>
<th>3000</th>
<th>4000</th>
<th>6000</th>
<th>8000</th>
</tr>
</thead>
<tbody>
<tr>
<td>75</td>
<td></td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>4</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>80</td>
<td></td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>3.5</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>85</td>
<td></td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>2.5</td>
<td>3</td>
<td>2.5</td>
</tr>
<tr>
<td>90</td>
<td></td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>4.5</td>
<td>2</td>
<td>3.5</td>
</tr>
<tr>
<td>94</td>
<td></td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>0</td>
<td>4.5</td>
<td>.5</td>
<td>4</td>
</tr>
<tr>
<td>98</td>
<td></td>
<td>0</td>
<td>.5</td>
<td>4.5</td>
<td>0</td>
<td>4.5</td>
<td>0</td>
<td>5</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Noise rating for 500 to 2000 Hz</th>
<th>Number of decibels to be subtracted from median hearing loss in order to calculate 25th percentile loss for frequency, Hz, of—</th>
<th>500</th>
<th>1000</th>
<th>2000</th>
<th>3000</th>
<th>4000</th>
<th>6000</th>
<th>8000</th>
</tr>
</thead>
<tbody>
<tr>
<td>75</td>
<td></td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>5</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>80</td>
<td></td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>5</td>
<td>3.5</td>
</tr>
<tr>
<td>85</td>
<td></td>
<td>0</td>
<td>0</td>
<td>.5</td>
<td>0</td>
<td>2.5</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td>90</td>
<td></td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>0</td>
<td>3.5</td>
<td>4</td>
<td>7</td>
</tr>
<tr>
<td>94</td>
<td></td>
<td>.5</td>
<td>0.5</td>
<td>3.5</td>
<td>0</td>
<td>4</td>
<td>2</td>
<td>7.5</td>
</tr>
<tr>
<td>98</td>
<td></td>
<td>1.5</td>
<td>1.5</td>
<td>4</td>
<td>3.5</td>
<td>1</td>
<td>8</td>
<td>0</td>
</tr>
</tbody>
</table>

*NR + 5 = 5 dBA.

Except for a few data points, the long curve drawn in figure 7.48 seems to be a reasonably good estimate of the temporary threshold shift effects (given in table 7.3) of gun noise at grazing incidence. Even so, the tolerable limits of peak SPL suggested by Coles *et al.* and by CHABA are 7 dB higher than the data for the same criterion and conditions (see fig. 7.48).

Consistent with the TTS<sub>2</sub> data, a doubling of the number of impulses is equivalent to a 6-dB change in sound pressure level. However, to project this prediction procedure for TTS<sub>2</sub> to NIPTS, allowances must be made for the recovery processes, as described in reference 26 and in the present paper.

The temporal spacing of sessions of gunfire is difficult to generalize, but sessions are probably widely separated in a day of military service or recreational shooting. Accordingly, the effective daily exposure for NIPTS may often be accidentally proportional to that of the equal-energy procedure proposed by Coles *et*
FIGURE 7.47. Peak pressure level and duration limits for 100 impulses daily having near-instantaneous rise times that will not produce more than 14 dB NIPTS in more than 25 percent of the people exposed. (From ref. 141.)
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**Figure 7.48.** Tolerable exposure levels for a given TTS (average of 1, 2, and 3 kHz). Short line gives tolerable limits for open field grazing incidence of gunfire impulses (100 per day) as prescribed by Coles *et al.* (ref. 141) and Ward (ref. 144).

*al.* and by CHABA; that is, the underestimation of TTS from increased shooting time is offset by the lack of allowance for excess recovery between sessions of firing within a day.

Kryter (refs. 2 and 26) compared the percentages of noise-exposed workers whose HL’s exceeded 15 and 25 dB (refs. 6 and 7) with the percentage of “better ear” males whose HL’s also exceeded 15 and 25 dB (ref. 15) for the same frequencies and ages. One deficiency of this analysis was that of not recognizing and making allowances for greater sociocusis in factory workers than in the general population, as was later found. (See chapter 6 and fig. 7.1.) Also, the HL data for the general population were plotted in a way that tended to underestimate the thresholds of the population having less sensitive ears.

A second mistake was the linear extrapolation of functions relating NIPTS and TTS exceeding 10 dB to levels less than about 10 dB. Later data and analyses show that the rate of decline (with decreased noise) of NIPTS and TTS below about 10 dB is about one-half of that projected from the higher levels of exposure. It is clear that these factors would lead to overestimation of extrapolated NIPTS and TTS, especially for lower values (below 10 dB).
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EPA (1973 to 1974)

Johnson (ref. 145) prepared a report for the U.S. Environmental Protection Agency (EPA) on the prediction of NIPTS from exposure to continuous noise. This information was used as the basis for the identification of the maximum noise exposures that would not be harmful to the ear, with "an adequate margin of safety." This was defined as a lifetime exposure equivalent to 8 hours per workday of steady-state noise at a level of 75 dBA. As deduced by Johnson and maintained in the EPA documents, continuous noise at a level of 73 to 75 dBA for 8 hours per workday and a work career of 45 years (or the energy equivalent) will protect virtually the whole population from having more than 5 dB NIPTS at 4000 Hz. The EPA conclusions are based only on, and are presumably applicable only to, the assessment of nonimpulsive noise.

What was actually found by Johnson from the data and the formulations of Burns and Robinson (ref. 8) and of Passchier-Vermeer (refs. 138 and 139) was that after 40 years of exposure to this 75-dBA noise, 10 percent of the population would have about 8.5 dB NIPTS or greater at 4000 Hz, and the remaining 90 percent would have from about 1 to 8 dB NIPTS. (NIPTS for the median was about 2.5 dB; see ref. 145.) Realistically, an 8-hour noise exposure of 75 dBA was the maximum which should cause a loss in hearing of 8 dB or more in at least 10 percent of the population after 45 years of exposure. Johnson arrived at the somewhat lower value (5 dB) reported in the EPA documents by averaging, with the Burns and Robinson and the Passchier-Vermeer conclusions, Baughn's data for workers in 78 dBA noise as being in the non-noise-exposed category.

TABLE 7.11
Estimation of Risk of Having Impaired Hearing in Non-Noise-Exposed Populations

<table>
<thead>
<tr>
<th>Data source</th>
<th>Total with impaired hearinga, percent, for age (exposure), years, of—</th>
</tr>
</thead>
<tbody>
<tr>
<td>ISO 1999b</td>
<td>20(0)  25(5)  30(10)  35(15)  40(20)  45(25)  50(30)  55(35)  60(40)  65(45)</td>
</tr>
<tr>
<td>U.S. Public Health Service</td>
<td>1      2      3      5      7      10      14      21      33      50</td>
</tr>
<tr>
<td>Robinson and Sutton d</td>
<td>0      0      0      0      0      0       0       2       6       10</td>
</tr>
</tbody>
</table>

a Impaired hearing defined as average HL at 0.5, 1, and 2 kHz of 26 dB or greater.
b Reference 146.
c References 14 and 15.
d Reference 11.
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ISO (1975)

The International Organization for Standardization (ISO) published a standard for assessing occupational noise exposure for hearing conservation purposes (ISO 1999, ref. 146). The technical information base for this standard is not identified. It is intended for the assessment of both steady-state and impulsive noise.

The standard recommends, among other things, (1) an equal-energy procedure for the calculation of equivalent continuous sound level, (2) a 10-dBA allowance for quasi-stable impulses of less than 1-sec duration, (3) a fence of 25 dB for the average HL at 0.5, 1, and 2 kHz as a start of hearing impairment for speech, and (4) a table for the estimation of the “risk” percentages of noise-exposed and non-noise-exposed people who will exceed that fence when exposed to noise of different sound levels. Given in table 7.11 is a portion of the ISO risk percentages along with comparable risk data based on the HL’s of the general, unscreened population in the United States (U.S. Public Health Service, refs. 14 and 15) and from an analysis by Robinson and Sutton (ref. 11) of the HL’s of otologically normal and non-noise-exposed males or females.

As shown in table 7.11, ISO 1999 claims that there are much larger percentages of the non-noise-exposed population who are above the fence than are found in the Robinson and Sutton analysis or in the general population. For example, by the age of 65 years, or 45 years of exposure, ISO 1999 indicates that 50 percent of the non-noise-exposed people are above the fence, whereas the U.S. Public Health Service studies show only 20 percent and Robinson and Sutton show only 10 percent above the fence. Accordingly, the increase in risk of hearing impairment with noise exposure is probably much greater than that predicted by the ISO 1999 risk table. For this reason, ISO 1999 is undergoing re-evaluation and possibly modifications.
**Noise-Induced Hearing Loss and Its Prediction**

**Appendix—Formulas and Tables for $E_A$ and DL Procedures**

**TABLE 7.A1**

Corrections to $L_{A,eq}$ to Calculate DL and $E_A$

<table>
<thead>
<tr>
<th>Exposure, years</th>
<th>Value, dB, subtracted to calculate DL</th>
<th>Value, dB, added to calculate $E_A$</th>
<th>Exposure, years</th>
<th>Value, dB, subtracted to calculate DL</th>
<th>Value, dB, added to calculate $E_A$</th>
<th>Exposure, years</th>
<th>Value, dB, subtracted to calculate DL</th>
<th>Value, dB, added to calculate $E_A$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.25</td>
<td>23.0</td>
<td>-6.0</td>
<td>17</td>
<td>4.7</td>
<td>12.3</td>
<td>36</td>
<td>1.4</td>
<td>15.6</td>
</tr>
<tr>
<td>.5</td>
<td>20.0</td>
<td>-3.0</td>
<td>18</td>
<td>4.4</td>
<td>12.6</td>
<td>37</td>
<td>1.3</td>
<td>15.7</td>
</tr>
<tr>
<td>1</td>
<td>17.0</td>
<td>0</td>
<td>19</td>
<td>4.2</td>
<td>12.8</td>
<td>38</td>
<td>1.2</td>
<td>15.8</td>
</tr>
<tr>
<td>1.5</td>
<td>15.2</td>
<td>1.8</td>
<td>20</td>
<td>4.0</td>
<td>13.0</td>
<td>39</td>
<td>1.1</td>
<td>15.9</td>
</tr>
<tr>
<td>2</td>
<td>14.0</td>
<td>3.0</td>
<td>21</td>
<td>3.8</td>
<td>13.2</td>
<td>40</td>
<td>1.0</td>
<td>16.0</td>
</tr>
<tr>
<td>2.5</td>
<td>13.0</td>
<td>4.0</td>
<td>22</td>
<td>3.6</td>
<td>13.4</td>
<td>41</td>
<td>.9</td>
<td>16.1</td>
</tr>
<tr>
<td>3</td>
<td>12.2</td>
<td>4.8</td>
<td>23</td>
<td>3.4</td>
<td>13.6</td>
<td>42</td>
<td>.8</td>
<td>16.2</td>
</tr>
<tr>
<td>4</td>
<td>11.0</td>
<td>6.0</td>
<td>24</td>
<td>3.2</td>
<td>13.8</td>
<td>43</td>
<td>.7</td>
<td>16.3</td>
</tr>
<tr>
<td>5</td>
<td>10.0</td>
<td>7.0</td>
<td>25</td>
<td>3.0</td>
<td>14.0</td>
<td>44</td>
<td>.6</td>
<td>16.4</td>
</tr>
<tr>
<td>6</td>
<td>9.2</td>
<td>7.8</td>
<td>26</td>
<td>2.9</td>
<td>14.1</td>
<td>45</td>
<td>.5</td>
<td>16.5</td>
</tr>
<tr>
<td>7</td>
<td>8.5</td>
<td>8.5</td>
<td>27</td>
<td>2.7</td>
<td>14.3</td>
<td>46</td>
<td>.4</td>
<td>16.6</td>
</tr>
<tr>
<td>8</td>
<td>8.0</td>
<td>9.0</td>
<td>28</td>
<td>2.5</td>
<td>14.5</td>
<td>47</td>
<td>.3</td>
<td>16.7</td>
</tr>
<tr>
<td>9</td>
<td>7.5</td>
<td>9.5</td>
<td>29</td>
<td>2.4</td>
<td>14.6</td>
<td>48</td>
<td>.2</td>
<td>16.8</td>
</tr>
<tr>
<td>10</td>
<td>7.0</td>
<td>10.0</td>
<td>30</td>
<td>2.2</td>
<td>14.8</td>
<td>49</td>
<td>.1</td>
<td>16.9</td>
</tr>
<tr>
<td>11</td>
<td>6.6</td>
<td>10.4</td>
<td>31</td>
<td>2.1</td>
<td>14.9</td>
<td>50</td>
<td>0</td>
<td>17.0</td>
</tr>
<tr>
<td>12</td>
<td>6.2</td>
<td>10.8</td>
<td>32</td>
<td>1.9</td>
<td>15.1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>5.9</td>
<td>11.1</td>
<td>33</td>
<td>1.8</td>
<td>15.2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>5.5</td>
<td>11.5</td>
<td>34</td>
<td>1.7</td>
<td>15.3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>5.2</td>
<td>11.8</td>
<td>35</td>
<td>1.6</td>
<td>15.3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>5.0</td>
<td>12.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\[ DL = L_A - 20 \log (T - t) - \text{Exposure factor (see above)}, \text{where } T \text{ is 28 000 sec (8 hours) and } t \text{ is duration of } L_A \text{ in seconds.} \]

\[ E_A = L_{A,eq} + \text{Exposure factor (see above)} + \text{sex factor (1.5 dB for males, -1.5 dB for females, and 0 dB for mixed sexes).} \]
### TABLE 7.A2

Expected Hearing Loss for Percentages of Otologically Normal Population

[Percentages indicate population having expected or less hearing loss; values only to be used with age corrections in table 7.A3; data from ref. 12 but with reverse percentage designation]

<table>
<thead>
<tr>
<th>Noise emission level, $E_A$</th>
<th>Hearing loss, dB, at 500 Hz for—</th>
<th>Hearing loss, dB, at 1000 Hz for—</th>
<th>Hearing loss, dB, at 2000 Hz for—</th>
<th>Hearing loss, dB, at 3000 Hz for—</th>
<th>Hearing loss, dB, at 4000 Hz for—</th>
</tr>
</thead>
<tbody>
<tr>
<td>80</td>
<td>$-7.7$</td>
<td>0.1</td>
<td>7.9</td>
<td>0.1</td>
<td>$-7.6$</td>
</tr>
<tr>
<td>81</td>
<td>$-7.7$</td>
<td>0.1</td>
<td>7.9</td>
<td>0.1</td>
<td>$-7.6$</td>
</tr>
<tr>
<td>82</td>
<td>$-7.7$</td>
<td>0.1</td>
<td>7.9</td>
<td>0.1</td>
<td>$-7.6$</td>
</tr>
<tr>
<td>83</td>
<td>$-7.7$</td>
<td>0.1</td>
<td>8.0</td>
<td>0.1</td>
<td>$-7.6$</td>
</tr>
<tr>
<td>84</td>
<td>$-7.6$</td>
<td>0.1</td>
<td>8.0</td>
<td>0.2</td>
<td>$-7.6$</td>
</tr>
<tr>
<td>85</td>
<td>$-7.6$</td>
<td>0.1</td>
<td>8.1</td>
<td>0.2</td>
<td>$-7.6$</td>
</tr>
<tr>
<td>86</td>
<td>$-7.6$</td>
<td>0.2</td>
<td>8.1</td>
<td>0.2</td>
<td>$-7.6$</td>
</tr>
<tr>
<td>87</td>
<td>$-7.6$</td>
<td>0.2</td>
<td>8.2</td>
<td>0.2</td>
<td>$-7.6$</td>
</tr>
<tr>
<td>88</td>
<td>$-7.6$</td>
<td>0.2</td>
<td>8.3</td>
<td>0.3</td>
<td>$-7.6$</td>
</tr>
<tr>
<td>89</td>
<td>$-7.6$</td>
<td>0.2</td>
<td>8.3</td>
<td>0.3</td>
<td>$-7.6$</td>
</tr>
<tr>
<td>90</td>
<td>$-7.6$</td>
<td>0.3</td>
<td>8.4</td>
<td>0.4</td>
<td>$-7.5$</td>
</tr>
<tr>
<td>91</td>
<td>$-7.6$</td>
<td>0.3</td>
<td>8.5</td>
<td>0.4</td>
<td>$-7.5$</td>
</tr>
<tr>
<td>92</td>
<td>$-7.6$</td>
<td>0.3</td>
<td>8.6</td>
<td>0.5</td>
<td>$-7.5$</td>
</tr>
<tr>
<td>93</td>
<td>$-7.5$</td>
<td>0.4</td>
<td>8.8</td>
<td>0.5</td>
<td>$-7.5$</td>
</tr>
<tr>
<td>94</td>
<td>$-7.5$</td>
<td>0.4</td>
<td>8.9</td>
<td>0.6</td>
<td>$-7.4$</td>
</tr>
<tr>
<td>95</td>
<td>$-7.5$</td>
<td>0.5</td>
<td>9.1</td>
<td>0.7</td>
<td>$-7.4$</td>
</tr>
<tr>
<td>96</td>
<td>$-7.5$</td>
<td>0.6</td>
<td>9.3</td>
<td>0.8</td>
<td>$-7.4$</td>
</tr>
<tr>
<td>97</td>
<td>$-7.4$</td>
<td>0.7</td>
<td>9.5</td>
<td>0.9</td>
<td>$-7.3$</td>
</tr>
<tr>
<td>No.</td>
<td>Height (cm)</td>
<td>Width (cm)</td>
<td>Depth (cm)</td>
<td>Density (g/cm³)</td>
<td>Temperature (°C)</td>
</tr>
<tr>
<td>-----</td>
<td>-------------</td>
<td>------------</td>
<td>-----------</td>
<td>----------------</td>
<td>-----------------</td>
</tr>
<tr>
<td>1</td>
<td>10</td>
<td>20</td>
<td>30</td>
<td>40</td>
<td>50</td>
</tr>
</tbody>
</table>

**Notes:** This table represents noise-induced hearing loss and its prediction.

**Unit:** cm, g/cm³, °C, %, ‰
Table 7.A3
Age Correction for Audiometric Test Frequencies
[Data from ref. 12]

<table>
<thead>
<tr>
<th>Age, years</th>
<th>0.5</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>6</th>
<th>Avg. of 0.5, 1, and 2 dB</th>
<th>Avg. of 1, 2, and 3 dB</th>
<th>Avg. of 1, 2, and 4 dB</th>
<th>Avg. of 3, 4, and 6 dB</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>21</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>22</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>23</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>24</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>25</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>26</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>27</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>28</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>29</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>30</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>31</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>32</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>33</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>34</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>35</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>36</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>37</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>38</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>39</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>40</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>41</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>42</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>43</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>44</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>45</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>46</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>47</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>48</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>49</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>50</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>51</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>52</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>53</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>54</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>55</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>56</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>57</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>58</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>
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TABLE 7. A3 Concluded

<table>
<thead>
<tr>
<th>Age, years</th>
<th>0.5</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>6</th>
<th>Avg. of 0.5, 1, and 2</th>
<th>Avg. of 1, 2, and 3</th>
<th>Avg. of 1, 2, and 4</th>
<th>Avg. of 3, 4, and 6</th>
</tr>
</thead>
<tbody>
<tr>
<td>59</td>
<td>6.1</td>
<td>6.5</td>
<td>9.1</td>
<td>12.2</td>
<td>18.3</td>
<td>21.3</td>
<td>7.3</td>
<td>9.3</td>
<td>11.3</td>
<td>17.2</td>
</tr>
<tr>
<td>60</td>
<td>6.4</td>
<td>6.9</td>
<td>9.6</td>
<td>12.8</td>
<td>19.2</td>
<td>22.4</td>
<td>7.6</td>
<td>9.8</td>
<td>11.9</td>
<td>18.1</td>
</tr>
<tr>
<td>61</td>
<td>6.7</td>
<td>7.2</td>
<td>10.1</td>
<td>13.4</td>
<td>20.2</td>
<td>23.5</td>
<td>8.0</td>
<td>10.3</td>
<td>12.5</td>
<td>19.1</td>
</tr>
<tr>
<td>62</td>
<td>7.1</td>
<td>7.6</td>
<td>10.6</td>
<td>14.1</td>
<td>21.2</td>
<td>24.7</td>
<td>8.4</td>
<td>10.8</td>
<td>13.1</td>
<td>20.0</td>
</tr>
<tr>
<td>63</td>
<td>7.4</td>
<td>8.0</td>
<td>11.1</td>
<td>14.8</td>
<td>22.2</td>
<td>25.9</td>
<td>8.8</td>
<td>11.3</td>
<td>13.7</td>
<td>21.0</td>
</tr>
<tr>
<td>64</td>
<td>7.7</td>
<td>8.3</td>
<td>11.6</td>
<td>15.5</td>
<td>23.2</td>
<td>27.1</td>
<td>9.2</td>
<td>11.8</td>
<td>14.4</td>
<td>21.9</td>
</tr>
<tr>
<td>65</td>
<td>8.1</td>
<td>8.7</td>
<td>12.1</td>
<td>16.2</td>
<td>24.3</td>
<td>28.4</td>
<td>9.7</td>
<td>12.4</td>
<td>15.1</td>
<td>22.9</td>
</tr>
<tr>
<td>66</td>
<td>8.5</td>
<td>9.1</td>
<td>12.7</td>
<td>16.9</td>
<td>25.4</td>
<td>29.6</td>
<td>10.1</td>
<td>12.9</td>
<td>15.7</td>
<td>24.0</td>
</tr>
<tr>
<td>67</td>
<td>8.8</td>
<td>9.5</td>
<td>13.3</td>
<td>17.7</td>
<td>26.5</td>
<td>30.9</td>
<td>10.5</td>
<td>13.5</td>
<td>16.4</td>
<td>25.0</td>
</tr>
<tr>
<td>68</td>
<td>9.2</td>
<td>9.9</td>
<td>13.8</td>
<td>18.4</td>
<td>27.6</td>
<td>32.3</td>
<td>11.0</td>
<td>14.1</td>
<td>17.1</td>
<td>26.1</td>
</tr>
<tr>
<td>69</td>
<td>9.6</td>
<td>10.3</td>
<td>14.4</td>
<td>19.2</td>
<td>28.8</td>
<td>33.6</td>
<td>11.4</td>
<td>14.6</td>
<td>17.8</td>
<td>27.2</td>
</tr>
<tr>
<td>70</td>
<td>10.0</td>
<td>10.7</td>
<td>15.0</td>
<td>20.0</td>
<td>30.0</td>
<td>35.0</td>
<td>11.9</td>
<td>15.2</td>
<td>18.6</td>
<td>28.3</td>
</tr>
</tbody>
</table>
### TABLE 7.A4

NIPTS Expected at Audiometric Test Frequencies

<table>
<thead>
<tr>
<th>DL, dB, for audiometric frequency, kHZ, of—</th>
<th>NIPTS, dB, at population percent of—</th>
<th>DL, dB, for audiometric frequency, kHZ, of—</th>
<th>NIPTS, dB, at population percent of—</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5</td>
<td>1 and avg. of 0.5, 1, and 2</td>
<td>Avg. of 1, 2, and 3</td>
<td>2 and avg. of 1, 2, and 4</td>
</tr>
<tr>
<td>75</td>
<td>70</td>
<td>66</td>
<td>65</td>
</tr>
<tr>
<td>76</td>
<td>71</td>
<td>67</td>
<td>66</td>
</tr>
<tr>
<td>77</td>
<td>72</td>
<td>68</td>
<td>67</td>
</tr>
<tr>
<td>78</td>
<td>73</td>
<td>69</td>
<td>68</td>
</tr>
<tr>
<td>79</td>
<td>74</td>
<td>70</td>
<td>69</td>
</tr>
<tr>
<td>80</td>
<td>75</td>
<td>71</td>
<td>70</td>
</tr>
<tr>
<td>81</td>
<td>76</td>
<td>72</td>
<td>71</td>
</tr>
<tr>
<td>82</td>
<td>77</td>
<td>73</td>
<td>72</td>
</tr>
<tr>
<td>83</td>
<td>78</td>
<td>74</td>
<td>73</td>
</tr>
<tr>
<td>84</td>
<td>79</td>
<td>75</td>
<td>74</td>
</tr>
<tr>
<td>85</td>
<td>80</td>
<td>76</td>
<td>75</td>
</tr>
<tr>
<td>86</td>
<td>81</td>
<td>77</td>
<td>76</td>
</tr>
<tr>
<td>87</td>
<td>82</td>
<td>78</td>
<td>77</td>
</tr>
<tr>
<td>88</td>
<td>83</td>
<td>79</td>
<td>78</td>
</tr>
<tr>
<td>89</td>
<td>84</td>
<td>80</td>
<td>79</td>
</tr>
<tr>
<td>90</td>
<td>85</td>
<td>81</td>
<td>80</td>
</tr>
<tr>
<td>91</td>
<td>86</td>
<td>82</td>
<td>81</td>
</tr>
<tr>
<td>92</td>
<td>87</td>
<td>83</td>
<td>82</td>
</tr>
<tr>
<td>93</td>
<td>88</td>
<td>84</td>
<td>83</td>
</tr>
<tr>
<td>94</td>
<td>89</td>
<td>85</td>
<td>84</td>
</tr>
<tr>
<td>95</td>
<td>90</td>
<td>86</td>
<td>85</td>
</tr>
<tr>
<td>96</td>
<td>91</td>
<td>87</td>
<td>86</td>
</tr>
<tr>
<td>97</td>
<td>92</td>
<td>88</td>
<td>87</td>
</tr>
<tr>
<td>98</td>
<td>93</td>
<td>89</td>
<td>88</td>
</tr>
<tr>
<td>99</td>
<td>94</td>
<td>90</td>
<td>89</td>
</tr>
<tr>
<td>100</td>
<td>95</td>
<td>91</td>
<td>90</td>
</tr>
<tr>
<td>101</td>
<td>96</td>
<td>92</td>
<td>91</td>
</tr>
</tbody>
</table>
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**Chapter 8**

*Noise-Induced Hearing Impairment and Handicap*

---

**Introduction**

A permanent, noise-induced hearing loss has a doubly harmful effect on speech communications. First, the elevation in the threshold of hearing means that many speech sounds are too weak to be heard, and second, very intense speech sounds may appear to be distorted.

The whole question of the impact of noise-induced hearing loss upon the impairments and handicaps experienced by people with such hearing losses has been somewhat controversial partly because of the economic aspects of related practical noise control and workmen's compensation. A considerable portion of the discussion which follows is from reference 1. Of probable interest to some readers are comments on that article from several researchers in this field (refs. 2, 3, 4, and 5) and a rebuttal (ref. 6).

**Impairment and Handicap**

Physiological impairment is usually defined as a lessening in the ability of a bodily organ or structure to perform with normal full capacity. Thus, if because of some injury, a limb can be rotated less than its normal arc, or the size of the visual field is less than normal, impairments are said to have occurred.

The sense of hearing, however, has not been treated in a similar fashion. Rather, in line with the guidelines issued by the Committee on Conservation of Hearing of the American Academy of Ophthalmology and Otolaryngology...
Effects of Noise

(AAOO) (refs. 7 and 8), impairment is defined primarily with respect to the opinions of some otologists about the relations between pure-tone audiograms and the ability to understand speech communications. In that regard, it was proposed in 1959 by the AAOO (ref. 7) that the ability to understand everyday speech in the quiet is not impaired until the average of the pure-tone hearing levels at 500, 1000, and 2000 Hz exceeds 25 dB re ISO (International Standards Organization) audiometric zero. This average hearing level (HL) of 25 dB is commonly referred to as the AAOO "fence", or threshold of hearing impairment according to the AAOO. The AAOO Committee on Conservation of Hearing is considering changing its formula by adding the HL at 3000 Hz to those at 500, 1000, and 2000 Hz before averaging the HL's.

AAOO method

Some general relations are shown in figure 8.1 between HL and (1) speech intelligibility, as calculated according to the articulation index (AI) in percent of speech items correctly heard (the right-hand ordinate); (2) percent impairment for "everyday speech", (the left-hand ordinate); and (3) degrees of handicap as proposed by the AAOO. In addition to exhibiting losses in understanding speech at normal levels of intensity as the result of elevated thresholds of hearing, persons with noise-induced hearing losses have additional degradation in intelligibility test scores if poor enunciation and other distortions found in everyday speech

![Figure 8.1](image.png)

**FIGURE 8.1.** Relationship between HL and measures of speech understanding as calculated according to the articulation index (AI) (right-hand ordinate), impairment (left-hand ordinate), and handicap. Speech level measured 1 m from talker. (From ref. 1.)
are present, even though the speech signal is of greater than normal intensity (ref. 9).

**Speech intelligibility as a function of hearing level**

Kryter et al. (refs. 10 and 11) found degradation in speech intelligibility test scores with HL's much lower than the AAOO 25-dB fence, especially when the speech was heard in the presence of some noise or frequency distortion (see fig. 8.2). Also, somewhat better prediction of the intelligibility scores was obtained with HL's averaged at 1000, 2000, and 3000 Hz than with HL's averaged at 500, 1000, and 2000 Hz. Although not shown in this figure, HL's averaged at 1000, 2000, 3000, and 4000 Hz also were better predictors of intelligibility scores than were HL's averaged at 500, 1000, and 2000 Hz. These findings were later confirmed by Harris (ref. 12), Kuźniarz (ref. 13), and Suter (ref. 14).

**AAOO method compared with speech intelligibility**

The descriptions of impairment and handicap proposed by the AAOO are not consistent with the percentage speech scores as measured by tests or calculated from the articulation index. For example, at the 25-dB HL AAOO fence, a person could correctly understand only about 90 percent of the sentences and 50 percent of the monosyllabic phonetically balanced (PB) words uttered at a conversational level of effort by a person 1 m from him in the quiet. (See fig. 8.1.) As another example, with an average HL at 500, 1000, and 2000 Hz of 54 dB, a per-

![Intelligibility test scores as a function of average HL. (From ref. 11.)](image)
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son would be rated as having a "mild" handicap and a 42 percent impairment in his hearing by the AAOO method, even though he would not be able to understand any words or simple, unpracticed sentences uttered 1 m from him by a talker using a conversational level of effort.

Davis (ref. 15, p. 82) explains this type of apparent discrepancy as follows: "The criterion that was accepted in the Committee on Conservation of Hearing was the ability to understand everyday speech adequately. This does not mean monosyllables in the audiometric discrimination test, nor does it mean nonsense syllables in the psychoacoustic laboratory; the concept is everyday speech 'as she is spoke', and this implies the value of contextual cues and also the careless way that people speak. There is a great deal of redundancy if we are talking about everyday speech and not about the unexpected message, the unfamiliar proper name or the important telephone number."

Although the AAOO does not provide any evidence concerning the consistency of redundancy and contextual clues in "everyday speech," it is clear that such factors do contribute to speech communication, but in varying degrees from time to time. On the other hand, it seems arbitrary to exclude from consideration in the medical assessment of hearing impairment and handicap, the ability to understand speech other than the redundant, relatively high-level speech specified by the AAOO. For example, it is not obvious why the noise-deafened ear should not be considered impaired nor the individual handicapped when losing the ability the normal person has to understand: (a) individual words, the unexpected message, the unfamiliar name, or the important telephone number; (b) the weaker-than-normal-intensity speech that can occur because the talker drops his voice level, or because the distance between the talker and listener is greater than about 1 m and the talker is using a conversational level of effort; or (c) speech in the presence of everyday noise, such as that which occurs at a party or conference when several people are talking at once.

Discrimination capacity of the ear

Perhaps a more basic way to show the impact of threshold shifts typical for an ear with an average shift, or fence, at 500, 1000, and 2000 Hz of 25 dB ("no impairment" by AAOO standards) is by means of figure 8.3 (refs. 16, 17, and 18). The squares in figure 8.3 give the number of differences in pitch and loudness the average ear is capable of perceiving in that area of sound frequencies and intensities. These differences were derived from studies in which the frequency or intensity of a pure tone was changed until the average listener detected a change in pitch or loudness—the so-called just noticeable difference (JND). For example, in the frequency region of 1000 to 1500 Hz and the intensity region of 120 to 130 dB, the ear can detect about 3600 such JND's.

The curves labelled 1, 2, and 3 in figure 8.3 represent the audiograms (the sound intensities required before different frequencies can be heard) of persons with hearing thresholds at several levels of hearing impairment defined by the
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Audiogram for a person at upper bound of a "mild handicap" according to AAOO (HL of 55 dB averaged at 500, 1000, and 2000 Hz). Lost auditory capacity for all audible tones at this HL = 44 percent (150 000 out of 350 000 units). Lost discriminable units of everyday speech = 96 percent (41 293 out of 43 093 units).

2 Audiogram for a person at AAOO fence of "no impairment for everyday speech" (HL of 25 dB averaged at 500, 1000, and 2000 Hz). Lost auditory capacity for all audible tones at this HL = 13 percent (44 082 out of 350 000 units). Lost discriminable units of everyday speech = 31 percent (13 500 out of 43 093 units).

3 Audiogram for a person at proposed fence of "no impairment for everyday speech" (HL of 15 dB averaged at 500, 1000, and 2000 Hz). Lost auditory capacity for all audible tones at this HL = 4 percent (13 915 out of 350 000 units). Lost discriminable units of everyday speech = 16 percent (7020 out of 43 093 units).

4 Mean and 90-percent range of intensities of critical bands of speech frequencies present during "everyday" speech. Includes about 43 093 JND units.

FIGURE 8.3. Audiograms and speech spectra as indicated. In each square, the upper left number is the number of JND units for loudness (intensity), and the upper right number is the number of JND units for pitch (frequency). Lower number in each square is total number of JND units (loudness times pitch) for that square. Total area of hearing includes approximately 350 000 JND units. (From refs. 16, 17, and 18.)
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AAOO. Sound frequencies at intensities that fall below the intensities represented by the respective curves would be inaudible to a person with that audiogram. Accordingly, the area of the graph below a given audiogram curve represents the number of units of sound discrimination JND's lost to the person with the given audiogram.

The curves labelled 4 in figure 8.3 show the range of frequencies and intensities covered by typical everyday speech signals 1 m from a talker. The squares of the graph between the upper and lower curves labelled 4 include the JND units of frequency and intensity used by the normal ear for distinguishing and understanding the sounds of everyday speech.

As shown in the legends of figure 8.3, some 31 percent of the possible frequency-intensity discriminations available for the perception of everyday speech in the normal ear are lost by the ear that just meets the AAOO 25-dB fence. Within the limits of what the AAOO calls a “mild handicap”, 95 percent of the frequency-intensity discriminations available for the perception of everyday speech and 44 percent of total normal auditory capacity for discriminations among all sounds are lost to the hearer.

Ratings of Effects in Real Life

Perhaps this question of impairment and handicap can best be answered by the results of some studies of the consequences of impaired hearing in “real life.” Nett et al. (ref. 19) found in a study of critical incidents of hearing handicap in a population of 378 hard-of-hearing persons that half of the people had hearing loss of 34 percent or less as estimated by AAOO procedures, but 60 percent of the group estimated their loss as being more than a 60 percent loss in hearing ability. Many of the incidents of handicap occurred when the talker was 10 to 21 ft from the hearing-impaired person. Twenty-two percent of the group had conductive losses, 32 percent had sensorineural losses, and 46 percent had mixed losses.

A more recent and directly relevant investigation of the social effects of noise-induced deafness was reported by Kell et al. (ref. 20). The subjects in this study were 96 female weavers whose HL averaged 39 dB re ISO audiometric zero at 500, 1000, and 2000 Hz, and 96 controls, matched for age, whose average HL at these three frequencies was 16 dB. The mean ages of the groups were 64.1 and 64.5 years, respectively. The weavers worked 8 hours per day in a noise level of about 100 dBA. The results of a questionnaire survey of the subjects are summarized by the authors of the study:

The social consequences of this impaired hearing ability were:

(a) difficulty at public meetings (weavers 72%, controls 6%)
(b) difficulty talking with strangers (weavers 80%, controls 16%)
(c) difficulty talking with friends (weavers 77%, controls 15%)
(d) difficulty understanding telephone conversation (weavers 64%, controls 5%)
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(e) 81% of all weavers considered that their hearing was impaired (5% controls)
(f) 9% of weavers and no controls owned hearing aids
(g) 53% of weavers and no controls used a form of lip-reading.

The speech tests given the subjects revealed that the speech level required to achieve equal understandability (50 percent of the items correct) was about 5 to 20 dB greater for the weavers than for the controls (fig. 8.4). This would seem to constitute a severe decline in ability to perceive speech signals compared with that of the control subjects. Also worth mentioning is that the “50 percent correct” score for determining speech threshold underestimates the relative impairment to speech understanding that is imposed on the noise-deafened individual.

As Davis (ref. 21) has shown, the person with losses as severe as those found for the average weaver would be unable to achieve more than about 50 to 60 percent of test words correct no matter how intense the speech signal. This loss in ability to discriminate among speech sounds, regardless of speech level, typifies noise-induced deafness and, unfortunately, is not helped by hearing aids (hence, no doubt, one reason so few of the noise-deafened weavers used hearing aids). According to the AAOO procedures, the mean impairment for the weavers would be rated at 20 percent and considered to be a “slight” handicap (defined as “diffi-
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culty only with faint speech”). Such a rating is not consistent with the findings of the social studies or the clinical speech tests.

Self-ratings and real-life experiences of hearing impairment have more face validity than pure-tone audiograms and also, but to a lesser extent, than most speech intelligibility tests. They have, however, some drawbacks in that both underrating and overrating of hearing difficulties are a possibility by individuals for both conscious and nonconscious personal reasons. Nonetheless, the proper interpretation and validation of pure-tone thresholds and speech intelligibility tests require consideration of these real-life data and experiences from people who suffer sensorineural, noise-induced hearing losses. (See ref. 22.)

Tinnitus

A somewhat overlooked condition in some cases of permanent noise-induced deafness is that of tinnitus. Tinnitus is a persistent “ringing” or noisy sound in the ear that is often very disturbing and bothersome to those suffering from this condition. Although it is experienced in mild forms from time to time by people with normal hearing, it is associated in its acute forms with sensorineural, noise-induced hearing loss, as well as with some other disorders of the ear.

Tinnitus and these other possible effects from noise-induced hearing loss have not received to date the attention and measurement that pure-tone threshold shifts (NIPTS) and impairment to speech understanding have received. Nonetheless, they, especially tinnitus, are considered severe handicaps by some people. (See Hinchcliffe and Gordon (ref. 23), Sataloff (ref. 24), and Vernon (ref. 25).)

Criterion for raised level speech

It is suggested that a practical criterion for general application is that the start of measurable impairment of hearing speech in the workaday world is said to occur when the listener would be just able to understand all simple, unrehearsed sentences presented to him in the quiet at an average intensity level at the listener’s position of about 65 dBA. (See Chapter 4 for a discussion of measuring speech levels.) The 65-dBA level is about 10 dB above that of normal conversational levels, 1 m from the talker, in a quiet home, conference room, or office. This level of 65 dBA has sometimes been called an “everyday” level—that used in a noisy office or department store, in a crowd, or when lecturing.

As shown in figure 8.1, this criterion can be met by a person having an HL that averages about 15 dB at 500, 1000, and 2000 Hz, or 25 dB at 1000, 2000, and 3000 Hz. With this criterion hearing level, the listener would miss about 2 percent of sentences heard at a level of intensity normal for conversation 1 m from a talker in the quiet, and 15 percent of monosyllabic (PB) words at a “weak” level of effort. (See fig. 8.1.) Thus, a person with the amount of impairment specified in the suggested criterion would be handicapped to the extent that he would be unable to
correctly perceive some sentences and individual words at speech intensity levels often present in typical quiet living conditions. This person would have a more severe impairment to the understanding of distorted or slurred speech, speech in the presence of noise, or speech in a situation where several persons are talking.

Attention is drawn to the fact that the suggested criterion is concerned solely with hearing at and below frequencies carrying much useful auditory information, including some of that in speech and music. However, as shown in a number of studies (refs. 10, 12, 13, and 14), there is a strong correlation between shifts in audiometric thresholds at these lower frequencies especially 1000, 2000, and 3000 Hz and those present at frequencies above 3000 Hz so that the HL's measured at frequencies below 3000 Hz are a fair index to those above 3000 Hz.

Degrees of impairment for understanding speech

In order to quantify, in a simple way, degrees of hearing impairment for speech with respect to HL's, a straight-line relationship has been drawn in figure 8.1 between percent measured speech impairment and average HL. This line starts at 15 dB for 500, 1000, and 2000 Hz (25 dB at 1000, 2000, and 3000 Hz) and goes to an average HL of 65 dB for 500, 1000, and 2000 Hz (75 dB at 1000, 2000, and 3000 Hz). At this upper point on the proposed curve there is no understanding of sentences presented at a raised, "everyday" level of speech intensity 1 m from the talker. This linear percent rating scheme is similar to that introduced by the AAOO for rating impairment except for the start and termination points. (See fig. 8.1.)

This suggested criterion is purely in terms of a measurable loss in ability to understand speech as described, and not in terms of a threshold or yardstick for specifying a social or behavioral handicap. Arguments could be made that the suggested quantification for measurable speech communication hearing loss underestimates the social or behavioral handicaps that would be present with a given shift in threshold, as specified, because it is based on a raised level of speech rather than on the normal conversational level of speech that will often be found in the real world. However, the hard economics and politics of the workaday world, both private and government, have led to what must, in the author's opinion, be considered pure-tone audiometric assessment procedures that greatly underestimate the social and behavioral handicaps likely to ensue from noise-induced hearing loss. These procedures, concerned primarily with workmen's compensation for damage to hearing, are summarized in various publications (for example, refs. 26 and 27).

References

Effects of Noise


Page intentionally left blank
Introduction

The possible adverse effects of noise on mental and psychomotor task performance have been a matter of practical concern for centuries. They have also been and continue to be a matter of scientific controversy. With varying degrees of certainty, it has been proposed that noise

1. Masks, or interferes with the perception of, auditory signals such as speech that are needed or helpful to the performance of a specific task

2. Masks irrelevant auditory signals that could distract the worker (the noise then would improve work performance and has been called acoustic perfume
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3. Competes for the psychological attention of the worker and thereby distracts and interferes with work performance

4. Creates a monotonous condition which masks normal changes in acoustic environment and thus leads to underarousal, or even sleep

5. Physiologically arouses a worker from a low state of alertness and thereby increases alertness and work performance

6. Physiologically overarouses the worker and thereby decreases work performance

7. Conveys meanings that are not directly required for performance of a particular task but that create feelings of annoyance affecting its performance (e.g., noises from machinery that could cause bodily injury or cause distracting feelings of apprehension)

8. Creates feelings of annoyance because the workers feel the noise is damaging the ear or interfering with the hearing of sounds they wish to hear

9. Creates feelings of annoyance or anger because the worker feels helpless or unable to control his environment

10. Neurologically competes for and somehow preempts the functioning of nonauditory neural pathways or centers involved in the performance of particular nonauditory tasks

11. Preempts the use of some auditory neural pathways or centers that are involved in the internal enunciation and rehearsal of words related to the memory of words required in some mental tasks

A review of the above list indicates that except for the first possible effect (the masking or interference with the hearing of sounds needed to perform a given task), noise does not necessarily interfere with work performance. However, because of difficulties in the experimental control of some of these possible effects, the results of research on work performance in noise have been inconsistent and difficult to encompass in any simple theoretical construct. Indeed, reviews of research in this area over the past 30 years, Kryter (refs. 1 and 2), Gulian (ref. 3), and Loeb (ref. 4) conclude that simple generalizations about possible effects of noise on work performance cannot be made. Nevertheless, several general theories have been put forth.

General theories

Laboratory research has been concerned primarily with three different, but not necessarily independent, general theories:

1. Noise above a certain level of intensity causes general physiological over-arousal of the worker.
2. Noise inherently is psychologically aversive, annoying, or distracting because of its loudness.

3. Noise competes with information in nonauditory signals for nonauditory neural pathways and mechanisms involved in cognition and work performance. In these theories the noises presented to the subjects convey no significant meaning and no feedback information related to task performance. Furthermore, presumably the noise does not mask or interfere with information involved in task performance; that is, the task is entirely nonauditory. In brief, researchers justifiably presumed, or should have, that noise that masks auditory signals helpful to the performance of mental or psychomotor tasks and noise that conveys meanings indicative of possible danger or punishment can degrade task performance. This degradation, if any, would be independent of possible effects postulated in the above three general theories.

Unfortunately, some studies involved unrecognized auditory aspects of the tasks (which make the task auditory and subject to direct masking effects). These auditory aspects complicate the interpretation of research findings in this area, as discussed later in some detail. Some studies also involved noises having emotional meanings to some of the subjects (which means the noise is to some extent informational sound). The unresolved, intriguing, and seemingly elusive research question is whether noise can have adverse effects on the quality or quantity of nonauditory work performance because of some inherent physiological or psychological effects.

Theory of masking artifacts

A major source of inconsistency among the results of research studies has been the role of task-related acoustic cues heard by the subjects when performing the task. These cues can be the slight sounds (clicks or the like) made, for example, by switches, electronic relays, the contact of tracking styluses against metal plates, and the sound of motors that occur when stimuli are presented or when responses are made. These clicks and sounds can give subjects feedback information as to the presence of stimuli or to the accuracy, quickness, and level of performance in ways that tend to improve performance on psychomotor tasks. When these cues are masked by noise, the results show an apparent decline in the subjects' ability to perform the task. The presence of such acoustic cues in what were considered definitive studies of the effects of noise on the monitoring and detection of visual signals (refs. 5 to 18) was uncovered by Poulton (refs. 19 to 24). The implications of these discoveries are discussed and debated by Broadbent (refs. 25 to 27).

Poulton's initial concern about the possibility of masking artifacts in some of these studies arose over a five-choice visual serial-reaction task in which the subjects were to tap as rapidly as possible one of five small brass disks with a steel-tipped metal stylus; the disk to be tapped depended on which of five neon lamps
was turned on at a given moment. Poulton and Edwards (ref. 18) found that a low-frequency noise did not degrade task performance relative to that in quiet at a level of 102 dBC, although Hartley (refs. 12 and 13) and Hartley and Carpenter (ref. 14) had earlier found that a flat spectrum noise of but 95 dBC degraded performance on the same task. As Poulton discovered, a plausible reason for these results was that the stylus hitting the brass disks (indicating, in conjunction with a change of lights, a correct response) made a high-pitched click that was not audible in the noise with the flat spectrum, but could be heard in the low-frequency spectrum noise. Thus the subjects received the same auditory response feedback in the low-frequency noise that was available to them in quiet, but not in the flat spectrum noise.

Poulton next examined the equipment used in Broadbent’s so-called “20-dial test” for studies of the effects of noise on vigilance, the results of which served as a base for various generally accepted theories about perceptual task performance in noise (refs. 5 to 11). Poulton found that when the subject taking this test turned a control knob in the correct, but not the incorrect direction, a microswitch made a slight click that was audible in the quiet condition (noise at 70 dB) and inaudible in the noisy condition (noise at 100 dB). The experimenters, and probably the subjects, were not aware at the time of the studies of these acoustic feedback cues that were being masked in some conditions of noise and not in others. These data from the 20-dial and the five-choice serial reaction tests served to support the long-held theory of “blinks” that noise above a level of 70 to 80 dB periodically attracts attention from other sensory perceptions for about 1-sec intervals.

**Theory of masking of internal speech**

To help explain some of the apparent adverse effects of noise on work performance, Poulton (refs. 19, 21, and 23) hypothesized that noise can interfere with internally generated behavior related to the auditory system. According to this theory, the performance of certain types of ostensibly nonauditory work by some subjects may be affected by the noise internally “masking,” or interfering with, internally articulated or rehearsed verbalization of words or numbers involved in the tasks. According to this concept, the noise interferes somewhat with the listener's echoic articulation of words or numbers presented for memorization.

The direct masking by noise of auditory cues helpful to the performance of nonauditory work plus Poulton's theory of the role of internal speech interference by noise explains most of the research findings in this area (see Poulton, ref. 24). There are, however, some research results showing effects of noise on the performance of nonauditory work that do not appear to be accounted for by Poulton's composite theory of arousal (beneficial effect), internal speech masking (interfering effect), and direct masking of performance feedback cues. Loeb (ref. 4) suggests that the effects of noise on task performance will be uncovered only if the re-
search done to date is redone with systematic manipulation of task characteristics, multiple-task prioritization, and other variables.

**Theory of construed concern**

This author suggests that perhaps the effects of meaningless noise on non-auditory work performance which are not explained by the factors of arousal and masking (including internal speech) can be attributed to concepts that subjects may have about the nature and purpose of the experimental procedures the experimenter has concocted for them. This explanation might be called the theory of construed concern. In particular, subjects may believe (whether or not so instructed) that when the loud noise or sound is present, it is supposed to affect them or that it is a signal of importance of some kind. Such attitudes could have at least an initial or transient effect upon task performance, especially in studies wherein the subjects are exposed to the noise conditions for relatively brief periods (e.g., 15 minutes or 1 hour). Some subjects may have a concern (justified or not) that the noise may be harmful to their hearing or that the experimental conditions may become overbearing; this may cause some physiological stress.

These two theories (masking of internal speech and construed concern) are obviously directed to possible auditory and noise-meaning factors not included in the three general theories presented earlier. These factors were presumed to not be present in most research on the effects of noise on mental and psychomotor task performance.

So much by way of introduction for the general concepts and status of research problems on the effects of noise on mental and psychomotor task performance. A number of studies published since 1970 or so in this area of research are discussed below under the following major subject headings:

1. Measured on Controlled Physiological States
2. Task Variables
3. Aftereffects on Insoluble Puzzles and Proofreading Tests
4. Information Overload
5. Industrial Field Studies

**Measured or Controlled Physiological States**

As discussed in chapter 10, there is no question but that intense sound particularly when it comes as a change in the acoustic environment, can have a general physiological alerting-arousal effect on an organism, for example, increased respiration rate, blood pressure, heart rate, and adrenal gland secretions. As discussed in chapter 10, if the noise is meaningless as far as work performance is
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concerned (as was uniformly assumed in the research studies to be discussed in this chapter), physiological adaptation or habituation can be expected to take place with repetitions of such noises.

Insofar as task performance depends on alertness, noise might be predicted to have some beneficial effect on work output, at least initially. On the other hand, this physiological arousal could lead to fatigue as well or cause some sensory, perceptual, or motor overactivity that degrades work performance. While this hypothesis is a reasonable one for explaining some variations in work performance in noise, the physiological state of arousal is difficult to measure, as shown in more detail in chapter 10.

**EEG state**

Using a special analysis of EEG activity as an index of central nervous system arousal, Gulian (ref. 28) divided subjects into two categories, hyperreactive and hyporeactive. These subjects were exposed to intermittent and continuous noises at various levels of intensity for a number of 1 1/2 hour sessions during which they performed auditory signal detection tasks. The tasks consisted of making discriminations among tonal signals. Some of her findings are shown in figure 9.1.

As seen in figure 9.1, while the subjects could be ranked as hyporeactive or hyperreactive on the basis of their EEG state in quiet, in the various noise conditions their states of arousal were not very different from each other. However, relative to their state in quiet, the noise reduced the state of arousal for the hyperreactive and increased it for the hyporeactive. This may be a function of the so-called “law of initial level” (physiological states tend toward a mean level).

Clearly, while the hyperreactive group in general had fewer correct detections than the hyporeactive group, the task performance of neither group was affected by the different noise conditions in any systematic way; however, when in quiet, the hyperreactive group performed exceedingly poorly and were inferior in task performance to the hyporeactive group either in quiet or in noise. An argument could be made for this particular experiment that in quiet the hyperreactive subjects were overaroused and for this reason performed relatively poorly. From these data, noise—intermittent or continuous, weak or intense—does not appear to have had any obvious detrimental effect on task performance or state of arousal as measured by EEG.

**Cardiovascular and adrenal states**

A major program of research on the effects of noise on physiological stress reactions and task performance was published by Glass and Singer (refs. 29 and 30). Some of the performance test results are discussed later, but note here that the skin conductance (GSR), vasoconstriction and muscle tension measures of physiological reaction to noise showed complete habituation to noise presented during the performance of a variety of mental and motor work tasks.
FIGURE 9.1. State of arousal and performance of auditory signal detection tasks during various noise conditions. Q = Quiet, WC = Weak continuous noise (3 tones: 100, 300, 400 Hz at 78 dB), LC = Loud continuous noise (3 tones at 90 dB), WI = Weak intermittent noise (3 tones at 71 dB), and LI = Loud intermittent (3 tones at 92 dB). (From ref. 28.)
Conrad (ref. 31) studied the effect of 93-dBA broadband noise on a serial decoding task. Four panel lights were located above a display window on which a 4-digit code appeared. The four lights corresponded to the four digit positions in the code. Thus, the light that was illuminated indicated a specific digit in the 4-digit code that was to be decoded. The subject responded by using the indicated digit to depress one of the four buttons located under the display window. A trial was given every second. Various physiological measures of muscle tension and vascular changes were taken and the subjects self-rated their sensitivity to noise. Although no effects on task performance were found, there was a significant relation between self-ratings of sensitivity to noise and the vasoconstrictive response. Becker et al. (ref. 32) also found that subjects who rated themselves especially sensitive to noise in real life were more psychologically but not more physiologically responsive to noise exposure in laboratory tests than those subjects who rated themselves less sensitive to noise in real life.

Frankenhaeuser and Lundberg (ref. 33) found that aperiodic noise from 65 to 85 dBA did not interfere with the performance of mental arithmetic, nor affect adrenaline excretion (fig. 9.2(a)). After the noise exposure, there appeared to be some relative increase in adrenaline excretion due to the noise compared to the quiet exposure condition, but heart rate showed a relative decline (fig. 9.2(b)).

In another investigation, Lundberg and Frankenhaeuser (ref. 34) asked subjects to choose the highest level of white noise between 70 and 108 dBA that they were willing to endure for 10 min. A second set of subjects was paired to the first set for a subsequent 10-min exposure to the noise level chosen by the first subject of each pair. Comparison of the adrenaline and cortical excretions for quiet control sessions with those for the noise-exposed sessions revealed that the subjects who had selected the noise level were less aroused by the noise than the paired subjects. Further, the self-ratings of discomfort were correlated with the physiological measures. Performance on an arithmetic performance test, however, was not affected by whether the subject had selected the noise level.

Hawel (ref. 35) tested 10 male college students for one 4-hour session per week for 10 weeks. Pulse rate, adrenal gland excretion (catecholamine), and psychological state (anxiety) were monitored. Except for two control sessions (5th and 10th week), the Kraepline-Pauli (simple computations) tests were administered. The noise was interrupted (5 sec on, 12 sec off) pink noise at a level of 90 dB. There were no effects of the noise on performance, but the noise increased pulse rate and catecholamine excretion and decreased subjective ratings of anxiety. In general, the noise increased general physiological arousal, relative to the control days (when the subjects were in quiet and took no tests), but the state reached did not constitute overarousal detrimental to task performance or to subjective anxiety.

Basow (ref. 36) measured anxiety level (muscle tension) and performance on various work and mathematical tasks. There was no average systematic relation between anxiety level, as measured, and task errors.
Mental and Psychomotor Task Performance in Noise

**Arithmetic**

<table>
<thead>
<tr>
<th>Task-noise</th>
<th>Task only</th>
</tr>
</thead>
<tbody>
<tr>
<td>800</td>
<td>800</td>
</tr>
<tr>
<td>400</td>
<td>400</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Number of items solved

**Subjective stress**

<table>
<thead>
<tr>
<th>Task-noise</th>
<th>Task only</th>
</tr>
</thead>
<tbody>
<tr>
<td>80</td>
<td>40</td>
</tr>
<tr>
<td>40</td>
<td>40</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Self-estimate (arbitrary unit)

**Adrenaline excretion**

<table>
<thead>
<tr>
<th>Task-noise</th>
<th>Task only</th>
</tr>
</thead>
<tbody>
<tr>
<td>8</td>
<td>4</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Adrenaline excretion (ng/min)

(a) Mean values for performance in arithmetic task, self-estimates of stress, and adrenaline excretion during 80-min noise and no-noise periods in two sessions.

**Subjective stress**

<table>
<thead>
<tr>
<th>After task-noise</th>
<th>After task only</th>
</tr>
</thead>
<tbody>
<tr>
<td>80</td>
<td>40</td>
</tr>
<tr>
<td>40</td>
<td>40</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Self-estimate (arbitrary unit)

**Adrenaline excretion**

<table>
<thead>
<tr>
<th>After task-noise</th>
<th>After task only</th>
</tr>
</thead>
<tbody>
<tr>
<td>8</td>
<td>4</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Adrenaline excretion (ng/min)

**Heart rate**

<table>
<thead>
<tr>
<th>After task-noise</th>
<th>After task only</th>
</tr>
</thead>
<tbody>
<tr>
<td>75</td>
<td>75</td>
</tr>
<tr>
<td>65</td>
<td>65</td>
</tr>
<tr>
<td>55</td>
<td>55</td>
</tr>
</tbody>
</table>

Heart rate (beats/min)

(b) Delayed effects of noise represented by mean values for self-estimated stress, adrenaline excretion, and heart rate, 80 to 90 min after noise and no-noise periods in two sessions.

**FIGURE 9.2.** Effect during and after noise and no-noise periods. One group of subjects (upper diagrams) had been exposed to noise in session I, and one group (lower diagrams) in session II. (From ref. 33.)
Cohen et al. (ref. 37) found that subjects taking a fast-paced, very complex test involving visual signal decoding and response made a greater number of errors in 100 dBA of synthesized office machine noise than in quiet. When in the noise, the subjects also revealed the following physiological conditions: "Profuse sweating (particularly in the palmar and armpit regions), muscle tension (back of the neck and shoulders), hand and finger cramps, blanching of the hand and fingers, and feelings of finger coolness or numbness" (p. 30, ref. 37). Cohen et al. concluded that the noise in this study when combined with the fast-paced task caused physiological overarousal that interfered with task performance.

However, in a study similar with respect to task and noise conditions, Kryter and Poza (ref. 38) found no reduction in task performance because of the noise (see lower panel, fig. 9.3). Further, no physiological reactions of the sort reported by Cohen et al. were observed in the subjects, nor were there any significant changes in heart rate or blood volume measured as a function of noise condition. However, the typical pulse volume response to broadband noise at an intensity of 100 dBA occurred (see fig. 9.3).

Because of their contrary findings, as well as the usual fact of physiological habituation to intense noise (to be discussed in chapter 10), Kryter and Poza suggested that the reason for the findings of Cohen et al. was possibly overarousal from intense motivation and false anxiety about the effects of the noise on performance and not because of any direct physiological overarousal by the noise per se.

Mosskov and Ettema (refs. 39 and 40) conducted a series of studies on the effects of noise on task performance and physiological arousal (to be discussed in chapter 10). In these studies young men were exposed to a variety of noises at levels from 40 to 100 dBA and durations from a few minutes to 3 hours. Mosskov and Ettema (ref. 40) conclude that the handling of visual information and mental capacity were impaired by the noise, so that the number of mistakes increased and the subjects needed more time to handle information. Their consistently negative results (adverse effects) seem at odds with some of the studies discussed above and with most of those to be discussed later. As discussed in chapter 10, the physiological overarousal effects of the noise found by these investigators (and concomitant with the adverse effects of the noise on mental and other task performance) are also inconsistent with the majority of other laboratory and field studies on physiological arousal from noise. The most obvious explanation is that for some reason the subjects in the Mosskov and Ettema tests did not show the habituation that normally occurs to such noises. Perhaps habituation did not occur because of the relatively short periods of exposure to different noise conditions.

Sleep and drug states

A number of studies have been done in which the general physiological state of arousal of the subjects was modified by the administration of various substances or by sleep deprivation prior to tests of psychomotor task performance in
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Figure 9.3. Averaged physiological and task performance results in alternate periods of quiet and noise. The numbers in parentheses in the last N and Q segments are the averages over all test segments for the respective N and Q conditions. (From ref. 38.)

Noise, the hypothesis being that there could be an interaction between the altered state and noise stimulation that could influence task performance.

Strasser (ref. 41) found that noise had no apparent effect on the learning of, or performance on, a visual tracking task but that it did increase heart rate. However, with a sedative medication, the noise had no appreciable effect on either performance or heart rate.
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Hartley et al. (ref. 42) exposed male college students for 53-min test periods to white noise at levels of 70 dBA and 95 dBA. Each subject was exposed to two test periods on each of 3 days. The various test conditions were counterbalanced and placebos used as a control for the administration of chlorpromazine (a sedative). No main effects of the drug or noise on a visual target detection (vigilance) task were found. The experimenters also asked the subjects to rate how certain they were of the correctness of their responses on the performance test. The subjects were somewhat more certain of their responses when in noise or when drugged, but these effects were counteracted when both conditions prevailed. All in all, the results indicated no undue arousal from 95-dBA white noise compared with 70-dBA noise, and possibly a slight countereffect to the depressive drug.

Hartley and Shirley (ref. 43) tested the hypothesis that the effects of noise and sleep loss on task performance would be counteractive. The task was the detection of slight changes in luminance of lights, and the noise was white noise at a level of 95 dB and, as control, 70 dB. Sleep conditions were 8 hours at night, 4 hours at night, or 4 hours in the afternoon. The subjects were tested for 1 hour three times per day. In addition to errors in detection, confidence ratings of responses were obtained from the subjects. The authors concluded that noise and sleep loss had mutually antagonistic effects (noise decreased performance after sleep, but increased it with sleep loss; noise made subjects more cautious in their responsiveness, and sleep made them less cautious). However, the variety of conditions and test schedules were complex, and overall there were no main effects of noise or sleep schedules on task (discrimination) performance. In any event, no general overarousal from the noise that would adversely affect task performance was evident.

Colquhoun and Edwards (ref. 44) found that white noise (100 dB) significantly decreased speed of responding to a five-choice serial response test and increased errors. Doses of alcohol caused no change in speed of responding but increased error rate when in quiet and decreased error rate when in noise. However, note that the noise effects data per se are suspect because as noted by Poulton (ref. 24) and discussed above, a click made by a response stylus contacting a metal plate could be heard in the control quiet (70-dB noise), but not in the 100-dB noise.

Simpson et al. (ref. 45) compared the performance on a tracking task (subjects held a stylus on a rotating visual target) in 50-dBA noise and in 80-dBA noise when the subjects had drunk a solution that may or may not have contained glucose. The results showed that the 80-dBA noise decreased time on target by 20 percent or so (statistically significant) and that the glucose reduced performance by about 10 percent for the 50-dBA exposure condition. These findings seem difficult to relate to arousal vs. counterarousal effects of noise or glucose (and indeed the investigators do not suggest that this is the case). Possibly because of the use of a tracking stylus, there may have been an audible feedback cue present in this study.
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Task Variables

The studies presented in the previous section were those in which a major effort was made to measure or control the physiological state of the subjects. The following material is organized, insofar as possible, in terms of (1) possible interactions between task complexity and its performance in quiet and during and after exposure to noise and (2) possible effects on task performance in noise of the subjects' psychological aversion to the noise.

Signal detection tasks

Numerous simple reaction time studies have been conducted which measure the time required for a subject to press a key or switch whenever a light or sound occurs. Intense noise in the task environment has been found to cause the reaction time to increase, decrease, or remain the same. A decrease in reaction time has generally been attributed to some arousal effect of the noise, and an increase to a physiological or psychological stress effect of the noise. However, these explanations of the effects of noise on reaction time are not very convincing because sometimes, even within the same experiment (same subjects and general procedures), a mixture of all three types of results are obtained.

An example of such varied and conflicting results is shown in figure 9.4 from Fransczczuk (ref. 46). Relative to reaction time in quiet tones, one-third-octave and wideband noise at center frequencies of 250 Hz and 1000 Hz either had no special effect or shortened reaction time. However, tones and bands of noise with a center frequency of 4000 Hz and white noise increased reaction time by about 0.02 sec. The tones and bands of noise were presented at levels ranging from 80 to 90 dB. There are at least three possible explanations for the variations in these results: (1) the shortened reaction times in the bands of noise at 1000 Hz are due to some beneficial arousal effect of the noises compared with quiet; (2) because higher frequency noise and tones are generally louder at a given sound pressure level than the lower frequency sounds, the subjects are more stressed by the higher frequency than by the lower frequency sounds; and (3) the increased reaction times in the white noise and 4000-Hz sounds are due to some artifact. With respect to the third possibility, the response key may have provided a high-frequency detent click or sound related to the amount of pressure placed on the key by the subject, which was masked by the white noise and the 4000-Hz sounds but not by the other noises. The procedure followed by most subjects in tests of this sort is to complete between signals as much of the switch activation response as possible (pushing the key as far as possible without the final activation) so that the response signal merely serves as a trigger to complete the response act. Possibly when in the masking noise, the subject refrained, for fear of making a false reaction, from starting to press the response key until the test signal occurred. The average 0.02-sec difference involved suggests that this might have been the case.
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<table>
<thead>
<tr>
<th>S</th>
<th>Silence</th>
</tr>
</thead>
<tbody>
<tr>
<td>WN</td>
<td>White noise</td>
</tr>
<tr>
<td>T</td>
<td>Tone</td>
</tr>
<tr>
<td>1/3</td>
<td>One-third-octave band</td>
</tr>
<tr>
<td>O</td>
<td>Octave band</td>
</tr>
<tr>
<td>250</td>
<td>Median frequency, Hz</td>
</tr>
<tr>
<td>1000</td>
<td></td>
</tr>
<tr>
<td>4000</td>
<td></td>
</tr>
</tbody>
</table>

![Diagram of reaction time to light and sound stimuli](image)

(a) Reaction time to light stimuli.

(b) Reaction time to sound stimuli.

FIGURE 9.4. Comparison of simple reaction time under different acoustical conditions and in silence. (From ref. 46.)

That such an artifact might have been present in Franszczuk's study is pure conjecture, but it is a condition found in the activation of some switches or keys used in some reaction time tests. Interestingly, and perhaps in support of this conjecture, Franszczuk reported that in other psychological tests and tests of choice-reaction times (where the subject must choose which of two keys to touch before responding (thereby obviating the possible partial switch activation artifact), no differences in reaction times were found between performance in noise and quiet.

Osada et al. (ref. 47) studied the influence of aircraft, train, and pink noise on both reaction time and time estimation. In the study of reaction time the noises were presented in bursts at levels from 50 to 80 dBA when the subjects were responding (by pushing different switches) to different colored signal lamps, one of which flashed every 5 sec. The noise somewhat reduced the time required for, and the variability of, the reactions. In the studies concerned with the estimation of
elapsed time, the subjects pushed a switch when they believed that 10 sec had elapsed after an electric signal light was turned on. No effect on time estimation was observed for the noises except for the “rattling train” noise for which the time estimate was shorter than that given in the quiet listening condition.

Ando (ref. 48) exposed children (boys 13 to 14 years old) in a classroom to recorded aircraft noise. The noise was of about 60-sec duration and repeated 30 times with 60-sec pauses between exposures. He found that when the peak level of the noise was around 75 dBA, time seemed to pass more quickly than during a no-noise session, but when the aircraft noise had peak levels of 90 dBA, the time seemed to pass slower. He also found that subjects who came from an aircraft-noise-impacted area tended to judge the test periods to be shorter than did subjects from quiet neighborhoods. The general conclusions from these studies might be that time filled with noise, at least at moderate levels, passes more quickly than it does in quiet and that this effect is stronger for people not accustomed to living in a noisy environment.

Warner (ref. 49) investigated the effect of intermittent white noise at 80, 90, and 100 dB on the time required to detect the presence of an odd (different) letter from a background of 16 homogeneous letters flashed on a viewing screen. This is obviously a more complex target detection task than the task in a simple signal reaction time test. However, as seen in figure 9.5, the noise had no apparent systematic overall effect on target detection time. Note in figure 9.5 that at 12 and 15 min of time at task, the control (quiet) condition resulted in the fastest detection times. This might be interpreted to mean that the sometimes beneficial (shorter...
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detection times) effects of noise at 6 and 9 min of time at task could not be sustained by the subjects for longer periods because of increased fatigue. It has been suggested that performance in quiet may have been better because of a learning effect, whereas performance in noise may have been better earlier in the session because of an initial arousal effect. These conjectures seem unjustified, however, in view of the general variability of the results and the fact that for the longest time at task, 15 min, the detection times for the quiet and the most intense noise, 100 dB, were almost identical.

In subsequent studies in which the number of letter targets was increased from 8 to 16 and to 32, Warner and Heimstra (refs. 50 and 51) found that the mean detection time was greatly increased in quiet and generally increased in continuous noise at levels of 80, 90, and 100 dB. However, the noise improved performance (reduced detection time) for the more difficult, 32-letter task, relative to that in quiet, but had no such improvement effect on the performance of the 8- or 16-letter tasks (see fig. 9.6).

FIGURE 9.6. Detection time as a function of noise intensity and task difficulty. (From ref. 51.)
Psychomotor tasks

So-called psychomotor target tracking tests require the subject to manipulate a control level or grip in coordination with the movements of a visual target or display of lights. As reviewed by Eschenbrenner (ref. 52), studies up to 1971 had shown no effect of high intensity intermittent noise on the ability of subjects to track a moving target on an oscilloscope screen. Some initial decremental effects of noise found in some studies ceased with continued tracking.

Eschenbrenner (ref. 52) found that continuous regular periodic and aperiodic noise all reduced performance time on a complex visual tracking task compared with the performance time of a separate control group of six subjects working in quiet. Also, the more intense the noise (levels of 50, 70, and 90 dB of white noise were used), the greater the decrement. Aperiodic noise had more adverse effects than regular periodic or continuous noise. However, as Eschenbrenner notes, a subject received only twenty 40-sec trials (a total of about 6.5 min) while exposed to any one noise condition, and perhaps habituation to the noise would occur with more exposure.

Kaltsounis (ref. 53), Davies et al. (ref. 54), and Hartley and Williams (ref. 55) compared the performance on various visual tasks (figure completion and target detection) when subjects were exposed to noise and to music at comparable levels (75 to 95 dBA), and, by Kaltsounis, to speech and to quiet. Generally, no significant differences were found in task performance for subjects exposed to noise, music, speech, or quiet, although Davies et al. found an increase in latency in detection on a difficult task in noise but not in music.

Kunitake et al. (ref. 56) assessed the effect of acclimation to aircraft noise upon performance of various visual and time judgment tests by students (average age of 17.8 years). Half of the subjects came from a residential area exposed to intense aircraft noise and half from a quiet neighborhood. The subjects were exposed in the laboratory for 1 3/4 hours to recorded aircraft noises (one every 2 minutes) at a peak level of 95 dBA and for 1 3/4 hours to quiet as a control. The investigators found the following: (1) the acclimated subjects, from the noisy residential area, performed as well in the noise as in quiet on the mental tests; (2) the nonacclimated subjects had greater output in noise than the acclimated, and (3) there were no significant differences between the two groups in terms of fatigue or overall performance.

In addition to previously mentioned physiological measurements during a serial decoding task, Conrad (ref. 31) obtained subjective ratings from his subjects regarding their sensitivity to noise. He found, as shown in table 9.1, that those subjects who rated themselves highly sensitive to noise made fewer errors on the task than did those subjects who rated themselves less sensitive to noise during all test conditions, noise and quiet. There were, however, no significant interactions between overall performances in quiet and in the different noise conditions. As shown more precisely in the table, the main effect of noise condi-
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TABLE 9.1
Mean Error Scores in Various Noise Conditions and Subjective Noise Annoyance Sensitivity

[From ref. 31]

<table>
<thead>
<tr>
<th>Subjective noise annoyance sensitivity</th>
<th>Noise condition</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Quiet</td>
</tr>
<tr>
<td>High</td>
<td>-7.44</td>
</tr>
<tr>
<td>Mean</td>
<td>-10.77</td>
</tr>
</tbody>
</table>

tion was not significant (F = 0.35) and the main effect of noise annoyance sensitivity was also nonsignificant (F = 1.53). No significant interaction effect was found.

Word and number search and memory tasks

In the period from 1970 to the present, an increasing number of research studies were concerned with the effects of noise on the performance of more intellectual tasks, e.g., tasks involving memory of words and numbers and multiple simultaneous tasks.

Harris and Filson (refs. 57 and 58) used a difficult search task wherein the subjects scanned pairs of numbers (e.g., 12-61, 41-47, and 56-45) printed on sheets of paper and wrote down those number pairs that were related in specified serial relations (e.g., their sums were an odd number). While taking this serial search task, one group of subjects was exposed to 105-dB broadband noise and a second group to quiet. Some of the subjects received 3-min rest breaks during 36-min test periods and other subjects did not receive rest breaks. The results with the rest group indicated an adverse effect of noise on the first 12 min but no effect on the last 24 min of the test period, a result somewhat contrary to the arousal theory of noise. On the other hand, the rest group performed worse in noise than in quiet and performed worse on the last 2 days of testing in the noise than on the first day; these results are consistent with the arousal theory and could also possibly be related to Poulton's theory of noise interfering with internal, repetitious verbalization of the numbers.

However, Harris (ref. 59) later reported no negative effects of bursts of predictable and unpredictable noise, modulated and unmodulated at certain interruption rates at levels from 85 to 106 dBA, upon arithmetic serial search (as described above) and proofreading. In these studies, Harris was concerned with both immediate and aftereffects of the noise. (As will be discussed later, some
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investigators have found an adverse effect on perseverance on unsolvable puzzles given after exposure to noise.) Harris' conclusions (which differ somewhat from his earlier position that noise can have an adverse effect on the performance of serial search tasks (ref. 57) are as follows (ref. 59, pp. 347-348):

The results of these series of experiments demonstrate that adverse effects of sound on human performance is not a foregone conclusion. An attempt to degrade performance deliberately in a short time period was unsuccessful. One should not be surprised by this because the literature contains many studies with similar results, and how many unreported studies there are that have failed to find adverse effects is anyone's guess. The effects of noise are so inextricably connected with the motivation of the subjects, the experimental task, and the experimental design, that it will still be a number of years before we begin to understand all of the variables involved.

As mentioned previously, Glass and Singer (ref. 29) found that physiological habituation occurred to their noise with bandwidth from 200 to 5000 Hz (a conglomerate of several people talking in Spanish and English, a mimeograph machine, a mechanical calculator, and a typewriter) at levels as high as 110 dB. This habituation occurred whether the time of occurrence of the noise was predictable or not and whether or not the subjects perceived it as being under their control. The predictable noise consisted of 9-sec bursts occurring regularly once every minute, the unpredictable noise consisted of 3- to 15-sec bursts occurring randomly in different quarters of 1-min periods (the total amount of noise received during 23-min test periods was the same for the predictable and unpredictable presentations). The subjects' attitudes of having or not having control of the noise were achieved by telling the "control" group that they could choose to terminate the noise at any time by pushing a switch on their chairs, but that the experimenter preferred that they not do so. In these investigations it was found that the noise, both predictable and unpredictable, did not significantly affect prooreading and numerical task performance during exposure to the noise. On the prooreading task given after the termination of the noises, the subjects who were exposed to intense unpredictable noise and felt that they had no control over the noise made more prooreading errors than did the other groups. However, Glass and Singer in other experiments and other experimenters, to be discussed later, did not find similar aftereffects of the noise on prooreading errors.

Wittersheim and Salame (ref. 60) studied the effect of 95-dB pink noise on the learning of a series of six digits displayed one at a time for 500 msec, separated by 140 msec. Overt and covert rehearsal was allowed. They found that the noise reduced memory task performance most when the noise was present during the times of acquisition ("information being taken in") and practice ("edited in storage") than in the reproduction stage of the task. Wittersheim and Salame note that earlier studies on memory tasks performed in noise are highly variable and inconclusive. Their findings that noise has a detrimental effect during the learning of number sequences could perhaps also be explained by Poulton's theory of noise interfering with internal speech rehearsal.
Osada et al. (ref. 47), in addition to the previously discussed reaction time and time estimation tests, studied the effect of aircraft and train noise (levels of 60 to 90 dB) on performance of a test in which the subjects counted dots flashed on a screen. The noise was found to markedly impair figure counting, a task also possibly involving internal speech.

Noise interference with internal speech or verbalizations of words involved in task performance may possibly have a role in performance on the Stroop color interference test. In this test, subjects must name or sort cards according to the hue of the ink used to spell the name of different colors (e.g., the word "red" might appear in blue ink). Hartley and Adams (ref. 61) found small adverse effects (1 to 3 percent) on task performance in broadband random noise at 100 dB compared with performance in 70-dB noise. Brief exposure to noise was beneficial to performance but long (30-min) exposure increased interference with task performance.

However, O'Malley and Gallas (ref. 62) found that broadband random noise at levels of 75 dB and 100 dB did not degrade performance on the Stroop test from that achieved in quiet, and that noise at 85 dB improved task performance. O'Malley and Gallas also found no effects of the noise on a "rod and frame" test (the subject must set a rod into a vertical position in a nonvertical framework) and a "pathway test" (the subject must trace connections between letters and numbers in some specified pattern).

Weinstein (ref. 63) found that a tape recording of radio news items at 68 dBA, designated as a noise condition, had mixed effects, compared with quiet, on a proofreading task. The noise impaired the detection of grammatical errors, but did not affect speed or detection of spelling errors. Initially in the noise, proofreading was more accurate than in quiet.

Three studies of the effects of broadband noise at a level of about 85 dB on various word and language tests, including the Stroop word-color naming test, were reported in 1980 at a congress on the effects of noise (Smith, ref. 64; Dornic, ref. 65; and Broadbent, ref. 66).

The results of the Smith study are given in table 9.2. In the first test week, slightly fewer (18.0 vs. 18.7) words were recalled in the noise than in quiet, but in the second week this was reversed (17.9 in the noise and 17.5 in the quiet). On a C score (showing "clustering", defined by the formula given in table 9.2), there was less clustering in the noise than in the quiet. The significance of this clustering measure to task behavior is not clear to the present author.

Dornic (ref. 65) studied the effects of combined white noise with real-life recorded noise on the recall of word lists given in the dominant and subdominant language for each subject. Various types of memory tasks for the two languages were administered. Representative findings in figure 9.7 show that compared with quiet, the noise has a negligible adverse effect on performance of the dominant language tasks and some adverse effect on the performance of the subdominant language tasks. Dornic concludes that the greater noise effects with the
TABLE 9.2
Results on Recall of Words on Stroop Test in Conditions of Quiet and Noise
[From ref. 64]

(a) Mean number of words recalled in quiet and noise for each session

<table>
<thead>
<tr>
<th></th>
<th>Week 1</th>
<th></th>
<th>Week 2</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Quiet</td>
<td>18.7</td>
<td>Noise</td>
<td>18.0</td>
<td></td>
</tr>
<tr>
<td>Noise</td>
<td>17.5</td>
<td></td>
<td>17.9</td>
<td></td>
</tr>
</tbody>
</table>

(b) Calculation of the Dalrymple-Alford C score

\[
C = \frac{R - \text{Min} R}{\text{Max} R - \text{Min} R}
\]

\[R = \text{Number recalled} - \text{Observed number of runs}\]
\[\text{Max} R = \text{Number recalled} - \text{Number of categories}\]
\[\text{Min} R = 0\]
\[= 2 \times (\text{Largest category recalled} - 1)\]
\[< 2 \times (\text{Largest category recalled} - 1)\]

(c) Mean arcsine transformed C scores in quiet and noise for both sessions

[High scores represent greater clustering]

<table>
<thead>
<tr>
<th></th>
<th>Week 1</th>
<th></th>
<th>Week 2</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Quiet</td>
<td>2.45</td>
<td>Noise</td>
<td>2.62</td>
<td></td>
</tr>
<tr>
<td>Noise</td>
<td>2.19</td>
<td></td>
<td>2.49</td>
<td></td>
</tr>
</tbody>
</table>

subdominant language are related to covert pronunciation difficulties, a conclusion consistent with Poulton's theory.

Broadbent (ref. 66) studied the time taken to read 100 color names printed in black (W), the time taken to name meaningless patches of colored ink (C), the time to name the ink color in which irrelevant color names were printed (CI), and the time to read color names printed in different irrelevant colors (WI). The performance was measured after, rather than during, exposure to noise. Broadbent's findings are given in table 9.3. The differences between the data after noise and after quiet seem small and variable. However, Broadbent found the C/W ratio after noise to be significantly lower statistically than the ratio after
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FIGURE 9.7. Performance (combined measure of accuracy and speed) on language tasks in dominant language (open columns) and subdominant language (hatched columns). (From ref. 65.)

TABLE 9.3
Mean of all Subjects Performance After Noise and After Quiet
[From ref. 66]

<table>
<thead>
<tr>
<th>Condition</th>
<th>C/W</th>
<th>C</th>
<th>W</th>
<th>CI</th>
<th>WI</th>
</tr>
</thead>
<tbody>
<tr>
<td>After noise</td>
<td>1.27</td>
<td>49.76</td>
<td>39.40</td>
<td>73.54</td>
<td>42.89</td>
</tr>
<tr>
<td>After quiet</td>
<td>1.31</td>
<td>50.34</td>
<td>38.85</td>
<td>74.11</td>
<td>42.21</td>
</tr>
</tbody>
</table>

Thus, after noise, people name colored inks relatively faster than they read printed color names. It seems very plausible that effects in the interference condition are secondary to this change; on most theories of the Stroop, interference will be maximal at a particular value of C/W. It may therefore increase or decrease as C/W decreases, depending which side of the maximum one is; or interference may be unchanged as in our results. Notice however the following points: (1) this effect on speech occurs after exposure and cannot be caused by something like masking; (2) the effect is on performance with only one task, not on the interference between two tasks—the effect cannot therefore be included under theories of allocation of attention between stimulus sources; and (3) the effect is not a suppression of speech in general, but of speech in response to one kind of stimulus rather than another—it does not fit any generalization that use of speech as such, is changed by noise.
Aftereffects on Insoluble Puzzles and Proofreading Tests

As discussed above, the effects of noise on proofreading tasks of various kinds appear to be negligible, or at least inconsistent, when measured during the presence of the noise. Glass and Singer (ref. 29) also measured possible aftereffects from the exposure to noise on insoluble puzzles and proofreading tests. The insoluble puzzle task, which except possibly for Broadbent’s rather tenuous results with certain color naming tests appears to be of unique importance to the detection of an aftereffect of noise exposure, is described by Glass and Singer as follows (pp. 48-49):

The postnoise task measuring frustration tolerance was adapted from one used by Feather (1961), and consisted of four line diagrams printed on 5 × 7-inch cards arranged in four piles in front of the subject. Each pile was about 1 inch high and contained only one kind of puzzle. Cards were face down, so a subject was unable to see the puzzle until he began work on that particular pile of cards. The task was to trace over all of the lines of a diagram without tracing any line twice and without lifting the pencil from the figure. He was informed that he could take as many trials at a given item as he wished. However, he was also told that there was a time limit on how long he could work on a given trial, and the experimenter would inform him when his time was up over a loudspeaker. It was emphasized that such notification did not mean he had to go on to the next pile. That was his decision. It simply meant that he must decide whether to take another card from the same pile or move on to the next item. If the subject wanted another trial, he discarded his unsuccessful card into a bin and took another copy of the same item. If he went on to the next pile, however, he could not go back to the previously unsolved item. The subject immediately went on to the next pile following a successful solution.

Two of the line diagrams were mathematically insoluble but sufficiently complex so that subjects were unable to see this. (Postexperimental interviews revealed that most subjects believed the insoluble puzzles were potentially soluble.) The puzzles were arranged in front of the subject so that the first pile always consisted of the same insoluble puzzle, the second the same soluble puzzle, the third the same insoluble puzzle, and the fourth the same soluble puzzle.

Glass and Singer found that perseverance in attempts to complete insoluble puzzles in a 10-min period or so after exposure to some of the noises was less than after quiet. This effect was the greatest when the time of occurrence of the noise bursts was unpredictable and the subjects believed the noises not to be under their control. Figure 9.8 shows that the loud noise (108 dB) had about the same aftereffect on number of attempts to solve insoluble puzzles as soft noise (56 dB) or no noise when the occurrence of the noise was predictable. When the noise occurrences were unpredictable, the subjects attempted fewer puzzles. Figure 9.8 shows that noise with no perceived control had an adverse aftereffect on perseverance compared with noise with the perceived control. Glass and Singer suggest that unpredictable noise conditions with no control levy a psychic cost that results in lower tolerance for frustration after the exposure. Glass and Singer called this condition a state of learned helplessness.
FIGURE 9.8. Average number of trials on the insoluble puzzles. (From ref. 30.)
Wohlwill et al. (ref. 67) found results consistent with Glass and Singer's findings, that performance on a dial-monitoring task was unaffected by the presence of noise, but that after exposure to noise, subjects showed less persistence on insoluble puzzles than did the no-noise group. On the other hand, Moran and Loeb (ref. 68), studying the performance of nonauditory and auditory tasks in quiet and in noise, were not able to find any aftereffects on perseverance on insoluble puzzles such as those found by Glass and Singer, even after noise that interfered with the auditory tasks. Moran and Loeb, in a second experiment that more closely replicated Glass and Singer's procedures, again found no aftereffects of the noise conditions on persistence on the insoluble puzzles. However, Moran and Loeb used recorded aircraft noises and not the conglomerate noise used by Glass and Singer.

Percival and Loeb (ref. 69) conducted two experiments aimed at replicating and extending the studies of Glass and Singer on the aftereffects of noise on performance. In one, subjects were exposed to 24 min of the conglomerate noise (95 dBA) used by Glass and Singer either of fixed schedule (predictable) or of random schedule (unpredictable), plus a control quiet condition (46-dBA background noise). During the test sessions the subjects worked on number comparison, addition, and letter checking tasks. After exposure, the subjects worked on the insoluble puzzles and proofreading tasks. Persistence on insoluble puzzles was least after the unpredictable noise and greatest after the control condition (see table 9.4). However, contrary to some of the results of Glass and Singer, there was no evidence in this study of an aftereffect on the proofreading test. Consistent with Glass and Singer, there were no adverse effects of the noises on tasks performed while the noise was present.

In a second experiment, Percival and Loeb (ref. 69) used essentially the same tasks and procedures as outlined above, but added some new noise conditions. They used 95-dBA intermittent white noise, recorded normal aircraft flyover noises, recorded combinations of the peaks of aircraft flyover noises, Glass and Singer's conglomerate noise, and a 46-dBA background noise (control condition). As in Percival and Loeb's first experiment, the noises had no effect compared with the control condition on any of the performance tasks either during or after noise exposure. In addition, only Glass and Singer's conglomerate noise (GS) and the peaks of aircraft noise (AC), both presented at a random (unpredictable) schedule, significantly affected the number of attempts made on the insoluble puzzles given after exposures (see table 9.5). Percival and Loeb suggest that the sudden abruptness of the peaks of aircraft noise possibly provided the acoustic characteristics that induced the aftereffect of fewer attempts being made on the insoluble puzzles (an average for both puzzles of about 11 attempts compared with about 19 for the control condition). Glass and Singer's conglomerate noise (GS) probably also contained some sudden, irregular peak levels, which by the same token could account for the average of only a few attempts, about 8, being made after that noise.
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**TABLE 9.4**

Mean and Standard Deviation (in parentheses) of the Number of Attempts on Insoluble Puzzles After 24 Min of Exposure to Glass and Singer's Conglomerate Noise

[From ref. 69]

<table>
<thead>
<tr>
<th>Noise condition</th>
<th>Sex</th>
<th>Insoluble puzzle 1</th>
<th>Insoluble puzzle 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random Schedule</td>
<td>Male</td>
<td>7.71 (6.02)</td>
<td>10.71 (5.91)</td>
</tr>
<tr>
<td></td>
<td>Female</td>
<td>7.57 (3.51)</td>
<td>11.14 (7.17)</td>
</tr>
<tr>
<td>Fixed Schedule</td>
<td>Male</td>
<td>13.00 (7.30)</td>
<td>14.00 (8.06)</td>
</tr>
<tr>
<td></td>
<td>Female</td>
<td>11.00 (4.80)</td>
<td>12.57 (6.13)</td>
</tr>
<tr>
<td>Control</td>
<td>Male</td>
<td>14.00 (7.19)</td>
<td>16.29 (4.72)</td>
</tr>
<tr>
<td></td>
<td>Female</td>
<td>15.86 (4.38)</td>
<td>20.00 (0.00)</td>
</tr>
</tbody>
</table>

**TABLE 9.5**

Mean and Standard Deviation (in parentheses) of Number of Attempts on the Insoluble Puzzles in Second Experiment

[From ref. 69]

<table>
<thead>
<tr>
<th>Insoluble puzzle</th>
<th>Noise conditions(^a)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>GS</td>
</tr>
<tr>
<td>1</td>
<td>8.25</td>
</tr>
<tr>
<td></td>
<td>(4.88)</td>
</tr>
<tr>
<td>2</td>
<td>7.60</td>
</tr>
<tr>
<td></td>
<td>(4.78)</td>
</tr>
</tbody>
</table>

\(^a\)GS = Glass and Singer's conglomerate noise  
WN = White noise  
AC = Peaks of aircraft noises  
NA = Normal aircraft flyover noises  
C = Control (46-dBA background noise)
Rotton et al. (ref. 70) reported that background noise plus meaningful speech (both at a level of 80 dB) presented with tasks requiring memory recall of words reduced an individual's ability to persevere on the insoluble puzzle test. The speech plus noise is somewhat like Glass and Singer's conglomerate noise.

The consistent findings of an apparent reduction in the number of attempts made to solve insoluble puzzles after exposure to some noises irregular in time and spectra attest to the existence of a special noise-task interaction. The possible meaning and significance of this effect, however, is a matter of conjecture.

Glass and Singer's interpretation that the effect represents a reduction of tolerance for frustration and is relatable to learned helplessness is not borne out by the subjective ratings given by the subjects of the irritating, distracting, and unpleasant qualities of the noise. Glass and Singer (p. 54, ref. 29) found that these subjective ratings were more strongly correlated with the intensity of a noise than with its predictability or unpredictability.

Percival and Loeb also found no relation between subjective ratings, including ability to cope with the noise, and the aftereffects of the noise. Similar negative findings were cited earlier with respect to subjective ratings of irritation from noise and performance on signal detection, tracking, and other such tasks. That a person's trying fewer times to solve an insoluble puzzle before going on to work on another puzzle, represents a degradation in performance due to a "psychic cost" is debatable. On the face of it, stopping work on an insoluble puzzle seems to be sensible instead of being a reduction in tolerance for frustration as proposed by Glass and Singer.

For some unexplained reason, the insoluble puzzle test was administered only after exposure to noise, whereas the other performance tasks were given both during and after the noise exposures. Conceivably fewer insoluble puzzles might be attempted during and after exposure to the unpredictable and irregular noise than during and after exposure to quiet or to the other noises tested. But even if this was found, why only this particular type of noise and puzzle task should interact in this way would remain in open question.

In addition to the psychological theories developed by Glass and Singer, a possible explanation could be that judgments of elapsed time are affected (seems shortened) by this type of noise but not by the other noises. Recall that the subjects were instructed to complete as many puzzles as possible during a 10-min period. Also recall that Osada et al. (ref. 47) found that during exposure to a "rattling train" noise, but not to other more regular noises, subjects judged the time elapsing after a signal to be somewhat shorter than it was. Could it be that irregular intense noise makes time seem short and that this effect, not a more complex psychological aspect of frustration tolerance, learned helplessness, or psychic cost, is responsible or involved in the aftereffect data in question? But why this effect, if indeed it occurs, should persist for 10-min or so (the estimated period in which the insoluble puzzle test was taken) after exposure to this particular type of noise is another mystery.
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Information Overload

Nearly all the mental and psychomotor tasks that have been employed in laboratory studies of the effects of noise on task performance have required the subject to work at a fast pace. Further, the tasks demanded concentrated attention and repeated mental and psychomotor activities. In brief, the subjects were heavily loaded with a work task on the usually tacit assumption that the noise would constitute an additional physiological and/or perceptual load that would somehow interfere with task performance. In addition to increasing the information workload on the subjects, experimenters have taken performance data from subjects on two simultaneous tasks in noise on the theory that the noise might interfere with the ability to concentrate attention on one or the other of the two tasks.

Hockey and Hamilton (ref. 71) and Davies and Jones (ref. 72) required subjects to remember words that were projected in rapid sequence on one of four corners of a screen when in quiet (55-dBA noise) and when in 95-dBA noise. They found that relative to quiet the noise increased the recall of words in their order of appearance (73.75 percent correct in quiet and 80 percent in noise, see table 9.6). The subjects were asked after the word-recall test to try to remember at which corner of the screen the recalled words had been projected. This was designated as an irrelevant task. As seen in table 9.6, after the noise the subjects correctly recalled fewer of the locations of the words than after quiet (33.33 percent vs. 60.12 percent). The experimenters concluded that their data support the theory that noise forces the attention of the subjects towards high priority tasks and away from low priority tasks or irrelevant information. The improvement in performance on the main tasks could also be attributed to a beneficial arousal effect of the noise over the quiet control condition.

<table>
<thead>
<tr>
<th>Control (55 dBA)</th>
<th>Noise (95 dBA)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Relevant task, Percentage of words recalled in correct order</td>
<td>73.75 (73.12)</td>
</tr>
<tr>
<td>Irrelevant task, Percentage of locations recalled</td>
<td>60.12 (48.50)</td>
</tr>
</tbody>
</table>

TABLE 9.6

Mean Percentage Recall of Relevant and Irrelevant Items (20 subjects in each case)

[Hockey and Hamilton's (ref. 71) results are shown in parentheses for comparison purposes; for their control condition there were 36 subjects and for their noise condition there were 32 subjects. Data from ref. 72.]
A study by O’Malley and Poplawsky (ref. 73) supports the concept that noise causes a subject to focus attention on a primary task. The subjects’ task was to anticipate words projected on the center of a screen rather than words which were projected onto the periphery of the screen. Fewer peripherally located words (unmentioned to the subjects) were given in free recall after task performance in noise than in quiet.

Loeb et al. (refs. 74 and 75) made a direct study of possible interactions of noise (recorded continuous industrial noise at 105 dBA and impact noise at 136 dB) and quiet (white noise at 75 dBA) with performance on two simultaneous tasks. One task consisted of tracking a moving target in the middle of the visual field and the second task consisted of responding to the onset of lights appearing at the periphery of the visual field. By means of instructions, different groups of subjects were made to give different biases (priorities) and degrees of attention to the two different tasks. The results indicated that regardless of priority instructions, the noise conditions impaired, to a small extent, tracking performance but not peripheral light monitoring, a result seemingly contrary to the results cited above from the studies of O’Malley and Poplawsky (ref. 73), Hockey and Hamilton (ref. 71), and Davies and Jones (ref. 72). Poulton suggested that the decrement in the tracking task in noise in the Loeb and Jones study was due to the noise masking feedback cues that were audible in the relative quiet. Loeb and Jones listened for such cues and concluded that this was not a factor, however. In any event the lack of an interaction between noise and performance of two tasks of differing priorities, and presumably given different degrees of attention, was not found in the studies of Loeb et al. (refs. 74 and 75).

Finkelman et al. (refs. 76 to 80) conducted studies in which, in addition to a no-noise condition, the subjects were presented via earphones with bursts of white noise separated by periods of silence. Predictable noise usually consisted of 9-sec bursts of white noise separated by 3-sec periods of silence; and unpredictable noise consisted of bursts of white noise of random duration (1 to 9 sec) interrupted with random durations (1 to 3 sec) of silence. The subjects performed a primary visual tracking task and also a subsidiary task in which the subjects said out loud a digit previously announced (remembered) over the earphone upon the aural presentation of another randomly selected digit. A digit was presented to the subject every 2 sec. Compared with the quiet condition, neither the regularly nor the randomly presented noise, at levels of 80 dB, was found to have any significant effect on the performance of the tracking task in the Finkelman and Glass study (ref. 76). However, on the subsidiary auditory task, the unpredictable noise had a more degrading effect than did the predictable noise; the mean number of incorrectly repeated digits, out of 60 digits, was 0.6 in the quiet, 4.0 in the predictable noise, and 8.0 in the unpredictable noise. Similar findings were reported by Finkelman et al. (ref. 79) in experiments in which the noise was increased to 93 dBA. These investigators interpreted the results to mean that the information handling capacity of the subjects was exceeded when in addition to
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performing a primary task in noise (especially in unpredictable noise), they must also perform a subsidiary task.

Another possible interpretation of these findings as well as those reported by Finkelman et al. (ref. 80) is that the noise masked the digits read to the subjects less in the predictable noise (refs. 76 and 77) than in the unpredictable noise, possibly because the regular 3-sec periods of silence in the predictable noise allowed at least one of the digits coming at 2-sec intervals to occur in silence. The probability of the digits occurring in silence would be less in the unpredictable noise where the periods of silence varied from 1 to 3 sec. These investigators believed the speech to be perfectly audible in the presence of the noise, but errors in speech understanding due to slight masking effects can occur without the listener being necessarily aware of the presence of masking. The high levels of noise, 80 to 93 dBA, would suggest that components of the speech signals (probably presented at about a comparable level) were masked but seemed intelligible because of the small message set (digits only).

That this was perhaps the case is shown by the Zeitlin and Finkelman (ref. 78) study in which as a subsidiary task, the subjects called out digits, from 0 to 9, in random order at a self-paced rate (the subjects were not presented with any aural signals). Task performance was evaluated by determining the randomness of the digits announced by the subjects. There were no interactions between the noise and performance on this non-auditory subsidiary task.

Similar auditory masking, as well as other artifacts, may have also been involved in a study by Bell (ref. 81). In this study a psychomotor pursuit rotor task (performed with the dominant hand) was considered the primary task and a subsidiary, concomitant task (performed by the nondominant hand) consisted of the subject’s tapping a telegraph key once if a two digit number was numerically lower than an immediately previous number and twice if it was higher. The numbers were heard by the subjects via earphones at a speech level of about 95 dBA (personal communication from Bell). White noise at 95 dBA of randomly determined duration (1 to 9 sec) and intervals of quiet (55 dBA background noise of 1- to 9-sec duration) and three temperature conditions were present during the performance of the tasks. The results are shown in table 9.7. Performance on the audible number task was degraded by the 95-dBA noise compared with the 55-dBA background noise, but performance on the pursuit tracking was not significantly affected by the 95-dBA noise. The temperature effects followed a similar and additive pattern. Bell ascribes the findings to an information overload that forces greater attention on the primary task. However, the audible signals involved in the subsidiary task, as well as feedback clicks from the telegraph key used in that task, might have been masked by the noise. The effects of temperature differences are indeed interesting, but their relation to the information overload theory is, as Bell notes, a matter of further research.

Grether (ref. 82) and Grether et al. (ref. 83) conducted studies in which broadband random noise at a level of 105 dB, heat of 120° F, and vibration of 5 Hz
TABLE 9.7

Mean (\( \bar{X} \)) and Standard Deviations (\( \sigma \)) for Primary and Subsidiary Task Performance for Three Levels of Temperature and Two Levels of Noise

[From ref. 81]

(a) Primary pursuit rotor task — time on target (seconds)

<table>
<thead>
<tr>
<th>Noise level</th>
<th>Temperature</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>22°C</td>
<td>29°C</td>
<td>35°C</td>
</tr>
<tr>
<td>55 dB(A)</td>
<td>( \bar{X} = 398.21 )</td>
<td>( \bar{X} = 392.03 )</td>
<td>( \bar{X} = 389.48 )</td>
</tr>
<tr>
<td></td>
<td>( \sigma = 151.63 )</td>
<td>( \sigma = 172.30 )</td>
<td>( \sigma = 176.16 )</td>
</tr>
<tr>
<td>95 dB(A)</td>
<td>( \bar{X} = 383.78 )</td>
<td>( \bar{X} = 357.12 )</td>
<td>( \bar{X} = 341.40 )</td>
</tr>
<tr>
<td></td>
<td>( \sigma = 165.16 )</td>
<td>( \sigma = 214.10 )</td>
<td>( \sigma = 179.34 )</td>
</tr>
</tbody>
</table>

(b) Subsidiary number task — number of errors

<table>
<thead>
<tr>
<th>Noise level</th>
<th>Temperature</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>22°C</td>
<td>29°C</td>
<td>35°C</td>
</tr>
<tr>
<td>55 dB(A)</td>
<td>( \bar{X} = 27.38 )</td>
<td>( \bar{X} = 44.54 )</td>
<td>( \bar{X} = 52.96 )</td>
</tr>
<tr>
<td></td>
<td>( \sigma = 18.39 )</td>
<td>( \sigma = 42.49 )</td>
<td>( \sigma = 64.19 )</td>
</tr>
<tr>
<td>95 dB(A)</td>
<td>( \bar{X} = 53.21 )</td>
<td>( \bar{X} = 55.38 )</td>
<td>( \bar{X} = 78.13 )</td>
</tr>
<tr>
<td></td>
<td>( \sigma = 24.03 )</td>
<td>( \sigma = 28.97 )</td>
<td>( \sigma = 48.83 )</td>
</tr>
</tbody>
</table>

and 0.30g peak acceleration were imposed singly and in combinations on human subjects. Control, no-stress conditions were also studied. Tasks performed under these conditions included two-dimensional compensatory tracking, choice reaction time, a voice communication test of logical alternatives, mental arithmetic, visual acuity, and subjective ratings of stress conditions.

The subjects rated the subjective severity, but not the intrusiveness, of stress as the number of stressors was increased. However, there were no additive adverse stress interactions with respect to performance of the various tasks. Indeed, on the tracking task, performance was slightly improved by the addition of noise to the heat and vibration stresses. This was perhaps due to the aforerotted ability of noise to mask distracting sounds in the environment and thereby improve concentration on, and performance of, the tracking task.

Perhaps the feebleness of the theories that sound or noise has inherent adverse effects on nonauditory task performance is illustrated by the results of a recent study by Gawron (ref. 84). Five hypotheses were tested. (Tasks included classifying into three categories, immediate and delayed canceling of visually dis-
played digit pairs, and joy stick tracking of a moving target.) The following is a summarization concerning four hypotheses in that study.

1. The theory that psychological set is a major determinant of the effect of noise on the performance was not supported by the data.

2. Contrary to hypothesis that greater decrements as a result of noise would occur in dual-task rather than in single-task performances, performance at the single-task level and the lowest noise intensity was comparable to dual-task performance at the highest noise intensity. Also, although there was a significant dual-task decrement, there were no significant differences among performance levels at the three noise intensities.

3. The third hypothesis is based on the theory that noise is a distractor to which subjects habituate over time. Thus, performance decrements in the presence of noise would be expected to occur early in the session and to decrease over time. In this test the opposite effect was found.

4. Arousal theory states that performance in the presence of noise should be a function of intensity and that overarousal should reduce performance. For tracking, and perhaps for percentage-correct scores on delayed digit canceling, there was a linear facilitation of performance associated with increasing noise intensity. The lack of support for this theory may be attributed to the restricted range of noise intensities (55- to 85-dBA white noise), and performance decrements may occur at intensities beyond those investigated.

Gawron concludes that further data must be collected to overcome "dearth of experimental data" and to determine what types of performance are susceptible to noise, what kinds of noise must be controlled, and how such effects depend on the age, physical condition, and personality of the subjects. However, a more realistic conclusion could be that the dearth of data showing adverse effects of noise on nonauditory task performance is due to the plethora of data, including Gawron's, showing that such adverse effects do not occur because of the noise per se.

**Industrial Field Studies**

There are many practical reasons that prohibit, or at least make difficult, the conduct of research investigations on the possible effects of noise in the workplace upon work output and efficiency. Nevertheless, over the years some studies have been published on this question. The following discussion is taken from the author's earlier reviews of these studies (refs. 1 and 2); the author is aware of no new studies published since 1970 in this area of research.
Office and factory noise

Kornhauser (ref. 85) attempted to determine whether typists working in a relatively quiet office do more work and feel less fatigue than those working in a noisy office. In this and some of the experiments described subsequently, “noise” is described only qualitatively, making comparison of results among experiments difficult. Record was kept of two typists who spent the first 2 days working in a quiet office and then 2 days in the noisy office, and two other typists who worked in the reverse order of noise and quiet. The results showed that wasted lineage was 23 percent greater in the quiet room than in the noisy room and also that 1.5 percent more lines were written under noisy conditions. Rating scales revealed that the typists felt that they were working harder in the quiet than in the noise. The differences between the two conditions cannot be accepted as necessarily significant, because of the small number of subjects. But the most important criticism against this study, and the one that can be leveled at nearly all the studies conducted on this problem under working conditions, is that there could have been many differences between the two work offices other than noise level, such as lighting or ventilation, that might account for the results.

There are some reports that purport to show a deleterious effect from noise. It is claimed (refs. 86 to 89) that “moving the assembly department of a regulator company from adjoining a noisy boiler shop to a quiet room resulted in lowering rejections at inspection from 75% to a low figure of 7%.” The conclusion drawn was that the reduction in noise level caused the increased efficiency. Changes in lighting, temperature, and facilities were again ignored as possible contributing factors. In spite of the numerous articles published on these results, there are no references to the original study other than the statement that it was done by a “Dr. Sachsenberg” in Germany (ref. 87).

In Great Britain, Weston and Adams (refs. 90 and 91) studied the effect of noise on the work performance of weavers. The looms in weaving sheds generally create noise at a level of about 96 dB. Weston and Adams did three experiments: (1) they had 10 weavers wear earplugs, which reduced the intensity of the noise at the eardrum by 10 to 15 dB, on alternate weeks and recorded their output over a 26-week period; (2) they equated two groups of weavers, 10 in each group, with regard to past efficiency, and then one group wore earplugs while working for a 6-month period while the second group served as a control, working without earplugs; and (3) they repeated the second experiment, using some different subjects, but extended this experiment over a period of 1 year. The results of all three experiments were roughly the same, about a 12 percent average increase in efficiency for those who wore earplugs with respect to those who did not. The gain amounted to a 1 percent increase in the amount of material produced. The results of the first experiment were considered suspect by Weston and Adams, however, because of a difference in humidity between the weeks worked with earplugs and the weeks when earplugs were not worn. Figure 9.9 shows the results of the third
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FIGURE 9.9. Weekly variation of output of weavers during 1-year experiment. The experimental group wore earplugs. (From ref. 90.)

experiment. Towards the end of the year the experimental and the control groups were coming closer together with regard to work output. This suggests that an initial difference in motivation between the two groups might have helped make the experimental group superior and the control group inferior. But as the experiment wore on, it might be surmised, the added motivation or interest from being a subject began to wane, bringing the control and experimental groups closer together with regard to the work output. Indeed, the subjective reports of some of the subjects indicate an approval of experiments and attempts to help the worker. Such attitudes alone are known to result in significant changes in work output, in the presence of noise (ref. 92). Another critical point has been made by Berrien (ref. 93), who noted that the equality of the control and the experimental groups in the first and second experiments was never demonstrated.

A major American field study was conducted by the Aetna Life Insurance Company in its own offices (ref. 94). Apparently the study has never been published in its entirety, although sample results have appeared in several places. Semimonthly bonus records (reflecting work productivity) for typists, clerical checkers, punch-card and comptometer operators were compared for a year before, and a year after, sound absorbing material was installed in all offices. As a
Mental and Psychomotor Task Performance in Noise

result of the quieting, calculating machine operators' errors were reduced 52 percent, typists' errors were reduced 29 percent, health improved 37.5 percent, and employee turnover was reduced 47 percent, a truly remarkable achievement for absorbent wall board. The sound level was reported at about 41 dB prior to the sound treatment and 35 dB after.

In view of other studies, these claims are fantastic when credited, as they are, to "adjustment of the noise factor alone." Because of a paucity of relevant facts, to criticize the study is difficult, but one obvious factor undoubtedly contributing to the differences between the variables recorded was the lapse of time. Two years elapsed in which the workers may have improved their efficiency through learning, the ill and nonadept may have changed jobs, etc. One control check was made a year later which should, by itself, provide ample data for negating the conclusion concerning the effects of noise. For this check the sound-absorbing walls were covered with gypsum board, thereby raising the sound level by 6 dB. The bonus efficiency dropped to some extent (not as low as the first year), but within 2 months was as high as the level of the quiet year.

Felton and Spencer (ref. 95) comment that ego involvement in a high-status occupation offsets concern about noise (94 to 119 dB). Ganguli and Rao (ref. 96) believe, but present no data, that productivity in most workers is not affected by noise of 100 dB or lower. However, De Almeida (ref. 97) found absenteeism from the work room dropped when noise level was reduced.

Broadbent and Little (ref. 98) reported that the reduction in the noise level from 99 to 89 dB in a factory work space (bay) resulted in fewer numbers of broken rolls of film and equipment shutdowns than were experienced by the same workers when they worked in an untreated bay (the workers moved from one bay to another during the workday). The work performance improved in both the sound-treated and nontreated bays after some of the bays were treated, apparently due to generally improved morale. (See table 9.8.) Broadbent and Little propose that these findings support the findings from the serial search laboratory tests discussed earlier that showed an apparent decline in test performance in noise. However, there may have been an auditory component (as was later found to be the case in some of the laboratory studies) to the work (threading film on spools) that aided the workers threading the film in detecting films slipping from sprockets or malfunctions in the machinery. If this was the case, the reduction of the noise should have lead to improved work performance.

Kourigin and Mikheyen (ref. 99) found that increasing the level of noise (given via loudspeakers) in the room used by postal letter sorters decreased the number of letters correctly sorted (see fig. 9.10). The decrease in performance was systematic with increase in noise level. These results cannot be taken to mean necessarily that the noise per se caused the decrease in performance because of some basic physiological or psychological distractive effect; they could be due to personnel viewing the noise as aversive because it bothered their hearing and/or represented a degradation in the concern of management with their comfort and
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TABLE 9.8
Comparison of Performance in Acoustically Treated and Untreated Work Bays Before and After Treatment Was Carried Out

[The treatment was applied to the “treated bays” at end of 1957; therefore, the 1956–1957 data for those bays are prior to treatment; the “untreated bays” remained unchanged from 1956–1958; the workers moved from one bay to the other during normal work procedures. From ref. 98.]

<table>
<thead>
<tr>
<th></th>
<th>Treated bays</th>
<th>Untreated bays</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1956/7</td>
<td>1957/8</td>
</tr>
<tr>
<td>Broken rolls</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(attributed to operator)</td>
<td>75</td>
<td>5</td>
</tr>
<tr>
<td>Other shutdowns</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(attributed to operator)</td>
<td>158</td>
<td>31</td>
</tr>
<tr>
<td>Calls for maintenance</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(excluding first 6-week period in each year)</td>
<td>746</td>
<td>597</td>
</tr>
<tr>
<td>Point hour</td>
<td>84.5</td>
<td>89.6</td>
</tr>
<tr>
<td>Absenteeism</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(time as % of possible hours worked)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Labor turnover</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(mean per 6 weeks)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

FIGURE 9.10. Effect of change in noise level on working efficiency of postal sorters. (From ref. 99.)
well-being. Also, the measured effects quite possibly could have disappeared with continued exposure or been due to some masking of sounds helpful to the sorting tasks.

Music

As mentioned earlier, a sound or noise may on occasion mask other sounds or noises that can disturb or distract a worker and thereby reduce productivity. For some purposes, in generally quiet surroundings, a low-level broadband random noise may be introduced to increase a sense of privacy with some possible beneficial effects. Music has also been used in work situations not so much perhaps to mask other sounds as to provide some pleasant stimuli to persons doing nonauditory work. The presumptions have been that work output will be increased because of improved morale or that people are kept more aroused and alert than they otherwise would be in monotonous jobs. Figure 9.11 shows some data obtained in one study (ref. 100) on this matter. There appears to be some, but no consistent, relation between the presence of music and work output. The clearly cyclic characteristics of the work output makes firm interpretation of the data difficult.

The purpose of this document is not to review research on the effects of music on work performance. However, note that the beneficial effects of music in industry have been difficult to quantify for some of the same reasons that any detrimental effects of noise on work output are hard to show:

1. In many cases the effects are transitory and related to temporary changes in worker morale.
2. There are no beneficial effects, or perhaps there are adverse effects.
3. There are beneficial effects that are relatively small compared with other task and motivational factors in the situation.

FIGURE 9.11 Output in a light manual task (rolling paper novelties) under various conditions of music presentation. (From ref. 100.)
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Summary

The fundamental theories behind most research on the effects of noise on the performance of nonauditory mental and psychomotor tasks are that noise (1) can cause general physiological arousal; (2) is psychologically aversive because of its loudness; and/or (3) engages neural mechanisms involved in nonauditory mental functions (cognition, attention, time judgment, etc.). Various investigators have focused these three basic theories into particularized expressions for describing certain experimental results. Examples related to each of the above theories are as follows: (1) as the intensity of noise is increased, arousal occurs and improves task performance up to a point, but beyond that level of intensity, overarousal sufficient to degrade task performance occurs; (2) psychological aversion, inherent to the noise, causes anxiety, learned helplessness, or psychic cost that degrades task performance and/or has adverse aftereffects; and (3) noise causes perceptual blinks, narrowed attention, or information overload that can degrade task performance.

However, it is concluded here, as it was in previous reviews by the author published in 1950 (ref. 1) and 1970 (ref. 2), that noise can have a positive effect, no effect, or a negative effect on performance of nonauditory mental and psychomotor tasks. Further, almost without exception, statistically significant adverse effects found in one experiment have not been found in repeat experiments by the same or by other experimenters. These findings are consistent with (and perhaps are the same as) those to be discussed in chapter 10. Namely, there are no significant inherent adverse nonauditory physiological or psychological responses to sound or noise. Experimental errors, direct and internal masking by noise of task-related auditory signals, and conscious and unconscious construed concerns of the subjects regarding experimental procedures and conditions are variables possibly responsible for the occasionally observed adverse effects of noise on the performance of nonauditory mental and psychomotor tasks.

Some of the factors and distinctions made for theoretical and research purposes between sound and noise may seem academic. Seldom in the real world is mental or psychomotor work strictly nonauditory, and the masking by noise of any audible aspects of a work task (including perhaps inner speech) can be inimical to the performance of that task. Further, the sounds or noises from sources in real life can have emotion-arousing meanings that create psychological and physiological stresses that can have adverse effects on work performance.
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Introduction

It is generally believed that continued exposure to noise in real life can be a source of physiological stress possibly capable of causing health disorders beyond that of direct damage to the auditory receptor system (refs. 1 and 2). Some theorists hold that some of these effects occur because of innate, reflexive responses to noise that cannot be prevented or, when suppressed, that require some effort that may itself become somewhat debilitating in time. An alternative theory is that the truly nonhabituating reflexive responses to noise are not sufficient in character to cause any ill health, and that those responses to noise that are or could be significant in this regard are not directly the result of exposure to noise but are responses to the emotional meanings conveyed by the sounds.

Obviously, the degree to which noise can lead to harm to nonauditory physiological systems of the body are questions of utmost importance for the assessment of the need for noise control. However, research on these questions is complicated and somewhat controversial, as seen in the discussions to follow.
Functions of Nonauditory Systems

Figure 10.1 (ref. 1) illustrates some direct and indirect connections between the human auditory system and the neural-muscular-glandular systems in the body. Special attention is invited to the autonomic (sympathetic nervous and glandular) system. The primary function of the autonomic system is to control and coordinate the life-support functions and organs of the body—the digestion
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of food, the cardiovascular blood supply system, the respiration of air, the control of body temperature, etc. These functions are carried out automatically and unconsciously. An extensive, recent review of the effects of sound on the non-auditory systems in man and animals is given by Borg (ref. 3).

The auditory system has some direct neural connections with the sympathetic nervous system at levels below the brain proper. It is believed that via these connections sounds can cause autonomic-system responses that occur without any conscious "thought" processes as to the meaning or effects of the sounds or noise, and thereby serve as a warning system about the presence of things in the environment. In this regard it can be noted that sounds, unlike light, bend around and, to some extent, go through objects, are omnidirectional, and are generated and transmitted as well at night as in the daytime. In brief, sound (or noise) is generally a more effective warning signal about things, especially moving things, in the environment than is light.

It is considered to be advantageous to have the autonomic system activate the body in ways that best enable it to fight or flee rather than to merely continue to vegetate. However, the primary components of possible direct autonomic-system response to sound (sometimes called the startle response) appear to cease to function, or are suppressed, with repetitions of the sound or noise when it is no longer an unexpected stimulus. As an aid to the interpretation of some experimental data presented, a brief outline of the general physiological responses to sound and major theories that have evolved around these responses are briefly discussed below.

The startle-alerting-arousal response

Since the early 1940's, numerous laboratory measurements have been made of nonauditory-system responses to sudden, intense sounds or noises, both unexpected and repeated or expected. Davis et al. (ref. 4) called the resulting complex of responses to these sounds the N-response, herein called the "startle-alerting-arousal" response (alerting response for short). The magnitude of this response generally depends jointly on the suddenness of the onset, the intensity of the noise, and the state of quiescence of the organism. The following physiological responses appeared to be involved:

1. A circulatory response dominated by vasoconstriction of the peripheral blood vessels with other adjustments of blood pressure throughout the body
2. A reduced rate of breathing
3. Galvanic skin response (GSR), a change in the electrical resistance of the skin
4. A brief change in skeletal-muscle tension
To this list can be added, among others, the changes that occur in gastrointestinal motility (refs. 5 and 6) and chemical changes or excretions in the blood and urine from glandular stimulation (refs. 7 to 10).

These various responses are interrelated. As a result, some measure of heart rate, blood circulation (usually blood volume or pulse in the skin of a finger), skeletal-muscle response (such as from the muscles of the forearm), and GSR have been commonly used because they can be readily sensed and recorded by available electronic transducers without greatly inconveniencing the subject. However, the presence of one of these responses does not necessarily mean that any of these other responses have occurred. Further, the lack of response may not mean that an alerting reaction should not have occurred, the reason being that the nonauditory system at the time of the noise stimulation may be somewhat exhausted, overactive, or under the domination of other stimulations. These factors can sometimes make the collection and interpretation of data in this area difficult. (See Surwillo and Arenberg (ref. 11).)

Figures 10.2 to 10.5 (from refs. 4, 12, 13, 14, and 15) show the rather rapid habituation of responsiveness to meaningless sounds or noises that are presented

![Graphs showing mean muscle action-potential response and adaptation of response to 1000-Hz tone.](image-url)
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FIGURE 10.3. Mean skin resistance response (SRR), peripheral pulse volume (PV) response, and peripheral blood volume (BV) response to stimulus repetition. (From ref. 12.)

suddenly and unexpectedly to the subjects. It is clear that, although initial responsiveness increases with increases in stimulus intensity, habituation always becomes nearly complete. That this reduction in response with stimulus repetition is not the result of a fatiguing of the mechanism is shown in figure 10.5. It is shown in figure 10.6 that following 15 repetitions (trials) of an 80-dB 200-Hz tone or of a bright light the autonomic responses were much less for the 16th trial when the stimulus was changed from the tone to the light (for half the subjects) or from the light to the tone (for the other subjects). That this habituation should be recognized as some neural “decision” process and not a “fatiguing” of the organism was also shown by Rossi et al. (ref. 16), who found that the adaptation of vasoconstriction in subjects exposed to a background noise did not reduce vasoconstriction to superimposed 2000 Hz tones at levels of 80 to 105 dB.

These responses of the autonomic system may not represent any undue stress or health-threatening phenomena, partly because these responses tend to show such rapid adaptation or habituation and partly because the magnitude of the physiological changes that are associated with these responses are rather small in comparison to the range of physiological conditions or states observed in the hu-
FIGURE 10.4. Galvanic skin response to repetition of 2-sec, 1000-Hz tones of 40, 70, or 100 dB. (From ref. 13.)

FIGURE 10.5. Heart rate (HR) response to white noise and 1000-Hz tone of 5 sec duration on five trial blocks (TB) of two trials each. (From ref. 15.)
Effects of Noise

![Diagram showing mean skin resistance response (SRR), peripheral pulse volume (PV) response, and peripheral blood volume (BV) response to repeated trials and to change trials. (From ref. 12.)](image)

man organism during homeostatic operations of the autonomic system normal to daily living. For example, the greatest heart rate change shown in figure 10.5 is about 11 beats per minute, and this change is for only 1 or 2 beats; the peripheral blood volume changes last only 10 to 20 seconds. Changes much greater than these occur from mild exercise, fright, sudden changes in air temperature, laughter, and so forth.

**Reflex theory**

Some researchers have proposed that nonauditory-system response to noise can be explained in terms of mechanistic, neural-learning models (ref. 17); that is, innate reflexive responses become conditioned into patterns of behavior which depend on reinforcement of some sort. Some of the research on these concepts has been rather recently reviewed by Graham (ref. 14), Jackson (ref. 18), and Ginsberg and Furedy (ref. 12). This reinforcement, or lack thereof, will cause the responses to be modified, habituated, or inhibited in a way that best adapts the organism to its environment.

Sokolov (ref. 17) postulated that two reflexive types of responses to meaningless sounds are built into humans. One Sokolov calls the orienting response (OR), wherein the autonomic system responds to any sound stimulus in order to alert and make ready the organism for the purposes of receiving and responding as appropriate to this stimulus. This OR is postulated to get stronger as the noise stimuli become weaker, because the organism would require more effort to react to weaker than to more readily observed stimuli.

The second reflex response of the autonomic system to noise postulated by Sokolov is a defensive response (DR) that prepares the organism for fight or flight. This DR becomes stronger as the strength of the noise is increased. These OR's and DR's supposedly occur to meaningless sounds, but as the meaning be-
comes established through repetition of the noises (e.g., the noise does not warrant either an orienting or a defensive response), the response becomes inhibited or habituated.

**Nonreflex cognition theory**

An alternative concept is that the auditory system functions solely to bring information represented by the sound waves to the brain. As such, stimulation of the auditory system *per se* by any sounds, including noise, could not be a direct cause of physiological stress in nonauditory systems of the body. According to this view, any association of noise with significant physiological stress responses is because the noise conveys emotion-arousing information to the person or because of emotional reactions arising from the interference effects of the noise with the perception of wanted auditory signals and sleep or rest activities. The significant part of alerting response and defense response to unexpected noises or sounds results from a learned, psychological aspect of the stimulus, that is, “unexpectedness” means potential danger. The dramatic autonomic-system DR-type response is therefore not an innate reflex.

Intuitively, it would seem that the organism would be biologically more successful if, rather than actively inhibiting nonauditory-system OR and DR response to sounds or noises, it responded in these terms only when appropriate, for example, when the change in the sound or noise environment was interpreted through higher brain center memory functions as a stimulus to which some nonauditory-system response was appropriate. Otherwise, in view of the almost constant presence of sounds in the living environment, nonauditory-system organs would be almost constantly in a state of either stress or active inhibition.

In brief, the nonreflex theory holds that what makes sounds into noises is the cognition, consciously or unconsciously, of the potential or actual interference effects of some sounds with the hearing of wanted sounds or with rest and sleep or that the meaning conveyed in the sound is of emotional significance. Accordingly, nonauditory-system responses of a stressful nature come about only after the acts of cognition and are not concomitant with auditory stimulation.

At the same time, it is biologically reasonable that a stimulus (sound) of sufficient intensity to be possibly dangerous to a receptor organ (ear) could elicit a system-wide reflexive response in an organism. Such responses could include some constriction of the peripheral blood vessels, eye blinking, interaural muscle contraction, and so forth. These responses are presumably designed to protect the integrity of the receptor and do not represent significant physiological stress in nonauditory systems of the body. It is possible that this “protective” response and the previously discussed nonauditory-system emotional stress responses could occur together under some circumstances. However, the “protective” reflex response, at least with respect to sound or noise, is not usually consciously perceived and does not, by itself, cause the listener concern about the state of the receptor or-
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gan. Research data relevant to these presumptions and factors are presented later.

To summarize, the nonreflex theory holds that there are the following three categories of nonauditory-system responses to sounds or noises:

1. Nonauditory-system stress response based on the cognition of the meanings of the sound or noise or on the interference effects of the noise with sleep, rest, and auditory communications. The degree of response is controlled by the attitudes and knowledge of the individual and by the activities being engaged in by the individual when the sound or noise occurs. Sufficient repetitions of these stress responses could have adverse effects on psychological and physiological health.

2. A startle-alerting-arousal response, possibly stressful, to sudden changes in intensity of the acoustic environment (i.e., unexpected sounds). Unexpectedness is postulated to be a learned psychological attribute of a stimulus. Habituation occurs as the sounds are repeated, so no significant stress from the noise should develop.

3. A brief response of parts of the nonauditory system (e.g., constriction of peripheral blood vessels) occurring with exposure to sounds or noises that are of a spectrum and intensity that constitute some damage risk to or overload of the middle ear or cochlea. These responses may be associated with activation of the aural reflex and presumably do not constitute a condition of stress in nonauditory systems.

The findings of a number of studies on these matters and discussion of some of the inconsistencies among them are presented first, followed by a discussion of studies of health effects of noise in real life. In the discussions to follow, "positive" response or effects refer to measurable responses or effects from exposure to noise and "negative" response or effects refer to no measurable responses or effects from exposure to noise.

Laboratory Studies of People

Positive glandular-cardiovascular response data

Glass and Singer (ref. 19) found that physiological adaptation (GSR and vasoconstriction) invariably occurred in their laboratory studies regardless of the intensity or the unpredictability (in time) of the noise presented to their subjects. However, they found about 4 percent of college students screened for some of their experiments seemed unable to adapt physiologically to any experimental procedures.

Probably more important than the questions of physiological stress responses to impulsive or to unpredictable noises is the question of such stress responses to
more continuous or regularly repeated noises in the workplace or living environment. Perhaps other physiological stress responses become manifest during exposures of longer durations.

Table 10.1 (data from Mosskov and Ettema (ref. 20)) shows that either recorded aircraft or street traffic noise caused some statistically significant changes during a 3-hour exposure following a 30-minute rest period. Adding a mental, two-choice task caused an even greater number of statistically significant changes. Further, there is almost no consistent trend in the changes from the first through the third hour of exposure. The authors hold that “these results strongly suggest that long-term exposure to noise is a risk factor for cardiovascular disease in daily living and working conditions.” However, one should be cautious in accepting that conclusion. In the first place, the changes noted over the time period could conceivably have occurred with or without the noise being present. Although the authors mention that control data were obtained, these data are not presented to check that possibility. Also, the addition of mental tasks has about the same relation to the rest-period conditions as do the noise data. Again, control data (mental task in the quiet) is required before the significance of these data can be properly assessed.

In addition, only the averages for three 4- to 10-minute segments of a total of some eighteen 10-minute segments of time were examined. Sometimes in experiments of this kind and duration, such segmentation and infrequent sampling can provide an inadequate picture of the true changes taking place in the physiological responses being examined. Di Cantogno et al. (ref. 21) also compared various autonomic-system responses of normal persons and persons with heart disorders to recorded road traffic noise for 1 to 10 minutes. The results were variable and difficult to interpret for some of the reasons cited above.

Osada et al. (ref. 22) conducted an interesting experiment in which subjects were exposed continuously for 2 or 6 hours to recordings of road traffic noise at levels of 40, 50, and 60 dBA. The noise was presented via earphones from a small cassette tape player worn by the subjects. The subjects moved around the laboratory, went out to lunch, and so forth, while wearing the cassette player and earphones. For most of the noise conditions, blood and urinary samples revealed a significant increase (relative to control data) in blood cells and hormones, especially the corticosteroids, which would indicate autonomic-system stress reactions. Osada et al. concluded that autonomic-system stress activity is caused by noise levels above about 50 dBA. However, it is suggested that these effects are perhaps related to stress caused by the noise masking the hearing of speech and other wanted environmental sounds useful to the subjects in moving about and not from some direct autonomic system arousal by the noise.

A number of experimenters (e.g., Grandjean (ref. 23), Jansen (refs. 24 and 25), Ohkubo et al. (ref. 26), Osada et al. (ref. 22), and Kryter and Poza (ref. 27)) have demonstrated that a constriction of peripheral blood vessels occurs from exposures to rather intense, broadband intermittent or impulsive bursts of noise.
TABLE 10.1
Cardiovascular Responses to Noise
[12 subjects; data from ref. 20]

<table>
<thead>
<tr>
<th>Cardiovascular function</th>
<th>Mean values at condition of—</th>
<th>Significance of—</th>
<th>Noise with mental load&lt;sup&gt;a&lt;/sup&gt; affecting—</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Rest</td>
<td>40th–50th min of exposure</td>
<td>100th–110th min of exposure</td>
</tr>
<tr>
<td>Heart rate</td>
<td>71</td>
<td>69</td>
<td>64</td>
</tr>
<tr>
<td>Systolic pressure</td>
<td>117</td>
<td>115</td>
<td>114</td>
</tr>
<tr>
<td>Diastolic pressure</td>
<td>67</td>
<td>71</td>
<td>72</td>
</tr>
<tr>
<td>Pulse pressure</td>
<td>50</td>
<td>44</td>
<td>42</td>
</tr>
<tr>
<td>Sinus arrhythmia</td>
<td>101</td>
<td>102</td>
<td>111</td>
</tr>
<tr>
<td>Respiratory rate</td>
<td>14</td>
<td>15</td>
<td>16</td>
</tr>
<tr>
<td>Heart rate/respiratory rate</td>
<td>5.0</td>
<td>4.6</td>
<td>3.8</td>
</tr>
</tbody>
</table>

Aircraft noise<sup>b</sup>

Traffic noise<sup>c</sup>

---

<sup>a</sup>Presented at 55th–60th min of exposure.

<sup>b</sup>Twenty flyover noises per hour, with peak levels of 89–100 dBA.

<sup>c</sup>\( L_{eq} = 83.5 \text{ dBA.} \)
This vasoconstriction has been explicitly stated by Jansen (ref. 28) as being related to general activations of the autonomic systems that can have deleterious effects on health. However, as discussed later, it appears that constriction of some peripheral blood vessels may occur in response to noises that are not related to the general activation of the autonomic system, or at least not to activation that is stressful to bodily health.

The presumption that this vasoconstriction can be a significant cause of non-auditory-system stress is encouraged by the types of data obtained by Jansen and shown in figure 10.7. Here we see that with each burst of white noise at a level of 95 dB some momentary vasoconstriction (reduction in the amplitude of finger pulse) occurs. Similar results were found by Kryter and Poza (ref. 27) with respect to pulse amplitude and blood volume, but other measures capable of showing activation of the autonomic system showed complete habituation to the noise. (See fig. 10.8.) Similar patterns of vasoconstrictive responses to noise were found by Jansen (ref. 25) and Froehlich (ref. 29). Accordingly, although there may be little or no habituation of the peripheral vasoconstrictive response to intense, broadband intermittent noises, that response may not always be related to general activation of the autonomic system.

It is shown in figure 10.7 that after 30 minutes in the test room the non-noise control subjects (lowest panel) had as much reduced peripheral blood flow as did the test subjects. Accordingly, it can be questioned whether the subjects had been

FIGURE 10.7. Autonomic-system reactions during a series of noise exposures. (Data from ref. 25.)
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<table>
<thead>
<tr>
<th>TIME</th>
<th>REST</th>
<th>WORK</th>
<th>REST</th>
<th>WORK</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>2</td>
<td>6</td>
<td>8</td>
<td>50</td>
</tr>
<tr>
<td>120</td>
<td>92dB</td>
<td>6.7</td>
<td>8.3</td>
<td>-5.3</td>
</tr>
<tr>
<td>100</td>
<td>24.5</td>
<td>8.8</td>
<td>-5.3</td>
<td>2.4</td>
</tr>
<tr>
<td>80</td>
<td>-13.4</td>
<td>-5.3</td>
<td>-3.7</td>
<td>-3.7</td>
</tr>
</tbody>
</table>

**FIGURE 10.8.** Pulse amplitude, blood volume, heart rate, and skin temperature changes as a function of noise. High frequency noise, 1/3-octave band with center frequency of 3150 Hz; wideband noise, “pink” random noise sloping 3 dB per octave. (From ref. 27.)

"stressed" by the noise. If we assume that the response could be indicative of a state of stress, it follows that sitting in the test room for 30 minutes with or without the noise was equally stressful.

Jansen (ref. 25) maintains this noise-induced stress response lasts as long as the noise above a certain level of intensity is present. However, as shown in figure 10.9, some of these data indicate that following an initial constrictive response, the peripheral blood circulation takes a state apparently appropriate for either the work or the rest phase of activity. Other data on this point, however, are ambiguous. (See fig. 10.8.)

It is perhaps surprising that there is apparently a complete lack of autonomic-system response to the narrow band of random noise with a center frequency of 3150 Hz (fig. 10.8). At a level of 92 dB this noise sounds very loud and obnoxious to the average listener, more so than the wideband noise at 92 dB. Jansen also reported that the narrow band of noise at 3200 Hz at levels around 92 dB has little effect on pulse amplitude during work, whereas a broadband noise of the same intensity and increased low-frequency energy causes a decrease in pulse ampli-
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**FIGURE 10.9.** Effects of combinations of work, rest, and noise on blood circulation. Reduced percentage indicates vasoconstriction of the peripheral blood vessels. (From ref. 24.)
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tude during work. The thought that this differential response may somehow be related to a reaction of the auditory system to intense noise without necessarily involving the autonomic system in any general way is reinforced by the fact that noises which most readily elicit aural reflex (lower rather than higher frequencies) also most readily cause the peripheral vasoconstrictive response.

Meager or negative glandular response data

Finkle and Poppen (ref. 30) exposed 10 men to 120 dB of jet engine noise for 1 hour per day for 10 days, followed by 5 days of 2-hour exposures. The men wore earmuffs that probably reduced the effective level of noise reaching their ears by 25 dB or so. The men showed complete habituation to the noise following initial responses to the exposures in all the physiological measures (cardiovascular output, basal metabolism, ECG, EEG, urinary functions, kidney functions, and blood tests) taken from them.

Slob et al. (ref. 31) conducted a study in which periodically obtained urine samples were analyzed for the presence of corticosteroids, adrenaline, and noradrenaline (glandular secretions associated with activation of the autonomic system). This article also provides a good review of some European studies on this subject. During the hours of 0900 to 1700 urine samples were taken every 4 hours on 2 successive days from 2 groups of 10 male adults. During the second day one group was exposed to a 1/3-octave-band noise centered at 4000 Hz at a level of 80 dBC from 1300 to 1500. Comparison of the morning and afternoon excretions between the 2 days showed that the control group experienced the following: (1) a significant drop in adrenaline excretion on the second day compared with the drop between morning and afternoon on the first day; (2) a slightly greater drop in noradrenaline between afternoon and morning on the second day compared with the difference found on the first day; and (3) a similar difference on both days for the corticosteroids. The experimental group showed similar differences between morning and afternoon excretions of all three hormones on both days. The noise seemingly had no effect.

Slob et al. conclude, however, that the noise perhaps had some effect because there was no decrease in adrenaline during the afternoon of the second day for the experimental group, whereas there was a decrease in adrenaline on the second day for the control group. Slob et al. suggest that these meager or negative results could be because their noise was presented at a level of only 80 dBC. However, Slob et al. seem skeptical and quote Hawel and Starlinger (ref. 32) to the effect that merely taking part in tests produces stress that negates the effects of the agent (in this case, noise) for which the tests are conducted. In such cases the agent may produce no effect at all on the subject.

Brandenberger et al. (ref. 33) measured cortisol concentrations in eight human subjects every 10 minutes from 0800 to 1500. In these experiments, 1 day was a control day and on 1 or 2 other days the human subjects were exposed
to a broadband pink noise at levels from 96 to 105 dBA and to 1/3-octave-band noises centered at 4000 Hz (84 dBC) and at 8000 Hz (89 dBC). Some of their findings are shown in figures 10.10 and 10.11. Brandenberger et al. conclude that noise is not associated with hyperactivity of the pituitary-adrenocortical part of the autonomic system in man. These findings are also consistent with plasma cortisol and EEG data obtained by Favino et al. (ref. 34) from human subjects exposed to a band of noise (700 to 1000 Hz) at a level of 90 dB. Fruhstorfer and Hensel (ref. 35) exposed 13 young adults to 16-sec bursts of white noise for 1 hour daily for 10 to 21 days and measured their heart rate, respiration, cutaneous blood flow, and EEG during exposure. They concluded that certain physiological responses adapt to loud noise but that the time needed for this adaptation is somewhat different for different responses.

FIGURE 10.10. Mean and standard deviation of plasma cortisol concentration in five subjects during control days (top) and during days with exposure to 96-dBA pink noise (N) of 120 min duration (bottom). (From ref. 33.)
FIGURE 10.11. Plasma cortisol levels during days with exposure to 1/3-octave-band pink noise centered at 4000 Hz or 8000 Hz (continuous line) compared with control day pattern (dotted line). Arrows locate meal intakes. (From ref. 33.)

Negative cardiovascular response data

Diastolic and systolic blood pressure, heart (pulse) rate, and peripheral vascular pulse pressure can all be modified by actions of the autonomic system and have been monitored in man and lower animals to show physiological reactions to "stressful" stimuli. Davis and Van Liere (ref. 36) found habituation in human subjects to repeated loud noises, and Pearsons and Kryter (ref. 37) found similar adaptation of a startle response (heart rate) to simulated sonic booms. Illustrative of the pervasive principle of habituation of organisms to sound is the finding of Bartoshuk (ref. 38) that the acceleration of the heart rate in unborn babies to bursts of acoustic clicks (85-dB level) is adapted out by the end of 40 trials. Also, Ando and Hattori (refs. 39 and 40) report that babies of mothers from neighborhoods subjected to aircraft noise were much less aroused from sleep by aircraft noise than were babies of mothers who lived in quiet neighborhoods during pregnancy.
Cartwright and Thompson (ref. 41) conducted a study in which it was found that 1-hour exposures to white noise at 91 dBA caused no statistically significant changes in any of the cardiovascular responses from the control data obtained when the noise was not present. Some of their findings are shown in figure 10.12. As in the Brandenberger et al. study, the need to take frequent samples of data (every 2 minutes by Cartwright and Thompson) is of obvious importance because of the response variabilities unrelated to the noise stimulation.

As was noted earlier, Glass and Singer (ref. 19) found that the peripheral vasoconstriction responses (pulse amplitude) became completely habituated when subjects were exposed to noise at levels of 108 dBA. Also, as shown in figure 10.8, Kryter and Poza (ref. 27) reported that high-frequency, narrowband noise had no effect on heart rate, peripheral pulse pressure or amplitude (vasoconstriction), or peripheral blood volume. However, a broadband noise of the same intensity (92 dB) consistently caused a vasoconstrictive response.

Laboratory studies of Andrén et al. (ref. 42) and Andrén (ref. 43) support, in general, the hypothesis that the constriction of peripheral blood vessels that occurs because of broadband noise at levels above 80 dBA or so may be due to a non-stressful reflex response, perhaps associated with the aural reflex or ear protective reaction, rather than being a part of a general, nonspecific stress reaction. Andrén (ref. 43) found that 20-minute exposures of adult males to broadband noise at levels of 95 or 100 dBA caused a significant change in diastolic blood pressure but no changes in systolic blood pressure or heart rate. The increase in diastolic blood pressure was attributed to an increase in constriction of the peripheral blood vessels. No significant changes in cardiovascular behavior were observed from noise at a level of 85 dBA. The subjects rested comfortably on a bed in a recumbent position during the tests.

Important to the above-cited hypothesis is the fact that the noise at all levels caused no significant changes in the blood plasma levels of so-called “stress” hormones (adrenaline, noradrenaline, cortisol, prolactin, and growth hormone) in normotensive subjects. In subjects with mild hypertension there was a significant increase only of noradrenaline during noise stimulation. Accordingly, it appears that the broadband noise capable of causing a constriction of the peripheral blood vessels did not cause cardiovascular or autonomic-glandular system responses associated with psychological-physiological stress (ref. 8).

Bättig et al. (ref. 44) obtained electromyograms, electrocardiograms, and skin conductance and respiration measures from 33 adults in their homes. At times the subjects performed various written tests and at other times engaged in conversation, rest, and so forth. Bättig et al. found that there was no correlation between noise-exposure level and complaint behavior and the various physiological measures, including the electrocardiograms. However, the physiological measures were related to the activities being engaged in. This study is also interesting in that it was conducted in the homes of the subjects rather than under strict laboratory conditions.
FIGURE 10.12. Change in various physiological activities for controls (quiet) and for test subjects exposed to 91 dBA broadband noise. (From ref. 41.)
Laboratory Studies of Monkeys

Positive and negative cardiovascular response data

A somewhat similar variety of conflicting research results as those found with humans have been obtained with monkeys as subjects. Peterson et al. (refs. 45 to 47) have conducted several experiments with monkeys in which cannulas implanted in the thoracic aorta permitted the continuous monitoring (15 sec of each minute) of heart rate and of systolic and diastolic blood pressure. The animals were restrained in chairs within the experimental environment for 24 hours a day for 6 to 9 months prior to the experiments proper and for an additional 30 experimental days for one study and 270 experimental days (9 months) for another study. Although some control animals were used, the analyses by Peterson et al. (refs. 45 and 46) to show noise effects were done primarily by comparing the mean of the physiological measures for the experimental animals for a few days before they received any noise to the same measures during and after the periods they received noise.

Figure 10.13 shows some of the data from one of the early experiments of Peterson et al. (ref. 45). Peterson et al. note that prior to the start of the noise (a recording of street and aircraft noises at $L_{eq} = 78$ dBA), which started at 0600, the animals showed heart rate and systolic blood pressure increases in anticipation of the noise. Indeed, the levels reached for these two responses prior to the noise were about as great as present at any time during the time the noise was on. The decline in these two physiological activities while the noise is still on shows apparent anticipation of the end of the noise. Accordingly, it would seem logical to conclude that it is the psychological cognitive aspects of the experimental situation and not the noise per se that is eliciting the responses shown in figure 10.13.

Somewhat similar deductions can be made from other data published by Peterson et al. (refs. 46 and 47). For example, figure 10.14 shows that the experimental animals exhibit a sharp increase in blood pressure on the first day or so of exposure to noise and that the increase stays with the animals for the duration of the experiment and beyond. Figure 10.14, which tracks 9-day averages for control and experimental animals, shows the immediate and the lasting effect of the addition of the noise regime to the environment.

That this elevation of blood pressure may be related to conceptions of anxiety the monkeys have about the experimental procedures and situations that go beyond any direct stress from the noise per se is suggested by the upper graphs in figure 10.15. The difference between the lower and the upper graphs in figure 10.15 is that the three curves (A — preexposure days; B — first 12 days of exposure; and C — last 18 days of exposure) in the upper graphs have been normalized with respect to the blood pressure levels for the hours of 12 to 5 a.m., before the noise was turned on, whereas the lower graphs represent the raw data. It is shown in figure 10.15 that the daily pattern of blood pressure changes appeared
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FIGURE 10.13. Hourly effects of noise with diurnal influences removed. "Anticipation?" lines added here. (Data from ref. 45.)

to be more related to the time of day than the condition of noise (i.e., the daily preexposure pattern was about the same as the daily exposure patterns). Even if there are some specific noise relations they are minor in magnitude compared with the overall lack of effect of the introduction of noise.

Peterson (ref. 47) contends that humans exposed to moderately intense noise can experience sustained elevations in blood pressure without also sustaining hearing losses. (Their animals showed no depression in auditory thresholds measured in the brain stem following the noise exposures.) However, the data indicate that psychological factors (factors probably not relevant to noise-exposure conditions and ways of thinking typical for humans) had more impact than the noise on the nonauditory systems of the monkeys. Further, other experiments with both animals and humans make it clear that noise is not necessarily a cause of increased blood pressure or related nonauditory-system stress responses, and that psychological factors make it somewhat risky to extrapolate positive stress effects found in animals to humans.

In support of this interpretation of the data of Peterson et al. is the study of Kraft Schreyer and Angelakos (ref. 48) in which monkeys were exposed in the
laboratory to a 400-Hz sound at a level of 100 dB for 4 months. These investigators found no systematic effects on blood pressure in the monkeys from exposure to the intense sound.

Negative glandular response data

An experiment by Hanson et al. (ref. 49) would seem to show the predominant role played by psychological aspects of the experimental situation in determining the reaction of an animal to noise. Hanson et al. studied the effects on plasma cortisol levels of four 13-minute daily exposure periods to 100 dB of noise for 28 days. Each 13-minute period was separated by 2 minutes of quiet. Twelve monkeys were divided into groups and subjected to the following conditions: (1) no noise and no control over noise; (2) control over noises (at the end of each 13-minute session the animal was presented a lever which, when pushed, turned off the noise); (3) no control over noise (no lever was presented at the end of each 13-minute session); and (4) loss of control (animals who had completed the control-of-noise sessions were given the lever, but pressing the lever now did not turn off the noise). The results showed that blood plasma cortisol levels of animals with control over noise did not differ from animals exposed to no noise at all, and that blood plasma cortisol levels were significantly elevated in animals with no control over noise and in animals experiencing a loss of control over noise. This finding is somewhat reminiscent of the aforementioned habituation findings of Glass and Singer (ref. 19) with humans.
FIGURE 10.15. Diurnal rhythm of cardiovascular responses and noise-exposure sequence. $L_{eq24} = 85$ dBA; 1—night noise; 2—morning household noise; 3 and 5—work noise; 4—cafeteria noise; 6—transportation noise; 7—evening household noise. (From ref. 46.) See text for data normalization procedure.
Laboratory Studies of Mice and Rats

Audiogenic seizures

A large body of literature is available on the effects of sound and noise on mice and rats. The number of studies done has no doubt been influenced by the ready availability of these animals for laboratory research and by the fact that they exhibit marked responsiveness to some intense sounds or noises. However, conjectures and extrapolations about the effects of noise stress in man from these mice and rat studies have been controversial. (See Falk (ref. 50) and Kryter (ref. 51).) The usefulness of the data from these mice and rat studies is limited for the following reasons:

1. The emotional state of fear engendered in the animals by the hostile experimental conditions must be extremely significant, perhaps more so than any possible acoustical stimulation per se. For example, a not atypical condition for research with these animals was used by Buckley and Smookler (ref. 52) to create stress. Rats were placed in a cage on a shaker in a room 4 ft by 4 ft by 6 ft, with loudspeakers in the ceiling and the walls that produced noises such as airblasts, bells, and buzzers at a level of about 100 dB. Spotlights in each corner of the room gave 140 footcandles of light in the cage. Periods of light and darkness were alternated every 1/2 sec. The cage was oscillated at a rate of 140 per minute. There is no question that these conditions should cause stress in the animals, but the interrelationships of psychological and physical stimulation factors can hardly be fathomed.

2. These animals can display stress reactions to some sounds and noises that are peculiar to their species and that are probably pathological within the species. These reactions cover a wide range, from those not detectable from casual observation to convulsive and hebephrenic behavior. These behaviors, sometimes leading to death, are called audiogenic seizures.

The mechanisms involved in audiogenic seizures remain something of a mystery and are beyond the scope of this document to discuss. Certain facts, however, are clear. For one thing, the seizure response depends on several conditions beyond that of an immediate sound or noise stimulation. Examples of some conditions are the following:

1. When certain strains of rats or mice are exposed to intense auditory stimulation at the age of about 15 to 25 days, most will be susceptible to audiogenic seizures to intense noises later in life. This is called priming and the sounds used could conceivably cause damage to the cochlear and vestibular systems (refs. 53 to 55).

2. Animals suffering from middle ear infection (otitis media), which a large number of laboratory animals can have without obvious symptoms, are more
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prone to audiogenic seizures than are noninfected animals (refs. 56 and 57). The complexity of audiogenic seizures and interactions among psychological factors, priming, and otitus media is shown by a study done by Niaussat (ref. 58). It was found that in mice genetically nonsusceptible to audiogenic seizures which were primed with exposure to intense noise when 17 days old, 9 percent became seizure prone when raised in colonies and only 3.8 percent became seizure prone when raised in individual, sound-insulated cages. For mice with otitus media, however, 79 percent were seizure prone.

3. The way the animals are handled and the acoustic and other conditions of their living quarters affect their seizure rate (ref. 59).

Whatever the facts might be, the basis, control, and role of audiogenic seizures in rats and mice is very uncertain from present research information. Seldom in studies of audiogenic seizures or of stress from noise in rats or mice are the animals examined for the presence or history of otitus media or for possible damage to the auditory and vestibular receptor systems from exposures to the intense sounds or noises to which the animals have been subjected.

Some investigators hold positive views of the value of experiments with rats and mice exposed to noise. For example, Busnel et al. (ref. 60) found that mice dropped in a vat of water to swim for their lives with weights attached to their tails had seizures and submerged more quickly when exposed to tones from 50 to 10,000 Hz at levels ranging from 60 to 115 dB. Busnel et al. suggest that the use of these animals avoids the "adaptive" processes that mask the noxious effects of noise in studies with humans. However, it is not clear that their findings are not possibly due to pathological audiogenic seizures rather than normal stress responses to noise, and that in normal mice and rats "adaptive" processes would not, like in humans, be a factor in controlling their behavior to sounds.

A number of studies (refs. 52, 53, and 61 to 71) showing the deleterious effects of audiogenic seizures from exposure to noise on the cardiovascular, reproductive, endocrine, and neurological functions in rats and mice were presented at a symposium on the physiological effects of noise. The concept that these and similar data from rats and mice were indicative of possible deleterious effects of environmental noise upon people was summarized for the symposium by Leake (ref. 72) as follows:

While we have become conditioned in part to increasing noise in our environment, we still do not realize the extent to which noise can activate subcortical neuronal systems in our brain. Whether continuous or intermittent, noise will modify the pacing by the brain of our cardiovascular, endocrine, metabolic and reproductive functions. While it is true that the cortex may be inhibitory upon lower portions of the brain stem, this is only mildly modulated, and may be related to the extent of conditioning to which we have been subject. Even though we may have learned both behaviourly and physiologically to ignore noise and thus to reduce the intensity of its emotional response, some of the neurological stimulus may spill into the autonomic nervous system, producing cardiovascular-renal disturbance, together with endocrine, metabolic and reproductive abnormalities.
The concepts of neurological function with respect to noise as expressed by Leake and based on many studies done with rats and mice are not consistent with studies of the effects of noise on man or other animals. Indeed, it appears likely that these concepts are applicable strictly to rats and mice that are pathological by birth or that are rendered so by sound or infections causing physical damage to the auditory-vestibular systems.

It should be made clear, at the same time, that psychologically induced stress capable of causing psychosomatic disorders and ill-health in humans can be concomitant with the presence of sound and noise in the environment. But generalizations to humans in these regards from positive data (showing deleterious effects) from studies with rats and mice must be viewed with extreme caution, if not discounted completely. On the other hand, negative results (no effects) could be accepted as being valid, especially if they disprove the existence of a significant reflexive or direct neurological spillover disturbance response to noise.

Relation to epilepsy in people

It is sometimes surmised that audiogenic seizures in mice and rats may be somewhat comparable to epileptic seizures in people. Although both apparently involve pathological-neurological conditions, the events appear to be quite different. Forster (ref. 73) notes that epilepsy affects about 1 percent of the population, that about 6.5 percent of epileptics have their seizures evoked by sensory stimulation, and that the vast majority of those are caused by visual stimuli. Forster indicates that sound elicited seizures can come from a sudden loud noise but that the seizures are usually minor. Some patients will have a seizure only to certain specific sounds (e.g., ringing of a telephone only in their home or a particular song or type of music; also see Rivera (ref. 74)). Forster finds that many of these rare patients are stimulated to seizures from sounds that are not unpleasant or loud to normal people. Apparently sound-induced epileptic seizures are extremely rare and are not necessarily noise related nor similar in etiology to audiogenic seizures in rats or mice.

Negative cardiovascular response data

A different situation exists when mice and rats free from audiogenic seizure symptoms or auditory disease are exposed to noise. As shown by Borg and Moller (ref. 75), such animals show habituation to noises that are meaningless in terms of associations with danger.

Borg and Moller divided 130 normotensive (blood pressure below 125 mm Hg) and spontaneously hypertensive (blood pressure above 125 mm Hg) rats into the following three main experimental groups: (a) exposed to background noise produced by the rats themselves, approximately 50 dBA; (b) exposed to noise at 85 dB; and (c) exposed to noise at 105 dB. The noise was a 1640-Hz-wide band of random noise sweeping from 3 to 30 kHz at a rate of once every 2 sec. It was inter-
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interrupted randomly seven times per night with rise and decay times of interruption of 5 msec. Except for random interruptions totaling 2 hours during each night, the noise was on continuously for 10 hours each night, which is normal wake time for the rats. After 1 year in the noise the animals in group (b) showed hearing losses of 10 to 15 dB at 6 kHz and those in group (c) showed losses of 40 to 60 dB. Blood pressure was measured with a cuff attached to the tail of each animal.

FIGURE 10.16. Mean systolic blood pressure measured indirectly from the tail of spontaneously hypertensive (SH) rats and normotensive rats as a function of age for control (solid curve), 85-dB-SPL noise (dashed curve), and 105-dB-SPL noise (dash-dot curve). (From ref. 75.) Average of standard error was not more than 11 mm Hg for any group.
Figure 10.16 shows Borg and Moller's major findings. It is shown that mean systolic pressure in rats over a lifetime of daily exposure to different levels of noise did not differ systematically from that of non-noise-exposed rats. There is some suggestion in figure 10.16 that the hypertensive animals in group (c) showed a somewhat more rapid initial increase in blood pressure than did the rats in the other two groups. To check the reliability of that possibility, an additional 40 hy-

![Graph showing systolic blood pressure in male and female rats.](image)

**FIGURE 10.17.** Average systolic blood pressure for spontaneously hypertensive rats in control environment and 105-dB SPL. (From ref. 75.)
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hypertensive rats were tested. As shown in figure 10.17 no consistent differences over this initial period were found between the hypertensive animals exposed to the quiet or to the 105-dB-SPL living environments.

Although the noise was sufficiently intense to cause some hearing loss, the losses probably did not reduce the loudness of the noises to the animals because of recruitment. Further, the animals with only a 10- to 15-dB loss exhibited the same general blood pressure changes as those animals with a 40- to 60-dB hearing loss. Borg and Moller concluded that habituation to the noise environments had occurred in the rats, and that lifelong exposure for 10 hours daily to the 85-dB or 105-dB levels of the noise used in their study would not alter blood pressure in normotensive or hypertensive rats.

Field Studies of Animals

Wildlife

Chesser et al. (ref. 76) trapped mice from fields near an airport (noise levels from 80 to 120 dB) and from similar fields away from low-flying aircraft (noise levels from 80 to 85 dB). They found that the mice from the fields close to the airport had larger adrenal glands than those from the quieter fields but had the same average gross body weight, and that a group of mice from the quieter fields developed larger adrenal glands than a control group of these mice when exposed to 105 dB aircraft noise for 1 minute every 6 minutes for 2 weeks. The authors indicate that population densities of the mice in the two fields were the same, but that air pollution or other factors in the field near the airport could have contributed to the larger adrenal glands found in the mice from that field. Also, it is possible that the psychological stress or perhaps some incipient audiogenic seizure effects possibly related to ear infections contracted in the laboratory could have contributed to the enlarged adrenal glands in the mice exposed to the aircraft noise in the laboratory experiment.

A possible reason to question the findings of this study is that in another sample of mice taken from the two fields, Pritchett et al. (ref. 77) found the control mice to be somewhat heavier, but there were no significant differences in adrenal-pair weights or in adrenal-body weight ratios. Pritchett et al. removed the adrenal glands from the mice and incubated them in the presence and absence of ACTH. They found that the adrenal glands from the noise-exposed mice showed somewhat different responsiveness to ACTH than did the glands from the non-noise-exposed mice.

Busnel and Briot (ref. 78) reported that in land zones near commercial airports in France, wildlife of many forms is abundant. Indeed, it is necessary for the government to mount hunting parties to try to control the bird population because they represent a safety hazard to aircraft. Data pertaining to collisions be-
between birds and aircraft and to numbers of animals and birds bagged per year by hunting parties reveal that the animal populations grew independently of the amount of air traffic.

Individual observations show that migratory birds do not hesitate to use airport environs as resting places during migration and do not even necessarily attempt to move because of aircraft noise up to 120 dB. Busnel and Briot conclude that the general absence of humans from the area contributes to the growth of wildlife and that the aircraft noise has little or no effect on the animals. Some habituation no doubt is involved, but it would have to be almost immediate, as evinced the behavior of migratory birds.

Fletcher (ref. 79) reviewed the literature on observations made of wildlife during activities such as the placing of pipelines across wilderness areas and the use of off-the-road recreational vehicles. Noises such as those from helicopters, blasting, earth-moving equipment, and snowmobiles were involved. For the most part, this literature is ambiguous and impossible to interpret with respect to the effects of the noise on the wildlife. The reasons are primarily that the activities were often threatening to animals (destroyed the flora and fauna of some land areas), that people were present (a usually frightening stimulus to wildlife), and that the noise conditions and observations were for such short periods of time that possible habituation to the noise, as well as to the actions of the machinery and the people, was not adequately studied.

In situations where the noise was from fixed structures (e.g., high-voltage lines giving off corona discharge noise levels of up to 63 dBA when wet) in remote wildlife areas, it was found that coyote, sheep, and many other wildlife species were not disturbed by the noise (ref. 79). Animals fed and "played" in its presence. Some birds built nests and raised their young in the towers supporting the high-voltage lines.

**Farm animals**

A number of studies and observations (e.g., refs. 80 to 83) have been made of the effects of sonic booms and other aircraft noise on farm animals. Table 10.2, from a 2-week study of animals on farms near Edwards Air Force Base (ref. 81), shows that the probability of any significant reaction of any of the animals to sonic booms of the order of 1.0 to 2.0 psf is negligible. Young broilers showed the largest reactions.

The farms involved in these studies had been regularly exposed to about 8 sonic booms per day for several years. This would suggest that habituation had taken place and that previously nonexposed animals could react differently. However, the fact that the farming operations had continued without apparent problems over the years would suggest that this habituation was a rapid phenomenon.
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TABLE 10.2
Animal Behavior Under Sonic Booms at Edwards Air Force Base
[Test period from June 6 to 23, 1966; data from ref. 80]

(a) Poultry behavior changes

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Number of booms</th>
<th>Average effect</th>
<th>0 (a)</th>
<th>1 (b)</th>
<th>2 (c)</th>
<th>3 (d)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Species:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Broilers</td>
<td>197</td>
<td>1.02</td>
<td>23</td>
<td>158</td>
<td>6</td>
<td>10</td>
</tr>
<tr>
<td>Young turkeys</td>
<td>195</td>
<td>.51</td>
<td>100</td>
<td>91</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>Adult turkeys</td>
<td>198</td>
<td>.52</td>
<td>95</td>
<td>103</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Young pheasants</td>
<td>85</td>
<td>.81</td>
<td>16</td>
<td>69</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Adult pheasants</td>
<td>125</td>
<td>.96</td>
<td>7</td>
<td>117</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>By farm:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Jones turkeys</td>
<td>187</td>
<td>0.53</td>
<td>90</td>
<td>96</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>K-M turkeys</td>
<td>206</td>
<td>0.50</td>
<td>105</td>
<td>98</td>
<td>3</td>
<td>0</td>
</tr>
<tr>
<td>Del Mar broilers</td>
<td>106</td>
<td>0.95</td>
<td>9</td>
<td>93</td>
<td>4</td>
<td>0</td>
</tr>
<tr>
<td>Ringo broilers</td>
<td>91</td>
<td>1.09</td>
<td>14</td>
<td>65</td>
<td>2</td>
<td>10</td>
</tr>
<tr>
<td>Pheasants</td>
<td>210</td>
<td>0.90</td>
<td>23</td>
<td>186</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

* Number of booms producing no reaction.
* Number of booms producing a mild reaction.
* Number of booms producing a crowding reaction.
* Number of booms producing pandemonium.

One interesting observation during the Edwards Air Force Base studies is that turkeys which showed some movement to the sonic booms did so slightly before the airborne acoustic signal reached them. They were apparently responding to the ground wave of the sonic boom, which travels faster than the airborne wave. In short, the turkeys were being stimulated by vibrations from the ground rather than by the audible sound.

Espmark et al. (ref. 81) exposed cattle and sheep to 20 sonic booms and 10 subsonic aircraft noises over a period of 4 days. The aircraft noise was at a level of about 94 dBA and the sonic booms at about 3 psf. Espmark et al. concluded that the effects of the noises were not unusual and that the animals returned quickly to grazing or other normal activities when interrupted.

Besides reports of young chickens being panicked by sonic booms, there are reports that nesting, farm-raised mink would kill their pups when exposed to sudden, intense noises such as sonic booms. Travis et al. (ref. 82) conducted a study in which farm-raised mink were exposed to three real or three simulated sonic booms at a level of 6 psf (very intense booms). A group of control animals were not exposed to booms. The effects of the booms were essentially negligible;
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(b) Dairy milking reactions

<table>
<thead>
<tr>
<th>Date</th>
<th>Number of booms</th>
<th>0 (a)</th>
<th>1 (b)</th>
<th>2 (c)</th>
<th>Average effect</th>
</tr>
</thead>
<tbody>
<tr>
<td>June 6</td>
<td>12</td>
<td>6</td>
<td>6</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>10</td>
<td>10</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>12</td>
<td>6</td>
<td>6</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>7</td>
<td>6</td>
<td>1</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>14</td>
<td>13</td>
<td>1</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>12</td>
<td>10</td>
<td>2</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>21</td>
<td>12</td>
<td>11</td>
<td>1</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>22</td>
<td>13</td>
<td>13</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>23</td>
<td>11</td>
<td>9</td>
<td>2</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Totals</td>
<td>104</td>
<td>85</td>
<td>19</td>
<td>0</td>
<td>0.18</td>
</tr>
</tbody>
</table>

a Number of booms producing no reaction.
b Number of booms producing a mild reaction.
c Number of booms producing a severe reaction.

TABLE 10.2 (Concluded)

(c) Percentage changes in animal behavior

<table>
<thead>
<tr>
<th>Animal</th>
<th>Changed Returned</th>
<th>Changed to normal</th>
<th>Changed to abnormal</th>
<th>Abnormal Observations</th>
<th>Total changed</th>
<th>Total number of booms</th>
</tr>
</thead>
<tbody>
<tr>
<td>Beef</td>
<td>7.68</td>
<td>24.89</td>
<td>73.79</td>
<td>1.31(3)</td>
<td>0.10</td>
<td>2980</td>
</tr>
<tr>
<td>Dairy</td>
<td>3.38</td>
<td>28.92</td>
<td>70.58</td>
<td>0.49(1)</td>
<td>0.01</td>
<td>6032</td>
</tr>
<tr>
<td>Sheep</td>
<td>2.76</td>
<td>0.00</td>
<td>100.00</td>
<td>0.00</td>
<td>0.00</td>
<td>2750</td>
</tr>
<tr>
<td>Horses</td>
<td>4.52</td>
<td>59.25</td>
<td>33.33</td>
<td>7.40(4)</td>
<td>0.33</td>
<td>1193</td>
</tr>
</tbody>
</table>

By species

<table>
<thead>
<tr>
<th>Animal</th>
<th>Total number of booms</th>
</tr>
</thead>
<tbody>
<tr>
<td>Beef</td>
<td>168</td>
</tr>
<tr>
<td>Dairy</td>
<td>87</td>
</tr>
<tr>
<td>Sheep</td>
<td>99</td>
</tr>
<tr>
<td>Horses</td>
<td>85</td>
</tr>
</tbody>
</table>

By farm

<table>
<thead>
<tr>
<th>Animal</th>
<th>Total number of booms</th>
</tr>
</thead>
<tbody>
<tr>
<td>Beef—1</td>
<td>65</td>
</tr>
<tr>
<td>Beef—10</td>
<td>103</td>
</tr>
<tr>
<td>Horses</td>
<td>85</td>
</tr>
<tr>
<td>Sheep</td>
<td>99</td>
</tr>
<tr>
<td>Dairy</td>
<td>87</td>
</tr>
</tbody>
</table>
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to summarize from their study, no differences \( p > 0.05 \) were found among experimental treatments for length of gestation, number of kits born per female whelping, number of kits alive per female at 5 and 10 days of age, weight of kits at 49 days of age, kit pelt value and selling price. A behavioral study showed no evidence that the female mink under observation were sufficiently disturbed by sonic booms to engage in kit packing, kit killing, or to disrupt normal lactation. Results of necropsy examinations showed no mink deaths attributable to real or simulated sonic booms. Likewise, no evidence was found that bacterial disease was induced in the herd following exposure to sonic booms. There were no detectable differences in the overall health of the females at the three sites. The conclusion drawn from these studies was that exposure of farm-raised mink to intense sonic booms during whelping season had no adverse effect on their reproduction or behavior.

Bond (ref. 83) summarized research of the U.S. Department of Agriculture and described the following results: (a) milk production in cows was reduced by noise causing fright reactions, but dairy cows exposed to flyover noises of aircraft and sonic booms in real life showed no such effects; (b) swine exposed to loud noises ranging from 100 to 135 dB showed no changes in growth rate, efficiency of food utilization, or reproduction and showed no detectable microscopic changes in ears or in adrenal or thyroid glands; and (c) mink exposed to sonic booms showed no adverse effects.

Studies of Sleep in the Laboratory

Methods of measuring sleep

The effects of noise on sleep have been qualitatively measured in human subjects primarily in the following three ways:

1. The subject is asked to press a switch when he has been awakened (behavioral awakening).

2. The state of electrical brain activity measured from an electroencephalogram (EEG) is interpreted by the experimenter to show the stage (or change in stage) of sleep of a subject. It is generally held that a change from a "deep" to a lighter stage of sleep (as measured by the EEG) that is correlated with an exposure to a noise is indicative of some arousal. Some other physiological measures (e.g., heart rate and vasoconstriction in the finger) have also been monitored during sleep in noise environments as possible indicators of the arousal effects of noise.

3. Subjects are asked to rate the quality of previous nights of sleep during some of which noises were present in their sleeping environment.
Habituated and nonhabituated responses

It is necessary to allow a number of nights of sleep in laboratory bedrooms for habituation to a new sleeping environment to occur before consistent, normal sleep patterns are established. Also, once tests with noises or sounds are started a further habituation takes place.

Griefahn and Jansen (ref. 84) analyzed the results of a large number of published studies on behavioral awakenings due to noise. They concluded that there was a significant decline in awakenings after the first night of exposure to a noise environment up to about the seventh night. (See fig. 10.18.) After about the seventh night, the effects seemed to remain fairly constant at about 35-percent awakenings. Thiessen (ref. 85) found this same general habituation for behavioral awakenings but found it extended to perhaps 20 nights or so of testing. (See fig. 10.19.) However, in figure 10.19 there was little indication of habituation of the EEG index of arousal (a change in sleep stage) over the durations of the experiments.

This lack of habituation of a change in EEG stages of sleep from exposure to noise has been consistently found. Vasoconstriction in the finger and changes in heart rate because of subsonic aircraft noises, street traffic noises, and sonic

![Diagram](image-url)
booms presented during sleep also show no signs of habituation over many nights (e.g., 53 experimental nights of exposure to sonic booms in ref. 86). In this regard, Muzet and Ehrhart (ref. 87) found in laboratory studies that street traffic noise at a level as low as 45 dBA caused a momentary change in heart rate during sleep that did not habituate over a test period of 15 nights. (See fig. 10.20.)

Kryter and C. E. Williams (unpublished data) found that although there was no habituation of a change in EEG stages from exposure to some noises over a period of 10 test nights, the intensity level of a 5-sec noise had to be higher for deeper stages of sleep than for lighter stages in order to elicit a change in EEG sleep stage. A noise level of about 30 dB relative to a threshold of audibility when awake was needed when the subject was in EEG stage 2 of sleep, about 50 dB was needed when in stage 3, and about 80 dB was needed in stage 4. Williams et al. (ref. 88) found that behavioral awakening also required a higher intensity of sound when in stage 4 and in the dream (REM) stage of sleep than when in the lighter stages (2 and 3, as classified by Williams et al.). (See fig. 10.21.) Figure 10.22 shows that the finger vasoconstriction response is marginally differentially responsive in different stages of sleep following sleep deprivation; however, for heart rate (fig. 10.20) and EEG (fig. 10.21) the magnitude of change depends somewhat on the intensity level of the noise. Griefahn (ref. 86) also found that about the same amount of vasoconstriction seemed to occur for sonic booms of different levels of intensity.

The results of a number of studies of the effects of noise on sleep in which questionnaires for measuring the opinions of the subjects regarding the quality
Nonauditory-System Response to Noise and Effects on Health

FIGURE 10.20. Changes in heart rate from street traffic noise during sleep. (From ref. 87.)

FIGURE 10.21. Effect of stimulus intensity on EER during four stages of sleep after 64 hours of sleep deprivation. (From ref. 88.)
FIGURE 10.22. Effect of stimulus intensity on vasoconstriction response (VCR) during four stages of sleep for baseline nights ($B_1$ and $B_2$) and recovery nights ($R_1$ and $R_2$) after 64 hours of sleep deprivation. (From ref. 88.)

of the previous night’s sleep have been reviewed by Lukas (ref. 89). Figure 10.23 shows how the composite $L_{eq}$ for the sonic booms and aircraft noise predicts rated sleep quality.

Ehrenstein and Müller-Limmoth (ref. 90) have measured mood changes at different times of the day following exposures to awakening noises. Muzet et al. (ref. 91) found that subjective ratings of the previous night’s sleep were highly correlated with the amount of sleep disturbance observed in the subjects. Öhrström and Rylander (ref. 92) found positive correlations between the levels of exposure to recorded intermittent and continuous traffic noise, sleep arousal (as measured by bodily movements), reduced ratings of sleep quality, and task performance. The continuous noise had a significantly smaller effect than the intermittent noise. The results of this study are difficult to compare with the results of some other similar experiments in that the exposure levels of the different noise conditions are not reported.

LeVere and Davis (ref. 93) found that the correlation between subjective evaluation of subjects regarding their sleep on a previous night and the amount
of change in EEG activity measured for that night was zero. However, the aircraft noises used by LeVere and Davis did not usually lead to any behavioral awakening. It would thus appear that a change in EEG activity that is short of the pattern related to behavioral awakening is not a disruption in sleep to be noticed subjectively by a person but rather that behavioral awakening is associated with subjective ratings of sleep quality.

Johnson et al. (ref. 94) studied heart rate, vasoconstriction in the finger, and EEG in young men exposed to 3- to 4-kHz impulses of 0.75-sec duration.
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every 45 sec for 24 hours per day. The impulses ("pings") were at levels of 80 to 90 dB. In addition to the physiological measures, records of time asleep and performance on some physiological and psychological tests were obtained. Three experiments were conducted: 1 for 15 days with 20 men, 1 for 55 days with 20 men, and 1 for 7 days with 39 men. Figure 10.24 shows that the experimental subjects experienced increased latency in going to sleep as compared with this latency for the control subjects not exposed to pings. Other behavioral effects related to possible sleep disturbance from the pings were not observed.

Of particular interest are the findings that throughout each of these experiments, as well as in other similar studies conducted by Johnson and Lubin (ref. 95) and Cantrell (ref. 96), no extinction occurred in the physiological responses to the pings (vasoconstriction, heart rate, and EEG changes during certain sleep stages), but none of these responses to the pings occurred when the subjects were awake. The lack of these responses to the 3- to 4-kHz pings when the subjects were awake is consistent with all the other studies of the N-response (alerting response, sometimes called the orientation response (OR)), which show a rapid

![Figure 10.24: Changes in sleep latency during 5-day exposure to pings and during recovery compared with sleep latency during baseline. (From ref. 94.)](image)
habituation of these autonomic-system responses to noise in awake subjects. The fact that these responses to the pings did not habituate or adapt when the subjects were asleep would seem to indicate that they are truly reflexive and are not cognitively initiated, but when awake they can be habituated or cognitively (consciously or unconsciously) controlled. The possibility also exists that the alerting response is much more measurable when the subjects are in quiescent sleep than when they are awake. Whether these alerting responses are stressful to the organism is, of course, another consideration.

In brief, from various studies of autonomic-system responses to noise when subjects are awake and asleep, it appears that the following hold:

1. There is an alerting-type reflex response to sudden changes in the sound environment which can become habituated when the subject is awake but not when asleep.

2. There is a vasoconstrictive reflex response probably associated with noises that are also effective in eliciting the aural reflex and which does not become habituated whether the subject is awake or asleep.

It is hypothesized that these two reflexive autonomic-system responses to noise are not sources of stress to the organism but represent normal physiological functionings.

**Auditory discrimination during sleep**

It is a common observation that one sleeps better in a familiar environment than in an unfamiliar environment containing unfamiliar sounds. Also, people can apparently be instructed to awaken to certain sounds when they are asleep and to ignore others. Oswald et al. (ref. 97) found that persons would awaken more readily to the sound of their own names than to other names. However, research data such as that of Johnson and Lubin (ref. 95) suggest the hypothesis that people (a) cannot learn to habituate or not to habituate to a noise when asleep unless they can engage in cognition relative to the input stimulus and (b) cannot engage in cognition unless that stimulus exceeds their threshold of cognitive arousal, that is, unless they are awake. Intuitively, it would seem that a reasonable compromise between the requirements to give the brain a rest and yet maintain some reasonable contact between the organism and the world outside would be for the organism to somehow increase the auditory cognitive arousal threshold by varying amounts during a night of sleep. This hypothesis is consistent with the studies of Emmons and Simon (refs. 98 and 99) who found that so-called "sleep learning" (information recorded on magnetic tape and played via an earphone under a person's pillow) only occurred when the listeners exhibited brain wave activity associated with being behaviorally awake. Sometimes the listeners were not consciously aware (particularly the next morning) of the particular times they were awake and capable of cognitive behavior and hearing.
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Other studies supporting these hypotheses were conducted by Williams et al. (ref. 88) and by Rechtschaffen et al. (ref. 100). Williams et al. instructed subjects prior to going to sleep that if they did not awaken to a tone to which the subjects were particularly responsive when awake (called a critical stimulus) they would be aroused by a fire alarm and electric shocks to their legs. Further, the subjects were told that they would not be thus awakened if they failed to respond to another tone equally loud but at a different pitch (neutral stimulus). They were instructed not to respond to the neutral stimulus even when awake. The results are shown in figure 10.25, wherein it is shown that the arousal (or awakening) effects of the critical stimulus were much greater than those of the neutral stimulus when in the light stages of sleep but not when in the deep stages of sleep. It is also shown that the relative arousal effects of the stimuli remain relatively unchanged whether or not the failures to respond were punished, except in the REM stage. Rechtschaffen et al. likewise found that punishing the subject by shaking him awake when he failed to awaken to a sound did not tend to increase arousal to subsequent exposures to the sound except in the REM stage. Apparently people can be more responsive to sounds that have special meanings when asleep in the brain wave stages 1 and 2 (light stages of sleep), and people can learn this differential responsiveness only when awake or when in the REM stage.

Research data showing that a person in certain stages of sleep can discriminate among auditory stimuli in terms of their meaning are consistent with anec-

(a) Subjects not punished for failure to respond to critical stimulus.
(b) Subjects punished for failure to respond to critical stimulus.

FIGURE 10.25. Responsiveness to a critical stimulus and to a neutral stimulus when awake (A) and when in different stages of sleep. (From ref. 88.)
dotes that one can “listen” for certain sounds when asleep and ignore others. This apparently is a form of recognition that is readily learned through previous awake exposure to a noise or to a change in the acoustic environment. Also, it is possible that a person can, to a certain extent, control their general state of arousal so that they spend more time in “light” stages of sleep than in “deep” stages, thereby increasing the probability of hearing sounds because of their lower threshold of auditory arousal.

**Age and sex differences**

Lukas and Kryter (ref. 101) found in laboratory tests that older persons are much more sensitive, particularly with respect to behavioral awakening, to simulated sonic booms and recorded subsonic aircraft noise than are younger persons. (See fig. 10.26(a).) Indeed, the youngest subjects (ages 7 to 8 years) were not aroused at all by sonic booms more intense than those that awakened the 67- to 72-year-old men nearly 70 percent of the time. It is possible that older people need less deep sleep and are therefore more sensitive to arousal than the younger people, even though their hearing is less acute. Roth *et al.* (ref. 102), using various noises, also found older people more easily aroused from sleep than younger ones. Griefahn and Jansen (ref. 84) derived the functions shown in figure 10.26 on the basis of a number of sleep studies in which age was a variable. The probability of a 70-year-old awakening is shown to be about twice that expected for a 20-year old.

It is probable that males and females as a group are equally sensitive to being awakened from sleep by noise. In one study (presented in refs. 103 and 104), Lukas and Dobbs found females to be somewhat more easily awakened by aircraft noise, whereas Muzet *et al.* (ref. 91) found the opposite.

**Noise-induced sleep**

As mentioned earlier, a more or less steady level of broadband background sound can mask the distraction of intermittent sounds. It is thought by some that sound can induce sleep, either because it prevents other distractions or it serves as a monotonous, hypnotic focus for one’s attention. Little experimental research seems to have been done on this phenomenon, although Olsen and Nelson (ref. 105) claim a tone of 320 to 350 Hz calms crying babies and puts them to sleep, and some devices for making soothing sounds to induce sleep are available on the commercial market.

**Studies of Sleep in the Home**

**Aircraft noise**

There are obvious reasons to be concerned about using research data on the effects of noise on sleep collected in the laboratory as the basis for a quantitative
(a) Response to simulated sonic booms and recorded jet aircraft noise. (From ref. 101.)

FIGURE 10.26. Effects of noise on sleep.
description or prediction of what effects are to be expected in the home. One factor is that of “habituation” to the general environment. Another is the disruption of sleep caused by experimental equipment. For example, Johns and Doré (ref. 106) reported that even after 12 nights of sleeping in the laboratory subjects reported about twice as many spontaneous awakenings as occurred in their homes. The major reason was the EEG electrodes pulled on their scalps in the laboratory.

There have been several studies conducted on subjects sleeping in their own homes in which EEG’s (and occasionally other electrograms) were obtained (e.g., Globus et al. (ref. 107) and Vallet et al. (ref. 108)). In the Globus et al. study, six middle-aged couples living in the vicinity of the Los Angeles airport and five control couples living several miles from the airport in similar socioeconomic neighborhoods not exposed to aircraft noise had electrodes for EEG’s and for electrooculograms (EOG’s) attached to their foreheads upon retiring for five consecutive nights. EEG, EOG, and acoustic-noise signals were recorded and later analyzed. In the homes exposed to the noise from aircraft approaching the airport the mean noise level was 77 dBA compared with a mean level of 57 dBA in control homes. Some of the results of this study are shown in figure 10.27. It is
shown that more minutes of sleep were experienced in the stages of "useful" sleep (EEG stages 2, 3, and 4) and less in "wasted" sleep (waking (W), movement (M), and stage 1) by the couples in the quiet neighborhood than in the noisier one.

Vallet et al. conducted a similar study near Roissy Paris Airport in which 40 men 20 to 55 years old who had been exposed for about 1 year to about 12 aircraft flyovers per night were monitored when sleeping in their homes. Figure 10.28 shows the percentage of EEG responses that indicated awakening. It is shown that for peak noise levels of about 45 to 65 dBA there is about a 20 percent probability of an awakening occurring. Above 65 dBA, the results of Vallet et al. show some decline in awakenings, whereas data collected in the laboratory as well as the results of attitude surveys show awakenings increase as the noise level increases, as might be expected.

The Directorate of Operational Research and Analysis (DORA) aircraft noise study (ref. 109) is a particularly important study of sleep disturbance from aircraft noise. Some 4400 people were administered an extensive questionnaire
about sleep disturbance over a 4-month period (June to September, 1979) in areas near London's Heathrow and Gatwick Airports.

At the Heathrow and Gatwick Airports, commercial aircraft that create levels of noise above about 90 dBA in residential areas are not allowed to operate from 11:30 p.m. to 6:00 a.m., as shown in figure 10.29. Also shown in figure 10.29 are the percentages of people going to bed and arising at particular times. Although these temporal patterns may be the same in other residential areas, they may be somewhat influenced by the reduced aircraft noise during the hours of 11:30 p.m. to 6:00 a.m.

The extent to which double glazing is present in the houses involved in this study is variable (apparently from about 20 to 80 percent in different areas). The extent to which bedroom windows were generally kept closed because of aircraft noise and kept closed on a designated night during the period of the study is shown in figure 10.30. Some of the variability in the sleep disturbance data shown below is due to variability in the amount of aircraft noise reaching the beds of individual respondents. (Physical factors affecting noise intrusiveness and attitude survey data are discussed more fully in chapter 11.)

By applying correlation techniques to the data, relations were determined between various physical measures of the aircraft noise and responses to the following three major questions of the survey: (1) percentages of people (respondents) awoken (2) percentages of people having difficulty getting to sleep, and (3) percentages of people feeling "tired" or "very tired." It was found that an energy type of measure (i.e., A-weighted $L_{eq}$) of aircraft noise correlated best with sleep disturbance from aircraft noise, although some improvement in correlations was
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**FIGURE 10.29.** Times of going to bed and getting up. Noisiest aircraft restricted from operations during times indicated. (From ref. 109.)

achieved when information about maximum A-weighted noise levels was included. In support of the appropriateness of the $L_{eq}$ measure of the aircraft noise is the finding in this study that some respondents could not accurately recall the time association between a specific flyover noise event and an arousal from sleep. Although such recollections can be expected to be vague, this finding also suggests the possibility that the energy of the noise events over time increased the general state of arousability from sleep.

The respondents were asked to recollect arousals from sleep and difficulties getting to sleep as a matter of general experience over the past several months and on a recent designated night. Shown in figure 10.31 are percentages of the respondents having difficulty in getting to sleep when living in various amounts of $L_{eq}$ of aircraft noise for the hours 10 to 12 p.m. It is shown that at an $L_{eq}$ of 60 dB or so, about 5 percent of the respondents on the designated night and about 25 percent as a matter of general experience had difficulty in going to sleep because of aircraft noise.

In figure 10.32, the percentages of people awoken by aircraft noise from general experience and on the designated night are shown as functions of $L_{eq}$ from 11 p.m. to 7 a.m. Also shown in figure 10.32 are the percentages of people awoken for all reasons. It is shown in the figure that at an $L_{eq}$ of about 55 dB, about 12 percent of the respondents were awoken by aircraft noise on the designated night and about 25 percent were awoken by aircraft noise more than once per week as a matter of general experience. Unfortunately, the number of sleep arousals per night were not reported. It seems likely that the relative amounts of awakenings
Respondents giving aircraft noise as a reason for closed windows and sleeping with bedroom windows closed on designated night as functions of $L_{eq}$ from 11 p.m. to 7 a.m. (From ref. 109.)
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**Figure 10.31.** Respondents having difficulty in getting to sleep according to general experience and on a designated night as a function of $L_{eq}$ from 10 to 12 p.m. Dashed trend curves added for this report. (From ref. 109.)
FIGURE 10.32. Respondents awoken according to general experience and on a designated night as a function of $L_{eq}$ from 11 p.m. to 7 a.m. (From ref. 109.)
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because of aircraft noise compared with the number of awakenings for all reasons would increase if the actual numbers in a shorter time frame, such as the number per night, were counted. In the DORA report a person awoken "more than once per week" was counted the same whether awoken by aircraft noise three times per night or two times per week. Although the sleep disturbances for other reasons were scored the same way, it seems likely that the potential for multiple disturbances per night would be greater because of aircraft noise than for other causes.

An implicit (and possibly unjustified) assumption in the way the data are analyzed in the DORA report is that sleep disturbances, no matter what the cause, are to be considered equal as causes of annoyance. For example, in reference 109 it is concluded that until noise levels of around $L_{eq} = 65$ dBA are reached aircraft noise does not result in extra disturbance, or that at least people can adjust to levels below about 65 dBA. However, sleep disturbance for reasons of health or going to the toilet (found in the study to be one of the major causes) would not necessarily reduce the annoyance to be felt from, or increase the "adjustment" to, disturbance the same night because of aircraft noise. Indeed, the annoyance of aircraft noise could even be enhanced with the presence of the additional sleep disturbances from other causes. That these implicit assumptions in the evaluation of sleep disturbance from aircraft noise in the DORA report are questionable is supported by data for the judged annoyance of aircraft noise. Figure 10.33 shows that at an $L_{eq}$ of 60 dB about 35 percent of the respondents were "very much" or "quite a lot" bothered by the aircraft noise, both before going to bed (10 to 12 p.m.) or when in bed during the night (11 p.m. to 7 a.m.), hardly indicative of "adjustment" to $L_{eq}$ below 65 dB.

Figure 10.34 shows the data obtained in response to the question of "tiredness" plotted as a function of $L_{eq}$ for 11 p.m. to 7 a.m. On the basis of the solid and dashed curves, the DORA report concluded that tiredness from sleep disturbance from aircraft noise does not exceed the amount generally found until the $L_{eq}$ goes above about 65 dB. Although the relations between sleep disturbance from aircraft noise, "tiredness" (as measured in the DORA report), and general health are hardly known, the results in figure 10.34 are not inconsistent with research findings presented later regarding relations between exposure to aircraft noise and health disorders.

In the DORA report, the Civil Aviation Authority posed and answered two "Policy-related questions" as follows (pp. 28 and 29 of ref. 109):

Question: What is the level of aircraft noise which will disturb a sleeping person?

Answer: The study indicates that there is a discernible increase in disturbance for both general experience and designated night results when night-time noise exposure is about $65 L_{eq}$. For the number of aircraft operating at present at night around Heathrow and Gatwick noise exposure at this level can only be ob-
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FIGURE 10.33. Respondents bothered by aircraft noise as function of measured $L_{eq}$ for specified time periods. (Data from fig. 12 and tables 6c and 6d of ref. 109.)

tained when some aircraft each night produce noise levels in excess of around 90 dBA on the ground ($90 \text{ dBA} = 103 \text{ PNdB}$ approximately).

Question: What level of aircraft noise prevents people from getting to sleep?

Answer: The proportion of people who report difficulty in getting to sleep for all reasons shows a discernible increase for aircraft noise exposure for sites at about $70 L_{eq}$, (measured between 1000 and 1200) although aircraft noise is increasingly quoted as a cause of difficulty as aircraft $L_{eq}$ increases.

For a multitude of physical, psychological, and social factors, not to mention the complexity of sleep and related behavior, it is well recognized that it is
Effects of Noise

FIGURE 10.34. Respondents "tired" or "very tired" according to general experience as a function of $L_{eq}$ from 11 p.m. to 7 a.m. (From ref. 109.)

the trends and not the individual data points of such survey data that are most meaningful. In view of the trend curves in figures 10.31 and 10.32, it seems that the aircraft noise levels cited above of an $L_{eq}$ of 65 dB being required for the start of a discernible increase in disturbing sleep and of an $L_{eq}$ of 70 dB for the start of a discernible increase in causing difficulty in going to sleep are about 10 dB too high. These values of $L_{eq}$, when translated to equivalent $L_{dn}$ or to maximum A-weighted levels for representative flight operations, are also about 10 dB too high to be consistent with other data, such as that shown in figure 10.28 and relevant data presented below in this chapter and in chapter 11.

Fidell and Jones (ref. 110) reported on an attitude survey carried out before and after a 1-month period (May 1973) during which normal nighttime (11 p.m. to 6 a.m.) aircraft landings over a low-economic residential area were suspended. It was found that this reduction in nighttime landings (50 out of an average of 687 landings per 24 hours) did not affect the amount of annoyance measured by the attitude surveys before and after the 1 month of suspended operations. The results were explained as follows: (1) the decrease in the 24-hour exposure level as a result of landing reductions is relatively small; and (2) a 1-month period is not sufficiently long for the people to integrate the annoyance reactions, especially in that there are always periods when nighttime operations are reduced because of such things as weather conditions. Another explanation could be that the "before" annoyance survey was conducted in mid-April, so the sleep-arousal atti-
attitudes were probably based on February and March when the weather conditions likely resulted in closed windows, which would tend to reduce the relative amount of noise experienced and thus reduce the overall annoyance experienced.

**Non-aircraft noise**

A similar relation of increasing disturbances to sleep with an increase in noise-exposure level found with aircraft (figs. 10.31 and 10.32) was also found with road traffic noise, as shown in figure 10.35 (from ref. 111). However, because exposure level for the road traffic noise is expressed as A-weighted level exceeded 10 percent of the time during a 24-hour day, the results cannot be directly compared, numerically, with the $L_{eq}$ levels for the aircraft noise in figures 10.31 and 10.32.

The methodologies used by Horonjeff *et al.* (ref. 112) for studying sleep arousal in the home from non-aircraft noises would seem to avoid some of the problems of previous in-the-home and laboratory studies. In this study 14 subjects slept with a small switch, or response button, on a stand beside their beds and were instructed to push the button whenever they were awakened for any reason. The experimenter was able to present noise into the bedroom over a small loudspeaker and to record the awakenings and noise level in the room from a microphone placed near the bed. Some of their results are shown in figures 10.36(a) and (b).

It is shown in figure 10.36(a) that the different noises had reasonably similar probabilities of awakening as a function of the level of steady-state noise (15-minute durations), but for transient presentations (the noises had a growth and decay rate in level of 2 dB/sec) the data for the different noises show somewhat more divergence. However, figure 10.36(b) shows that when the data for the steady-state conditions for each noise are compared with the data for their tran-

![Figure 10.35](image) **FIGURE 10.35.** Reasons given for sleep disturbance compared with level of road traffic noise. (From ref. 111.)
Effects of Noise

(a) Differing signal sources.

FIGURE 10.36. Observed psychometric functions showing effects on a behavioral awake response. (Data from ref. 112.)
sient presentations at the same maximum A-weighted sound level, the transient presentations had much lower probabilities of causing awakening.

**Comparison of home and laboratory sleep data**

Steady-state noises have more energy than transient noises of equal maximum sound level and spectrum. Accordingly, the greater arousal effect of steady-state noise compared with transient noise shown in figure 10.36 suggests that a measure of the energy in an event, such as EPNL or SENEL, would be a more accurate index to the sleep-arousal effects than the maximum levels reached during the event. Horonjeff *et al.* converted their noises into EPNL in decibels and Lukas (ref. 89) calculated EPNL in decibels for a number of noises used in laboratory research, as shown in figure 10.37. (See also fig. 10.23.) Also plotted in figure 10.37 are some data from Thiessen (ref. 85) and suggested trend curves for
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**Figure 10.37.** Comparison of probabilities of arousal as found in a number of laboratory and in home studies. For most of the studies, about 10 noises were presented per night. (Data from Lukas (ref. 89), Horonjeff et al. (ref. 112), and Thiessen (ref. 85).)

The laboratory data and for the home data showing probabilities of awakening as a function of EPNL and SENEL. Also, there are some representative values of maximum PNL in decibels or maximum A-weighted SPL in decibels of durations that presumably cause equal arousal.

It is not possible to completely generalize the relations between PNL and A-weighted SPL because of somewhat different spectral weightings given by these two noise measurements; it is also not possible to generalize the relations between a peak level and an energy-exposure counterpart (max PNL vs EPNL or max A-weighted SPL vs SENEL) because of durational differences among the variety of noises involved in figure 10.37. Even so, the trend curves as drawn probably represent the best generalizations about the effects of noise on sleep that can be expected in view of the complexity of the sleep behavior and physiological and psychological factors involved. The difference between the results for laboratory

![Image of Figure 10.37](image-url)
and home sleep studies (somewhat less arousal in the homes for about equal levels of exposure to noise) is probably to be expected because of greater familiarity of the subjects with their home environment.

As noted, Horonjeff et al. used steady-state noise of a 15-minute duration. Whether the energy calculations of EPNL or SENEL could be extended, for equal arousal, to noises of longer duration has not been tested. (Nearly all the noises in the aforementioned studies summarized by Lukas were of shorter duration.) As shown in figure 10.23, when impulsive noises such as sonic booms are expressed in terms of their energy, these effects on sleep appear to be comparable to the effects of longer duration noises.

Sleep and health

Richter (ref. 113) observed that a sleeping subject exhibited EEG and vasoconstrictive reactions about every 30 sec because of cars, trains, and motorcycles passing the test room, even though the person slept quietly and upon awakening had no recollection of any disturbances. Richter viewed these responses as indicating that gastrointestinal activities, which are controlled by the autonomic system, are withdrawn from the recovery process of sleep and further believes this withdrawal is detrimental to normal health.

There is no question that people become irritable when deprived of sleep and may show some irrational behavior (ref. 114). However, it is possible that the autonomic-system responses observed by Richter are not indicative of any sleep deprivation to the higher nervous systems and to skeletal muscles. It might also be presumed that activity of the autonomic system is required more or less continuously 24 hours per day, and the small reflexive responses of the system noted by Richter are not likely to be harmful.

As discussed earlier, Johnson et al. (ref. 94) found that some increase in the time required to go to sleep was the only significant effect on the sleep behavior of young men exposed to as much as 55 days, 24 hours per day, of intense impulsive “pings” about 1 minute apart. Research findings of Williams et al. (ref. 88) suggest that people might develop sleep patterns that would provide some protection for physiological health. It is shown in figures 10.38 and 10.39 that when subjects were deprived of sleep they spent more time in the stages of sleep identified as deep and resistant to arousal than when not deprived. However, as shown by data collected in the home from people exposed to regularly occurring noises in a community (discussed in chapter 11) as well as in the laboratory and field studies of sleep just discussed, noise above certain levels of intensity can delay the onset of sleep and will continue to awaken people, causing feelings of annoyance even after long periods of repeated exposures to the noise. It is surmised that the physiological stress responses are more likely to be autonomic-system responses to the annoyance felt because of arousal rather than the autonomic-system reflexive responses to the noise that may occur prior to or during behavioral awakening.
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FIGURE 10.38. Effect of stimulus intensity on behavioral response (BR) during four stages of sleep for baseline nights B<sub>1</sub> and B<sub>2</sub> and recovery nights R<sub>1</sub> and R<sub>2</sub> after 64 hours of sleep deprivation. (From ref. 88.)

Effects on Other Senses and Organs

Pain

Gardner and Licklider (ref. 115) developed a device that permitted a dental patient to listen, via earphones, to stereophonic music or filtered random noise. The typical procedure was for the patient to relax by listening to the music and to switch to the noise when he felt any dental pain, increasing the intensity of the noise as necessary to "kill" the pain. The dosage of noise had to be controlled so as not to cause undue fatigue or stress to the ear (refs. 116 and 117).

Laboratory experiments conducted by the inventors of the device and by others (see refs. 118 to 122) revealed that pain from things such as heat and cold applied to the hand, electrical stimulation ("tingle" threshold) applied to the teeth, and pressure applied to the arm were not suppressed by the presence of intense random noise, although a reduction in the sensation level of deep muscle pressure was found. Some observations and tests have reportedly been made of
possible pain suppression with noise in people during childbirth, surgical operations (other than dental), and diseased conditions with mixed success.

It is established in reference 123 that hypnotic suggestion can be effective in suppressing pain in some people. However, the psychological and neurological mechanisms are not well understood. Also, the effectiveness of morphine in the relief of postoperative pain is statistically about the same as the apparent effectiveness of audio analgesia in clinical dentistry: a third of the patients get relief from morphine that is greater than relief from a placebo, about a third get as much relief from a placebo as from the morphine, and about a third get no relief from either the morphine or a placebo (Beecher (ref. 124)). The results from lab-
oratory experiments on audio analgesia notwithstanding, it is not justifiable to conclude that, in the clinical situation, the audio analgesia may not involve physiological as well as psychological mechanisms in the suppression of pain during dentistry. Also, Beecher has pointed out that morphine and other analgesic agents that do not give consistent suppression of pain at its threshold do provide consistent relief at suprathreshold levels.

It can be concluded that when audio analgesia is effective, one or more of the following explanations are valid:

1. Suggestion, enhanced by attention to the music or noise, gives distraction from any pain.

2. In certain cases no pain would actually be felt except that due to the anxiety of the patient, and the music or noise relaxes the patient and reduces anxiety.

3. Neural impulses from the auditory system preempt, to some extent, the activity of centers in the reticular formation of the brain stem that are involved in the processing of pain impulses to the higher nerve centers. The neurological evidence and theory for this type of activity is meager but not without some substance.

Cutaneous sensations from the ear

Ades et al. (ref. 125) and Plutchik (ref. 126) have evoked sensations, other than auditory, from deaf ears exposed to intense noise. They obtained the results for "feeling," "tickle," and "pain" shown in figure 10.40. Figure 10.40 is from an experiment conducted by Ades et al. in which persons who were totally deaf were exposed to very intense tones and noise. Because of their deafness, the subjects could be exposed to levels that would be harmful to the normal ear. Also, Plutchik reported that 3 pulses per second were rated as more unpleasant than slower or faster rates.

Ades et al. found that persons without eardrums reported no pain sensations with levels up to 170 dB. It seems likely that the discomfort or pain thresholds reported for the deaf and normal ear are attributable to stimulation of the eardrum or some of the middle ear receptors.

Vestibular system

Connected to the cochlea of the inner ear are the sacculus, the utricle, and the semicircular canals. These structures, called the vestibular system, share certain fluids with the cochlea, and their innervations are closely connected. (See fig. 3.1.) This vestibular system is involved in maintaining body balance and orientation in space. When stimulated in certain ways, a person may lose their sense of balance, they may become dizzy, their eyes may show nystagmus movements (a fast movement back and forth of the eyeballs), and, under extreme conditions, they may become nauseated.
Because of their close proximity and fluidic connections, it is not surprising to find that intense sounds affect both the cochlea and the vestibular system. Figure 10.40 shows the intensity required for various tones to reach the threshold of nystagmus in one subject. Dickson and Chadwick (ref. 127) report that for jet aircraft noise over 140 dB or so, a person may feel a sense of disturbance in their equilibrium. Roggevensen and Van Dishoeck (ref. 128) note that in persons who experience vestibular reactions to sounds of relatively weak intensity (consider-
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ably less than those shown in fig. 10.40), there are usually lesions present in the bony walls of the vestibular system.

If intense noise can cause a general physiological overarousal, then it is possible that this could affect the ability of a person to maintain balance when standing on a narrow rail. Harris and Von Gierke (ref. 129) exposed subjects wearing earmuffs to white noise at levels of 120, 130, and 140 dB while standing balanced on a rail about 1-1/4 in. wide with eyes open and on a rail about 2-1/4 in. wide with eyes closed. They found that with both ears exposed to the same level of noise, only at 140 dB was there any impairment to balance performance. At the lower levels there was a reduction in balance performance when the noise was louder in one ear than in the other.

Harris (ref. 130) found that an intermittent 1000-Hz tone at a level of 105 dB presented monaurally to an unprotected ear impaired the ability to balance on the rails described above compared with performance with the tone at 65 dB. However, Vanderhei and Loeb (ref. 131), in a later repetition of the experiment, found no effect of the 105-dB, 1000-Hz, monaurally presented tone on the same balance test. These investigators concluded that noise and sound under general field conditions are unlikely to affect equilibrium.

All these results are interpreted as indicating that such impairment as occurred was probably because of a direct effect of the noise on the vestibular system and is not indicative of a general arousal effect by intense noise.

Kinesthesia

Stimulation of the receptors in the muscles and joints of the body by vibrations imposed primarily through contact of the body with physical structures can create sensations of discomfort in the body. Thresholds for these perceptions from body vibrations at different frequencies are shown in figure 10.41 (ref. 132).

Simultaneous exposure to body vibrations and intense airborne noise is found in a number of types of transportation vehicles, but especially in aircraft. Dempsey et al. (ref. 133) have conducted experiments that show the contributions of vibration and noise separately and together to subjective discomfort. They developed a model (see fig. 10.42) for the contribution of noise and vibration that shows the trade-offs available in the design or operation of a vehicle so as not to exceed a given level of ride discomfort. Interestingly, the magnitude of the noise-discomfort component is dependent upon the level of vibration present in the combined environment.

Vision

Noise has been thought to influence visual acuity and field, color vision, and critical flicker frequency (CFF). The last phenomenon refers to the fact that alternating dark and light visual fields will become blurred (cease to flicker) at some frequency of alternation.
Visual contrast thresholds (bright target on less bright field) and minimum visual acuity for lines and discs (see fig. 10.43) are apparently not affected by noise levels up to 140 dB or so (refs. 134 and 135), although Dorfman and Zajone (ref. 136) found some effect of sound level on perception of background brightness but not on size estimation of objects. Loeb (ref. 137) found that broadband noise at a level of 115 dB had no effect on visual acuity; however, Rubenstein (ref. 138) reported adverse effects from noise at 75 to 100 dB, and Chandler (ref. 139) reported a shift of verticality of a visual line away from the ear stimulated with noise. Benko (refs. 140 and 141) reported a narrowing of the visual field with noise.

As discussed earlier in the chapter, noises that invariably cause a dilation of the pupil of the eye along with a vasoconstriction of peripheral blood vessels sometimes cause other responses related to autonomic-system activity. However, Jones et al. (ref. 142) found that although exposure to either continuous or intermittent industrial noise increases pupil size, visual acuity is not adversely affected. Hermann et al. (ref. 143) studied the effect on visual depth perception of several minutes of exposure to broadband white noise at levels ranging from 70 dBA to 115 dBA. They found these exposures did not produce any significant changes in stereoscopic depth perception.

FIGURE 10.41. Acceptability of building vibration to inhabitants. (From ref. 132.)
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McCroskey (ref. 144) reported that random noise at levels from 85 to 115 dB reduced the CFF from 25 to 23 sec⁻¹. Ogilvie (ref. 145) found no change in CFF with steady-state random noise of 80 to 90 dB, an increase in CFF with noise “fluttered” out of phase with the visual flicker, and a decrease in CFF with noise fluttered in phase with the flicker. Walker and Sawyer (ref. 146), however, were not able to duplicate Ogilvie’s findings and got negative results except for a small difference in CFF between steady-state and inphase noise. (See table 10.3.)

The effect of steady-state noise on CFF when the color of the light was varied has also been studied, but the results are very inconsistent. For example, Maier et al. (ref. 147) found that CFF decreased with increased loudness when the light was orange-red, but no change occurred with green light. It would appear that noise can sometimes effect about a 10 percent change (usually a decrease) in CFF from the CFF found in quiet, but the exact effects as a function of various noise and light conditions are highly variable and possibly a matter of experimental chance and error.

454
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FIGURE 10.43. Threshold of visual acuity in quiet and in noise. (From ref. 135.)

TABLE 10.3
CFF for Four Conditions
[Data from ref. 146]

<table>
<thead>
<tr>
<th>Condition</th>
<th>Sample size, N</th>
<th>Mean CFF, sec⁻¹</th>
<th>Standard deviation of CFF, sec⁻¹</th>
</tr>
</thead>
<tbody>
<tr>
<td>With artificial pupil</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No noise</td>
<td>13</td>
<td>32.62</td>
<td>6.20</td>
</tr>
<tr>
<td>Steady-state noise</td>
<td></td>
<td>31.94</td>
<td>4.75</td>
</tr>
<tr>
<td>Inphase noise</td>
<td></td>
<td>32.34</td>
<td>4.78</td>
</tr>
<tr>
<td>Out-of-phase noise</td>
<td></td>
<td>32.78</td>
<td>5.44</td>
</tr>
<tr>
<td>Without artificial pupil</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No noise</td>
<td>13</td>
<td>38.12</td>
<td>3.43</td>
</tr>
<tr>
<td>Steady-state noise</td>
<td></td>
<td>38.01</td>
<td>3.48</td>
</tr>
<tr>
<td>Inphase noise</td>
<td></td>
<td>38.42</td>
<td>3.28</td>
</tr>
<tr>
<td>Out-of-phase noise</td>
<td></td>
<td>38.72</td>
<td>3.73</td>
</tr>
</tbody>
</table>
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The converse effects of light on auditory threshold are small and are perhaps fortuitous. For example, O'Hare (ref. 148) claimed some colors of light caused a 1- to 2-dB increase whereas some caused a 1- to 2-dB decrease in auditory threshold.

Low- and infrasonic-frequency sounds

It is conceivable that intense airborne low-frequency sound and acoustic energy (frequencies below about 20 Hz are generally called "infrasound") could have particularly adverse effects on man. In addition to possible stimulation of the vestibular system and pain in the ear, low-frequency sound can cause resonant vibration in the chest, throat, and nose cavities of the body.

The effects from vibrations at low frequencies when imposed directly on the body through mechanical contact are fairly well known. (See figs. 10.41 and 10.42.) Because of the impedance mismatch between airborne acoustic energy and the body, acoustic energy has little or no effects on parts of the body other than the ear until the levels become quite intense.

The effects of very intense airborne sound on the body were determined in a series of tests conducted by U.S. Air Force and NASA research personnel and reported by Mohr et al. (ref. 149). The stimuli used in these tests are shown in figure 10.44. No nonauditory effects were noted until the spectrum levels exceeded approximately 125 dB. At various higher levels, decrements in visual acuity, some vestibular-system reactions, and chest, nose, and throat responses occurred, and if no ear protection was worn, ear pain and middle-ear fullness were felt. The observations of the subjects for tests 5 to 16 are given in table 10.4. The results of tests 1 to 4 conducted in levels lower than 125 dB revealed no significant effects of the noise on the subjects.

It is clear from tests 5 to 14 that the nonauditory and, to some extent, auditory effects of airborne low-frequency and infrasonic-frequency sound become significant only at spectrum levels (single frequency) in excess of 130 dB. Except in the vicinity of unusual sources of noise, such as near heavy rocket engines or special test sirens, one seldom finds steady-state low frequency acoustic energy at these intensities.

Nixon and Johnson (ref. 150) reviewed research findings on infrasonic-frequency sound with respect to its effect on shifts in thresholds of audibility. Except for one study involving whole-body vibration, little temporary threshold shift was observed from exposure to levels of infrasonic-frequency sound up to 150 dB. (See table 10.5.) Figure 10.45 shows the limiting values for exposure to airborne infrasonic-frequency sound.

In regard to these nonauditory-systems effects, smooth muscles will show reduced tension when exposed to very intense low-frequency sound, as shown by Döring et al. (ref. 151) for in vitro tests with rabbit and pig smooth muscles. Gerd Jansen (private communication, Johannes Gutenberg University, Mainz,
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FIGURE 10.44. Summary of test environments for effects of sound on the human body. (From ref. 149.)

TABLE 10.4
Summary of Effects of Acoustic Stimuli on a Group of Five Persons
[Exposure durations of 1 to 2 minutes; ear protective devices usually worn; from ref. 149]

Test 5 — Broadband noise. Peak spectrum level 128 dB at 50 Hz. The speech signals recorded were completely masked despite the noise reduction provided by microphone and shield. Pulse rates were increased 10 to 40 percent over resting levels. Two subjects reported mild chest wall vibration; two others noted mild nasal cavity vibration; and one of these perceptible throat fullness.

Tests 6, 7, and 8 — Broadband noise at about same levels as Test 5 with relatively less energy in the higher frequencies. All subjects considered the exposures tolerable for the short durations involved. Speech signals were completely masked, nevertheless, except those of one subject who was stationed inside a vehicle which afforded appreciable attenuation of the high frequencies. His speech was definitely modulated but the poor intelligibility achieved was attributed to the masking. All subjects reported mild to moderate chest wall vibration; two subjects noted throat pressure; three subjects experienced perceptible though tolerable interference with the normal respiratory rhythm. Pulse rates measured during Test 7 exhibited no significant changes during the exposure.

Throughout these tests visual acuity, hand coordination and spatial orientation were subjectively normal.
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TABLE 10.4  Concluded

Tests 9-11 — *Narrow bands, center frequencies, 2 to 10 Hz, spectrum level 142-153 dB.*
The most prominent effects attributable to the infrasonic noise spectra (Tests 9-11) occurred during exposure without ear protection. An uncomfortable sensation reflecting pressure build-up in the middle ear was elicited which required frequent Valsalva swallowing to relieve. This effect was almost entirely absent when insert earplugs were used. Earmuffs alone helped prevent the middle ear pressure changes. Three subjects described an occasional tympanic membrane tickle sensation during these exposures without protection and one subject observed marked nostril vibration. Another noted mild abdominal wall vibration during exposure to the test 10 spectrum (5-10 Hz). No shifts in hearing threshold were detectable one hour following these exposures. When ear protectors were worn to lessen the middle ear pressure changes, exposures to infrasound of these levels were judged well within tolerance.

Tests 12-14 — *Narrow bands, center frequencies 15 to 50 Hz, spectrum level at 140 dB.*
The maximum intensity low sonic exposures produced moderate chest wall vibration, a sensation of hypopharyngeal fullness (gagging) and perceptible visual field vibration in all subjects. Two subjects experienced mild middle ear pain during brief periods without ear protection but a third had no sensation of tickle or pain. Recorded speech sounds exhibited audible modulation. Post-exposure fatigue was generally present after a day of repeated testing. The exposures as a group were not considered pleasant; however, all subjects concurred that the environments experienced were within the tolerance range.

Test 15 — *Pure tones 3 to 40 Hz, spectrum level 145-153 dB.* Exposures to 24 discrete frequency noise fields showed both objective and subjective responses qualitatively similar to those elicited by the corresponding narrow band spectra. Pressure build-up in the middle ear was not a factor at 30 Hz and above, but the gag sensation was magnified for at least one subject. Although all exposures were judged tolerable, it was noted that the subjective sensations rose to intensity very rapidly as sound pressure levels were increased above 145 dB.

Test 16 — *Pure tones 40 to 100 Hz, spectrum level 150-155 dB.* Voluntary tolerance of the subjects was reached at 50 Hz (153 dB), 60 Hz (154 dB), 73 Hz (150 dB), and 100 Hz (153 dB). The decision to stop exposures at these levels was based on the following subjectively alarming responses: mild nausea, giddiness, substernal discomfort, cutaneous flushing and tingling occurred at 100 Hz; coughing, severe substernal pressure, choking respiration, salivation, pain on swallowing, hypopharyngeal discomfort and giddiness were observed at 60 Hz and 73 Hz. One subject developed a transient headache at 50 Hz; another developed both headache and testicular aching during the 73 Hz exposure. A significant visual acuity decrement (both subjective and objective) occurred for all subjects during the 43, 50, and 73 Hz exposures. Speech sounds were perceptibly modulated during all exposures. All subjects complained of marked post-exposure fatigue. No shifts in hearing threshold were measurable two minutes post exposure; the earplug and muff combinations worn are known to provide sufficient protection against the higher harmonics of the noise fields and were apparently effective to an appreciable degree in attenuating the fundamental tones. Recovery from most of the symptoms was complete upon cessation of the noise. One subject continued to cough for 20 minutes, and one retained some cutaneous flushing for approximately four hours post exposure. Fatigue was resolved by a night's sleep.
West Germany) has found similar effects in humans when exposed to low-frequency engine noise at levels exceeding 170 dB.

It has been reported (ref. 152) that some people in intense infrasonic-frequency sound at levels sometimes found in automobiles, in subways, and during high winds in some high-rise office buildings have feelings of unpleasantness and even loss of balance. To explore these observations the researchers vibrated flexible walls of a small office to produce intense infrasonic-frequency sound in the room. Some of their results are shown in figure 10.46. Clearly, some nonauditory sensations can be created by infrasonic-frequency sound in a narrow region around 10 Hz with fairly prolonged exposures at relatively high intensities. The prevalence in real life of infrasonic-frequency sound at the intensities and durations required to create these sensations is rather small.

**Ultrasonic-frequency sound**

Acoustic energy in the frequency region above 20 000 Hz is called ultrasonic because it is inaudible to man. Actually, for most adults, acoustic energy above 15 000 Hz is ultrasonic. As noted in a review of the effects of ultrasound by Parrack (ref. 153), the advent of the jet aircraft engine, high-speed dental drills, and ultrasonic cleaners provided relatively common sources of high-intensity ultrasounds. Tables 10.6 to 10.8 show the spectra of the noise from representative samples of these devices.

Although there is considerable energy in the bands above 20 000 Hz for each of the spectra, there is energy in the audible frequency region that often exceeds the damage risk values specified as tolerable for long exposures. (See chapter 7.) For this reason, the tinnitus, dizziness, headache, nausea, and fullness of the ears often reported by some persons exposed to these noises are probably not because of ultrasonic frequencies but are probably because of audible frequencies in the noise.

In Parrack's opinion, the reactions of tinnitus, dizziness, nausea, and headache listed above are psychosomatic and are engendered by unwarranted apprehension. Although the energy above 20 000 Hz (or possibly at any frequency that is inaudible to a given individual) is not the source of the tinnitus, dizziness, nausea, and headache experienced by persons exposed to such sound energy, the reactions in question are perhaps not "psychosomatic" in origin either. At the same time, the belief of Parrack and others (see refs. 154 and 155) that any acoustic energy at high frequencies that significantly affects man does so only through his inner ear, appears to be true. The physical arguments against ultrasound entering or stimulating man except through normal stimulation of the inner ear are as follows:

1. The absorption coefficient of the skin for sound above 20 000 Hz is less than 0.1 percent and levels at these frequencies that would cause any slightly
TABLE 10.5
Summary of Studies of Temporary Hearing Loss Following Exposure to Infrasonic-Frequency Sound
[From ref. 150]

<table>
<thead>
<tr>
<th>Investigator</th>
<th>Exposure</th>
<th>Hearing response</th>
<th>Recovery</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tonndorf</td>
<td>Submarine diesel room; 10-20 Hz; no level given</td>
<td>Depression of upper limits of hearing as measured by number of seconds a tuning fork was heard; no conversion to maximum audible pressure</td>
<td>Recovery in few hours outside of diesel room</td>
</tr>
<tr>
<td>Mohr et al.</td>
<td>Discrete tones; narrowband noise in 10-20 Hz region; 150-154 dB exposures of about 2 min</td>
<td>No change in hearing sensitivity reported by subjects; no TTS measured about one hour post exposure</td>
<td></td>
</tr>
<tr>
<td>Jerger et al.</td>
<td>Successive 3-min whole-body exposures; 7-12 Hz; 119-144 dB</td>
<td>TTS in 3000-6000 Hz range for 11 of 19 subjects (TTS of 10-22 db)</td>
<td>Recovery within hours</td>
</tr>
<tr>
<td>Nixon</td>
<td>Pistonphone coupled to ear <em>via</em> earmuff; 18 Hz at 135 dB; series of 6 5-min exposures rapid in succession</td>
<td>Average TTS of 0-15 dB after 30-minute exposures</td>
<td>Recovery within 30 min</td>
</tr>
<tr>
<td>Nixon</td>
<td>Pistonphone coupled to ear via earmuff; 14 Hz at 140 dB; 6 individual exposures of 5, 10, 15, 20, 25, and 30 min</td>
<td>Three experienced subjects; no TTS in 1; slight TTS in 1; 20-25 dB TTS in 1</td>
<td>Recovery within 30 min</td>
</tr>
<tr>
<td>---------------------------</td>
<td>-------------------------------------------------------------------------------------------------</td>
<td>--------------------------------------------------------------------------------</td>
<td>------------------------</td>
</tr>
<tr>
<td>Johnson</td>
<td>Ear only: pressure chamber coupled to ear via tuned hose and muff: 171 dB (1-10 Hz), 26 sec, 1s; 168 dB (7 Hz), 1 min, 1s; 155 dB (7 Hz), 5 min, 2s; 140 dB (4, 7, 12 Hz), 30 min, 1s; 140 dB (4, 7, 12 Hz), 5 min, 8s; 135 dB (0.6, 1.6, 2.9 Hz), 5 min, 12s; 126 dB (0.6, 1.6, 2.9 Hz), 16 min, 11s; Whole body: All exposures, 2s: 8 min at 8 Hz at SPL’s of 120, 126, 132, 138 8 min 15 1, 2, 4, 6, 8, 10 Hz at 144 dB 8 min at 12, 16, 20 Hz at 135-142 dB</td>
<td>No TTS</td>
<td>Recovery within 30 min</td>
</tr>
<tr>
<td></td>
<td></td>
<td>No TTS</td>
<td>Recovery within 30 min</td>
</tr>
<tr>
<td></td>
<td></td>
<td>14-17 dB TTS</td>
<td>Recovery within 30 min</td>
</tr>
<tr>
<td></td>
<td></td>
<td>8 dB TTS for 1 subject</td>
<td>Recovery within 30 min</td>
</tr>
<tr>
<td></td>
<td></td>
<td>No TTS</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>No TTS</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>No TTS</td>
<td></td>
</tr>
</tbody>
</table>
noticeable local heating effects would have to be in excess of 100 dB. (The absorption coefficient of acoustic energy at 20,000 Hz in small, furry animals is of the order of 21 percent, so that lethal heating can occur in these animals at levels of ultrasound that go unnoticed by, or are harmless to, man.)

2. Ultrasonic frequencies generated by crystals (refs. 156 to 158) and applied to bones and tissues of the head resulted (if sufficiently intense) in the person perceiving an audible, high-pitched tone usually around 8000 to 10,000 Hz, depending upon their upper limit of hearing. Deaf subjects in these experiments heard nothing. Crystals have many resonant modes, and the rubbing of the crystal against the surface of the skin could have created an audible subharmonic that was radiated as an acoustic signal to the ear (analogous to the mode of detection of the presumed "electrical" stimulation of the ear mentioned in chapter 3). Also, it is possible that subharmonics falling in the normal frequency range of audibility may be generated in the middle ear when the ear is exposed to intense ultrasonic frequencies.

Acton and Carson (ref. 159) (see also ref. 160) found convincing evidence that unless a person's range of hearing extended to about 17,000 Hz, and unless the energy in that frequency region exceeded 70 dB, no subjective effects (tinnitus, headaches, fatigue, etc.) were experienced from exposure to ultrasonic frequencies. Figure 10.47 (lower graph) shows the results of laboratory tests with
The sensory response of one person to infrasound excitation

The threshold/exposure time relationship around the most sensitive frequency

FIGURE 10.46. Thresholds of subjective feelings of "unusualness" from exposure to infrasonic-frequency sound in an office space. (From ref. 152.)

ultrasonic signals. The upper curve of the upper graph of figure 10.47 shows the spectrum of noise which did not cause significant complaints. Acton and Carson noted that women had adverse symptoms more often than men and that young men had adverse symptoms more often than older men. This was presumed to be because of the auditory acuity of the people involved and not because of their sex or age per se.
TABLE 10.6

Sound Pressure Level Around a Jet Aircraft in 1/3-Octave Bands

[Aircraft is F-102; from ref. 153]

<table>
<thead>
<tr>
<th>Positions and operating conditions</th>
<th>SPL, dB, at 1/3-octave-band center frequencies, kHz, of—</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>2</td>
</tr>
<tr>
<td>a 500 ft; idle</td>
<td>57</td>
</tr>
<tr>
<td>500 ft; military</td>
<td>98</td>
</tr>
<tr>
<td>500 ft; afterburner</td>
<td>105</td>
</tr>
<tr>
<td>b 100 ft; idle</td>
<td>75</td>
</tr>
<tr>
<td>100 ft; military</td>
<td>111</td>
</tr>
<tr>
<td>100 ft; afterburner</td>
<td>123</td>
</tr>
<tr>
<td>c 25 ft forward; idle</td>
<td>90</td>
</tr>
<tr>
<td>25 ft forward; military</td>
<td>102</td>
</tr>
<tr>
<td>25 ft forward; afterburner</td>
<td>109</td>
</tr>
<tr>
<td>Maintenance d; idle</td>
<td>91</td>
</tr>
<tr>
<td>Maintenance; military</td>
<td>117</td>
</tr>
<tr>
<td>Maintenance; afterburner</td>
<td>121</td>
</tr>
</tbody>
</table>

a On radius located 125° from nose.
b On radius located 120° from nose.
c About 30° from nose of aircraft.
d Just off main landing gear and under fuselage.
TABLE 10.7

Sound Pressure Levels Measured in Air Around the Weber High-Speed Dental Drill

[Drill suspended in fixed position; drill and microphone 54 in. from floor; from ref. 153]

<table>
<thead>
<tr>
<th>Measurement position (a)</th>
<th>OASPL, dB</th>
<th>SPL, dB, for center frequencies of octave bands, Hz, measured at—</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>31.5</td>
</tr>
<tr>
<td>1</td>
<td>97</td>
<td>46</td>
</tr>
<tr>
<td>2</td>
<td>89</td>
<td>44</td>
</tr>
<tr>
<td>3</td>
<td>82</td>
<td>47</td>
</tr>
<tr>
<td>4</td>
<td>81</td>
<td>48</td>
</tr>
</tbody>
</table>

aPosition 1—Location of patient’s ear was 6 in. from source.
Position 2—Location of patient’s ear was 20 in. from source.
Position 3—Far field on radius 65 in. from source.
Position 4—Far field on radius 90 percent to position 3—65 in. from source.
TABLE 10.8
Sound Pressure Levels in 1/3-Octave Bands

[Bendix model sec 1825A sonic energy cleaning system; from ref. 153]

| Positions | 1.0  | 1.25 | 1.6  | 2.0  | 2.5  | 3.15 | 4    | 5    | 6.3  | 8    | 10   | 12.5 | 16   | 20   | 25   | 31.5 | 40   | 50   | 63   | 80   |
|-----------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|
| Operator, a |
| cover closed | 56   | 55   | 55   | 57   | 62   | 68   | 70   | 72   | 73   | 83   | 96   | 83   | 83   | 101  | 85   | 91   | 89   | 86   | 85   |
| Operator, a |
| cover open  | 62   | 63   | 63   | 66   | 70   | 74   | 77   | 81   | 91   | 104  | 91   | 93   | 109  | 93   | 102  | 99   | 95   | 95   |
| At desk, b  |
| cover closed| 45   | 43   | 42   | 42   | 47   | 51   | 54   | 56   | 57   | 64   | 77   | 64   | 64   | 80   | 63   | 71   | 69   | 64   | 62   |
| At desk, b  |
| cover open  | 49   | 48   | 49   | 49   | 52   | 55   | 58   | 61   | 64   | 73   | 86   | 73   | 73   | 89   | 72   | 79   | 78   | 72   | 71   |
| Office, c  |
| cover closed| 45   | 45   | 44   | 43   | 41   | 42   | 42   | 41   | 40   | 44   | 57   | 45   | 45   | 64   | 46   | 45   | 42   | 38   |
| Office, c  |
| cover open  | 46   | 45   | 44   | 43   | 42   | 42   | 42   | 43   | 43   | 51   | 63   | 50   | 50   | 57   | 49   | 52   | 48   | 42   |

*Immediately adjacent to one end of cleaner system.

b*About 15 ft from edge of tank where operator stands in laboratory work area.

Office, c (door open) about 12 ft from cleaner system; about 13 ft from operator position.
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FIGURE 10.47. Band spectra of noise from an ultrasonic washer and spectra of noise and tones that were used in laboratory tests. (From ref. 159.)
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It also appears that hearing in the higher frequency regions of most industrial workers sooner or later is reduced by the upward spread of a noise-induced permanent threshold shift from lower frequency noise as much as it is by the acoustic energy above 10,000 Hz. It might be conjectured that the upturn in the normal threshold of audibility from 4000 Hz to, say, 20,000 Hz is severely influenced by everyday noise in the frequency region 2000 to 8000 Hz. In any event, the subjective effects of ultrasonic frequencies are not due to apprehension on the part of the listener but are due to sound that exceeds 78 dB in the frequency region of about 16,000 Hz and that is audible to the listener. Continued exposure to sufficiently intense sound at or below 16,000 Hz results in the elimination of the subjective and audible effects apparently because of noise-induced threshold shifts in those frequency regions.

The question remains as to why these adverse subjective effects are more often noticed from ear-damaging exposures to these higher frequencies than from damaging exposures to noise at lower frequencies, for example, below 2000 Hz. Of course, there may be no fundamental difference since some comments regarding headache, unusual fatigue, and certainly tinnitus are also sometimes reported from initial exposures to lower frequency noise when sufficiently intense and for sufficiently long exposures.

NIOSH studies

A program of studies were conducted for the National Institute for Occupational Safety and Health (NIOSH) on the effects of noise on nonauditory sensory functions and performance (ref. 161). Groups of adult subjects were exposed to continuous noise ranging from 105 to 110 dBA, to impulsive noise at 136 dBA, and to quiet. No effects of the noises, relative to quiet, were found for tests of tactile, thermal, or vestibular functions. A few measures of visual functions showed noise-induced effects, but these could not be altogether replicated on retesting.

Health-Related Effects in Workers

Introduction

The concept of events in everyday life that cause stress responses in the autonomic system contributing to body and mental illness is a generally accepted principal of psychiatry and medicine (Levi (ref. 162) and Kagan (ref. 163)). Kagan states that "There is much evidence showing that psychological stimuli arising from a large variety of social stressors may cause the catecholamine or corticosteroid stress responses and that these in turn cause a large variety of secondary physiological changes which are associated with high risk for a large variety of diseases. For example, such diverse secondary physiological changes as increased heart rate, raised blood pressure, increased peripheral resistance,
increased fat metabolism, decreased glucose tolerance, impaired myocardial uptake of oxygen, cardiac arrhythmias, gastroenteric activity, and possibly effects on the histo-immunological system are caused by or highly associated with the endocrine changes." However, data supporting causal relations between these events and health effects are not plentiful because of complexity of the events, individual differences, and other effects. (See discussions by Rabkin and Struening (ref. 164) and Graeven (ref. 165).) Whether stress associated with exposure to noise is mostly the result of indirect psychological effects rather than direct "overstimulation" effects of noise is the major question concerning the causal role of noise in the work environment on ill health. If they are and if these psychological factors can be controlled, it would follow that noise at work not involving auditory communications need not contribute to ill health in the non-auditory systems of people. To what degree these noise conditions exist in real life is an empirical question that may be answerable by retrospective epidemiological research such as that presented below.

**Effects from long-term exposures**

Studies of the health of people working in noisy industries compared with workers from quieter industries are plagued by the problems of adequately equating different groups of workers with respect to socioeconomic and familial health-status variables. There also appears to be at least two work-related psychological variables that can have strong physiological effects (especially on the autonomic system) and that make difficult the matching, for comparative purposes, of groups of workers in noisy industries with workers in quiet industries:

(1) The work conditions may be unsafe. Often intense industrial noise is indicative of the operation of moving machinery that must be attended to in order that the worker avoid bodily injury. Not only does the noise connote this danger, but it can also mask or interfere with the hearing of acoustic cues and signals that must be perceived in order to avoid the dangers involved. These conditions contribute to psychological emotions which may be reflected as physiological stress.

(2) The work may require the perception of certain sounds (machinery made, speech, or other) in order that the work tasks be properly and quickly performed. The noise may interfere with these perceptions, creating some anxiety which may also be reflected as physiological stress.

There are obviously other environmental factors, such as air pollution and general physical work conditions, that must also be equated for noise-exposed versus non-noise-exposed workers before valid conclusions on the effects of the noise on the health of the workers are drawn. For example, Pilawska et al. (ref. 166) cited the following on-the-job factors in shipyards as having decisive significance as causes of illness and absences: (1) improper climatic conditions and (2)
Effects of Noise

excessive intensity of vapors of welding gases, vapors of paints and solvents, dust, noise, vibration, ultraviolet radiations, and drafts. Pilaw ska et al. found in a particular industry 1826 persons worked in noise levels greater than 85 dBA (group A) and 5825 worked in noise levels less than 75 dBA (group B). A comparison of the medical records of these two groups revealed that hearing disorders were 22 times more frequent, stomach and intestinal ulcers were 5 times more frequent, and high blood pressure was about 2 times more frequent in group A than in group B. Similar types of results were found by Jansen (ref. 167) (see fig. 10.48), Shatalov and Murov (ref. 168), and Zvereva et al. (ref. 169) among metal workers and other workers, and by Cieslewicz (ref. 170) among workers in weaving mills in noisy work locations.

Most of the studies of the effects of noise on workers have been concerned with abnormal cardiac conditions as measured by the electrocardiogram (ECG) and by the development of high blood pressure, or hypertension. Hypertension is defined as systolic and diastolic blood pressures greater than normative values for a given age group. Major studies of these effects include those of Andriukin (ref. 171), Geller et al. (ref. 172), Andrukovich (ref. 173), Kavoussi (ref. 174), Capellini and Maroni (ref. 175), Parvizpoor (ref. 176), Cuesdean et al. (ref. 177), Dega and Klajman (ref. 178), Kachnyi (ref. 179), and Friedlander et al.

![Diagram showing differences in percent of occurrence of physiological problems in 1005 German industrial workers](image_url)

**FIGURE 10.48.** Differences in percent of occurrence of physiological problems in 1005 German industrial workers. The differences in peripheral circulation and heart problems in the two classes of work environments were statistically significant. (Data from ref. 167.)
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(ref. 180). Additional studies in this research area are reviewed in an article by Welch (ref. 181).

The results for these studies appear to Welch to be mostly positive; that is, persons working in intense noise show a significantly greater incidence of hypertension or ECG abnormalities than persons who work in less noise. For example, Parvizpoor found increased hypertension in weavers in textile mills working in noise above 95 dBA compared with a group randomly selected from a population matched socioeconomically to that of the weavers. (See table 10.9.) Parvizpoor notes, however, that physiological stressors in the mills besides the noise include cotton dust (7.5 mg/m³, a very heavy dust content), high temperatures and humidity, and other adverse environmental factors.

Possible causal relations of cardiovascular effects with noise are not established by these studies, especially the concept that noise per se is overstimulating the worker and thereby causes the cardiovascular effects. For example, Kachnyi reports that weavers operating smaller, less noisy looms showed more disorders of arterial pressure than did weavers using fewer, noisier looms. In addition, the data are not consistent in showing any uniform relation between noise intensity and cardiovascular functions. For example, Geller et al. found that workers in the Soviet petroleum industry in noise of 115 to 125 dB and exposed to oil and gas fumes suffered no more hypertension or cardiac neurosis (as determined by ECG) than administrators or laborers working in the quiet. However, petroleum workers in 115 to 125 dB noise who were not exposed to oil and gas fumes suffered more hypertension and cardiac neurosis than workers in the quiet. Cuesdean et al. found that ECG abnormalities were less for air compressor operators and stokers in 100 to 106 dB noise than for mechanics in 95 to 100 dB noise, and the mechanics showed fewer ECG abnormalities than were found in laboratory assistants in 85 to 95 dB noise.

### TABLE 10.9

Effect of Noise on Cardiovascular Function of Textile Mill Weavers

[95 dBA noise level; hypertension, >160/90 mm Hg blood pressure; data from ref. 176]

<table>
<thead>
<tr>
<th>Age, years</th>
<th>Hypertension, percent, shown by—</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Weavers</td>
</tr>
<tr>
<td>20 to 29</td>
<td>1</td>
</tr>
<tr>
<td>30 to 39</td>
<td>7.3</td>
</tr>
<tr>
<td>40 to 49</td>
<td>12.1</td>
</tr>
<tr>
<td>50 to 59</td>
<td>27.1</td>
</tr>
<tr>
<td>Total</td>
<td>8.5</td>
</tr>
</tbody>
</table>

* Socioeconomically matched to weavers.
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Table 10.10 shows that the incidence of hypertension is not related in an orderly way with noise levels from relative quiet to a range of 115 to 125 dB. For example, the percent of people with hypertension is the same, for the “quiet” and the 115 to 125 dB groups. Obviously these results do not support the notion that intense noise in and of itself is a cause of hypertension or other cardiovascular problems.

Further evidence along these lines comes from a study by Cohen (ref. 182) of health and accident records in two U.S. industries with both high-noise (above 95 dBA) and low-noise (below 80 dBA) work areas. Figure 10.49 shows that in Plant Complex A the number of medical problems was significantly higher in the high-noise group compared with that in the low-noise group, but in Plant Complex B the number of problems was about equal. Also, the lower curve in figure 10.49 shows the number of accidents in Plant Complex A to be much greater than in Plant Complex B in high noise.

Cohen suggests that the differential risk of injury in the high-noise work areas (boiler factory) in Plant Complex A was much greater than in Plant Complex B (electronics and missile parts plant) and that it was the anxiety over danger of injury or accidents and not the high-noise level per se that could have been the cause of increased medical problems in the workers in high noise in Plant Complex A. These problems included digestive, respiratory, urological, glandular, and cardiovascular disorders, all suggestive of physiological stress.

Lees et al. (ref. 183) found that 70 men who worked in industrial noise levels of 85 dBA or less for a period of 15 years had the same incidence of absenteeism, headaches, and accident rates (called indicators of “stress”) as 70 matched cohorts who had worked for 3 to 15 years in noise levels exceeding 90 dBA. Lees et

<table>
<thead>
<tr>
<th>Groups</th>
<th>Hypertension, percent affected, for noise levels of—</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Quiet</td>
</tr>
<tr>
<td>General population(^a)</td>
<td>23</td>
</tr>
<tr>
<td>Exposed to little noise(^b)</td>
<td>11</td>
</tr>
<tr>
<td>Administrative workers(^c)</td>
<td>12</td>
</tr>
<tr>
<td>Manual workers(^c)</td>
<td>8</td>
</tr>
<tr>
<td>Average</td>
<td>14</td>
</tr>
</tbody>
</table>

\(^a\)Reference 173.
\(^b\)Reference 171.
\(^c\)Reference 172.
al. concluded that noise-exposure level was not necessarily a cause of stress in industrial work.

**Hearing loss and hypertension**

Jonsson and Hansson (ref. 184) examined the prevalence of hypertension in industrial workers who had been exposed to noise at the workplace and had suffered elevated hearing thresholds greater than expected for their age. They found that men with noise-induced hearing losses had a significantly greater incidence of hypertension (systolic/diastolic blood pressure above 160/100 mm Hg) than matched groups with normal or nearly normal hearing for their age.
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On the other hand, Drettner et al. (ref. 185), Hedstrand et al. (ref. 186), Takala et al. (ref. 187), Brown et al. (ref. 188), Cohen et al. (ref. 189), and Lees and Roberts (ref. 190) found no correlation between noise-induced hearing loss and hypertension. Drettner et al., using 1000 50-year-old men, also measured other cardiovascular risk factors (serum cholesterol and triglycerides and a glucose tolerance test) with similar results. The results of some of these studies are summarized in table 10.11.

In the Brown et al. study, 22 professional airline pilots were compared over a period of 8 years with 29 males of the same age who did not fly. In addition to hypertension, these investigators measured serum cholesterol and glucose. They found that although the pilots developed somewhat more elevated audiometric thresholds compared with the control group (indicating some noise-induced hearing loss from aircraft cockpit noise), there were no significant differences between the groups with respect to the cardiovascular or blood serum tests during the 8-year period.

Figure 10.50 shows the differences in hearing levels for workers with noise-induced hearing loss and for a control group with normal hearing. Table 10.10 compares the systolic and diastolic blood pressures of the NIPTS and control groups found in the various studies discussed above. It is shown in the table that the mean blood pressures and numbers of hypertensives were nearly the same for the NIPTS and control groups in all except the Jonsson and Hansson study.

### TABLE 10.11
Summary of Studies on Hearing Loss and Hypertension

<table>
<thead>
<tr>
<th>Study</th>
<th>Hearing level</th>
<th>Number of subjects</th>
<th>Mean age, years</th>
<th>Mean blood pressure, mm Hg</th>
<th>Number of Hypertensives</th>
</tr>
</thead>
<tbody>
<tr>
<td>Jonsson and Hansson</td>
<td>Normal HL</td>
<td>74</td>
<td>54</td>
<td>133 b145</td>
<td>6</td>
</tr>
<tr>
<td>(ref. 184)</td>
<td>NIPTS</td>
<td>44</td>
<td>57</td>
<td>81 b89</td>
<td></td>
</tr>
<tr>
<td>Hedstrand et al.</td>
<td>Normal HL</td>
<td>376</td>
<td>50</td>
<td>134 84</td>
<td>24</td>
</tr>
<tr>
<td>(ref. 186)</td>
<td>NIPTS c</td>
<td>393</td>
<td>50</td>
<td>132 84</td>
<td>26</td>
</tr>
<tr>
<td>Takala et al.</td>
<td>Normal HL</td>
<td>67</td>
<td>45</td>
<td>151 95</td>
<td>14</td>
</tr>
<tr>
<td>(ref. 187)</td>
<td>NIPTS</td>
<td>32</td>
<td>47</td>
<td>155 99</td>
<td>11</td>
</tr>
<tr>
<td>Cohen et al.</td>
<td>Normal HL</td>
<td>51</td>
<td>34</td>
<td>122 68</td>
<td>7</td>
</tr>
<tr>
<td>(ref. 189)</td>
<td>NIPTS</td>
<td>51</td>
<td>47</td>
<td>123 70</td>
<td>5</td>
</tr>
</tbody>
</table>

aNPTS = HL > 65 dB above 3000 Hz.

bDifference between normal and NIPTS groups statistically significant.

cHistory of noise exposures and a "significant" hearing loss.
Manninen and Aro (ref. 191) divided a sample of 188 male and 92 female engineering industry workers into 3 groups—those with normal hearing, those with moderate hearing losses, and those with severe hearing losses. It was assumed that the hearing losses were noise induced. The average diastolic and systolic blood pressures were essentially the same between the three categories of hearing level in workers below the age of 41 years. The findings for workers between the ages of 41 and 64 years were somewhat inconsistent; those with moderate hearing losses had about a 15-mm Hg elevation in blood pressure above those with normal hearing, but the blood pressure of those with severe hearing losses was only 5 mm Hg above those with normal hearing.

Apparently, exposure to industrial noise sufficient to cause significant amounts of noise-induced hearing loss from many years of working in it does not mean that the workers will exhibit any blood pressure or other cardiovascular blood serum conditions that are indicative of any abnormal stress. It seems likely that in those studies in which workers in intense noise suffered increased incidence of cardiovascular, gastrointestinal, or other disorders related to the autonomic system, there are psychological, personnel selection, and sometimes adverse physical factors other than noise in the work environments that may be responsible for the observed adverse health effects. In some studies done of weaving, metal, and lumber mills and of shipyards, all involving the presence of generally harsh and sometimes hazardous environments, the presence of the subject health problems were observed. It is, of course, possible that an additive effect of all the adverse conditions, including that of noise, takes place. Even so, the role of the psychological and auditory interference aspects of noise cannot be dis-
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missed as an explanation for such adverse nonauditory system health effects that could be attributed to the presence of the noise.

**Short-term experiments**

Some of the problems of retrospective studies, such as those just discussed, can be avoided in experiments in which the noise environment is controlled or manipulated and the physiological effects on the workers are monitored for any changes. Experiments of this type can be divided into two groups—those reporting adverse nonauditory-system effects of the noise and those showing no adverse effects.

In an experiment conducted by Ortiz et al. (ref. 192), 18 jet-engine test-bench workers who had been at that job for at least 3 years were exposed for one 3-hour test period to jet-engine turbine noise at levels from 105 to 115 dB. It is not stated whether or not earplugs were worn. Various analyses of urine, blood content, and blood pressure were made before, during, and after the exposure to the noise. Of the 18 subjects, 13 showed marked elevation in catecholamine excretions and increases in cholesterol, plasma-free fatty acids, blood pressure, and pulse frequency. The average age of this group was 39 years. Six of the subjects, average age 49 years, showed no significant responses to the noise. Ortiz et al. concluded that the blood pressure and catecholamine elevations found in some of the workers might be detrimental to people suffering from arteriosclerosis and other forms of vascular pathology.

These data should be viewed with caution because of the small number of subjects, the brief duration of the tests, and the lack of controls (no non-noise-exposed periods). Also contrary to the above findings are those from a study by Paolucci (ref. 193) who measured catecholamine excretion in experienced aircraft ground personnel the day before and the day of exposure to different levels of jet aircraft noise. Ten men were exposed to noise at a level of 120 dB for 1-1/2 hours in the jet-engine test area; 10 other men were exposed to jet aircraft takeoff noise at levels of 80 to 100 dB every 20 minutes for 5 hours. All the men wore earplugs. Neither group of men showed a significant increase in catecholamine excretion for the noise-exposure period of the second day over that found for the same period of the preceding "quiet" day.

If the subjects in the Ortiz et al. study did not wear earplugs (whether or not they did was not specified), they received noise at their eardrums some 15 to 20 dB more intense than did the subjects in the Paolucci study. This could explain the difference in the results between the two studies. However, another possible explanation is found in the aforementioned study of Finkle and Poppen (ref. 30), who exposed men wearing earmuffs to daily jet-engine noise at a level of 120 dB in a laboratory setting for a period of over a week. The subjects showed greatly increased secretions of catecholamine and other related hormones for the first days of exposure, but by the end of the week the noise ceased to cause these or related stress responses (*i.e.*, habituation had occurred). It is suggested that the
positive findings for some of the subjects in the Ortiz et al. study could be due to a concern of these subjects that the noise was potentially harmful or stressful, and this concern was not habituated out during one 3-hour exposure.

Physiological stress responses to noise at the workplace were reported by Ising et al. (refs. 194 and 195). Twelve workers in a brewery where the noise was at an average level of 95 dBA worked for 1 week with earplugs and 1 week without earplugs. The earplugs provided an average daily noise reduction of about 13 dB.

It was found that working without earplugs increased the systolic blood pressure by almost 7 mm Hg, increased the excretion of vanillyl mandelic acid in urine by 67 percent, and increased the excretion of noradrenaline by 16 percent over those when working with earplugs. (All differences were statistically significant.) After 1 week of work without earplugs, magnesium concentration in the blood of the 12 workers was 5 percent lower than after 1 week of work with earplugs. The evaluation of the parameters of 26 test subjects showed a negative correlation of $-0.52$ between the magnesium content of blood sediment and the increase in blood pressure when exposed to noise.

There are, of course, other variables to be mentioned in the interpretation of these findings besides that of the 13-dB reduction in noise exposure reaching the eardrum. One is the well-known Hawthorne effect that workers respond favorably to changes in their environment that are intended to improve the environment. Why this should cause the particular physiological changes found is not obvious, however. Other possible factors are the following: (1) the workers feel some apprehension in the noise because of fear of auditory fatigue, or damage to hearing, and interference effects of the noise with hearing speech or other auditory cues helpful to job performance. The wearing of earplugs would not only relieve the apprehension but could also improve hearing performance (see chapter 4); and (2) the higher level of noise provides a greater continuous degree of physiological arousal than does the lower level.

Ising et al. (ref. 195) postulate that the stress effects elicited by noise can be schematically summarized as follows (ref. 196):

\[
\text{Noise} \rightarrow \text{Catecholamine} \rightarrow \text{c-AMP} \rightarrow \text{Elimination products in the urine} \rightarrow \text{Blood pressure increase} \rightarrow \text{Cholesterol} \rightarrow \text{Permeability increase in the cell membranes for Mg}^{2+} \text{and Ca}^{2+} \text{and for Na}^{+} \text{and K}^{+}
\]

Whether or not these effects are related to psychological factors or to some reflexive arousal mechanism or to both and are sufficient to be pathogenic in some workers is, of course, a matter of conjecture.
A study previously mentioned was conducted by Cantrell (ref. 96) in which workers (U.S. Naval submarine personnel) were exposed to noise (sonar pings) in a simulation of cruising in a submarine. Twenty healthy young male volunteers were evaluated audiometrically, medically, and psychologically. They were then confined to a dormitory for 55 days. During the first 10 days, audiometric, mental and motor performance, and sleep patterns were evaluated. The subjects were then exposed to a pulsed, 10-step tone in the 3000 to 4000-Hz range for 0.66 sec every 22 sec, 24 hours per day for 30 days. The tonal pulses were presented at 80 dB (re 0.0002 dyne/cm²) for 10 days, 85 dB for 10 days, and at 90 dB for 10 days via 118 loudspeakers hung from the ceiling throughout the building.

The most noticeable physiological effect was a statistically significant rise in plasma cortisol and blood cholesterol levels compared with preexposure levels. The levels decreased after cessation of the noise. Figure 10.51 shows the data for these two physiological measures.

The results of this study must be taken as inconclusive in demonstrating any causal relation between the 24-hour-per-day exposure to the intense tonal pulses and any noted physiological or psychological responses, however. The major reason is that the increase in cholesterol and plasma cortisol levels could well be attributed to the prolonged confinement imposed rather than the tonal pulses. Indeed, except for possibly the first period of exposure to the pulses, there was no consistent pattern of these physiological responses as the intensity level (including the cessation altogether) of the pulses was changed. Even the initial increases plotted in figure 10.51 are not necessarily related to the onset of the pulses, as clearly indicated by Cantrell; that is, the first increases plotted could have occurred prior to the onset of the pulses.

It is also obvious that in addition to the psychological aspects of confinement per se, with possibly related physiological stress reactions, the subjects could have been apprehensive about the possible effects of the noise on their hearing. Indeed, subjects exhibited varying amounts of audiometric threshold shifts during the study.

In a study made of some personnel involved and not involved in aircraft launch operations aboard a U.S. Navy aircraft carrier (refs. 196 and 197), there was a consistent tendency for those most exposed to noise to perform less well on a variety of physiological and psychological tests. Psychiatric examination of the men revealed that the men most exposed to noise had somewhat greater feelings of anxiety than the others. This anxiety may be because their jobs are inherently more dangerous or difficult than those of the men less exposed to noise. (Aircraft launch operations occasionally result in injuries and death to launch operators.) This seems borne out by data which showed that the men most exposed to the noise did not rate the jet aircraft noise as more disturbing than did other groups, but did express the most anxiety about their jobs.

Carlestam et al. (ref. 198) studied 22 young female IBM operators in their usual work situation. Half of the group was exposed to 6-dB increases in noise of
FIGURE 10.51. Mean blood cholesterol levels and plasma cortisol levels before, during, and after exposure to tonal pulses. (From ref. 96.)
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their IBM machines for 4 consecutive days. The noise levels used were 76, 82, 88, and 94 dBC. The other half was exposed to the same noise levels but in decreasing order (i.e., 94, 88, 82, and 76 dBC). The normal noise level for the office was 76 dBC. Each work day started with a 2-hour period of rest without noise exposure, followed by exposure to the appropriate noise for three 2-hour work periods.

The subjects experienced only minor increases in fatigue and “distress” with increasing noise. (See fig. 10.52.) However, the rating differences between those for the highest and lowest noise levels were very small.

Adrenaline and noradrenaline excretion levels remained low or moderate (fig. 10.53), and the changes in these levels were not significant for either control to noise periods or from lowest to highest noise levels. Not even the higher levels
FIGURE 10.53. Urinary excretion of adrenaline and noradrenaline of IBM operators during 4 consecutive days with increasing noise levels. (From ref. 198.)

of noise seemed to be particularly stressful. Although they indicate that the subjects were familiar with the noise and had positive attitudes about their jobs and the experiment, Carlestam et al. question the general validity that noise at work is necessarily a pathogenic agent. To this might be added the comment that the trend towards increased fatigue and distress scores, though small with increased noise, could be due to some masking effects of the noise on hearing wanted sounds in the work environment or concern about auditory fatigue.
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Health-Related Effects in Residential Communities

In most of the studies of the effects of noise as a "stressor" on workers, it is usually implied or assumed that (1) the effects are due to some reflexive form of over-arousal of the autonomic system, (2) the noise does not interfere with work performance by masking sounds relevant to good job performance, and (3) the noise does not cause feelings of fear or anxiety related to the work situation or concern about the damaging effects of the noise on hearing. From the above review of the effects of noise on autonomic-system stress reactions found in persons working in noisy environments, there are reasons to believe that all these assumptions may be invalid for a number of such studies.

In residential communities exposed to noise, however, it is obvious that the masking of wanted auditory signals and sounds and anxiety about safety and unwanted arousal from rest and sleep are effects of noise that will cause feelings of emotion and annoyance. Further, these emotions can cause autonomic-system stress responses, as previously discussed. In addition, it is doubtful there are any reflexive reactions to sounds or noises sufficient to be considered stressful to non-auditory systems. In any event, the existence of such reactions would not change the possibility that noise in the general living environment can prevent satisfactory living behavior and thereby cause ill health. Extensive reviews of research on noise as a possible factor in mental health, physical health, and behavior are found in papers by McLean and Tarnopolsky (ref. 199) and by Cohen and Weinstein (ref. 200).

Expecting adverse effects on health to occur because of noise in general environments seems unrealistic in view of the laboratory experiments with humans and animals that show complete habituation to noises with their repetition. There is, however, as mentioned before, no habituation possible to some of the interference effects of noise on auditory communications and sleep, and thus no needed relief from the annoyance and autonomic-system stress responses thereto. Also habituation does not necessarily occur for the annoyance experienced from noise-induced house vibrations or for the concern about accidents from the noise maker (e.g., aircraft flying overhead at close distances). If anything, some accumulative annoyance with repetitions of the interference effects of some noises seems to occur.

It can be argued that people in residential communities would (or could) avoid the stressful indirect effects of the noise by putting little or no value on the events disrupted. Indeed, it would seem that this process could help explain individual differences in regard to annoyance from noise in the environment. However, to what degree accommodation to behavior interference effects of noise is to be expected in residential environments can only be found in empirical data obtained from communities of people. These data would provide normative descriptions of the liabilities to mental and physical health imposed by the behavior interference-annoyance effects of the noise.
Mental health

Meecham and Smith (ref. 201) compared admissions to mental hospitals in two groups that were matched to a considerable degree socioeconomically. One group, the control group, came from an area where aircraft noise was considerably below 90 dBA, and the other group, the maximum-noise area (MNA) group, came from an area near Los Angeles Airport where the aircraft noise reached levels of 90 dBA and higher ($L_{dn}$ about 75 dBA). The results indicate a 29-percent increase in mental hospital admissions for the MNA group over the control group. The chi-square test of statistical significance is at the 90-percent level of confidence. These findings are in good agreement with those reported by Abey-Wickrama et al. (ref. 202) and Herridge and Chir (ref. 203), although Chowns (ref. 204) questioned the methodology of these last two studies.

Gattoni and Tarnopolsky (ref. 205) examined the admission rates to the same psychiatric hospital (Springfield Hospital) from the same areas near Heathrow Airport as analyzed by Abey-Wickrama et al. and by Herridge and Chir but for a later period of time (1966 to 1968 vs 1970 to 1972). Gattoni and Tarnopolsky defined the noise areas somewhat differently and also removed some data (those for “old people’s care homes”) from the high-noise areas that were included in the earlier studies. Table 10.12, from Gattoni and Tarnopolsky, shows how the original analysis of data from the Springfield Hospital compares with that for the 1970 to 1972 period.

It is shown in table 10.11 that the 1966 to 1968 data indicate a number of statistically significant differences between the admission rates for the maximum-noise areas and the lower noise areas, with the higher rates for the maximum-noise area. However, the 1970 to 1972 data show no statistically significant differences in this regard, but they do show a similar trend in that for 9 of the 16 category comparisons made, the rate of admissions from the high-noise zone was at least 10 percent greater than that from the lower noise area.

Taking another time period (1969 to 1973), the same population source (people near Heathrow Airport), and data from several psychiatric hospitals (including Springfield), Jenkins et al. (refs. 206 and 207) and Hand et al. (ref. 208) made further analyses of hospital admission data for residential areas that were exposed to levels of aircraft noise of $L_{dn} < 67$ dB, $L_{dn}$ of 67 to 75 dB, and $L_{dn} > 75$ dB. Figure 10.54 shows that the results obtained are somewhat ambiguous—progressively greater hospital admission rates were generally found for the higher noise zones than for the lower noise zones at Holloway and St. Bernard’s Hospitals but for Springfield Hospital there was a decrease in admissions as a function of noise zone. Figure 10.55 gives a somewhat more detailed analysis of admission of single household males to Holloway Hospital.

This difference between the data for Springfield Hospital and the two other hospitals is as perplexing as the fact that the low-noise-exposure data for Springfield Hospital are so different from those found for the same hospital in the ear-
TABLE 10.12
Comparison of two studies of admissions to Springfield Hospital
[From ref. 205]

<table>
<thead>
<tr>
<th>Category</th>
<th>Admission</th>
<th>Abey-Wickrama et al. (1966 to 1968)</th>
<th>Statistical significance (c)</th>
<th>Gattoni and Tarnopolsky (1970 to 1972)</th>
<th>Statistical significance (c)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Both sexes</td>
<td>All</td>
<td>Maximum-noise area e</td>
<td>0.005</td>
<td>None</td>
<td></td>
</tr>
<tr>
<td>Both sexes</td>
<td>First</td>
<td>Maximum-noise area e</td>
<td>.01</td>
<td>High-noise zone e</td>
<td></td>
</tr>
<tr>
<td>Females</td>
<td>All</td>
<td>Maximum-noise area e</td>
<td>.025</td>
<td>None</td>
<td></td>
</tr>
<tr>
<td>Females</td>
<td>First</td>
<td>Maximum-noise area e</td>
<td>.10</td>
<td>High-noise zone e</td>
<td></td>
</tr>
<tr>
<td>Males</td>
<td>All</td>
<td>None</td>
<td>Not significant</td>
<td>High-noise zone e</td>
<td></td>
</tr>
<tr>
<td>Males</td>
<td>First</td>
<td>None</td>
<td>Not significant</td>
<td>High-noise zone e</td>
<td></td>
</tr>
<tr>
<td>Females, age &gt; 45</td>
<td>All</td>
<td>Maximum-noise area e</td>
<td>.0005</td>
<td>None</td>
<td></td>
</tr>
<tr>
<td>Females, age &gt; 45</td>
<td>First</td>
<td>Maximum-noise area e</td>
<td>.005</td>
<td>None</td>
<td></td>
</tr>
<tr>
<td>Females, married</td>
<td>All</td>
<td>None</td>
<td>Not significant</td>
<td>High-noise zone e</td>
<td></td>
</tr>
<tr>
<td>Females, married</td>
<td>First</td>
<td>None</td>
<td>Not significant</td>
<td>High-noise zone e</td>
<td></td>
</tr>
<tr>
<td>Females, other</td>
<td>All</td>
<td>Maximum-noise area e</td>
<td>.01</td>
<td>High-noise zone e</td>
<td></td>
</tr>
<tr>
<td>Females, other</td>
<td>First</td>
<td>Maximum-noise area e</td>
<td>.01</td>
<td>High-noise zone e</td>
<td></td>
</tr>
<tr>
<td>Females, neurotic</td>
<td>All</td>
<td>Maximum-noise area e</td>
<td>.05</td>
<td>None</td>
<td></td>
</tr>
<tr>
<td>Females, neurotic</td>
<td>First</td>
<td>None</td>
<td>Not significant</td>
<td>None</td>
<td></td>
</tr>
<tr>
<td>Females, organic</td>
<td>All</td>
<td>Maximum-noise area e</td>
<td>.005</td>
<td>High-noise zone e</td>
<td></td>
</tr>
<tr>
<td>Females, organic</td>
<td>First</td>
<td>Maximum-noise area e</td>
<td>.0005</td>
<td>High-noise zone e</td>
<td></td>
</tr>
</tbody>
</table>

Reference: 205.

*Probability that could be due to chance.

*An area is chosen for this column if its rate is at least 10 percent greater than the other noise zones.

*Noise greater than an NNI of 55 (\(L_{dn} > 75\) dB).
lier studies. It is shown in table 10.13 that the admission rate per 1000 at risk, taken over the 4-year period, was 15.09 in areas exposed to aircraft noise of $L_{dn} < 67$ dB, 6.09 in $L_{dn}$ of 67 to 75 dB, and 5.619 in $L_{dn} > 75$. The average of the rates for $L_{dn} < 67$ dB and $L_{dn}$ of 67 to 75 dB is taken as being representative of the same areas as those for $L_{dn} < 75$ dB in the Abey-Wickrama et al. and the Gattoni and Tarnopolsky analyses. This average rate of 10.6 per 1000 for the 4-year period of the Jenkins et al. analysis is divided by 2 to give a 2-year rate of 5.3 per 1000 that should be comparable to those rates found in the 2-year periods analyzed by Abey-Wickrama et al. and by Gattoni and Tarnopolsky (rates of 3.471 and 3.210 per 1000, respectively).

Abey-Wickrama et al. found a significant difference between admission rates for low-noise and high-noise areas; more hospital admissions were found in high-noise areas. (Gattoni and Tarnopolsky’s data had a similar, but nonsignificant, trend.) However, Jenkins et al. found a highly significant difference in the opposite direction. They found that even higher admission rates occurred in low-noise areas.

Jenkins et al. (ref. 207) suggest that these findings may indicate that the trends of a positive relationship between psychiatric hospital admission rates and exposure to aircraft noise found in the other analyses were due to chance.

However, unusual circumstances may have been associated more with data from the Springfield Hospital than with the other data analyzed by Jenkins et al.

Jenkins et al. obtained socioeconomic information (1971 census) about the populations in the catchment areas of the three hospitals (tables 2, 3, and 4 of ref. 207) that provides a basis for better understanding the seemingly deviant Springfield Hospital data and the somewhat neutral results of the earlier Gattoni and Tarnopolsky analysis. For example, the socioeconomic data indicate a nega-
FIGURE 10.55. Age—and affluence/unemployment—standardized psychiatric hospital admission rates per 1000 people regardless of sex or marital status as a function of aircraft-noise-exposure level. (Basic data from ref. 107.)
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TABLE 10.13
Comparison of Springfield Hospital Admission Rates

[Rates per 1000 persons; all categories of admissions]

<table>
<thead>
<tr>
<th>Study</th>
<th>Admission rate for high-noise area&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Admission rate for low-noise area&lt;sup&gt;b&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Abey-Wickrama et al. (1966 to 1968), ref. 202</td>
<td>4.537</td>
<td>3.471</td>
</tr>
<tr>
<td>Jenkins et al. (1969 to 1973), refs. 206 and 207</td>
<td>2.8</td>
<td>5.3</td>
</tr>
</tbody>
</table>

<sup>a</sup> $L_{dn} > 75$ dB.
<sup>b</sup> $L_{dn} < 75$ dB.
<sup>c</sup> Statistically significant difference supporting hypothesis that aircraft noise increases hospital admissions.
<sup>d</sup> Difference not statistically significant.
<sup>e</sup> Statistically significant difference supporting hypothesis that aircraft noise decreases hospital admissions. The Jenkins et al. study is for a 4-year period, and the rates they report must be divided by a factor of 2 in order to be roughly compared with the earlier 2-year studies.

I have undertaken a further analysis of the hospital admission rate, socioeconomic, and aircraft-noise-level data reported by Jenkins et al. Some preliminary findings from this analysis are shown in figure 10.55. It is shown in that figure that standardizing the admission rates for the different noise zones of the three hospitals with respect to general level of affluence and unemployment in each area provides a more consistently positive relation between level of exposure to aircraft noise and admission rates to the three hospitals than is depicted in figure 10.54. It might be further noted that the downturn in admission rate at the Holloway Hospital shown in figure 10.55 for the area with an $L_{dn}$ of greater than 75 dB as compared with the next lower level of exposure could be due to data unreliability as a result of the relatively small number of persons at risk in that particular area with $L_{dn} > 75$ dB. Only 1360 people lived in that area of the Holloway Hospital catchment basin, whereas a minimum of 19,000 lived in each of the other areas of the hospitals. (In the analysis just described, "affluence" is based...
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on data with respect to the percentage of people renting from local authorities, percentage of households with exclusive use of an indoor toilet, percentage of houses owned by occupiers, and percentage of people of professional, managerial, or employer class. The admission rates reported by Jenkins et al. were further standardized by multiplying them by the ratio of an affluence and unemployment score for each noise area of the three hospitals to the average affluence score of all the noise areas of the three hospitals.}

Annoyance and mental health

Distinctions can be made between “sensitivity” to exposures to noise and annoyance from noise as measured in attitude surveys of what bothers people in everyday living. For example, the noise occurrences that interfere with speech communication are likely to do so more frequently and cause greater feelings of annoyance in people who engage most actively in such behavior. Thus, although noise annoyance can perhaps be a burden that creates problems for highly sensitive people, it appears that it creates the most annoyance for persons engaging in normal behavior; that is, it occurs most often in normal people. This finding comes from a number of studies (e.g., ref. 209).

The role of aircraft noise as a contributor to annoyance in people with psychiatric illnesses and the role of annoyance as a possible contributor to psychiatric illness were studied in a survey of psychiatric illness and annoyance from aircraft noise in different aircraft-noise-impacted areas near London Heathrow Airport (ref. 210). In this study psychiatric illness was identified by means of a screening questionnaire and not by admission to a psychiatric hospital. The principal results are shown in figures 10.56 and 10.57.

It is shown in figure 10.56 that a greater percentage of psychiatrically morbid people suffered the highest annoyance than suffered any other degree of annoyance, which would seem to suggest that the aircraft noise could contribute to an increased degree of suffering in those who are psychiatrically ill. However, as shown in figure 10.57, there was no general increase in the number of psychiatric “cases” as a function of the level of aircraft noise exposure. Indeed, the increase in annoyance as the aircraft-noise-exposure level increased occurred predominantly in the normal population. Tarnopolsky et al. concluded that most of the people who complain of aircraft noise are psychiatrically normal.

The fact that an average of about 22 percent of the population was identified as being psychiatrically morbid in each level of aircraft noise exposure would indicate that there were many types of such illnesses revealed by the questionnaire given and that aircraft noise was not a significant cause, if at all, of the total group of illnesses. At the same time, the data showing an increased degree of annoyance in those psychiatrically ill would be consistent with the trends in increased psychiatric hospitalization admission rate with increased exposure to aircraft noise.
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![Diagram](image)

**FIGURE 10.56.** Proportion of psychiatric cases among persons who report interference with their activities. (From ref. 210.)

![Diagram](image)

**FIGURE 10.57.** Relations between noise, psychiatric cases, and extreme annoyance. (From ref. 210.)

In summary, the Los Angeles area data, the 1966 to 1968 and 1970 to 1972 Springfield Hospital data, and the 1969 to 1973 Holloway and St. Bernard Hospital data for the London area support, to varying degrees, the hypothesis that intense aircraft noise increases admission rates to psychiatric hospitals. The 1969 to 1973 data for the Springfield Hospital indicate an opposite trend, that less aircraft noise increases the hospital admission rate. However, the pattern of admissions to the Springfield Hospital from the "quieter" areas in the 1969 to 1973 period suggests these particular data were possibly influenced by strong population-social factors not comparable with those present in the other studies cited. Also, McLean and Tarnopolsky (ref. 199) make the point that mental disorders sufficient to warrant admission to a psychiatric hospital represent but the "tip of the iceberg of mental health problems."
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Stress-versus non-stress-related health disorders

It is possible that the apparent stressful effects of environmental noise could be reflected in more common physical and mental ailments than pathological mental disorders requiring hospitalization. Several studies have been published reporting such effects of aircraft noise on people.

Karagodina et al. (ref. 211) conducted a large-scale study of the effects of aircraft noise on (among other things) the physical health of the adult population (over 15 years of age) living near nine Soviet airports. Health statistics (145,000 medical diagnostic records were analyzed) revealed that the populations within about 3.7 statute miles (6 km) had 2 to 4 times the amount of otorhinolaryngeological diseases (otitis and auricular neuritis), cardiovascular diseases (hypertension and hypotension), nervous diseases (neuritis and asthenic states), and gastrointestinal diseases (gastric and duodenal ulcers and gastritis) as those outside that perimeter. These investigators concluded from these and related laboratory and survey studies that the maximum permissible exterior level of aircraft noise should be set at 85 dBA during the daytime and 75 dBA at night.

Unfortunately, any trend in the incidence of these diseases as a function of specific levels of exposure to aircraft noise were not given in the Karagodina et al. paper. Nonetheless, this study, published in 1969, is important particularly in that its findings are strongly supported by a later investigation (described below) in which the relations between exposure to $L_{dn}$ and certain diseases are derived.

The results of an interdisciplinary study of aircraft noise effects in the area of Munich airport were published in 1974 (ref. 212). As part of that study, 192 men and 200 women were selected from 32 areas in which aircraft noise exposure was measured. These persons were given certain clinical medical tests. It was concluded that there were no major clinical disorders related to the aircraft noise present in the more or less healthy population selected, but that there were disorders of sleep and blood pressure reactions to the aircraft noise with an increased risk of hypertension in those more heavily exposed to noise.

Koszarny et al. (ref. 213) administered a health questionnaire to 256 residents in an area where the aircraft noise levels exceeded 100 dBA and to 255 residents in somewhat quieter areas (80 to 90 dBA peak noise). No statistically significant differences in complaints about ailments were found in groups of men living in the two areas. However, significantly greater numbers of complaints related to the cardiovascular system, the digestive system, frequency of taking medication for heart problems or headaches, and nervousness were found in women living in the noisier area than in women who lived in the lower noise level area. The authors note that the men worked in acoustically unfavorable environments outside their residential area. The results suggest that the health of the women in the noisier area was relatively more adversely affected than the health of the women in the less noisy residential areas, but the health of the men from the two residential areas did not differ because both groups worked in noisy industries and spent relatively less time in their homes than did the women.
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Grandjean et al. (ref. 214) found a progressive increase in the reported use of tranquilizers and sleeping pills as the exposure level to aircraft noise increased in different neighborhoods. (See table 10.14.) The data collected by Grandjean et al. that are shown in the table and other data of theirs discussed later indicate that the increased use of these sedatives in higher levels of exposure to aircraft noise was due to the interference effects of the noise with sleep and speech communications.

The most substantial research data showing a probably causal relation between exposure to aircraft noise in residential neighborhoods and adverse health effects are those obtained by Knipschild (refs. 215 to 217) and Knipschild and Oudshoorn (ref. 218). In one of these studies (ref. 215) about 6000 people were given medical examinations (heart X rays, ECG, blood pressure, height, and weight) and World Health Organization standard questionnaires for angina pectoris, for medical treatment and drugs for heart trouble, and for smoking habits. The 6000 people represented about 42 percent of the people who were invited to participate in the cardiovascular screening study from eight villages near the Amsterdam Schiphol Airport. (See fig. 10.58.) All the subjects were screened by the same staff, equipment, and methods.

The main results of this community cardiovascular screening survey are shown in table 10.15 and figure 10.59. Table 10.15 shows that the incidence of medical treatment of heart disease, use of cardiovascular drugs, pathological heart shape, and hypertension were all significantly greater (statistically) in people from the higher aircraft noise areas than in the lower aircraft noise areas. The differences were in the same direction with respect to angina pectoris and pathological ECG but were not statistically significant. The most significant statistical

### TABLE 10.14

Effects of Aircraft Noise on Behavioral Reactions

[Hours from 0600 to 1800; data from ref. 214]

<table>
<thead>
<tr>
<th>Behavioral reaction</th>
<th>Percent of people interviewed(a) responding affirmatively for (L_{dn}) of—</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(&lt;47)</td>
</tr>
<tr>
<td></td>
<td>(223)</td>
</tr>
<tr>
<td>Use ear protection</td>
<td>2</td>
</tr>
<tr>
<td>Use tranquilizers + sleeping pills</td>
<td>1</td>
</tr>
<tr>
<td>Close windows</td>
<td>2</td>
</tr>
<tr>
<td>Remain less outdoors</td>
<td>1</td>
</tr>
<tr>
<td>Wish to move away</td>
<td>.4</td>
</tr>
</tbody>
</table>

\(a\) Number of people interviewed given in parentheses.
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(a) Villages in cardiovascular survey. (Data from ref. 215.)

(b) Village areas for general practice survey. (Data from ref. 216.)

FIGURE 10.58. Location of villages and village areas for surveys.
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![Graph showing the relationship between aircraft noise and the prevalence rate of hypertension.](image)

FIGURE 10.59. Aircraft noise and the prevalence rate of hypertension. (From ref. 217.)

### TABLE 10.15
Main Results of the Community Cardiovascular Survey
[Data from ref. 217]

<table>
<thead>
<tr>
<th>Cardiovascular condition</th>
<th>Participants&lt;sup&gt;a&lt;/sup&gt;, percent, affected by ( L_{dn} ), dBA, of—</th>
<th>Fisher’s test for significance</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(&lt;62.5) (3595)</td>
<td>(&gt;62.5) (2233)</td>
</tr>
<tr>
<td>Angina pectoris</td>
<td>2.8</td>
<td>3.0</td>
</tr>
<tr>
<td>Medical treatment of heart disease</td>
<td>1.8</td>
<td>2.4</td>
</tr>
<tr>
<td>Use of cardiovascular drugs</td>
<td>5.6</td>
<td>7.4</td>
</tr>
<tr>
<td>Pathological ECG</td>
<td>4.5</td>
<td>5.0</td>
</tr>
<tr>
<td>Pathological heart shape</td>
<td>1.6</td>
<td>2.4</td>
</tr>
<tr>
<td>Hypertension&lt;sup&gt;b&lt;/sup&gt;</td>
<td>10.1</td>
<td>15.2</td>
</tr>
</tbody>
</table>

<sup>a</sup>Number of participants given in parentheses.

<sup>b</sup>Blood pressure >175/100 mm Hg or use of antihypertensive drugs or both.
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difference is that for hypertension (systolic/diastolic blood pressure greater than 175/100 mm Hg or the taking of antihypertensive drugs or both). As shown in figure 10.59 and the table, the prevalence rate increased from about 10 to 15 percent.

One possible confounding factor in such a study is that the people from the less noisy areas may be socioeconomically advantaged (and perhaps in somewhat better health) than those from the areas with more aircraft noise. It can be argued from some research data that the more affluent and better educated people are more annoyed by aircraft and road traffic noise (and presumably would suffer more stress-related health effects) than the less affluent and less educated groups of people who more generally live in noise-blighted areas. For example, Ko and Wong (ref. 219) concluded that people of higher education, higher income level, and with managerial jobs are more annoyed by road traffic noise. Bradley and Jonah (ref. 220) also found a similar socioeconomic influence on annoyance from traffic noise. Knipschild (refs. 215 and 216) was of the opinion that there were some indications that although those in the lower noise levels were more affluent, the difference was not sufficient to explain the differences in health disorders found between the two groups of people. Age, sex, smoking habits, weight of the subjects, and the size of the villages in which they resided did not account for the differences.

Possibly the people who volunteered for the screening examinations were not representative of the general population, even though they constituted 42 percent of it. It is likely that mostly those people concerned about possible cardiovascular problems would volunteer for such testing. However, there is no obvious reason that this would be a greater motivation in the noisier area than in the quieter areas, other than the possibility that there were more cardiovascular problems present in the noisier areas because of the noise.

A second study by Knipschild (ref. 216) demonstrated that the apparent increase in the incidence of cardiovascular health problems was almost certainly not because of some non-health-related differences in volunteer motivations of people from the noisier and quieter areas. In the study, the records of general medical practitioners serving local villages were examined to determine the physician contacts that had been made for health problems during a 1-week period (March 13–18, 1974). The location of the villages studied are shown in figure 10.58(b). The respective number of general practice physicians and the size of the populations at risk were 9 and 17 500 in area C, 4 and 5650 in area EC, and 6 and 12 000 in area E.

The main results are shown in tables 10.16 and 10.17 and figure 10.60. The data in table 10.16 are consistent with the cardiovascular survey data in table 10.15 in that the incidence of hypertension is less in the lower $L_{dn}$ areas than in the higher areas (an increase of about 24 percent in the physician contact rate for hypertension between $L_{dn} < 60$ and $L_{dn}$ of 60 to 65, 39 percent between $L_{dn}$ of 60 to 65 and $L_{dn} > 65$, and 72 percent between $L_{dn} < 60$ and $L_{dn} > 65$).
For the purpose of further analysis, the four disorders identified in table 10.16 as psychological problems, psychosomatic problems, cardiovascular disease, and hypertension are grouped together as representing the disorders most likely due to stress from, among other things, exposure to aircraft noise. The remaining physician contacts are, for the present discussion, assumed to be more likely due to non-stress-related causes.

Table 10.17 shows that as the noise level increases (e.g., $L_{dn} < 60$ vs $L_{dn} = 60$ to 65), there is an increase in the percent of physician contacts for the non-

FIGURE 10.60. Physician contact rate for certain diseases in areas with more and less aircraft noise. (Data from ref. 216.)
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TAELE 10.16
Main Results of General Practice Survey
[Data from ref. 217]

<table>
<thead>
<tr>
<th>Reason for physician contact</th>
<th>Population(^a), percent, contacting physician for (L_{dn}), dBA, of—</th>
<th>(x^2) test for linear trend</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(&lt;60) (14625)</td>
<td>(60-65) (4050)</td>
</tr>
<tr>
<td>Psychological problems</td>
<td>0.65</td>
<td>1.13</td>
</tr>
<tr>
<td>Psychosomatic problems(^b)</td>
<td>1.12</td>
<td>1.54</td>
</tr>
<tr>
<td>Cardiovascular disease</td>
<td>.46</td>
<td>.60</td>
</tr>
<tr>
<td>Hypertension</td>
<td>.25</td>
<td>.31</td>
</tr>
<tr>
<td>Total, stress effects</td>
<td>2.48</td>
<td>3.58</td>
</tr>
<tr>
<td>Total, contacts</td>
<td>5.71</td>
<td>7.97</td>
</tr>
</tbody>
</table>

\(^a\) Population at risk given in parentheses.

\(^b\) Consist of low back pain, spastic colon, stomach complaints, allergic diseases, tinnitus, dizziness, and headache.

TABLE 10.17
Percentages and Percent Increases of Physician Contact for Stress- and Non-Stress-Related Health Disorders
[See table 10.16 for basic data]

<table>
<thead>
<tr>
<th>Description of parameter</th>
<th>Physician contacts, percent, for (L_{dn}), dBA, of—</th>
<th>Increase in contacts, percent, for (L_{dn}), dBA, comparison of—</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(&lt;60)</td>
<td>(60-65)</td>
</tr>
<tr>
<td>Sum of 4 stress(^a) categories of health disorders</td>
<td>2.48</td>
<td>3.58</td>
</tr>
<tr>
<td>Total contacts, all disorders, minus sum of 4 stress categories</td>
<td>3.23</td>
<td>4.39</td>
</tr>
</tbody>
</table>

\(^a\) Stress categories are psychological problems, psychosomatic problems, cardiovascular disease, and hypertension.
stress-related health disorders of 35, 6, and 44 percent. Accordingly, there is some indication that the people living in $L_{dn} > 60$ suffer from more health disorders in general than do people in $L_{dn} < 60$.

Table 10.17 also shows that there are greater increases in stress-related disorders than in non-stress-related disorders as noise levels increase (41, 31, and 89 percent compared with 35, 6 and 44 percent). This greater increase in stress-related health disorders than in non-stress-related disorders suggests that increasing the level of aircraft noise exposures is at least partially responsible for increases in stress-related disorders.

It is also possible that stress-related disorders increase with noise-exposure level at a greater rate than other types of health disorders because of a stronger correlation between socioeconomic status and stress-related disorders than with other types of health. On the other hand, it is also possible that some of the non-stress-related health disorders were also related to aircraft noise exposure and that the socioeconomic status differences noted by Knipschild were not large enough to account for differences in physician contacts.

**Longitudinal study**

Supportive evidence that aircraft noise was in fact a causal factor in the stress-related health disorders found in the community cardiovascular survey and the physician contact study was obtained by Knipschild and Oudshoorn (ref. 218). In this study, records of the purchase of certain drugs for the period of 1967 to 1974 were obtained from pharmacists in village areas C and E. (See fig. 10.58(b).) Area C had essentially no exposure to aircraft noise during this period whereas area E had essentially no aircraft noise until 1969, after which time, because of the opening of a new runway at Schiphol Airport, the noise was of the order of $L_{dn} > 64$. The authors state that there were essentially no changes in age distribution or socioeconomic status within each of the areas during the 1967 to 1974 period.

Figure 10.61 shows the number of certain drugs obtained per adult per year in the two areas. Clearly, the use of most of the drugs shows a steady increase after 1967 in area E (the aircraft-noise area) and no systematic change in area C (the no-aircraft-noise area). An exception appears to be for sedatives, which showed a decrease in area E after 1972 from a previously increasing trend in their use. The authors note that in 1973 nighttime aircraft operations were shifted to the daytime because of a curfew placed on nighttime aircraft operations. This possibly reduced the need for such sedatives to induce sleep during the night.

The trend curves in figure 10.61 seem to show a possible causal relation between exposure to aircraft noise and stress-related health conditions, particularly hypertension requiring medication. This relation cannot be readily attributed to any socioeconomic or other such factors in that the health disorders requiring certain medications steadily increased in a population following the onset and continuation of exposure to aircraft noise, whereas in a nearby control popula-
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FIGURE 10.61. Number of certain drugs per adult per year. Area C—$L_{dn} \leq 51$; area E—$L_{dn} \leq 51$ (1967-1969) and $L_{dn} \geq 64$ (1969-1974). (From ref. 218.)

tion not exposed to aircraft noise, studies over the same period showed no such increase.

It might be suggested that healthier (i.e., wealthier) people moved from the higher aircraft noise area over time and were replaced by generally less healthy people. Alternatively, it would seem more likely that there would be a trend for those most bothered by the noise to move to quieter areas and bias the results in
the opposite direction. More importantly, the investigators maintain that the populations involved remained stable with respect to socioeconomic average distributions over the period of the study.

The Knipschild and Oudshoorn study is unique among studies of the impact of community noise on the health condition of a large population before exposure to an aircraft noise environment as well as during exposure for a number of subsequent years. Further, the study was "double blind" in that neither the populations under study nor the experimenters or pharmacists knew before or during the period of noise exposure that the impact of the aircraft noise on drug usage was to be investigated.

Knipschild's studies are of particular importance in that they demonstrate a quantitative relation between health disorders over a relatively wide range of aircraft noise dosages measured in $L_{dn}$. Other studies merely compare health conditions of groups of people from areas with some unspecified amount of "high" aircraft noise exposure with groups from areas with "low" levels of aircraft noise exposure.

Meecham and Shaw (ref. 221) examined mortality rates and causes in aircraft noise-impacted areas versus quiet areas in Los Angeles. They reported greater death rates due to cirrhosis of the liver and strokes in the noisier areas than in the quieter areas. However, a reanalysis of the same data, taking into account some differences between the two areas with respect to age, race, and sex, showed no such differences in mortality rates (ref. 222). Meecham and Shaw (ref. 223) and Frerichs et al. (ref. 224) have published additional, inconclusive data and comments on this question.

The use of mortality rates as a measure of a possible increase in deaths due to diseases supposedly indirectly related to stress because of aircraft noise (stress causing alcoholism causing cirrhosis of the liver and stress causing cardiovascular disorders causing strokes) provide data that are perhaps too weak to be meaningful. Not only are these diseases responsible for relatively small numbers of deaths, they are presumably related to a number of other more direct causes, thus making the data from even large populations of people insensitive to the possible impact of indirect causes upon the subject mortality rates.

A reasonable hypothesis would be that stress of the magnitude induced by aircraft noise would not be sufficient to cause a measurable change in the pattern of mortality rates for different diseases. Rates of admission to psychiatric hospitals, contacts with physicians for stress-related diseases, use of drugs, and, as discussed later, changes in fetal development are all probably more sensitive methods of detecting possible adverse effects of aircraft or other environmental noise on health than is a study of relative mortality rates for different diseases.

**Street traffic noise**

It is shown in chapter 11 that for a given level of $L_{dn}$, aircraft noise causes greater annoyance than does street traffic noise (by a factor of about 10 dB). Not
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Inconsistent with this finding is the result of a study by Knipschild and Sallé (ref. 225) in which it was found that women living in areas with high levels of street noise did not have significantly more cardiovascular disorders than women living in quieter neighborhoods. Also, Mroz et al. (ref. 226) reported that a survey of 1901 Warsaw residents found that about 1/3 were annoyed to some degree because of street traffic noise but that there were no obvious health-related effects. (As noted previously, Koszarny et al. (ref. 213) found women living in Warsaw in high aircraft noise areas suffered more health disorders than did women living in less noisy areas.)

In brief, it would appear that street traffic noise in residential areas is generally not sufficiently intense to cause cardiovascular stresses in adults, but aircraft noise can be. As mentioned previously, this is consistent with attitude surveys of annoyance from these two kinds of environmental noise.

Health in children

Karagodina et al. (ref. 211) reported the results of a clinical examination of school children 9 to 13 years old carried out in 1965 and 1967 in settlements adjacent to Moscow airports and in a control settlement remote from the airport. It was found that those children living near the airports had functional changes in the cardiovascular system and in the nervous system consisting of increased fatigue, blood pressure abnormalities, higher pulse lability, and cardiac insufficiency (revealed by functional loads and autonomic vascular changes).

Figure 10.62 (from Karsdorf and Klappach (ref. 227)) shows blood pressure levels in high-school children exposed in the classroom to intruding street traffic noise of different intensities. Figure 10.63 (from Cohen et al. (ref. 228)) shows blood pressure for students in elementary school in Los Angeles that were matched socioeconomically but differed in that three of the schools were in areas impacted by aircraft noise (peak levels of 95 dBA) and three were in quiet neighborhoods.

It is shown in both figures that the students in the higher levels of noise had elevated diastolic and systolic blood pressures compared with the students in quieter areas. Cohen et al. (ref. 229) suggested that children are possibly somewhat more susceptible to increased blood pressure from environmental noise than adults. However, tests made 1 year later revealed that the students then in the noisier schools had blood pressure levels similar to those in the quieter schools because the students with higher blood pressure had moved from the area. Also, they found no difference in height/weight ratios (a supposed indirect measure of health) between the students from the quiet and from the noisy areas.

Cohen et al. (ref. 230) have reviewed their own findings and those of other investigators concerned with cardiovascular and behavioral effects of community noise. The apparent deleterious effects of aircraft noise in areas around schools and around the home upon learning achievement in the school are discussed in chapter 11.
Health in fetuses

Ando and Hattori (ref. 231) and Knipschild et al. (ref. 232) found that infants born to mothers living in areas exposed to intense aircraft noise had lower average weights at birth than did infants born to mothers living in quiet neighborhoods. Ando and Hattori found that as the level of the aircraft noise increased the incidence of babies with low birth weights increased. In a later study, Ando and Hattori (ref. 233) found human placental lactogen (HPL) to be lower in the serum of expectant mothers in areas of high aircraft noise than in areas of low noise. (See fig. 10.64.) It is highly likely that these effects, if valid, are due to feelings of fear and annoyance engendered in the mothers and are not due to any acoustic energy transmitted to the fetus through tissues or fluids of the mother’s body.
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FIGURE 10.63. Systolic and diastolic blood pressure as a function of school noise level and duration of exposure. Each period on the years-exposure coordinate represents approximately one quarter of the sample. (From ref. 228.)

FIGURE 10.64. Percentage of subjects with HPL levels more than one standard deviation below the mean by stage of pregnancy. (From ref. 233.)
Nonauditory-System Response to Noise and Effects on Health

In the Ando and Hattori studies the socioeconomic status and the environmental factors (other than the noise) of those exposed and not exposed to the noise were felt to be reasonably similar. In the analyses of birth weight data from hospitals in six villages near the Amsterdam airport, Knipschild et al. (ref. 232) attempted to control the following factors: family income, birth order, and sex of the infant. Only single birth infants (no twins) were considered. Table 10.18 shows that significantly more female infants had birth weights below 3000 g whose mothers' lived in high levels of aircraft noise ($L_{dn} = 65$ to 75) than in low levels of noise ($L_{dn} < 65$). A further division of $L_{dn} = 65$ to 75 into $L_{dn}$ of 65 to 70 and 70 to 75 found 23 and 29 percent, respectively, of all infants with birth weights below 3000 g. As shown in the table the percentage was 18.1 percent for all infants from areas with $L_{dn} < 65$.

Rehn, according to Knipschild et al. (ref. 232), did not find a significant relation between birth weight and aircraft noise in the city of Dusseldorf. Knipschild et al. suggest that the differential age and socioeconomic factors favoring the higher noise areas (an unusual condition for most cities) may have contributed to Rehn's findings.

Schell (ref. 234) studied the effect on the length of gestation and on the birth weight of infants of mothers who were exposed to aircraft noise while pregnant. A multiple-correlation analysis technique was used to partial out the effects of the mother's height, weight, age, and smoking habits, and the father's weight

<table>
<thead>
<tr>
<th>Socioeconomic category and sex of infant</th>
<th>Infants, percent, with low birth weight* for $L_{dn}$, dBA, of—</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>&lt;65</td>
<td>65 to 75</td>
</tr>
<tr>
<td>Low income:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>17.0 (112)</td>
<td>30.3 (175)</td>
</tr>
<tr>
<td>Male</td>
<td>21.8 (119)</td>
<td>22.7 (150)</td>
</tr>
<tr>
<td>High income:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>17.9 (84)</td>
<td>24.4 (82)</td>
</tr>
<tr>
<td>Male</td>
<td>14.6 (89)</td>
<td>14.3 (91)</td>
</tr>
<tr>
<td>All infants</td>
<td>18.1 (404)</td>
<td>24.1 (498)</td>
</tr>
<tr>
<td>Adjusted</td>
<td>18.1</td>
<td>23.8</td>
</tr>
</tbody>
</table>

*a Birth weights less than 3000 g.

*b Number of infants tested given in parentheses.

*c Combination of the two populations used as standard population.
and education. A statistically significant negative correlation between aircraft noise exposure level and gestation length was found for female infants but not for male. A larger negative correlation was also found between noise exposure level and birth weights of female than male infants, but neither were statistically significant.

A seemingly startling finding was that birth defects were more prevalent in infants born to mothers from neighborhoods with high levels of aircraft noise than in infants born to mothers from areas with lower levels of noise in Los Angeles (Jones and Tauscher (ref. 235).) Jones (ref. 236) suggests that the indirect effects of the noise (interference with communications, sleep, etc.) causes women to be psychologically stressed, resulting in more than normal use of drugs, alcohol, and so forth. However, Bader (ref. 237) points out the variability among hospitals with respect to birth defects is so large that the comparisons made by Jones and Tauscher are not statistically meaningful. In addition, Edmonds et al. (ref. 238) found no differences in birth defects among children from areas in Atlanta having differing levels of aircraft noise exposure. Also, the role of genetic factors as a dominating cause in birth defects (compared with environmental stress on the mother), as well as the relatively small absolute numbers of infants with nongenetically determined birth defects, probably makes birth defect data of questionable import to the understanding of possible adverse physiological health effects from exposure to environmental noise (ref. 239).

EPA summary and research plan for effects of noise on health

Recent EPA documents (refs. 240 to 244) report on the basic physiological-biochemical mechanisms involved in the pathological functioning of the cardiovascular system when activated by the autonomic-endocrine system following exposure to "stressful stimuli." Major obstacles that have hindered adequate demonstration of the relationships between noise dose and nonauditory-system stress response and the etiology of cardiovascular disease are discussed and general research studies that should be undertaken to overcome these obstacles are outlined. However, the discussions and plans for research of these reports appear to be based on the implicit presumption that noise is inherently a stressful stimulus.

Included in references 240 and 241 are reviews and assessments of the research literature on the effects of noise on the cardiovascular system. The author (ref. 241) had a group of scientists assign numerical rating scores of adequacy (0 to 9, lowest to highest) of a number of published research studies with respect to each of the following: noise exposure, health effects, and epidemiologic methodology.

Unfortunately, at least some of the given subjective ratings need to be challenged. For example, a paper by Cohen et al. (ref. 228) was rated in all aspects as being superior to a paper by Knipschild (ref. 216). In the Cohen et al. study, the amounts of aircraft noise present at the four different schools involved were not identified other than that the schools were located under a flight corridor and
that the peak levels reached 95 dBA at one of the schools. On the other hand, Knipschild's aircraft noise dosages were stratified for the exposed populations according to noise contours by the local airport authorities. Cohen et al. tested 142 children in schools exposed to aircraft noise and 120 children in schools not exposed. As discussed earlier, Knipschild obtained records of all physician contacts made during a 1-week period from a population of 17,500 people exposed to aircraft noise and from 12,000 people living in nearby areas not exposed. Surprisingly, the Cohen et al. study was rated as being superior to the Knipschild study with respect to noise exposures and methodology even though Knipschild's study is quantitatively and qualitatively more impressive by normal standards.

Most startling of the relative ratings given for these two studies is in regard to the health effects. The health effects data obtained by Cohen et al. from each of their subjects consisted of measurements of blood pressure, weight and height, and school attendance record. No significant differences were found, as noted earlier, between the subjects from the noisy school versus the quiet school with respect to height or weight, but children from the noisy schools had a statistically significant higher attendance record than the children from the quiet school. Some of their blood pressure data indicated that the children in the noisy school had higher blood pressures, but other of their data showed no such differences. It is very questionable that any of the data collected in this study have any interpretable meaning as showing noise-health relations in the children.

In contrast, the health data obtained by Knipschild consisted of physician-diagnosed health disorders. (See fig. 10.60.) These data show a monotonic increase of physician contact rate for certain psychological and cardiovascular-hypertension diseases as a function of aircraft noise exposure level. The EPA ratings on the health effects of these two studies was 9 for Cohen et al. and 0 for the Knipschild study. These relative ratings are completely inconsistent with the relative merits of the two studies.

It should be made clear that Cohen et al. themselves did not attempt or claim to find definitive relations between aircraft noise dosage and health. Indeed, the main concern of their extensive and carefully performed study was the possible effects of aircraft noise on cognition and motivation in school children.

Summary

Reflexive responses

Sounds or noises of a spectrum and intensity that could, over time, damage the ear can elicit nonauditory-system responses such as constriction of peripheral blood vessels and dilation of the pupils. It is likely that these responses are not a source of stress to the organism because of their nature and small size.
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Indirect effects

Many sounds (or noises) can indirectly (nonreflexively) cause autonomic-system reactions that are deemed physiologically stressful. These are sounds which create feelings of emotion (startle, fear, anger, frustration, etc.) in the listener because of unexpectedness or other meanings the sounds convey or because of the annoyance caused by interference with sleep, with rest, or with the hearing of wanted sounds, or both.

Experimental evidence demonstrates that autonomic-system responses that are probably stressful occur only after conscious or unconscious cognitive processes are completed. That is to say, sound or noises are not inherently aversive or a cause of physiological stress except to the ear. These findings indicate that autonomic-system responses that might be physiologically stressful and appear to be associated with noise are due to psychological factors related to the situation or to the experiment.

Health effects

Research studies done to date indicate that $L_{dn} \approx 65$ or greater of aircraft noise in residential areas is correlated with:

1. An increase in the number of people with psychological and physiological health problems requiring the increased use of certain types of drugs and visits to physicians
2. An increase in the incidence of female infants with a reduced gestation period and body weight at time of birth
3. An increase in the number of adults requiring admission to psychiatric hospitals

It appears that these effects are due to physiological stress induced by annoyance and emotions arising from interferences of the noise with normal auditory functions and sleep behavior and from fear by associating the noise from close-by aircraft with possible crashes.

Although real-life data are by their nature complex, these findings (except possibly that of admission rates to psychiatric hospitals) are not now contradicted by conflicting epidemiological data. The degrees of prevalence of these objectively measured adverse effects as a function of the level of exposure to aircraft and ground vehicle noise are consistent with the subjective attitudes, feelings, and complaint behavior of communities of people exposed to different levels of aircraft and ground vehicle noise, as is discussed in the next chapter.

Increased hypertension (or other nonauditory-system health disorders) in workers exposed to high levels of industrial noise are not consistently found. When they are found, they are probably due to psychological factors associated with the general work environment and with danger of injury from the noise source and are not from exposure to the noise per se.
Effects on animals

There are no consistent data from which to conclude that under real-life conditions (or laboratory conditions, for that matter), wild or domesticated lower animals react much differently to sound or noise than do people. When normal animals (excluding those exhibiting audiogenic seizures or symptoms) do react in a stressful manner to "noise," it is probably for the same reasons as in people, namely, the psychological aspects related to the information conveyed by the noise.
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Introduction

Most of the research on reactions of people to community noise can be divided into studies of annoyance as measured by attitude surveys and annoyance as measured by complaint behavior, including legal actions. This research has provided means of testing the concept promulgated over 20 years ago that the average amount of noise energy from significant sources that intrudes daily into houses and living areas can be used to predict the impact of the noise on people in a community. However, as is discussed below, research data on annoyance and complaint behavior collected over the past 10 to 20 years have shown that there are significant limitations and variables that must be considered in the fair application of the noise energy concept in its simplest form.

Relations Between Noise Exposure Level and Annoyance

Attitude surveys are the primary means used for measuring the amount of annoyance felt in a community from noises intruding into homes from outdoors. A variety of fairly synonymous terms have been used in attitude survey questions to elicit responses that show an attitude of annoyance because of noise. These terms include “annoyance,” “bothersomeness,” “unacceptability,” and “disturbance.” The responses to these questions have usually been scored on scales ranging from “not at all annoyed” (or the like) to “extremely annoyed” (or the like). Responses within that range have been divided, in different surveys, into steps of different size on 3-, 4-, 7-, and 9-point scales. Langdon and Griffiths (ref. 1) found that more reliable results were obtained with a 7-point scale than with a 4-point scale and that the word “dissatisfaction” used in a survey questionnaire was interpreted somewhat differently than the word “bother” in the same general question concerning noise.

In order to compare the results of different attitude surveys, it is helpful to express the response data in terms of a common verbal and quantitative scale. Figure 11.1 shows such a common scaling procedure. The basis (refs. 2 to 5) for figure 11.1 will be presented later.

Most of the research using attitude surveys over the past 40 years or so has been concerned with the effects of the noise from vehicles of transportation, especially aircraft, upon people in their homes. As seen in table 11.1 (from preliminary results prepared for the Department of Aviation, Dallas, Texas, under the
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<table>
<thead>
<tr>
<th>VERBAL DESCRIPTION OF DEGREES OF ANNOYANCE AS RELATED TO GENERAL SCALES OF ANNOYANCE</th>
</tr>
</thead>
<tbody>
<tr>
<td>NONE</td>
</tr>
<tr>
<td>A LITTLE</td>
</tr>
<tr>
<td>MODERATE</td>
</tr>
<tr>
<td>VERY</td>
</tr>
<tr>
<td>EXTREME</td>
</tr>
</tbody>
</table>

APPROXIMATE EXTENT, IN PERCENT, ON RATING SCALE

FIGURE 11.1. Proposed quantification of degrees of annoyance and percent of typical unipolar scale for rating noise environments. (Data from ref. 2.)

Noise Control Program) the noises from aircraft and secondarily from street traffic are the primary causes of high degrees of disturbance to people from noise in a community. In the residential areas involved, some 80 to 90 percent of the people were not at all disturbed by the variety of typical neighborhood noises, only 65 percent were not disturbed by noise from autos, and only 9 percent were not disturbed by the noise from aircraft. Indeed, it is seen that the percentage of people moderately, very, or extremely disturbed by aircraft noise day-night average sound levels \(L_{dn}\) as low as 55 dB exceeded the percentages thus disturbed by noise from any other source, including autos, buses, or trucks.

Two surveys conducted near Heathrow airport in London are among the most informative studies of annoyance from aircraft noise (refs. 6 and 7). Further, the similarity between these results and those of other aircraft noise surveys, discussed later, indicates that findings drawn from the Heathrow data have general validity. The division of the scale extent and the verbal descriptive labeling of these divisions in figure 11.1 utilize the fractional scale points and verbal applications developed in the Heathrow studies. In the Heathrow studies, the answers to several questions concerning annoyance and disturbance from aircraft noise were summed in certain ways to arrive at the overall annoyance score. This is described on pages 205 to 206 in reference 6 as follows:

It is, of course, possible to ask informants to rate the degree of annoyance that they feel with aircraft, and such ratings were in fact obtained in answers to the question
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## TABLE 11.1

Subjective Ratings of Disturbance

(a) Environmental noises

<table>
<thead>
<tr>
<th>Noise source</th>
<th>Percent of people rating disturbance as—</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>None</td>
</tr>
<tr>
<td>Loud neighbors</td>
<td>88</td>
</tr>
<tr>
<td>Loud radios</td>
<td>89</td>
</tr>
<tr>
<td>Barking dogs</td>
<td>81</td>
</tr>
<tr>
<td>Children</td>
<td>94</td>
</tr>
<tr>
<td>Lawnmowers</td>
<td>95</td>
</tr>
<tr>
<td>Motorcycles</td>
<td>80</td>
</tr>
<tr>
<td>Industries</td>
<td>90</td>
</tr>
<tr>
<td>Autos</td>
<td>65</td>
</tr>
<tr>
<td>Buses</td>
<td>95</td>
</tr>
<tr>
<td>Trucks</td>
<td>86</td>
</tr>
<tr>
<td>Aircraft</td>
<td>9</td>
</tr>
</tbody>
</table>

(b) Aircraft noise in different zones

<table>
<thead>
<tr>
<th>Aircraft zone, $L_{dn}$, dB</th>
<th>Percent of people rating disturbance as—</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>None</td>
</tr>
<tr>
<td>Less than 55</td>
<td>15</td>
</tr>
<tr>
<td>55-60</td>
<td>20</td>
</tr>
<tr>
<td>60-65</td>
<td>10</td>
</tr>
<tr>
<td>65-70</td>
<td>17</td>
</tr>
<tr>
<td>70-75</td>
<td>14</td>
</tr>
<tr>
<td>75-80</td>
<td>0</td>
</tr>
</tbody>
</table>

13B, which was ‘Does the noise of aircraft bother you very much, moderately, a little, not at all?’... the scale finally used was formed from the answers to the question 13B, and the five questions ‘Does the noise of aircraft ever (a) wake you up, (b) interfere with listening to T.V. or radio, (c) make the house vibrate or shake, (d) interfere with conversation, (e) interfere with or disturb any other activity, or bother, annoy or disturb you in any other way?’ An informant scored one if he rated himself at least a little annoyed by aircraft in question 13B, and an additional point for each kind of disturbance from aircraft—sleep, television or radio, house vibrating or interference with conversation—which he said annoyed him when it occurred...

The scale gave annoyance ratings from 0 to 6, but the number of people scoring 6 was so small that for most purposes they could be combined with those scoring 5. The answers to question 13B showed that the scale points 0, 2, 3 and 4 correspond approximately to the verbal categories ‘not at all,’ ‘a little,’ ‘moderately’ and ‘very much’ annoyed.
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$L_{dn}$, sometimes designated as DNL, is the composite daily average unit of noise developed by the Environmental Protection Agency (EPA) (refs. 8 and 9). As noted in chapter 2, the EPA specified two methods of the calculation of the exposure experienced from an occurrence of the fly-by noise from an aircraft. The preferred method is that of integrating the sound energy present during the entire noise event. A second procedure, commonly used in the 1961 to 1972 period when a number of attitude surveys were conducted, is to estimate the energy in an aircraft noise event by adding to the maximum level reached during about 0.5-second intervals of the event, a correction factor based on the number of seconds the noise is above some reference level. These two procedures can give somewhat different values for the same aircraft noise event, as discussed below. Unfortunately, it is not always possible to be sure which method of measurement was used when reading of $L_{dn}$ values in the literature on aircraft noise.

In recent years, after about 1972, the integrated sound energy has been generally employed. In this book, $L_{dn}$ is used to represent the preferred integrated energy metric. Average day-night sound level based on the maximum, or peak, level during a fly-by noise plus a duration correction procedure is identified, when known, as $L_{dn(m)}$. Specific formulae relevant to these two types of $L_{dn}$ values are presented later.

Figure 11.2 (from refs. 6, 7, 10, and 11) shows as a function of $L_{dn(m)}$ the percentage of people who rated themselves as annoyed as, or more annoyed than, some degree of annoyance represented on the scale. Also shown, to indicate further the consistency among the results for different aircraft noise attitude surveys, is the trend curve given by Alexandre based on the combined results of several surveys, including the first Heathrow survey. Grandjean (refs. 12 and 13); a related study (ref. 14); Schultz (ref. 15); and Kryter (ref. 2) also showed the commonality of the results from a number of different aircraft noise attitude surveys.

Figure 11.3 shows interpolations from the curves of figure 11.2. In figure 11.3, the abscissa represents the degree of annoyance reported, and the noise exposure in $L_{dn(m)}$ is the parameter.

Normalized annoyance functions

Figure 11.3 indicates that as the noise is reduced to sufficiently low values, the annoyance curves become asymptotic. For example, it appears that 4 percent of the people will rate the aircraft noise environment as "extremely annoying" no matter how far it falls below an $L_{dn(m)}$ of 50 dB, and that even at an extrapolated $L_{dn(m)}$ of 35 dB, 30 percent of the people will say they are "a little" annoyed. For example, five daily aircraft noise occurrences at an outdoor peak level of about 71 dBA, and a 10-second duration above 61 dBA, would have an $L_{dn(m)}$ of 35 dB. Such noise occurrences conceivably could be sources, on occasion, of some disturbance and annoyance to speech communication or sleep. However, the asymptotic slope of these curves would seem to suggest the likelihood that there were
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**TREND CURVES — HEATHROW SURVEYS**

<table>
<thead>
<tr>
<th>1961 (1st)</th>
<th>1967 (2nd)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PART OF SCALE</td>
<td></td>
</tr>
<tr>
<td>TOP 5/7th (70%)</td>
<td>TOP 4/7th (56%)</td>
</tr>
<tr>
<td>TOP 3/7th (42%)</td>
<td>TOP 2/7th (28%)</td>
</tr>
</tbody>
</table>

**FIGURE 11.2.** Percentages of people rated at or above various points of the annoyance scale in the Heathrow surveys (refs. 6 and 7) as a function of $L_{dn(m)}$ as calculated or estimated in present analysis. Also shown are data from Alexandre (refs. 10 and 11).

people responding to aircraft noise independently of its intensity or effects on sleep, hearing, or house vibration.

The author suggests that these asymptotic percentages, for the given degrees of annoyance, represent people who are either supersensitive to noise, people who are actually exposed to aircraft noise events not included in the calculated or measured $L_{dn}$, or people whose attitudes of annoyance because of noise are unduly influenced by biases against aircraft operations in general.

It is proposed that the percentages of persons reporting given degrees of annoyance be corrected for the atypical responses due to one or more of the reasons just cited. The remainder of the responses, for want of a better term, would be called "normal-sensitives" and would represent feelings of annoyance primarily
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FIGURE 11.3. Percentage of people rating noise at or above a given point on a scale of annoyance. Based on Heathrow aircraft noise studies (refs. 6 and 7). (See figure 11.2.) Parameter in $L_{dn(m)}$ in decibels for aircraft noise.

related to the measured aircraft noise exposure. The unbiased percentage of people annoyed is found by subtracting from the total percentage of people rating a noise environment at or above a given degree of annoyance, the percentage of responses that can be expected regardless, apparently, of how weak the intensity of the noise exposure. Figure 11.4(a), based on figure 11.3, shows the percentages of all people found to have the different degrees of annoyance indicated as a function of $L_{dn}$, and figure 11.4(b) shows the same for the normal-sensitive population as determined by the procedure just described. This interpretation of these attitude survey data is speculative and perhaps only of academic interest. However, it does address the question of why aircraft noise at apparently inaudible levels in typical residential environments appears from attitude surveys to be a cause of feelings of extreme annoyance to some individuals.

In laboratory tests it is found that different "personality" types (e.g., introvert, extrovert, or neurotic) identified by means of psychological tests respond, to
Effects of Noise

(a) Total survey.

(b) Normal-sensitive people. Total survey minus "super-sensitive" respondents given "normal-sensitive" population. (See figure 11.3.)

FIGURE 11.4. Percentage of people surveyed rating aircraft noise at or above given points on scale of annoyance. (See figure 11.3.)
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a small degree, differently to expected recordings of aircraft noises presented under varying conditions of room illumination (refs. 16 to 19). Such factors as personality-emotionality and the context of other environmental conditions undoubtedly contribute to the prevalence of "atypical" respondents in attitude surveys; however, from a practical point of view, as is discussed in more detail later, these personality and other environmental factors presumably do not distort the results of the surveys because they are distributed similarly among groups of people in different levels of exposure to aircraft noise.

Noise effects causing annoyance

In addition to rating the annoyance, or the like, due to a type of noise, people have also been asked to state why they felt annoyed. A sample of these findings is presented in figure 11.5(a). It is to be noted that the terminology used in questions concerned with disturbances from the noise is so different from study to study (e.g., "ever disturbed" to "strongly disturbed") that a close clustering of the results for the various studies is not to be expected.

Nevertheless, a comparison of figure 11.4 with figure 11.5 shows that annoyance and disturbances (speech communications, sleep, and house vibration) increase in a somewhat similar way as the level of exposure increases. Disturbances from house vibration and vibration-induced rattles include cessation of auditory communication or interference with sleep. Some concern and annoyance may also be expressed about possible damage to windows and plaster in the house because of vibration.

It is to be expected that relative amounts of different effects from aircraft noise near different airports will depend upon the pattern of daily aircraft operations. For example, Taylor et al. (ref. 20) found that the overall annoyance from aircraft noise in communities with equal $L_{dn}$ exposure was about equal for major airports in Canada and in Japan. The relative percentages of people highly annoyed by the noise because of sleep interference compared with speech interference differed between the two cities in a way commensurate with differences in the number of high level nighttime operations.

One of the major correlates of disturbance from aircraft noise is that of the "fear" people feel when the noise becomes sufficiently intense. The apparent reason is that the aircraft making the noise is so close that an aircraft accident or flight failure could cause damage to residents and structures in their neighborhood. It is seen in figure 11.6 (from refs. 21 and 22) that fear becomes increasingly prevalent as the aircraft noise exposure exceeds an $L_{dn}$ of about 55 dB. The fear expressed by people in attitude surveys is generally not considered in the assessment of the impact of aircraft noise on people because the sound energy per se is not the source of the felt annoyance, but rather it is the meaning (approaching danger) to which subjects are reacting. While this distinction is logical in terms of the assessment and control of acoustical factors in the noise, the physiological stress reactions (discussed in chapter 10) to emotions, such as fear, and possible
Effects of Noise

(a) Smoothed curves of data from first Heathrow (ref. 6), Geneva (ref. 14), and French (ref. 11) surveys.

(b) Smoothed averages of curves in (a).

FIGURE 11.5. Disturbance from aircraft noise.
subsequent effects of that stress on mental and physical health should not be overlooked.

It appears from figure 11.6 that both annoyance from interference effects with normal behavior and fear similarly increase with increased intensity of aircraft noise. However, although this is found to be consistently true for the annoyance from the interference effects of the noise on auditory communications and sleep, Gunn et al. (ref. 23) found that ratings of general annoyance in a laboratory setting were greater when the subjects perceived that noise above a level of about 80 dBA came from aircraft flying directly overhead than from aircraft flying to one side, even though the noises were of equal intensity. Gunn et al. suggest that this finding is due to a greater fear from aircraft flying on a track taking the aircraft directly overhead than from one to the side of an observer, and that this factor probably operates in real-life situations. Hall et al. (ref. 24) deduced from an attitude survey conducted near the Toronto, Canada airport that nonacoustical factors such as nearness to flight paths and fear of crashes do affect annoyance responses but not activity interferences by aircraft noise.

**Acoustical factors influencing individual response to noise**

It has generally been held (refs. 25 and 26) that personality characteristics, differences in individual attitudes of misfeasance toward airport and aircraft operators, and fear of aircraft crashes influence annoyance reactions to aircraft noise and are at the root of the low correlations (usually less than 0.50) between
noise exposure and annoyance in individuals. While there is little reason to doubt that such idiosyncratic factors influence the subjectively felt degrees of annoyance, it is possible that part of this relatively low correlation is attributable to the fact that the $L_{dn}$ values for aircraft noise (which are typically measured or estimated as being homogeneous over a given neighborhood) do not reflect large differences in noise dosage received by individuals inside different houses. Perhaps differences in attitudes of misfeasance and fear found in persons from a given area are caused by differences in actual noise dosage; i.e., the person who suspects more misfeasance or has more fear than his neighbor may actually be exposed inside his house to levels of aircraft noise that are considerably higher than those experienced by his neighbor inside his house, although both houses are in the same outdoor $L_{dn}$ zone. In addition, differences in actual, at-the-person exposures occur because of differences in life-styles. For example, one person may stay at home more or use the outdoor areas of his home more than a neighbor exposed to supposedly the same $L_{dn}$ from aircraft noise.

Cheifetz and Borsky (ref. 27) found that acoustical factors rather than presumed individual differences in noise sensitivity may often be the basis of differences among some people in reported annoyance from aircraft noise. These investigators selected people taken from comparable, in terms of $L_{dn}$, aircraft noise neighborhoods, but who differed greatly with respect to how annoying they found the aircraft noise to be in their homes. The subjects did not necessarily differ in their sensitivities to other noises. For this experiment, people with greatly different feelings of annoyance, but from similar $L_{dn}$ aircraft noise environments, were brought to a laboratory “living room” with TV and in which recordings of aircraft noises were played. The people were asked to consider the noises as though they were in their own homes.

It was found that in the laboratory people similarly rated the annoyance level of different aircraft noises regardless of their differences in sensitivity to aircraft noise in their homes. These results suggest that the levels of the aircraft noises may have actually differed inside different homes (although the levels were about equal outdoors) and were perhaps a significant factor underlying the in-the-home feelings of annoyance.

It is possible that the subjects in the laboratory situation were unable to follow the instructions to respond to the noises as if they were in their homes. While this is undoubtedly true to some extent, there has been generally reasonable agreement between laboratory and field research findings in this area of research. For example, Becker et al. (ref. 28) found that differences in psychological sensitivity to noises in general in the home were also present in the same people when tested in the laboratory.

**Correlations between $L_{dn}$ and percentage of people annoyed**

The factors influencing individual noise dosages and responses thereto do not significantly detract from the validity and utility of effective $L_{dn}$ as a means for
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understanding and predicting the annoyance response of neighborhoods or groups of people to transportation noise. Indeed, as shown in table 11.2, the correlations between percentages of people annoyed “a little or more” and aircraft noise dosage in $L_{dn}$ are of the order of 0.90 to 0.95 for the Heathrow studies. Clearly, those factors which contribute to variability in individual responses to the noise, be they personality differences, acoustical factors, or both, are rather evenly distributed among different groups of people exposed to given outdoor aircraft noise strata in the Heathrow studies. Hall et al. (ref. 29) found similarly high correlations (0.90 or higher) between $L_{dn}$ and attitudes of annoyance from exposure to aircraft or to street traffic noise when the attitude scores were averaged over neighborhoods exposed to given levels of exposure.

It is also worth noting in table 11.2 that as the people who are included in the “annoyed” group are progressively restricted to include only the more severely annoyed, the correlations tend to become smaller but are still quite significant, of the order of 0.85 to 0.90. Restricting the range of noise strata over which the annoyance data are considered from a total range of 35 dB (an $L_{dn}$ of 40.0 to 75.0 dB) to the lower 23 dB (an $L_{dn}$ of 40.0 to 62.6 dB) or the upper 20 dB (an $L_{dn}$ of 55.0 to 75.0 dB) does not greatly reduce the magnitude of the correlations.

The general reliability of attitude questionnaire surveys is shown in figure 11.7. These data were obtained from random sample surveys (over 3000 different households) taken repeatedly from the same general neighborhood areas (refs. 30 and 31). These surveys were administered several times to people in aircraft noise environments with $L_{dn}$ values ranging from about 58 to 69 dB, as shown by the dots in the upper graphs of figure 11.7. The surveys were given about 2 weeks apart, covering a period of about 2 months. The subjects were asked to rate (on a 5-point scale from “not at all” to “extremely”) their annoyance because of street traffic or aircraft noise during the past week, and for the noise from large airliners, during the past year. The percentage of people highly annoyed in this study is highly correlated (coefficient of about 0.90) with the $L_{dn}$ exposure. The annoyance ratings for the past week were roughly the same as they were for remembrances of the past year (middle row compared with bottom row of graphs). In this investigation, “highly” annoyed referred to those people who rated their annoyance as “very” or “extreme,” the top two categories or top 40 percent of the 5-point annoyance scale employed. As discussed later, the phrase “highly annoyed” was used by Schultz (ref. 15) to describe the top 27 to 29 percent of annoyance scales.

Griffiths and Delauzun (ref. 32) found that much of the variability in predictions of individual annoyance from noise exposure appears to rest upon the unreliability of the questionnaires rather than with individual differences in sensitivity to noise. Griffiths et al. (ref. 33) found that although the correlation coefficient was of the order of 0.4 between individual ratings of dissatisfaction with traffic noise and outdoor noise exposure level, the correlation became about 0.9 when the median of four dissatisfaction ratings (obtained over a period of a num-
### TABLE 11.2

Correlation Coefficients Between $L_{dn(m)}$ and Cumulative Percentages of People Having Different Degrees of Annoyance from Aircraft Noise in the Heathrow Studies

[Data from refs. 6 and 7]

<table>
<thead>
<tr>
<th>Study</th>
<th>$L_{dn(m)}$ range, dB</th>
<th>“A little or more annoyed” (scale categories 2, 3, 4, 5, and 6)</th>
<th>“Moderately or more annoyed” (scale categories 3, 4, 5, and 6)</th>
<th>“Very much or more annoyed” (scale categories 4, 5, and 6)</th>
<th>“Extremely annoyed” (scale categories 5 and 6)</th>
</tr>
</thead>
<tbody>
<tr>
<td>First Heathrow</td>
<td>47.7–74.2</td>
<td>0.94</td>
<td>0.89</td>
<td>0.88</td>
<td>0.87</td>
</tr>
<tr>
<td></td>
<td>40.0–75.0</td>
<td>0.97</td>
<td>0.96</td>
<td>0.97</td>
<td>0.95</td>
</tr>
<tr>
<td>Second Heathrow</td>
<td>40.0–75.0</td>
<td>0.95</td>
<td>0.93</td>
<td>0.93</td>
<td>0.88</td>
</tr>
<tr>
<td></td>
<td>40.0–62.6</td>
<td>0.91</td>
<td>0.86</td>
<td>0.79</td>
<td>0.77</td>
</tr>
<tr>
<td></td>
<td>55.0–75.0</td>
<td>0.90</td>
<td>0.82</td>
<td>0.86</td>
<td>0.87</td>
</tr>
<tr>
<td>First and second</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>combined</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average (first and second)</td>
<td></td>
<td>0.93</td>
<td>0.89</td>
<td>0.89</td>
<td>0.87</td>
</tr>
</tbody>
</table>
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FIGURE 11.7. History of exposure to aircraft noise and annoyance. (From ref. 30.)

The reliability of attitude survey data appears to be greater than originally thought (refs. 25 and 26).
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Analysis of aircraft and ground vehicle noise surveys

An important finding of surveys of annoyance from aircraft and ground vehicle noises is that nationalistic differences appear to be minimal factors in determining the impact of noise on feelings of annoyance. Presumably, this being the case, procedures for the assessment and regulation of such noises could be standardized on an international basis.

A major effort was made by Schultz (ref. 15) to compare the results of a number of attitude surveys of annoyance from aircraft and ground vehicle noise conducted in a number of countries. A similar analysis of the findings of the same surveys was made by Kryter (ref. 2). Although the end result of these two analyses was approximately the same for the aircraft noise surveys, there were disagreements about certain fundamental matters, and the conclusions reached with regard to the impact of ground vehicular noise differed significantly (refs. 2, 3, 4, and 5).

Six major attitude surveys of aircraft noise were selected by Schultz (ref. 15) and later by Kryter (ref. 2) for detailed comparative analyses. In some of these studies, the aircraft-noise-exposure levels were based on the peak or maximum level of intensity \( L_A \) or PNL, reached at a given point on the ground during each flyover noise event. From the daily number of aircraft noise events of given peak levels, either a noise and number index (NNI) or an \( L_{dn} \) can be calculated. The basic formulae for \( L_{dn} \) are given in chapter 2. The formula for NNI was developed in Great Britain for measuring aircraft noise (ref. 6).

\[
\text{NNI} = \text{Peak PNL} + (15 \log_{10} N) - 80
\]
or,
\[
\text{NNI} = \text{Peak } L_A + 13 + (15 \log_{10} N) - 80
\]

where \( N \) is the average number of flyover noise events per 24-hour day.

However, to calculate (or rather to estimate) \( L_{dn} \) from peak levels, a duration correction must be added in order to estimate the "energy" in the noise event. In the discussions to follow, the exposure level of a noise event found from energy-type measures is called \( L_{ex} \), and when estimated from a peak level plus a duration correction the result will be labeled as \( L_{ex(m)} \). The formula used for estimating \( L_{ex} \) from peak levels is

\[
L_{ex(m)} = \text{Peak } L_A + [10 \log_{10}(t/2)]
\]
or,
\[
L_{ex(m)} = \text{Peak PNL} - 13 + [10 \log_{10}(t/2)]
\]

where \( t \) is the time in seconds between the 10-dB downpoints from the peak level. It is, of course, necessary to add a nighttime penalty for noise events occurring from 10 p.m. to 7 a.m. in the calculation of \( L_{dn} \). Figures 11.8(a), (b), and (c)
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(a) Duration of typical commercial aircraft flyover noise between 10-dB downpoints as a function of maximum $L_A$ on ground under aircraft. (Data from ref. 15, fig. 32.)

(b) Difference between $L_{dn}$ or $L_{dn(m)}$ and NNI as a function of number of daily aircraft operations. (Note: 24-hr $L_{eq}$ should be corrected for nighttime penalty in accordance with fig. 8(c).

(c) Number of decibels to be added to 24-hr $L_{eq(m)}$ of $L_{eq}$ as a function of percentage of total daily aircraft operations occurring between the hours of 10 p.m. and 7 a.m. The result is $L_{dn(m)}$ or $L_{dn}$, as appropriate.

FIGURE 11.8. Graphs for converting NNI to $L_{dn}$.
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present graphs useful for converting NNI to $L_{dn}$, given a specific number of aircraft operations (noise events), and for finding the night penalty to be assigned with a given percentage of the noise events occurring between the hours of 10 p.m. and 7 a.m. As noted previously, $L_{dn}$ values obtained from energy-type $L_{ex}$ are labeled $L_{dn}$. $L_{dn}$ values based on $L_{ex(m)}$ are labeled as $L_{dn(m)}$.

Energy-type $L_{eq}$ (equivalent continuous sound level) measures of the total daily aircraft noise exposure were obtained in some of the selected surveys. In these cases, $L_{dn}$ is found by adding an estimated nighttime penalty (see fig. 11.8(c)) to the reported $L_{eq}$ values.

British and Swedish surveys

In several important aircraft noise surveys the daily composite noise unit reported by the original investigators was NNI (refs. 6, 7, and 34). In the Heathrow (British, refs. 6 and 7) and Swedish (ref. 34) studies, the number of daily operations for various noise levels (maximum PNL or maximum $L_A$) are provided in published reports. However, in these studies, energy-type $L_{ex}$ values or daily $L_{eq}$ values were not reported. Accordingly, for these three surveys, $L_{dn(m)}$, but not $L_{dn}$, can be found.

French, Swiss, and German surveys

Three additional major surveys of reactions to aircraft noise that provide somewhat comparable data on the percentage of people “highly annoyed” are the so-called Swiss (ref. 14), Munich (refs. 35 and 36), and French (ref. 10) studies. The French, Swiss, and Munich surveys do not provide the detailed information on numbers of daily aircraft operations as a function of different strata of noise level, as is required to calculate directly $L_{dn(m)}$. These studies do, however, give NNI (presumably calculated from peak or maximum flyover noise levels) and measured $L_{eq}$ of daily aircraft noise dosage.

In figure 11.9 are data points from the Swiss and Munich surveys, and curve thereto, for NNI plotted against $L_{dn}$, where the NNI values are those calculated by the investigators from numbers of aircraft operations and maximum $L_A$ levels (as would be read on a standard sound level meter set on “fast”) of individual flyover noises, and where $L_{dn}$ is the measured integrated $L_{eq}$ plus a nighttime penalty for those noises. Also shown in figure 11.9 are data points from the British and Swedish surveys, and curve thereto, for NNI calculated from maximum levels of individual flyover noises and plotted against $L_{dn}$ calculated from the maximum level plus an energy correction factor for the estimated time between the levels 10 dB below the maximum level. (Unlike the Swiss and Munich surveys, the British and Swedish surveys did not measure $L_{eq}$, and it is for this reason that $L_{dn(m)}$ and not $L_{dn}$ must be used in order to make a comparative analysis of the findings for these different surveys.)

It is clear in figure 11.9 that there is about a 5-dB difference between NNI versus $L_{dn(m)}$ and NNI versus $L_{dn}$. The reasons for this difference are not fully
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FIGURE 11.9. Upper figure shows NNI as a function of $L_{dn}$ when $L_{dn}$ is based on maximum levels plus calculated duration correction (upper curve) and when $L_{dn}$ is based on energy-measured $L_{eq}$ (lower curve). Lower figure shows as a function of NNI, differences between each form of $L_{dn}$ and NNI. (From ref. 2.)
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understood but may to some extent be related to the duration correction procedure. It was suggested (Kryter, ref. 2) that this difference might be due to the fact that the level of the flyover noise was at or near a maximum for a longer duration than 1 second. As a result, more sound energy would be actually present and measured by the computer-aided techniques than was presumed in this development of the simple duration-correction-plus-maximum-level formula. However, calculations of $L_{ex}$ to the 10-dB downpoints for a number of aircraft flyover noises according to the duration correction formula and from integration of the sound energy present showed that no more than 1 dB of the above noted 5-dB difference could be caused by oversimplification of the flyover noise pattern by the formula estimation procedure (J. R. Young, SRI International, Menlo Park, Calif., personal communication).

An additional and more probable cause of the subject 5-dB difference is that the peaks of the levels in the British and Swedish studies were found on A-weighted standard sound level meters, which do not handle such short duration noises well. Whereas in the Munich and Swiss studies, the maximum levels were calculated from a large number of samples integrated over 1-second intervals. As discussed in chapters 5 and 7, for many types of sound signals, standard sound level meters do not give a good measure of the sound energy over 1-second intervals of time. In any event, in order to strictly compare the results of the attitude surveys it is somewhat important to take into account the procedures used for determining the exposure level of aircraft noise.

United States survey

A major program of attitude surveys of aircraft noise was conducted in the United States (U.S.) (refs. 37, 38, and 39). However, the results of this study cannot be readily averaged with the results of the six European surveys because the upper portion of the scale used is too broad to be comparable with the top 27 to 29 percent of the scale used in the analysis of the other surveys. (See Schultz, ref. 15.) Further, the U.S. survey in metropolitan areas comparable with those involved in European surveys was conducted during the summertime, whereas the European surveys were conducted in the spring and fall seasons. As discussed later, these seasonal differences can be significant factors in the amount of annoyance found in such surveys.

Trend curves for aircraft noise

Figure 11.10 shows trend curves for seven (six European and one U.S.) large-city attitude surveys of annoyance from aircraft noise. Except for the U.S. survey, the results fall in a compact range and suggest that the annoyance and disturbance effects of comparable dosages of aircraft noise in residential areas are much the same in all the countries. An average trend curve to represent this relation for the rating of "highly annoyed" is proposed in figure 11.10.
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FIGURE 11.10. Results of attitude surveys of aircraft noise. Percent "highly annoyed" is for the top 27 to 29 percent of an annoyance scale. (From ref. 2. Basic data from the Heathrow (British) (refs. 6 and 7), Swedish (ref. 34); French (ref. 10); Swiss (ref. 14); Munich (ref. 35), and U.S. (refs. 37 and 38) studies.)

The somewhat greater amount of annoyance found in the survey conducted in the U.S. is perhaps explained by the aforementioned differences in the annoyance scales used and seasons of administration of the surveys. The effects of these differences could be expected to cause the observed general increase, relative to the European results, in the percentages of people called "highly annoyed" in the U.S. study.

Street, road, and railroad noise surveys

In street, road, and railroad surveys, noise is usually measured directly in time-integrated values (such as $L_{50}$, the noise level exceeded 50 percent of the time). Table 11.3 presents a compilation of data pertaining to $L_{dn}$, $L_{eq}$, and $L_{50}$
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TABLE 11.3
Relation Between $L_{dn}$, $L_{eq}$, and $L_{50}$ for U.S. Urban Road-Street Traffic

[Data from ref. 40. $L_{eq}$ and $L_{50}$ are for daytime only]

(a) Single-family dwellings or small apartments

[Average microphone location 8 ft above ground and 25 ft from curb]

<table>
<thead>
<tr>
<th>City</th>
<th>Site number</th>
<th>Noise metric, dB</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$L_{dn}$</td>
</tr>
<tr>
<td>Atlanta</td>
<td>401</td>
<td>63.8</td>
</tr>
<tr>
<td></td>
<td>404</td>
<td>60.7</td>
</tr>
<tr>
<td></td>
<td>406</td>
<td>67.3</td>
</tr>
<tr>
<td>Boston</td>
<td>0001</td>
<td>61.2</td>
</tr>
<tr>
<td></td>
<td>0003</td>
<td>59.6</td>
</tr>
<tr>
<td></td>
<td>0004</td>
<td>59.6</td>
</tr>
<tr>
<td></td>
<td>0005</td>
<td>57.0</td>
</tr>
<tr>
<td></td>
<td>0006</td>
<td>67.8</td>
</tr>
<tr>
<td></td>
<td>0007</td>
<td>61.7</td>
</tr>
<tr>
<td></td>
<td>0008</td>
<td>65.2</td>
</tr>
<tr>
<td>Chicago</td>
<td>502</td>
<td>71.2</td>
</tr>
<tr>
<td></td>
<td>503</td>
<td>60.6</td>
</tr>
<tr>
<td></td>
<td>505</td>
<td>59.0</td>
</tr>
<tr>
<td></td>
<td>506</td>
<td>64.4</td>
</tr>
<tr>
<td>Dallas</td>
<td>1401</td>
<td>65.9</td>
</tr>
<tr>
<td></td>
<td>1402</td>
<td>57.8</td>
</tr>
<tr>
<td></td>
<td>1403</td>
<td>61.1</td>
</tr>
<tr>
<td></td>
<td>1404</td>
<td>61.1</td>
</tr>
<tr>
<td></td>
<td>1405</td>
<td>56.3</td>
</tr>
<tr>
<td></td>
<td>1406</td>
<td>61.6</td>
</tr>
<tr>
<td>Average</td>
<td></td>
<td>62.3</td>
</tr>
</tbody>
</table>

(b) Street corners in nonresidential areas

[Average microphone location about 18 ft above ground and 20 ft from curb]

<table>
<thead>
<tr>
<th>City</th>
<th>Site number</th>
<th>Noise metric, dB</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$L_{dn}$</td>
</tr>
<tr>
<td>Chicago</td>
<td>504</td>
<td>66.9</td>
</tr>
<tr>
<td></td>
<td>508</td>
<td>63.1</td>
</tr>
<tr>
<td></td>
<td>510</td>
<td>68.4</td>
</tr>
<tr>
<td></td>
<td>511</td>
<td>70.7</td>
</tr>
<tr>
<td>Average</td>
<td></td>
<td>67.3</td>
</tr>
</tbody>
</table>
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TABLE 11.3 Concluded
(c) Masonry, multistory, contiguous apartments

[Average microphone location about 12 to 30 ft above ground and 12 ft from curb]

<table>
<thead>
<tr>
<th>City</th>
<th>Site number</th>
<th>$L_{dn}$</th>
<th>$L_{eq}$</th>
<th>$L_{50}$</th>
<th>$L_{dn} - L_{50}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>New York</td>
<td>.0201</td>
<td>74.0</td>
<td>71.2</td>
<td>66.1</td>
<td>7.9</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>72.9</td>
<td>68.6</td>
<td>64.9</td>
<td>8.0</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>68.0</td>
<td>64.5</td>
<td>62.6</td>
<td>5.4</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>73.6</td>
<td>68.3</td>
<td>65.3</td>
<td>8.0</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>69.5</td>
<td>67.2</td>
<td>63.9</td>
<td>5.6</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>71.6</td>
<td>69.4</td>
<td>65.1</td>
<td>5.5</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>72.2</td>
<td>69.5</td>
<td>67.7</td>
<td>4.5</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>71.1</td>
<td>69.8</td>
<td>62.6</td>
<td>8.5</td>
</tr>
<tr>
<td></td>
<td>9</td>
<td>71.5</td>
<td>69.6</td>
<td>65.2</td>
<td>6.3</td>
</tr>
<tr>
<td></td>
<td>11</td>
<td>68.0</td>
<td>66.1</td>
<td>63.5</td>
<td>5.5</td>
</tr>
<tr>
<td></td>
<td>12</td>
<td>72.3</td>
<td>70.1</td>
<td>65.7</td>
<td>6.6</td>
</tr>
<tr>
<td></td>
<td>Average</td>
<td>71.4</td>
<td>68.6</td>
<td>65.1</td>
<td>6.3</td>
</tr>
</tbody>
</table>

for urban street traffic noise in the U.S. (ref. 40). There are some systematic differences between $L_{dn}$ and $L_{50}$ as a function of type of neighborhood (or housing) and absolute level of $L_{50}$. Attention is invited to table 11.4, which shows some differences between European and U.S. data on this matter. Schultz (ref. 15) derived a formula for $L_{dn}$ from $L_{50}$ for the U.S. (See table 11.4.)

A significant difference emerged between analyses made by Schultz and by Kryter of the results of surveys of annoyance from ground vehicle noise in residential areas. Figure 11.11 shows the data used and curves fitted to these data. The synthesis curve of figure 11.11(a) (which was based on a clustering of the results of aircraft and ground vehicle noise surveys) shows a higher percentage of “highly annoyed” for a given $L_{dn}$ than does the trend curve of figure 11.11(b). The data points in figure 11.11(b) are taken from references 39 to 47.

Worthy of note is that the synthesis curve of figure 11.11(a) lies above most of the data points. In addition, there are grounds for questioning the propriety of the inclusion of the upper data points (those for the London and Paris ground vehicle noise surveys) because the annoyance scales were not comparable in certain major respects to those used in the aircraft or street traffic noise surveys. The reasons for questioning and omitting from the present analysis the noted London, Paris, and U.S. data are that a “bipolar” scale of annoyance was used in the London survey, a somewhat ambiguous and unique rating procedure for annoyance was used in the Paris survey, and the annoyance scale was divided into larger sized steps in the U.S. survey than in the other studies.
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**TABLE 11.4**

Relationship Between $L_{dn}$ and $L_{50}$ for Road Traffic

(a) Europe (calculated)

<table>
<thead>
<tr>
<th>Location</th>
<th>$L_{dn}$, dB</th>
<th>$L_{50}$, dB</th>
<th>$L_{dn} - L_{50}$, dB</th>
<th>Schultz equation (ref. 15) used to calculate $L_{50}$ (a)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Paris urban</td>
<td>52.5</td>
<td>45.6</td>
<td>6.9</td>
<td>$L_{dn} = 0.95 L_{50} + 9.2$</td>
</tr>
<tr>
<td></td>
<td>62.5</td>
<td>56.1</td>
<td>6.4</td>
<td></td>
</tr>
<tr>
<td></td>
<td>72.5</td>
<td>66.6</td>
<td>5.9</td>
<td></td>
</tr>
<tr>
<td>Paris suburb</td>
<td>52.5</td>
<td>46.9</td>
<td>5.6</td>
<td>$L_{dn} = 1.04 L_{50} + 3.7$</td>
</tr>
<tr>
<td></td>
<td>62.5</td>
<td>56.5</td>
<td>6.0</td>
<td></td>
</tr>
<tr>
<td></td>
<td>72.5</td>
<td>66.2</td>
<td>6.3</td>
<td></td>
</tr>
<tr>
<td>Belgium</td>
<td>52.5</td>
<td>43.9</td>
<td>8.6</td>
<td>$L_{dn} = 0.829 L_{50} + 16.1$</td>
</tr>
<tr>
<td></td>
<td>62.5</td>
<td>56.0</td>
<td>6.5</td>
<td></td>
</tr>
<tr>
<td></td>
<td>72.5</td>
<td>68.0</td>
<td>4.5</td>
<td></td>
</tr>
<tr>
<td>Sweden</td>
<td>52.5</td>
<td>45.5</td>
<td>7.0</td>
<td>$L_{dn} = 0.92 L_{50} + 10.6$</td>
</tr>
<tr>
<td></td>
<td>62.5</td>
<td>56.4</td>
<td>6.1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>72.5</td>
<td>67.3</td>
<td>5.2</td>
<td></td>
</tr>
<tr>
<td>Average</td>
<td></td>
<td></td>
<td>6.3</td>
<td></td>
</tr>
</tbody>
</table>

(b) United States

<table>
<thead>
<tr>
<th>Location</th>
<th>Measured averages (b)</th>
<th>Calculated from Schultz equation (ref. 15) $L_{dn} = 0.762 L_{50} + 22.0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Single-family dwellings or small apartments</td>
<td>$L_{dn}$, dB</td>
<td>$L_{50}$, dB</td>
</tr>
<tr>
<td>Street corners in nonresidential areas</td>
<td>62.3</td>
<td>52.0</td>
</tr>
<tr>
<td>Masonry, multistory, contiguous apartments</td>
<td>67.3</td>
<td>60.4</td>
</tr>
<tr>
<td></td>
<td>71.4</td>
<td>65.1</td>
</tr>
</tbody>
</table>

*a$L_{50}$ values for about 7 a.m. to 10 p.m.*

*bFrom table 11.3. Data from ref. 40.*
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(a) Surveys used by Schultz for his synthesis curve.

(b) Surveys used in present analysis. Plotted data points are taken from respective (refs. 39 to 47) figures cited by Schultz (ref. 15).

FIGURE 11.11. Results of ground vehicle (street, road, and railroad) noise surveys. "Highly annoyed" refers to top 27 to 29 percent of annoyance scale.
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Attention is invited to a number of other important attitude surveys of street and railroad traffic noise: Rylander et al. (ref. 48), Bruckmayer and Lang (ref. 49), Fog and Jonsson (ref. 50), Lamure and Bacelon (ref. 51), Nimura et al. (ref. 52), Hall and Taylor (ref. 53), Relster (ref. 54), and Lang (ref. 55). For a variety of reasons, the results of these surveys could not be readily converted to the annoyance scaling and noise measurements adopted in the cluster analyses of attitude survey data made by Schultz (ref. 15) and Kryter (ref. 2).

Aircraft versus ground vehicle noise trend curves

Figure 11.12(a) shows that there is about a 10-dB difference between the $L_{dn}$ cluster trend curves for equal percentages of persons highly annoyed in different surveys of aircraft and ground vehicle noise. However, some of the difference for figures 11.12(a) (from ref. 2), 11.12(c) (from ref. 56), and 11.12(d) (from ref. 57) could possibly be caused by variations in the groups of people and survey questionnaires involved. These problems are overcome in studies conducted by Hall et al. (ref. 29) and Taylor (ref. 58) in which the same attitude questionnaire was administered to people exposed to road vehicle and aircraft noise in their neighborhoods. As seen in figure 11.12(b), Hall et al. (ref. 29) found a greater sensitivity to aircraft than to road traffic noise. The difference was equivalent to a difference of 6 to 14 dB in the noise levels measured (at the fronts of the the houses). Similar results, discussed later with respect to effects of noise from multiple sources, were found by Taylor (ref. 58).

The percentages of people “highly annoyed” are somewhat greater in figure 11.12(b) than in figure 11.12(a) for both types of noises. The reason is that the attitude scale used in the Hall et al. study, figure 11.12(b), was bipolar and intended for application to sounds in general; i.e., ranging from “extremely agreeable” to “extremely disturbing,” and for this reason, as mentioned earlier, biased the response relative to the annoyance response elicited by unipolar scales. However, the relative difference between the aircraft and road vehicle noise found by Hall et al. should not be affected by this factor.

Figure 11.13 summarizes the differences found in various studies and analyses of the relation between $L_{dn}$ for ground-based vehicle noise and aircraft noise when the two noises cause equal annoyance or dissatisfaction. It is seen that, except for the Schultz analysis, there is a significant difference in favor of the ground vehicle noise (causes less annoyance) and that this difference, in general, increases as $L_{dn}$ rises above about 60 dB. This progressively greater difference is presumably due to the accelerated growth in annoyance at the higher levels of aircraft noise exposure. The dashed curve in figure 11.13 is suggested to represent the approximate average of the top four curves.

Types of disturbances from road vehicle noise as compared with aircraft noise

The results of studies by Grandjean et al. (refs. 12 and 13) and a related study (ref. 14) support the proposition that the noise from ground-based vehicles
Reactions to Community Noise

(a) From Kryter (ref. 2). Top 27 to 29 percent of scale = Highly annoyed.

(b) From Hall et al. (ref. 29).

(c) From Ollerhead (ref. 56).

(d) From Fields and Walker (ref. 57).

FIGURE 11.12. Trend curves showing relations between annoyance or dissatisfaction and $L_{dn}$ for noise from aircraft and ground-based vehicles.
is less intrusive physically than is aircraft noise in many of the living areas in and around houses. These investigators surveyed nearly 5000 people in the region of Basel, Switzerland, with respect to disturbances caused by both aircraft and by road vehicle noises. Figure 11.14, based on their data, shows that it takes an $L_{dn}$ 5 to 15 dB higher, depending on $L_{dn}$ level, for road traffic noise than for aircraft noise to cause equal disturbance, averaged over all effects. The conversion of $L_{50}$ (the statistic used by Grandjean et al. for describing road noise) to $L_{dn}$, as plotted in figure 11.14, was based on the average difference ($\approx 6$ dB) for European locations given in table 11.4.

It should be noted, however, that road noise and aircraft noise cause somewhat different patterns of effects. For example, conversation was less disturbed than was sleep by road noise, with the reverse being true for aircraft noise.

It would follow, then, that the data from attitude surveys of annoyance from ground-based vehicular noises should not cluster, as claimed by Schultz (ref. 15), as a function of $L_{dn}$ with similar data for aircraft noise, but should be separate. This is not to say that a noise event at the listeners' ears of comparable energy and spectrum will cause more speech interference or sleep arousal because it is from an airplane instead of, say, an automobile. Rather, it is deduced that these two noises will generally be significantly different in level at the listeners' ears in many living areas of a home when the noises are reported as being equal in level according to measurements made outdoors. Possible explanations
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### Table 11.4: L$_{dn}$ (m) for Aircraft and Road Traffic

<table>
<thead>
<tr>
<th>L$_{dn}$ (m)</th>
<th>Conversion Factor</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>90</td>
</tr>
<tr>
<td>90</td>
<td>80</td>
</tr>
<tr>
<td>80</td>
<td>70</td>
</tr>
<tr>
<td>70</td>
<td>60</td>
</tr>
<tr>
<td>60</td>
<td>50</td>
</tr>
</tbody>
</table>

$L_{dn}$ (m) for aircraft = NNI + conversion factor. (See fig. 11.9.) $L_{dn}$ for road traffic = $L_{50}$ + conversion factor. (See table 11.4, average for European locations.)

FIGURE 11.14. Average percentage of people disturbed from sleep and conversation by aircraft and by road traffic noise. (Based on refs. 12 and 14.)

for these rather large apparent differences in the effectiveness of outdoor aircraft and ground vehicle noise in causing annoyance are given later in this chapter.

Additional studies (Nemecek et al. (ref. 59), Fields and Walker (refs. 60 and 61), and Ahrlin and Rylander (ref. 62)) conducted, for the most part, since the above discussed Schultz and Kryter analyses report that variations in demographics, attitudes, research methodologies, and types of disturbances (e.g., sleep or speech interference) appear to contribute some uncertainties in the results and reliability of attitude surveys. It might be noted that these referenced
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studies do not attempt to assess the possible contributions to this variability by acoustical variables intervening between the place of the exterior noise measurements and the noise as received in the houses of the people annoyed.

Öhrström et al. (ref. 63) found that judgments in the laboratory of recorded noises from aircraft, lorries, trains, and mopeds were generally predictable from A-weighted $L_{eq}$ measured at the position of the listener. However, the noise from lorries was somewhat less disturbing at equal $L_{eq}$ than the other noises. The authors suggest that some "irregularity of the noise or individual experience" could be responsible for this finding. An additional factor to be mentioned is the previously discussed shortcoming of A-weighting with respect to the subjective loudness of low and mid-high sound frequencies. It is possible that some of this apparent variability in uniform predictability of the annoyance from different sources would be reduced were a more appropriate weighting for loudness than A used in the assessment of environmental noises.

Sonic booms

A special type of noise from aircraft is that of booms created when aircraft fly at supersonic speeds (generally greater than about 700 miles per hour). Some military aircraft and the commercial Concorde are capable of such flight. A great deal of research on the impact of sonic booms on people, animals, and structures was conducted during the 1960's with the advent of the Concorde and other proposed commercial supersonic transports.

In order to establish the equivalent effectiveness of sonic booms and typical subsonic aircraft flyover noise as causes of annoyance, a series of tests were conducted with subsonic and supersonic jet aircraft (ref. 64). Aircraft were flown over people inside and outside one-story and two-story air-conditioned frame houses. Over 100 of the people lived in residences at Edwards Air Force Base and had been exposed to five or so sonic booms per day for an average of 2 years. Some 200 subjects who had no prior experience with sonic booms were also tested. The major findings with respect to the effect of vibration on judged annoyance are discussed in chapter 5.

Figure 11.15 is based on figure 5.21 and shows the $L_{A,ex}$ value of subsonic aircraft noise judged to be equally as acceptable or unacceptable as sonic booms to people "accommodated" to both sonic booms and subsonic aircraft noise. Using these relations, it is possible to calculate an equivalent (to subsonic aircraft noise) 24-hour $L_{eq}$ or $L_{dn}$ for sonic booms of different levels and numbers of daily occurrences. To calculate $L_{dn}$, a 10-dB penalty would be added to the equivalent $L_{A,ex}$ values of the booms occurring between the hours of 10 p.m. to 7 a.m.

Calculations made for the proposed operations of supersonic transports over the U.S. indicated that some 50 million people per day would be exposed to an equivalent $L_{dn}$ from sonic booms of about 70 dB or greater (ref. 65). Ancillary laboratory experiments and real-life experiences in cities substantiated, in gen-
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**FIGURE 11.15.** Graph for converting sonic booms judged equivalent $L_{A,ex}$ of subsonic jet aircraft flyover noise. Boom and noise measured outdoors; listeners indoors and outdoors as indicated. Based on figure 5.21.

General, this use of equivalent $L_{A,ex}$ or $L_{dn}$ for assessing exposure to sonic booms (ref. 65).

Attention is invited to the more rapid growth in annoyance ("unacceptability" rating) to sonic booms as their level is increased compared with ratings for the noise from subsonic aircraft. For example, for the listener indoors, a sonic boom of 1 psf would be equivalent to a subsonic aircraft noise at an $L_{A,ex}$ of about 90 dB. With 50 booms during the hours of 7 a.m. to 10 p.m., the equivalent $L_{dn}$ would be 58 dB. However, for a sonic boom of 2 psf (an increase of but 6 dB in psf), the equivalent $L_{A,ex}$ is about 103 dB (an increase of 13 dB in $L_{A,ex}$), and the $L_{dn}$ with 50 daily daytime booms would be 71 dB. As shown earlier in this chapter, an $L_{dn}$ of 71 dB for regular aircraft noise represents a very significant source of annoyance in residential areas. It seems likely that the accelerated growth of annoyance from sonic booms relative to subsonic aircraft noise at higher boom levels shown in figure 11.15 is due to noticeably more house vibration and window rattles at the higher levels.

Most of the energy in sonic booms, as well as booms from cannon fire and other explosive sources, is generally in the sound frequencies below about 100 Hz. In addition to direct auditory effects of the booms, sound energy in these lower frequencies can cause vibrations and rattles that are a source of annoyance to residents. The relation of the spectra of such booms to judged annoyance is discussed in chapter 5.
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Electric transformer and transmission line noise

A study was conducted by Fidell et al. (ref. 66) on feelings of annoyance in residents exposed to the "hum" from transformers in ground-based substations in urban areas and to the so-called "corona" discharge noise, a "crackling, frying" sound that comes from high voltage power lines when wet from rain, snow, or dense fog. The power lines are usually suspended a hundred or more feet in the air and several hundred feet from backyards of homes along electrical rights-of-way in suburban areas. Those respondents who self-rated themselves as "very" or "extremely" annoyed on a 5-point scale (top 40 percent of the scale) by either the transformer or corona noise were called "highly annoyed" by Fidell et al. These ratings correspond to "very or more annoyed" used in this book for the top 40 percent of the noise annoyance scale. The percentages who were "very or more annoyed" are shown in figure 11.16.

![Diagram showing electric transformer and transmission line noise annoyance data collected from 17 sites in southern California (from ref. 66) and aircraft and ground vehicle noise annoyance data collected in northern climate cities. "Very or extremely annoyed" refers to the top 40 percent of annoyance scale, (not the top 27 to 29 percent as used in the percent "highly annoyed" trend curve analysis, see figs. 11.10 and 11.11). The conversion from the 27 to 29 percent scale point to the 40 percent scale for the aircraft and ground vehicle noise trend curves was accomplished by the application of relations in figure 11.3 to trend curves given in figure 11.12(a).]
It is evident in figure 11.16 that the transformer noise (from ground-based structures about 20 to 160 ft from residences) is less effective, in terms of $L_{dn}$, than the noise from 230-kV and 500-kV transmission lines. It is estimated that the transmission lines were 200 to 500 ft from residences and at an altitude of about 100 ft. It is perhaps reasonable to presume that this difference in the effectiveness, as a function of $L_{dn}$, of these two noises to cause annoyance is related to differences in acoustical factors that are somewhat similar to the differences in these regards for the noises from aircraft and ground vehicles. However, the considerable differences in the character and temporal patterns of exposure to electrical noises may also be contributive factors. In any event, it appears that some adjustment, such as that required for equating ground vehicle and aircraft noise with respect to annoyance is also needed to give $L_{dn}$ values for ground-based electrical noise sources that are comparable for predicting annoyance to the $L_{dn}$ values for more distant and higher altitude electrical noise sources.

**Effective Exposure Level of Noises for Annoyance**

**Acoustical factors in noise intrusiveness**

In interpreting attitude survey studies, it is important to note that the noise measurements or estimates for these various studies generally refer to the noise present near the front facade of houses, whether the noise is from street, or road, traffic or from aircraft. This being the case, some probable explanations for the difference shown in figures 11.13 and 11.14 between aircraft noise and ground vehicular noise in effectiveness as a source of annoyance are as follows:

1. The sound power of the aircraft noise is greater than that of the ground traffic noise. Typically, in residential areas close to a commercial airport, the aircraft would be at a slant-range distance of 500 to 2500 ft (depending on whether a landing or take-off operation is occurring) from the noise monitor or measurement microphone at a residence, whereas the street or road traffic would be, for many urban areas, only 25 to 50 ft away from the measurement microphone. Accordingly, the difference in noise levels in the front and backyard of a house will be significantly different for street noise solely because of an approximate doubling in the distance travelled by the noise from the street to the backyard, as compared with the distance travelled by the noise from the street to the front yard. Doubling the distance results in an air attenuation of about 6 dB. Whereas, for aircraft noise, the difference in the transmission distance from the aircraft to the front yard or to the backyard is negligible.

2. The aircraft noise tends to fall equally over the entire roof structure and, at times, on the sides of the house. Because of the usual altitude of the aircraft over residential areas, shielding of the noise by interfering structures, including
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close the same house, tends to be relatively small except when the aircraft is at very low altitudes and rather long distances to the side. Aircraft noise measurement data in 104 rooms in residences (ref. 67, appendix N) revealed the following: "Rooms with windows facing the source (i.e., aircraft in flight) had about 3 dB less noise reduction than for rooms with windows facing 90 degrees to the direction of the source and about 4 dB less noise reduction than rooms which had all windows facing away from the source (e.g., shielded by the house)."

3. The relatively close distance between the front facade of the house and the street or road traffic (coupled with the depth of the house and the relatively small distances between houses—10 to 20 ft in compact areas) makes for acoustical-barrier shielding of the ground traffic noises from the rear facade and backyard-patio-porch areas of a house (on the order of 14 dB, not including a typical air attenuation of about 6 dB).

4. It is common practice that people do not open the windows of their homes that face the street and do much of their "outdoor living" in the backyards or patios of their homes rather than in the front yards.

Some of the physical variables involved are illustrated in figure 11.17.

It is readily calculated (ref. 68) that because of differences in sound attenuation due to barriers and atmospheric attenuation, the noise intruding into the backyard and rooms of a house would typically be at least 16 dB less from road traffic than from aircraft flyover operations when the noises are measured as having equal sound pressure levels at a point somewhere in the front yards of most urban houses. To obtain an empirical check on this predication, Ortega and Kryter (ref. 69) made measurements of the noise from aircraft flying overhead and from cars and trucks driving past the same houses. Simultaneous measurements were made from microphones placed in the front yard (10 ft from the front facade) and in the backyard patio (10 ft from the rear facade). Table 11.5, which summarizes the findings, shows an average difference in noise level between the front yard and backyard of 19 dB for the road traffic noise and 0.3 dB for the aircraft noise.

Whether it is with respect to aircraft noise alone or ground traffic noise alone, it is possible, as aforementioned, that the variability observed in attitude surveys among people exposed to apparently equal dosages of noise (as measured in their front yards) may be caused more by real differences in the noise dosage actually reaching the listeners than by "personality" differences among the people. Further evidence that it is not the source of the noises but the exposure level of the noises reaching the listeners' ears that primarily determines how annoying they are, is shown by field studies reported in appendices IV, VIII, and X of reference 6 and by laboratory studies of Stephens and Powell (ref. 70). In all these investigations it was found that, except at very high $L_{eq}$ values, aircraft and ground traffic noises were judged as being about equally annoying when of equal $L_{eq}$ measured at the position of the ears of the subjects.
FIGURE 11.17. Schematic diagram of acoustical factors that affect noise levels from aircraft and ground vehicles measured in and around houses. (From ref. 2.)
TABLE 11.5
Peak $L_A$ Levels of Noises Measured at Two Residences Located Near a General Aviation Airport in Southern California

[From ref. 69]

<table>
<thead>
<tr>
<th>Source and date</th>
<th>Residence number</th>
<th>Events/time period</th>
<th>$L_A$, dB</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Front yard</td>
</tr>
<tr>
<td>Aircraft (general aviation, following take-off)</td>
<td></td>
<td></td>
<td>Average</td>
</tr>
<tr>
<td>27 February 1980</td>
<td>1</td>
<td>31/hr</td>
<td>77.4</td>
</tr>
<tr>
<td>26 February 1980</td>
<td>2</td>
<td>24/hr</td>
<td>76.7</td>
</tr>
<tr>
<td>Street vehicle</td>
<td></td>
<td></td>
<td>Average</td>
</tr>
<tr>
<td>27 February 1980 (city trash truck)</td>
<td>1</td>
<td>5/10 min&lt;sup&gt;a&lt;/sup&gt;</td>
<td>71</td>
</tr>
<tr>
<td>26 February 1980 (1975 4-cylinder car, manual transmission)</td>
<td>2</td>
<td>11/10 min&lt;sup&gt;a&lt;/sup&gt;</td>
<td>72</td>
</tr>
</tbody>
</table>

<sup>a</sup> Time period is approximate.
Effectiveness factor for ground vehicle noise

It is proposed that the dashed curve in figure 11.13 is a reasonable representation of the average of the upper four curves. The slope of the dashed curve is such that for each 5-dB increase in $L_{dn}$ there is an additional 1-dB increase in the difference between the effectiveness of aircraft noise as compared with ground-based vehicle noise as a cause of annoyance. The decibel corrections to be applied to measured ground-based vehicle noise (the vertical ordinate of fig. 11.13) are given in table 11.6.

Kryter (ref. 2) suggested earlier, before the more definitive data of Hall et al. (ref. 29) and Taylor (ref. 58) were available, that regardless of level, 10 dB be added to $L_{dn}$ ground vehicle noise to correct to effective $L_{dn}$ re aircraft noise. The varying corrections as a function of $L_{dn}$ level shown by the dashed curve in figure 11.13 and table 11.6 now seem more realistic.

Practical threshold levels of annoying noise

The EPA conducted surveys of noise exposure in different areas and types of neighborhoods in the U.S. (ref. 9). From these surveys, estimates have been made of the numbers of people living in various levels of noise exposure (primarily from vehicles of transportation) as measured outdoors, near the fronts of houses.

It is relevant to note that noise interference with low-level conversational speech is, especially for intermittent noise, likely to become noticeable when the noise level exceeds about 50 dBA at the listener's ears (ref. 8). Inasmuch as a house with windows open will offer, on the average, 15 dB attenuation of outdoor noise (see tables 11.7 and 11.8), it follows that annoyance effects will start (during open-window conditions) only when the outdoor noise exceeds about 65 dBA for

<table>
<thead>
<tr>
<th>$L_{dn}$ or $L_{eq}$, dB</th>
<th>Correction factor, dB</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>6</td>
</tr>
<tr>
<td>55</td>
<td>7</td>
</tr>
<tr>
<td>60</td>
<td>8</td>
</tr>
<tr>
<td>65</td>
<td>9</td>
</tr>
<tr>
<td>70</td>
<td>10</td>
</tr>
<tr>
<td>75</td>
<td>11</td>
</tr>
<tr>
<td>80</td>
<td>12</td>
</tr>
</tbody>
</table>
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TABLE 11.7

Measured Reduction in A-Weighted Noise Levels for Residential Structures
[Single-family detached dwellings except for nine rooms in apartments in New York City
(data from ref. 67)]

<table>
<thead>
<tr>
<th>Climate</th>
<th>Cities</th>
<th>Windows open</th>
<th>Windows closed</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Number of rooms</td>
<td>( \Delta L_A ), dB</td>
</tr>
<tr>
<td>Warm</td>
<td>Miami, Wallops (VA), Los Angeles</td>
<td>14</td>
<td>11.1</td>
</tr>
<tr>
<td></td>
<td>Winthrop (MA), Boston, New York</td>
<td>33</td>
<td>18.4</td>
</tr>
<tr>
<td></td>
<td>Overall Average</td>
<td></td>
<td>14.8</td>
</tr>
</tbody>
</table>

\( \Delta L_A = \) Average difference between A-weighted noise level outside and inside room. The number of measurements per room varies widely from 1 to 46 with an average of 6.0. Almost all sources were jet aircraft.

b S.D. = standard deviation of average \( \Delta L_A \) over number of rooms measured.

speech interference. As seen in tables 11.7 and 11.8, for winter or closed-window conditions, this outdoor threshold can be about 10 dB higher.

Unfortunately, the EPA and others include in noise surveys outdoor noise energy that is as low as 40 dBA. Such a procedure can give an exaggerated statement of the amount of outdoor community noise that is capable of causing any appreciable annoyance. These threshold differences may account for, interestingly, the results shown in figure 11.14. It was seen there that disturbance of speech conversation from street and road traffic is less than disturbance to sleep,

TABLE 11.8

Typical Sound Level Reductions of Buildings.
[From ref. 9]

<table>
<thead>
<tr>
<th>Climate</th>
<th>Sound level reduction, dB</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Windows open</td>
</tr>
<tr>
<td>Warm</td>
<td>12</td>
</tr>
<tr>
<td>Cold</td>
<td>17</td>
</tr>
<tr>
<td>Approximate national average</td>
<td>15</td>
</tr>
</tbody>
</table>
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but that the reverse is true for aircraft noise. It is speculated that this would follow if the traffic noise is more often below the threshold for speech interference than for sleep arousal, whereas aircraft noise is likely to be above both thresholds. This would indeed be the case, in general, for these two types of noises.

The need for application of a relatively high threshold level for estimating annoyance from physical measures of noise has been demonstrated by Gjestland (ref. 71) and Gjestland and Oftedal (refs. 72 and 73). These investigators found in some laboratory tests that this threshold at the listener's ears was probably of the order of 40 or 50 dBA, depending on whether quiet or busy daytime activities were involved. This would translate to outdoor noise levels of approximately 55 to 65 dBA for open-window houses.

**Difference in peak $L_A$ levels of aircraft and automobile noise**

It is worth noting that an $L_{dn}$ of 55 from aircraft noise could be indicative of the presence, 50 or so times during the daytime, of aircraft noise having a peak level of 81 dBA in the front and backyards of a house (peak levels of about 66 dBA inside a typical house with windows partly open and 56 dBA with the windows closed). Such a noise can interfere with sleep (levels above 40 dBA) and with some speech (noise levels above 50 dBA) and other auditory communications during each noise occurrence. This condition would not be unusual at about 1500 ft from the ends of a 5000-ft-long runway at a general aviation airport with the operation of moderate-sized general aviation aircraft.

On the other hand, an $L_{dn}$ of 55 from automobile noise would be indicative of the passing during the daytime of 1000 or so automobiles that make noise having a peak level of 72 dBA in the front yard of a house (peak levels of 52 dBA in the backyard, 57 dBA in rooms facing the street with windows partly open, and 42 dBA in rooms facing the street with windows closed). The peak levels in rooms facing the backyard would be about 37 dBA with windows open and about 22 dBA with windows closed. These conditions would be typical for a house 35 ft or so from the street and for automobiles traveling at a speed of about 35 miles per hour, and they would have no disturbing effect on speech conversation or sleep in the backyard or rear rooms of a house.

**U.S. population exposed to aircraft and ground vehicle noise**

In any event, as discussed earlier, it appears that because of acoustical reasons the $L_{dn}$ values of street and road traffic noise should be adjusted when estimating the percentage of the population exposed to street and road noise that is comparable with aircraft noise in effectiveness as a cause of community annoyance. A 10-dB reduction in the measured $L_{dn}$ values reported for street and road noise was made to achieve the effective $L_{dn}$ values for urban traffic plotted in figure 11.18.

It is seen in figure 11.18 that at an effective $L_{dn}$ of 55 dB, about 18 percent of the urban population is exposed to outdoor noise from aircraft or ground vehicles,
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FIGURE 11.18. Percentages of U.S. total and urban populations exposed to a given actual and effective $L_{dn}$, and the levels of annoyance felt by normal-sensitive people thus exposed. The effective level of urban traffic noise relative to aircraft noise is actual (measured) $L_{dn}$ minus 10 dB.

and that of that part of the general population, about 33 percent are "moderately or more annoyed," 17 percent are "very or more annoyed," and 5 percent are "extremely annoyed." These percentages are reduced somewhat (solid curves) when the data are normalized for atypical responses. Although not shown in figure 11.18, at an $L_{dn}$ of 55 dB, 55 percent of the general population and 30 percent of the normal-sensitives are "a little or more annoyed."

The curves for annoyance are based on attitude surveys conducted in the spring and fall in northern climate cities. The curves could be adjusted upwards somewhat (equivalent to 5 dB of exposure) when projected to those expected in warm climate cities.
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Relations Between Noise Exposure and Complaints and Costs

Complaint activity

Complaints, or rather lack of complaints, to authorities and legal and political actions by individuals and citizens are not as reliable or consistent measures of the effects of environmental noise on people as are attitude surveys of annoyance (ref. 74). The reasons for such variability include a variety of social, individual, experiential, and legal factors and constraints. However, some meaningful information can be obtained from records of complaints.

In an attitude survey conducted in the U.S. (refs. 37 and 39), people were asked, among other things, how annoyed they were by aircraft noise and whether they had complained to any authorities about the noise. The results, shown in figure 11.19, indicate that some complaints can be expected when 5 to 10 percent

FIGURE 11.19. Percent of people who complained about aircraft noise as a function of percent highly annoyed and approximate $L_{dn}$. (From ref. 39.)
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of the people are highly annoyed by the noise, a percentage typically associated with an $L_{dn}$ of 55 dB. Interestingly, McKennell in Great Britain (ref. 75) found that when 1 percent of the people had complained about noise, 10 percent felt like complaining, and when the noise was such that 10 percent had complained, 40 percent felt like complaining.

Additional difficulties to the quantitative interpretation of complaints about aircraft noise are exemplified in table 11.9 (from refs. 76, 77, and 78). In that table, it is shown that in 1976, 8 percent of the households exposed to aircraft noise called in complaints to the airport operator (a not atypical annual average), yet 37 percent of the households interviewed during January of 1977 indicated they had at some time called or written protests about, primarily, the aircraft noise. Obviously, the percentage could be higher for those interviewed because their protests could have occurred in a year previous to 1976, but does this mean that they had grown tired of protesting or had adapted to the noise? The results of attitude surveys made in the same area, to be presented and discussed more fully later in regard to figure 11.34, revealed continued high annoyance and that the people had not adapted significantly to the aircraft noise. In brief, while complaint records have some research applications, the numbers and derived percentages of complaints do not necessarily reflect the numbers and percentages of the noise-exposed people who are adversely affected by the noise.

Generalized functions between noise exposure and complaints

The validity of $L_{dn}$ for assessing annoyance and complaints because of outdoor noises in residential areas from sources other than aircraft and ground vehicles is not well established. Because these other noises are less widespread and sometimes present on only an irregular basis, they have not been the subject of large scale attitude surveys of annoyance. Nevertheless, $L_{dn}$ or similar noise dosage measures appear to be generally useful in this regard provided certain adjustments or corrections are made to the measurements.

In order to assess the generality of $L_{dn}$, a special study was undertaken by the EPA (ref. 79). In this study, 55 case histories of community noise environments from the literature and the files of acoustical consultants were examined. The 55 noise cases, associated $L_{dn}$ values, and complaint behavior are presented in table 11.10. A wide variety of noise sources are included in the 55 cases. Figure 11.20, upper graph, shows that while there is a general monotonic relation between $L_{dn}$ and severity of complaint activity, there is a range in clustered $L_{dn}$ values of 15 to 20 dB among the different cases at a given degree of community reaction. However, as seen in figure 11.20, lower graph, this variability is reduced to about 10 dB when certain corrections are applied to measured $L_{dn}$. These corrections, given in table 11.11, are essentially those developed earlier for the aforementioned composite noise rating (CNR) (ref. 80). Note that these corrections are no longer used by the EPA or other government agencies in the measurement or calculation of $L_{dn}$ or similar community noise exposures (ref. 8).
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TABLE 11.9
Complaint Activity About Aircraft Noise at Orange County Airport During 1976

<table>
<thead>
<tr>
<th>(L_{dn}) dB</th>
<th>Approximate no. of households in (L_{dn}) zones (a)</th>
<th>Percent interviewed in Jan. 1977 who have called or written protests about airport, primarily aircraft noise (b)</th>
<th>Total no. of complaints received in 1976 by airport operator (c)</th>
</tr>
</thead>
<tbody>
<tr>
<td>&gt;65</td>
<td>1333</td>
<td>55.6</td>
<td>433, all (L_{dn}) areas</td>
</tr>
<tr>
<td>60</td>
<td>4000</td>
<td>31.2</td>
<td></td>
</tr>
<tr>
<td>&lt;60</td>
<td></td>
<td>7.5</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>5333</td>
<td>Average, 37.0</td>
<td>Total, 433 (8 percent)</td>
</tr>
</tbody>
</table>

*a Estimated from tables IV-1, IV-3, and map in ref. 76.*

*b From ref. 77.*

*c From ref. 78.*

Legal actions

A special type of complaint that has been used to assess the tolerability of aircraft and other noise exposure conditions is that of lawsuits filed for relief or damages from noise. An implication of this approach is that if lawsuits are not filed, the noise environment is to be considered compatible with those being exposed. Such a position is hardly justified in view of the complexities, restraints, and costs involved in private citizens’ taking such action. However, this criteria does have an upper-bounds quality that has a practical appeal. It places the final assessment of the meaning of scientific data and facts concerning the effects of noise on people and communities in a judge or jury adversary situation.

Figure 11.21 illustrates the range of \(L_{dn}\) levels over which threats of or actual legal actions occurred in case studies of civic problems involving aircraft noise. In general, the legal action consisted of lawsuits to prohibit or reduce the level of aircraft noise in specific residential areas and/or to pay compensation to residents for the taking of property. It is seen that in relatively warm climate areas, some legal action started at \(L_{dn}\) levels of about 60 dB.

Costs of lost time

As mentioned in chapter 1, a seemingly objective measure of the impact of noise on people is that of assessing the cost to the people adversely affected. One method of assessment is to assign a “dollar” cost for the time lost by the exposed parties because of the noise. For example, it is noted from studies of classroom
Effects of Noise

TABLE 11.10
Summary of Data for 55 Community Noise Reaction Cases
[Data from ref. 79]

<table>
<thead>
<tr>
<th>Type of reaction</th>
<th>Case no.</th>
<th>Noise description</th>
<th>$\sim L_{dn}$, dB</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vigorous</td>
<td>A-1</td>
<td>Rocket testing</td>
<td>63</td>
</tr>
<tr>
<td></td>
<td>A-2</td>
<td>Wind tunnel</td>
<td>70</td>
</tr>
<tr>
<td></td>
<td>A-3</td>
<td>Aircraft landing</td>
<td>82</td>
</tr>
<tr>
<td></td>
<td>A-4</td>
<td>Aircraft take-off</td>
<td>71</td>
</tr>
<tr>
<td></td>
<td>A-5</td>
<td>Circuit breaker testing</td>
<td>73</td>
</tr>
<tr>
<td></td>
<td>A-6</td>
<td>Auto race track</td>
<td>77</td>
</tr>
<tr>
<td></td>
<td>A-7</td>
<td>Aircraft take-off</td>
<td>69</td>
</tr>
<tr>
<td></td>
<td>A-8</td>
<td>Aircraft landing</td>
<td>84</td>
</tr>
<tr>
<td>Threats of legal action</td>
<td>B-1</td>
<td>Rocket testing</td>
<td>57</td>
</tr>
<tr>
<td></td>
<td>B-2</td>
<td>Aircraft ground runup</td>
<td>72</td>
</tr>
<tr>
<td></td>
<td>B-3</td>
<td>Wind tunnel</td>
<td>61</td>
</tr>
<tr>
<td></td>
<td>B-4</td>
<td>Freeway</td>
<td>86</td>
</tr>
<tr>
<td></td>
<td>B-5</td>
<td>Aircraft overflight</td>
<td>57</td>
</tr>
<tr>
<td></td>
<td>B-6</td>
<td>Plant blower</td>
<td>67</td>
</tr>
<tr>
<td></td>
<td>B-7</td>
<td>Asphalt quarry</td>
<td>64</td>
</tr>
<tr>
<td></td>
<td>B-8</td>
<td>Glass bead plant blower</td>
<td>62</td>
</tr>
<tr>
<td></td>
<td>B-9</td>
<td>Plastics plant</td>
<td>61</td>
</tr>
<tr>
<td></td>
<td>B-10</td>
<td>Target shooting range</td>
<td>54</td>
</tr>
<tr>
<td></td>
<td>B-11</td>
<td>Residential air conditioning</td>
<td>57</td>
</tr>
<tr>
<td></td>
<td>B-12</td>
<td>Unloading newsprint</td>
<td>76</td>
</tr>
<tr>
<td></td>
<td>B-13</td>
<td>Auto body shop</td>
<td>70</td>
</tr>
<tr>
<td></td>
<td>B-14</td>
<td>Motorcycle raceway</td>
<td>65</td>
</tr>
<tr>
<td>Widespread complaints</td>
<td>C-1</td>
<td>Transformer substation</td>
<td>49</td>
</tr>
<tr>
<td></td>
<td>C-2</td>
<td>Cement plant</td>
<td>64</td>
</tr>
<tr>
<td></td>
<td>C-3</td>
<td>Aircraft landing</td>
<td>62</td>
</tr>
<tr>
<td></td>
<td>C-4</td>
<td>Paperboard plant cyclone</td>
<td>50</td>
</tr>
<tr>
<td></td>
<td>C-5</td>
<td>Oil refinery</td>
<td>61</td>
</tr>
<tr>
<td></td>
<td>C-6</td>
<td>Milling &amp; grinding metal</td>
<td>66</td>
</tr>
<tr>
<td></td>
<td>C-7</td>
<td>Chemical plant material handling</td>
<td>58</td>
</tr>
<tr>
<td></td>
<td>C-8</td>
<td>Residential air conditioning</td>
<td>56</td>
</tr>
<tr>
<td></td>
<td>C-9</td>
<td>Transformer substation</td>
<td>62</td>
</tr>
<tr>
<td></td>
<td>C-10</td>
<td>Rail car shaker</td>
<td>57</td>
</tr>
<tr>
<td></td>
<td>C-11</td>
<td>Transformer substation</td>
<td>52</td>
</tr>
<tr>
<td></td>
<td>C-12</td>
<td>Positive displacement blower</td>
<td>55</td>
</tr>
<tr>
<td></td>
<td>C-13</td>
<td>Aircraft take-off</td>
<td>63</td>
</tr>
<tr>
<td></td>
<td>C-14</td>
<td>Glass manufacturing plant</td>
<td>67</td>
</tr>
</tbody>
</table>
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TABLE 11.10 Concluded

<table>
<thead>
<tr>
<th>Type of reaction</th>
<th>Case no.</th>
<th>Noise description</th>
<th>$-L_{dn}$, dB</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sporadic complaints</td>
<td>D-1</td>
<td>Factory air pump</td>
<td>71</td>
</tr>
<tr>
<td></td>
<td>D-2</td>
<td>Manufacturing plant</td>
<td>58</td>
</tr>
<tr>
<td></td>
<td>D-3</td>
<td>Chemical plant</td>
<td>56</td>
</tr>
<tr>
<td></td>
<td>D-4</td>
<td>Local automobile traffic</td>
<td>56</td>
</tr>
<tr>
<td></td>
<td>D-5</td>
<td>Plastics plant</td>
<td>51</td>
</tr>
<tr>
<td></td>
<td>D-6</td>
<td>Power station</td>
<td>69</td>
</tr>
<tr>
<td>No observed reaction</td>
<td>E-1</td>
<td>Transformer substation</td>
<td>40</td>
</tr>
<tr>
<td></td>
<td>E-2</td>
<td>Aircraft runup</td>
<td>46</td>
</tr>
<tr>
<td></td>
<td>E-3</td>
<td>Asphalt tile shaker</td>
<td>59</td>
</tr>
<tr>
<td></td>
<td>E-4</td>
<td>Asphalt tile reddler</td>
<td>40</td>
</tr>
<tr>
<td></td>
<td>E-5</td>
<td>Power plant</td>
<td>47</td>
</tr>
<tr>
<td></td>
<td>E-6</td>
<td>Aircraft overflight</td>
<td>53</td>
</tr>
<tr>
<td></td>
<td>E-7</td>
<td>Aircraft landing</td>
<td>60</td>
</tr>
<tr>
<td></td>
<td>E-8</td>
<td>City traffic</td>
<td>56</td>
</tr>
<tr>
<td></td>
<td>E-9</td>
<td>Aircraft log and take-off</td>
<td>57</td>
</tr>
<tr>
<td></td>
<td>E-10</td>
<td>Local traffic</td>
<td>59</td>
</tr>
<tr>
<td></td>
<td>E-11</td>
<td>Auto assembly plant</td>
<td>66</td>
</tr>
<tr>
<td></td>
<td>E-12</td>
<td>Can manufacturing</td>
<td>67</td>
</tr>
<tr>
<td></td>
<td>E-13</td>
<td>Oil refinery</td>
<td>69</td>
</tr>
</tbody>
</table>

behavior during lectures, studying, and similar activities and from laboratory studies of sleep activities that an aircraft flyover noise of sufficient intensity will typically cause a disruptive loss of about 1 minute in these activities in people acclimated to the noise, although the noise itself may have a duration of only about 20 seconds.

An example of the application of this method of assessment is as follows. About 25 000 000 U.S. citizens are exposed to a calculated $L_{dn}$ from aircraft noise of 55 dB or higher (ref. 9), and about 15 percent of the normal-sensitive people are very or more annoyed by this noise. An $L_{dn}$ of 55 dB for aircraft noise could be the result of, typically, 60 daily flyover noises during the daytime at peak levels of about 80 dBA, a level capable of causing the cited disruptive-annoyance effects. Thus, 1 hour per day, from 60 overflights, is lost by 15 percent of the people. Expressed in another way, the probabilities are such that every time one of these flyover noises occurs, 15 percent of the exposed people are engaged in conversation, listening to TV or radio, using telephones, or sleeping in ways that are significantly interfered with by the noise. Assigning an average value of $10 per hour for a person's time, the costs are $37 500 000 per day or $13 687 500 000 per year to the citizens of the U.S.
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NOISE IS
GENERALLY NOTICEABLE
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FIGURE 11.20. Upper graph: community reaction to intensive noise as a function of outdoor $L_{dn}$ of the intruding noise. Types of noise situations for the 55 data points are given in table 11.10. Lower graph: data points normalized to equivalent effectiveness in accordance with corrections in table 11.11. (Data from ref. 79.)
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TABLE 11.11
Correction to $L_{dn}$ for Outdoor Noise in Residential Areas
[Data from ref. 79]

<table>
<thead>
<tr>
<th>Noise description</th>
<th>Correction, dB</th>
</tr>
</thead>
<tbody>
<tr>
<td>Noise only in winter or windows always closed</td>
<td>-5</td>
</tr>
<tr>
<td>Quiet suburban</td>
<td>+10</td>
</tr>
<tr>
<td>Normal suburban (no industry)</td>
<td>+5</td>
</tr>
<tr>
<td>Suburban near busy roads or industry</td>
<td>-5</td>
</tr>
<tr>
<td>Very noisy urban</td>
<td>-10</td>
</tr>
<tr>
<td>No prior experience with the noise</td>
<td>+5</td>
</tr>
<tr>
<td>Experienced with noise and good relations with maker</td>
<td>-5</td>
</tr>
<tr>
<td>Noise is necessary and temporary</td>
<td>-10</td>
</tr>
<tr>
<td>Pure tone or impulsive noise</td>
<td>+5</td>
</tr>
</tbody>
</table>

FIGURE 11.21. Reactions of people in communities exposed to aircraft noise environments. The height of the bars represents the approximate range of $L_{dn}$ values found over a given neighborhood. Left-hand panel after Galloway and Von Gierke (ref. 80).
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House depreciation

One of the obvious consequences of the presence of noise that is sufficiently annoying is that people do not consider that environment as desirable for residential living. A study of the possible relations between aircraft noise and housing values was undertaken by the British Government (ref. 81). In addition to examination of records of sales and appraisals, questionnaires were administered to panels of real estate experts regarding samples of houses around Heathrow and Gatwick airports in London. Some of the findings are given in table 11.12.

The results of the British study and studies conducted in the U.S. (ref. 82) and Canada (ref. 83) are shown in figure 11.22. Of perhaps special interest is the finding in the British study that the rate of depreciation as a function of exposure to aircraft noise was significantly related to the general class of house—the higher priced the dwellings, the greater was the percentage depreciation. The U.S. and Canadian data were not stratified with respect to the cost of the houses.

Also shown in figure 11.22 are estimated linear rates of depreciation for the three price ranges of houses, namely, 1 percent per decibel ($L_{dn}$) for the high priced houses, and 0.75 percent per decibel for medium and low cost houses. An analysis, conducted for the Federal Aviation Administration (FAA), of the effects of aircraft noise on residential property values in seven cities indicated that there was about a 0.5 percent decrease in value for each 1 dB increase in $L_{dn}$ (ref. 84).

<table>
<thead>
<tr>
<th>Location</th>
<th>Housing price range</th>
<th>Percent depreciation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$L_{dn} = 68$ dB</td>
<td>$L_{dn} = 75$ dB</td>
</tr>
<tr>
<td>Around Heathrow</td>
<td>Low</td>
<td>0</td>
</tr>
<tr>
<td>airport</td>
<td>Medium</td>
<td>2.6</td>
</tr>
<tr>
<td></td>
<td>High</td>
<td>3.3</td>
</tr>
<tr>
<td>Around Gatwick</td>
<td>Low</td>
<td>4.5</td>
</tr>
<tr>
<td>airport</td>
<td>Medium</td>
<td>9.4</td>
</tr>
<tr>
<td></td>
<td>High</td>
<td>16.4</td>
</tr>
<tr>
<td>Average</td>
<td>Low</td>
<td>2.2</td>
</tr>
<tr>
<td></td>
<td>Medium</td>
<td>6.0</td>
</tr>
<tr>
<td></td>
<td>High</td>
<td>10.0</td>
</tr>
</tbody>
</table>

*Extrapolation.
Taylor et al. (ref. 85) studied the effect of arterial and expressway road traffic noise on house prices in Ontario, Canada. They found that there was a depreciation of approximately 0.5 percent per decibel of ground traffic noise in the value of medium priced houses (average cost of $60,000) at a 24-hour $L_{eq}$ of about 70 dB (an $L_{dn}$ of about 72 dB). This compares roughly with the effect of aircraft noise on house costs at an $L_{dn}$ of about 60 dB as shown in figure 11.22. This relative difference between the impact of the two types of noises on house costs is obviously consistent with 10 dB or so difference found in the effectiveness between
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these two noises as a cause of annoyance, and for the same acoustical reasons as discussed earlier.

On the other hand, the \( L_{dn} \) levels at which these house depreciation effects occur are presumably somewhat lower in warm climate areas as compared with the relatively cold climate, for the most part, cities involved in these various studies just discussed. The difference in the effectiveness of aircraft noise, in \( L_{dn} \), as a cause of annoyance and complaints in warm as compared with colder climate residential areas is discussed in a later section of this chapter.

There seems little reason to question the relations shown in figure 11.22 regarding the impact of aircraft noise on housing values in general. There is at least one factor, however, pertaining to closeness to an airport and housing values that for certain individuals may have a compensating, positive effect on housing values that offsets to varying degrees the negative effect on those values because of the aircraft noise. The factor is the reduction in cost and time to reach the airport for those people working at or near the airport, or who use the airport on a very frequent basis. In addition, the demand by certain industries to be near an airport may also increase the number of workers who wish to live nearby.

Among other variables, De Vany (ref. 86) studied the relations between distance from an airport, aircraft noise level, and housing costs. He found an interactive effect between distance from an airport (Love Field, Dallas, Texas), aircraft noise level, and house and land values. Figure 11.23 is after figure 1 from De Vany’s paper. Certain liberties have been taken in preparing figure 11.23, especially in regard to quantifying the distance dimensions on the basis of ancillary information regarding typical \( L_{dn} \) values.

\[ \begin{array}{ccc}
\text{APPROX. EFFECT} & \text{LOW PRICED} & \text{MEDIUM PRICED} & \text{HIGH PRICED} \\
\text{ON HOUSE VALUES} & +15\% & +10\% & +4.5\% \\
\end{array} \]

\[ +7.5 \quad 0 \quad -4.5 \]

\[ -7.5 \quad -12 \quad -20 \]

**FIGURE 11.23.** Model for effects of aircraft noise and transportation distance from airport on approximate housing values. Airport workers are those whose employment location is at or near the airport. (Data from ref. 86.)
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Figure 11.23 can be used to interpret (a) depreciation as a function of $L_{dn}$ for "non-airport workers" and (b) appreciation as a function of closeness and depreciation with $L_{dn}$ for "airport workers" living in a band under the major aircraft flight path from the airport. Figure 11.23 would seem to indicate that at a distance of about 2 miles from the airport (under aircraft flight paths), the interaction between noise costs to residential living and the benefits of close-by ground transportation to airport workplace results in a net increase in house value to those people who work at or near the airport. It is to be emphasized that figure 11.23 represents a purely statistical model and simplification of available data. There are, of course, a number of other factors that would influence possible depreciation and/or appreciation in the value of a given house.

Also, the functions in figure 11.23 are not generalizable to all locations around an airport because the relation between distance from an airport and $L_{dn}$ is quite different from that found under the main take-off flight paths. A typical example of the $L_{dn}$ levels at different distances from an airport is given in figure 11.24 (from preliminary results prepared for the Department of Aviation, Dallas, Texas, under the Noise Control Program), where it is seen that at a distance of only 1 mile to the side of an airport, the aircraft noise is negligible ($L_{dn}$ less than 55). However, at the end of the runway (on the flight path), an $L_{dn}$ of 55 dB is not reached until about 6 miles from the end of the runway.

Payment of damages to individuals

Monetary compensation for adverse effects of aircraft noise on health and house values has been awarded in lawsuits (ref. 87). Studies of the effects of aircraft noise on health are presented in chapter 10, and some further discussion of the general question of the zoning of land usage with respect to the protection of people from the impact of environmental noise appears in chapter 12.

Noise effects in schools

Some of the external costs of aircraft noise have been identified in the development of lawsuits brought by city school authorities against city airport authorities for damages to the educational process in schools heavily impacted by aircraft noise (ref. 88). An example of the effects of aircraft noise having peak levels of about 87 dBA outdoors and $L_{dn}$ levels of about 70 dB upon various school activities as observed by the teachers in some schools in San Diego, California, is shown in figure 11.25. Comparable data were obtained from teachers in London (ref. 89) and Hong Kong (ref. 90). Data very similar to those shown in figure 11.25 were also obtained from the students in the San Diego schools. It is obvious from knowing the masking and other basic effects of noise, that these activity interferences from aircraft noise are to be expected.

Figure 11.26 shows estimates made by the teachers in the San Diego study of the frequency and duration of interference effects of the aircraft noise. Other
FIGURE 11.24. $L_{dn}$ contours around Love Field, Dallas, Texas.
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FIGURE 11.25. Results from questionnaire on aircraft noise effects in some San Diego, California, school areas. $L_{da}$ approximately 70 dB. (From an unpublished report by Karl D. Kryter for the City Schools Attorney, San Diego, California, 1978.)

studies (unpublished) conducted by the Highline School District (near Seattle, Washington) revealed somewhat longer duration effects from aircraft noise in school rooms than are shown in figure 11.26.

In one Highline School District study (ref. 91), an analysis of the school achievement test scores (standardized tests administered to the students each school year) over the school grades of 3 to 7 and 5 to 10 revealed that high academic aptitude students in schools exposed to aircraft noise did as well as those in quiet schools. However, middle and, especially, low academic aptitude students in the noisy schools showed progressive deterioration in school achievement tests with continued school attendance as compared with the achievement of cohorts of equal aptitude in quiet schools (ref. 91). The results of this study are shown in figure 11.27. The differences between the test scores of students in the lower third of academic aptitude in the noisy and in the quiet schools were statistically significant for the seventh and tenth grades.

This apparent cumulative effect of the aircraft noise on the less capable students seems intuitively reasonable. The socioeconomic characteristics of the students from the noisy and quiet schools were similar. The only significant difference between the schools was the fact that the “noisy” schools were exposed 50
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**Figure 11.26.** Estimates made by teachers of duration and frequency of occurrences of speech-interfering aircraft noise in some San Diego, California, school rooms. $L_{dn}$ approximately 70 dB. (From an unpublished report by Karl D. Kryter for the City Schools Attorney, San Diego, California, 1978.)

It should be noted in the San Diego and Seattle studies just discussed, the buildings were typical masonry school structures, but they were not air-conditioned or specially soundproofed. The related lawsuits were settled by the aviation interests paying for the costs of soundproofing certain school structures and/or building new structures in quieter areas.

Cohen et al. (ref. 92) also found a generally adverse effect of intense aircraft noise (peak levels as high as 95 dBA outdoors) upon reading and math achievement in grades 3 and 4. (See table 11.13.) In addition, Cohen et al. measured some increased blood pressure levels in the students in the noisier schools in comparison with those of students from the quieter schools, as discussed in chapter 10.

Additional evidence of a cumulative adverse effect of freeway noise is seen in figure 11.28, from a study by Lukas et al. (ref. 93). Some apparent degradation in reading achievement occurred with increased classroom noise in third graders. This effect was accelerated by the sixth grade. Bronzaft and McCarthy (ref. 94)
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FIGURE 11.27. Average weighted standardized total battery scores on the CTBS (Comprehensive Test of Basic Skills) for testing from Fall 1970 to Fall 1976. Grades 3, 5, 7, and 10; academic group scores set for each group to be the same for the initial test grade, Grade 3; 269 students from aircraft noise schools ($L_{dn}$ about 70 dB) and 370 students from quiet schools (no aircraft noise) near Seattle, Washington. (Data from ref. 91.)

<table>
<thead>
<tr>
<th>Table 11.13</th>
<th>Mean (Adjusted) School Achievement Percentiles as a Function of Classroom Noise Abatement and Grade</th>
</tr>
</thead>
<tbody>
<tr>
<td>Classroom condition</td>
<td>Mean achievement percentile</td>
</tr>
<tr>
<td></td>
<td>Reading</td>
</tr>
<tr>
<td></td>
<td>3rd grade</td>
</tr>
<tr>
<td>Noise</td>
<td>30.30</td>
</tr>
<tr>
<td>Noise-abated</td>
<td>47.36</td>
</tr>
<tr>
<td>Quiet</td>
<td>37.85</td>
</tr>
</tbody>
</table>

[From ref. 92]
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FIGURE 11.28. Relationship between achievement of third and sixth graders and classroom noise levels given different noise levels in the community. (Data from ref. 93.)
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and Bronzaft (ref. 95) reported that the noise from elevated trains going by grade schools also had more pronounced adverse effects on the reading achievement scores of sixth than third graders.

It is to be noted that Cohen et al. (ref. 92) found that the amount of aircraft noise around the residences of the children, as well as that at their schools, contributed to a lowering of school achievement scores. This is consistent with an earlier study by Cohen et al. (ref. 96) of the effects of freeway noise at high-rise apartments upon the reading ability of children measured in the school.

Review of Concept of Day-Night Average Noise Exposure Dose ($L_{dn}$)

As discussed above, $L_{dn}$ and similar measures of the amount of noise received by groups of people (usually neighborhoods) during a typical day have been developed for those environments where nearly day after day the noise exposures follow similar patterns. Accordingly, it is presumed that people develop reliable impressions and attitudes about the average daily or seasonal impact of those particular noises upon them. The basic model and concepts underlying $L_{dn}$ are those developed by Rosenblith et al. (ref. 97) in 1953. (Also see refs. 80 and 21.) The unit of noise measurement then proposed was called the CNR (composite noise rating).

Borsky (ref. 98) found that while there may be an initial period of getting used to noises in a new environment, the annoyance reported for aircraft and street traffic noise does not diminish; if anything, it tends to increase with continued years of exposure. This increased annoyance could perhaps be attributed to some degree to the increase in sensitivity to sound as people get older. (See chapter 10.) Vallet et al. (ref. 99) surveyed the annoyance of people living near expressways in 10 French towns. These investigators found in a second survey conducted after a lapse of 2 years that annoyance had not declined during this period and that no habituation had taken place.

This annoyance appears to be caused by the effects of the noise on sleep, speech communications, and the like, and not by the unexpectedness of the noise. Relevant to this are comments obtained during attitude surveys that many respondents become used to the aircraft or street noise and hardly notice it except when it occurs during a conversation or party, arouses them from sleep, or shakes the house, at which times they are annoyed.

Several important, and to some extent quantified, factors to be used or considered in the calculation of $L_{dn}$-type energy measures have been identified. Among them are (a) the role of ambient and background noises, (b) the combined effects of noise from multiple sources, (c) seasonal weather or climate differences, (d) the effects of nighttime as compared with daytime exposures to noises, (e) A-weighted measures of narrowband as compared with wide-frequency-band noises, and (f) additional effects of impulsive and low-frequency noises compared with more typical noise events.
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Ambient, background, and identified noises

In its broadest form, the $L_{dn}$ concept could be used to estimate the annoyance-disturbance impact on people of the total daily dosage of noise regularly received from all sources in a living environment. In this context, the words “ambient” and “background” noise are sometimes used as labels to distinguish such noise from noise identified as coming from sources such as aircraft, automobiles, or factories.

Exact definitions of ambient and background noise are difficult to make, at least with respect to the calculation of a total $L_{dn}$. Ambient is generally used to mean the sounds that typify a given area (e.g., the sound of birds, insects, wind, weak intermittent music, and people's voices). Realistically, ambient noise is probably a misnomer in that what is meant by ambient noises are sounds that are too weak to interfere with speech or other normal behavioral activities. Ostensibly such sound is not unwanted sound, or noise, and accordingly should not be used in calculating the total $L_{dn}$ of an environment.

Background noise is usually used to describe a continuous condition (e.g., the hum of distant traffic or factory noises) that is less intense than intermittent noises from closer aircraft, street traffic, or motors. Background noise qualifies for inclusion in estimating a total $L_{dn}$, provided it is of sufficient intensity to cause some annoyance or disturbance.

In most living environments where noise is a problem, noise occurrences that are readily identified as coming from a particular source determine the value of $L_{dn}$. Background noise, unless of near equal intensity, will not contribute sufficient sound energy to increase the value of $L_{dn}$. It is sometimes surmised that a high background noise level makes an identified intruding noise less annoying because the increase in noise level may seem relatively small compared with the change caused when the identified noise occurs in the presence of a low ambient or background level. However, a high level of background noise may in its own right be bothersome. Some laboratory research on this question is discussed in chapter 5 and below.

Laboratory tests and attitude surveys of the effects of continuous background noise level on judged annoyance from aircraft noise have been somewhat inconsistent. Powell and Rice (ref. 100) and Johnston and Haasz (ref. 101) conducted laboratory tests in which subjects judged the annoyance of recorded aircraft noise heard in different levels of recorded background (road traffic noise). It was found that the subjective rating of the aircraft noise decreased when the level of the background noise approached the level of the aircraft noise. However, Taylor et al. (ref. 102) found in an attitude survey conducted near Toronto Airport that the effect of background noise level was generally not significant.

It is to be noted that the subjects in these studies were asked to judge the annoyance of the aircraft noise and not the annoyance of the total environment (background and aircraft noise). Accordingly, the findings of reduced aircraft
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Noise annoyance in high levels of background noise could be expected as the result of the background noise masking to some extent the loudness of the aircraft noise; at that point the background noise would presumably be the primary cause of annoyance from noise. The results of both laboratory and field tests of the effect of continuous background noise are consistent with the phenomenon of loudness recruitment discussed in chapter 3; namely, that the loudness of the noise (aircraft) to be masked is not appreciably lessened until the loudness of the masking noise (the continuous background) approaches that of the noise being masked.

Aperiodic noise

The annoyance felt by people from extremely aperiodic noises (e.g., those occurring once a week or once a month) may not be predictable from $L_{dn}$ values taken on an annualized (average day during a 1-year period) exposure level. For the most part, these aperiodic conditions are not readily available for research study, although the aforementioned electric line corona noise, which occurs only when there is heavy moisture in the air, may qualify for such an aperiodic exposure condition. Obviously, cases such as one burst of noise per day (e.g., $L_{A,ex}$ of 140 dB) are too atypical to cause predictably equal annoyance, even though both may have $L_{dn}$ levels of 65 dB. Thus, $L_{dn}$ is not a good metric to use for predicting annoyance from regularly occurring intermittent, predominantly daytime noises such as one might find in typical neighborhoods.

The energy-trading relation presumed for the $L_{dn}$ measure between the intensity level of individual aircraft noise events and the number of daily occurrences was examined in the Heathrow noise surveys discussed earlier. This was done by comparing the annoyance scores for people exposed to differing average levels of intensity and numbers of daily events. The noise exposures were converted to $L_{dn(m)}$ values and related to the percentages of people for each noise condition who reported various degrees of annoyance, as shown earlier in figure 11.2.

It is seen in figure 11.2 that for a given part (percent) of the annoyance scale, the data points for a given $L_{dn}$ fall reasonably close together, even though the $L_{dn}$ represents different combinations of numbers of aircraft noise events and levels of intensity. There were three average numbers of aircraft per day (5.75, 22.5, and 81) for each of four ranges of peak noise levels (84 to 90, 91 to 96, 97 to 102, and 103 to 108 PNdB). This result obviously supports the equal energy concept of $L_{dn}$.

Analyses by Rylander et al. (refs. 103, 104, and 105) of some aircraft noise attitude surveys conducted in Scandinavia and France indicate that the energy contribution of large numbers (above 50 or so) of noise occurrences was not as important as the energy in a few high level noise events. Schultz (ref. 106) challenged this conclusion as not being adequately supported by at least some of the data involved.

Robinson (ref. 107) developed and proposed a modification to the $L_{eq}$ or $L_{dn}$ procedure to include the contributions of the deviations in the levels of different noise events during a typical day to the overall annoyance. Accordingly, a stand-
ard deviation statistic was incorporated into what Robinson called the NPL (noise pollution level). However, because of its relative complexity and lack of significant verifications (ref. 56), the NPL has not been widely used.

**Multiple source noises**

Another research question facing the $L_{eq}$ or $L_{dn}$ noise energy summation concept is whether the annoyance from different sources (e.g., aircraft and street traffic) is predictable from the total $L_{eq}$ for the two noises. Unlike continuous background noise, the noises may not occur at the same time so that masking does not necessarily, or perhaps generally, occur. As discussed above, it appears that the annoyance attributable to either source alone is fairly well predicted from the $L_{eq}$ of different numbers of different intensities of aircraft noise.

Taylor (ref. 58) asked people living in residential areas in Toronto, Canada, to rate on a scale from 0 ("not at all disturbing") to 10 ("unbearably disturbing") the noise in their neighborhood from, among other things, aircraft, main road traffic, and lastly (after the ratings to individual noises were given) to "overall" noise. The exposures to the noises were estimated for, or measured at, positions in the fronts of houses facing the street.

The findings obtained at 17 different sites are plotted in figure 11.29(a). There it is seen that the overall noise at a given $L_{eq}$ (combined noises) is rated somewhat higher than road traffic noise at the same $L_{eq}$. However, aircraft noise of a given $L_{eq}$ was judged to be much more disturbing than road traffic noise at the same $L_{eq}$. For equal annoyance, road traffic noise is about 8 dB higher than aircraft noise and 2 to 3 dB higher than overall noise. This finding is consistent with the previously discussed differences associated with outdoor noise measurements of aircraft as compared with ground-based vehicle noise.

A more interesting research finding is the large difference (equivalent to -5 to -6 dB in exposure levels) in the ratings for overall noise and for aircraft. A possible exception to this occurs at the highest levels of exposure from both sources. The puzzling result—that annoyance from noise overall is considerably less than the annoyance from a single but dominant source—is discussed later.

Powell (ref. 108) asked subjects seated in a simulated living room and engaged in reading or knitting to rate their annoyance reaction to 15-minute sessions during which various exposure levels of recorded aircraft and road traffic noises were presented separately or in combinations. The ratings were made on a scale of 0 ("not at all annoyed") to 9 ("extremely annoyed"). Figure 11.29(b) shows the data obtained by Powell.

As is seen in figure 11.29(b), about the same amount of annoyance was reported for either the aircraft or the road traffic noises when the noises were of equal $L_{eq}$ and when only one type of noise was heard during the test period. This is consistent with other laboratory and field data, as discussed earlier, showing that when common noises from different sources are of about equal, A-weighted energy $L_{A,ex}$ at the position of the listener, they are judged to be equally annoying.
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(a) Based on data collected by Taylor (ref. 58) in attitude survey conducted in Toronto, Canada, with noise measured or estimated for a position outdoors, near the fronts of houses.

(b) Based on data collected by Powell (ref. 108) from recordings presented under laboratory conditions in 15-minute test sessions with noise measured at position of listeners.

FIGURE 11.29. Annoyance ratings given to separate sources (aircraft or road traffic noise) and overall annoyance from noise.
Figure 11.29(b) also shows that when the two types of noises were presented together, the annoyance ratings at a given $L_{eq}$ were generally higher than would be the ratings given when only one or the other of the noises was present at the same $L_{eq}$. The difference for equal annoyance between the two trend curves is about 3 dB in terms of $L_{eq}$.

Powell's data indicate that this enhanced, or at least additive, annoyance effect is not strongly, if at all, related to the magnitude of the difference in exposure level between the aircraft and road traffic noises. Table 11.14 shows that the average scale point differences between the overall and the average of individual noise ratings were $+1.67$ for 0-dB $L_{eq}$ differences between the two noises (both had $L_{eq}$ values of 40, 50, or 60 dB), $+0.78$ for 10-dB differences, and $+1.57$ for 20-dB differences. Certainly there is no consistent "level difference" effect on the annoyance. It is to be noted, however, that the exposure levels in the Powell study were quite high, probably more typical to outdoor than to indoor, living room listening. In the Powell study, the 15-minute $L_{eq}$ values (40, 50, and 60 dB) correspond to 24-hour $L_{eq}$ values as given in the Taylor study of about 58, 68, and 78 dB. Further, these levels were at the position of the listener, whereas the levels reported in the Taylor study were outdoor levels, but the annoyance

<table>
<thead>
<tr>
<th>$L_{eq}$ (15 minutes), dB</th>
<th>Annoyance rating response (scale 0-9)</th>
<th>Overall - Average</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Aircraft</strong></td>
<td><strong>Road</strong></td>
<td><strong>Both</strong></td>
</tr>
<tr>
<td>40</td>
<td>40</td>
<td>43</td>
</tr>
<tr>
<td>50</td>
<td>50</td>
<td>53</td>
</tr>
<tr>
<td>60</td>
<td>60</td>
<td>63</td>
</tr>
<tr>
<td>Avg.</td>
<td>50.4</td>
<td>50.4</td>
</tr>
<tr>
<td>50</td>
<td>40</td>
<td>50.4</td>
</tr>
<tr>
<td>50</td>
<td>60</td>
<td>60.4</td>
</tr>
<tr>
<td>60</td>
<td>50</td>
<td>60.4</td>
</tr>
<tr>
<td>Avg.</td>
<td>50.4</td>
<td>50.4</td>
</tr>
<tr>
<td>40</td>
<td>60</td>
<td>60</td>
</tr>
<tr>
<td>60</td>
<td>40</td>
<td>60</td>
</tr>
<tr>
<td>Avg.</td>
<td>60</td>
<td>60</td>
</tr>
</tbody>
</table>
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reported by the respondents was presumably as much, if not more, from the noise experienced when they were indoors than when outdoors.

There are some striking differences between figures 11.29(a) and (b). The fact that the aircraft noise and road traffic noise at a given $L_{eq}$ were rated the same in the Powell but not in the Taylor study, as discussed above, can be attributed to the differences in the noise measurement procedures (at the listener’s position by Powell and outdoors by Taylor) and the effective levels of the two types of noises. A more difficult to explain difference between the Powell and Taylor results is with regard to the “overall” ratings. Taylor’s data indicate that the overall annoyance rating was considerably less than that given the aircraft noise, even though the aircraft noise was the dominant noise in the environment being judged. Powell’s data, on the other hand, indicate that not only does the annoyance from noises from multiple sources summate on an exposure energy basis, but also there is some enhancement to the overall annoyance.

It is speculated that the explanation lies in the differences in the questioning procedures used in the two studies. In the Powell study, the subjects rated their annoyance after independent test sessions during which only aircraft noise, only road traffic noise, or a combination of both, were present. For the latter type of session, the subjects did not rate their feelings of annoyance separately for the two noises. As noted above, in the Taylor study, the subjects rated their annoyances first for each type of noise present, presumably, during each typical day and, after giving those ratings, for “overall” noise.

It is tempting to think that the respondents in the Taylor study reported for “overall” noise annoyance their impression of the annoyances averaged. For example, if a person in the Taylor survey rated for his neighborhood the aircraft noise as, say, a “7,” and the road traffic noise as a “1,” and was then asked to rate the noise “overall,” the respondents would consider the appropriate response to be somewhere between the two ratings. Figure 11.30 (ref. 58) shows that overall annoyance in the Taylor study about equals the average judged annoyance for aircraft and for road traffic noises. Annoyance ratings are based on a scale of 0 (not at all disturbing) to 10 (unbearably disturbing). This area of research is obviously challenging because of methodological problems and the very nature of the annoyance judgment. Also sometimes confounding the results of surveys in real life are acoustical factors differentially affecting the transmission of noise from outdoor sources to listeners.

Seasonal effects

Although the assumptions that the annualized $L_{dn}$ (especially when expressed in terms of effective at-the-ear $L_{dn}$ values) may be valid for predicting annoyance from aperiodic noises of practical importance, it cannot be presumed that differences in climates do not have significant influence upon the amount of annoyance experienced as a function of $L_{dn}$. The obvious reason is that the effective, at-the-ear amount of aircraft noise will be different in a typical northern-moderate
climates (such as New York, London, Geneva, or Amsterdam) where the open window, out-of-doors living season may average fewer months of the year than is the case for a warmer climate (such as in southern cities in the U.S.).

Figure 11.31 from Beranek et al. (ref. 109) shows that during the warmer months higher degrees of annoyance are reported than during colder months. The number of airline operations at these airports does not increase sufficiently during the warmer months or in a pattern which would explain this increase in annoyance. In figure 11.32 from Patterson and Connor (ref. 38), it is seen that higher percentages of people were annoyed at a given L_{dn} in the summertime than in the winter months. It is conceivable that the data in figure 11.32 are somehow confounded with a city size factor, although such a factor has not been explored or identified in previous research. Also, the "small" cities involved have populations of around 60,000 (Reno) and 150,000 (Chattanooga), and their residential neighborhoods are not necessarily different from those in the "large" cities.

Figure 11.33 shows that surveys in Dallas, Texas (July) and in southern California (Sept.-Nov.) (ref. 30) revealed appreciably more annoyance than that found in the northern-moderate-climate cities involved in the major attitude surveys included in the previously discussed cluster analyses. Note in figure 11.33
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![Graph showing the relation between judged annoyance overall and the average of judged annoyance for aircraft and road noises separately.](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAABAAAAAQCAYAAAAf8/9hAAAAGXRFWHRTb2Z0d2FyZQBBZG9iZSBJcAAAAAAAAAASwAAAASwAAAAANCAYAAAAT7J7/PWAAAAAElFTkSuQmCC)
FIGURE 11.31. Total monthly annoyance, as measured by number of complaints registered with airports, as a function of season of the year. Based on 4-year average of four airports in northeastern U.S. (From ref. 109.)

FIGURE 11.32. Percentage of people highly annoyed by aircraft noise. Small cities (Chattanooga, Tennessee, and Reno, Nevada) surveyed in winter; large cities (Chicago, Dallas, Denver, Los Angeles, Boston, Miami, and New York) surveyed in summer. The dashed curve is a visual straight-line fit to the data for the large cities. (Data from ref. 38.)
that it does not appear that ground vehicle noise in a warm climate is a greater source of annoyance than it is in colder climates.

Regardless of the measured level of street traffic noise below an $L_{dn}$ of about 58 dB, 5 to 10 percent of people will still report "very much or more annoyance." Indeed, it is seen in figure 11.4(a) that 10 percent of people exposed to aircraft noise $L_{dn}$ levels of 50 dB or less are "very much or more annoyed." As discussed above, ground vehicle noise with an $L_{dn}$ level of 56 dB would be as effective as aircraft noise with an $L_{dn}$ level of 50 dB.

Griffiths et al. (ref. 33) found that annoyance ratings of road traffic noise in some London residential areas did not vary significantly for different times of the
year even though the proportion of open windows did. It is possible that this apparent lack of a seasonal effect was due to the relatively low effective level of the road traffic noise, as discussed above with respect to figure 11.33. As already mentioned, it is also possible that people tend to keep the windows facing streets, especially heavily traveled streets, closed, which if true, would tend to make the effective levels reaching the people indoors somewhat the same for both the warmer and colder climates.

At stake, because of the disparity between these colder and warmer climate data, is probably not the utility of the basic $L_{dn}$ concept as a general means of predicting annoyance. Rather, these data show that, as with aircraft versus ground vehicle noise, in order to predict the amount of annoyance to be expected from $L_{dn}$ values in communities having appreciably different climates, it is necessary to make appropriate corrections to measured $L_{dn}$ to reflect effective indoor levels.

Also in support of this notion are the findings from a survey of the attitudes and beliefs of people living near a southern California (Orange County) airport (ref. 76). Figure 11.34 shows that with an $L_{dn}$ of 60 to 65 dB, about 50 percent of the people believed the aircraft noise was a serious problem causing decreases in residential property values and danger to health. These percentages, although not directly comparable with aircraft noise data from the northern climate surveys because of differences in the wording of the questions asked, indicate greater adverse effects than would be expected on the basis of the annoyance data obtained in the northern climate surveys discussed.

On the basis of the data that are available, it is perhaps not unreasonable to suggest that 5 dB be added to $L_{dn}$ values for aircraft noise in warm climate areas to provide comparability with $L_{dn}$ values in appreciably colder climates. It is of interest to note that the original CNR procedure briefly discussed earlier in this chapter incorporated a 5-dB correction for a windows-closed condition compared with a windows-open environment. If one wished to preserve the annualized $L_{dn}$ concept, it could be argued that the increase from, for example, 3 open-window, outdoor-living months in the colder climates, to for example, 9 months in the warmer climates, represents a factor of about 5 dB in increased “at-the-ear” noise energy over the year.

Clearly, some further research or analysis of differences in climate (such as average number of days or months per year with temperatures at or above certain levels) is needed to implement a better, more practical procedure for expressing climate-effective $L_{dn}$ values with northern city climates as a reference condition. It is to be noted that the data and discussions on this point have been with respect to the prediction of the effects of aircraft and ground vehicle noise on people living in typical single- or two-family houses. Air conditioning and acoustic shielding afforded in masonry or soundproofed houses, multi-family dwellings, and office-type buildings tend to make climate less of a variable factor. Some estimates of the effective $L_{dn}$ values appropriate when these latter types of structures are of interest are presented in chapter 12.
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FIGURE 11.34. Percentage of samples of people living near John Wayne Airport, Orange County, California, perceiving aircraft noise as a serious or very serious problem, as decreasing the value of their houses, and as a danger to their health. (Based on data from ref. 76, chapter X and appendix A3.)
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Night and evening time penalties

As noted earlier, the $L_{dn}$ noise measurement procedures involve the addition of a 10-dB penalty to noises occurring during typical hours of sleep, 10 p.m. to 7 a.m., and the CNEL procedure involves, in addition, a 5-dB penalty to be added to aircraft noise exposures occurring between 7 p.m. and 10 p.m. These penalties are based on a mixture of laboratory and field research and the general experience of acoustical consultants working on community noise problems. As a practical matter, for areas around typical commercial airports, application of each of these penalties will increase the equivalent continuous sound level ($L_{eq}$) for 24 hours by 1 to 2 dB. For example, it can be deduced from basic laboratory data that the threshold level for noise that will start to interfere with quiet conversational speech (about 45 dBA, see chapter 4) is about 10 dB higher than the level that will start to interfere with sleep (about 35 dBA, see chapter 10). Also, as shown in figure 11.35, the records of a telephone complaint bureau maintained by the operator of several major airports in the northeastern U.S. revealed that for a given number of aircraft operations, the complaints for nighttime operations were greater than for daytime operations (ref. 109).

Borsky (ref. 110), in a review of research on this and other questions pertaining to the measurement of annoyance from aircraft noise, notes that some unpublished studies by him and work by Ollerhead (ref. 56) indicate that this 10-dB penalty may be somewhat too large. However, as shown in the analyses of surveys of annoyance and disturbance from aircraft noise discussed above, the $L_{dn}$ measure with the 10-dB nighttime penalty seemed to properly assess overall annoyance. The general experience of airport operators is that compared with daytime flight operations, nighttime flight operations are an inordinate source of complaints. Indeed, in a number of major European cities and to some extent in the U.S., operations of noisy commercial aircraft are prohibited during late nighttime hours. The proceedings of a conference on concepts and some research related to the 10-dB nighttime penalty are found in reference 111.

The 5-dB evening time penalty used in the CNEL noise assessment procedure was proposed on the grounds that more social, speech, and other auditory communications behavior that can be disturbed by noise occurs from about 7 p.m. to 10 p.m. than during any other 3-hour period from 7 a.m. to 7 p.m.

A-weighted measures of narrowband noises

A-weighting, which is used in the measurement of noise for purposes of calculating $L_{dn}$, ostensibly serves to equate the contribution of different parts of the frequency spectrum content of a noise to its loudness. As discussed in chapter 5, A-weighting does not agree well with judgments of the relative loudness or noisiness of very low- and high-frequency bands of sound or noise, although with most broad spectrum noises these inaccuracies tend to balance each other and become relatively insignificant.
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However, there occasionally are found in communities sounds or noises that have most of their energy in relatively narrow frequency bands. In these cases A-weighted measurements may not be valid for assessing relative loudness, noisiness, or annoyance to people in the community. For these noises, D-weighting, or PNdB, should be used. (See chapters 2 and 5.)

**Impulsive and low-frequency noises**

The $L_{dn}$ procedure can be used with impulsive-type noises when their measured levels can be converted to equivalent, effective $L_{A,ex}$ values and, if intense low-
frequency components are involved, corrected for house-vibration factors. At the present time, the conversion of impulsive sound measurements to equivalent A-weighted decibel energy values can best be done through judgment tests, such as described earlier for sonic booms and in chapter 5 for sonic booms and artillery-firing noise. Procedures for correcting $L_{A,ex}$ or equivalent $L_{A,eq}$ values to take into account vibration-caused annoyance from noises with intense low frequencies are described in chapter 5.

The impulses from hand-held and shoulder guns have such a rapid rise-time and short duration that the energy in the lower frequency regions is generally not sufficient to cause house vibrations. However, the sound energy in the more audible frequencies and the impulsive nature of small arms fire can be a source of annoyance. (See chapter 7 for information on the spectra of such impulses and their damage risk to hearing.)

Bullen and Hede (ref. 112) measured the noise in a residential area near a rifle range and administered an annoyance attitude survey to a sample of the residents. They found only low correlations between various noise measurements (including A-weighted sound pressure levels) and annoyance. The investigators noted that the noise was very directional and variable from day to day. It was concluded that A-weighted energy or $L_{eq}$ was probably the most useful unit of measurement, even though it did not predict annoyance well. Some of the variables and problems involved in the physical measurement and subjective measurement of such impulses are discussed in chapter 5.

The noise from helicopters is noted for its relatively intense impulsive frequency components, as briefly discussed in chapter 5. Recent studies (Powell and McCurdy (ref. 113), Ollerhead (ref. 114), and a review by Molino (ref. 115) of numerous related studies) indicate the A-frequency weighting is not as appropriate as D-weighting or PNdB for assessing judged loudness and noisiness. When $L_D$ or PNL is used as a measure of helicopter noise, it is generally found that no impulse correction is needed. However, when helicopter noise is simulated electronically under laboratory conditions, it appears in some studies that an impulsive “beating” sometimes present in helicopter noise increases its noisiness to the extent that some correction to exposure PNL is justified. Some of this effect may be due to the introduction of higher frequency components to the noise in laboratory simulations than are present in the field from helicopters.

**Summary**

1. There is a remarkable consistency in the results of most attitude surveys conducted in different countries that show the percentage of groups of people who feel various degrees of annoyance and types of disturbances when exposed to equal day-night average sound levels ($L_{dn}$) of aircraft noise. Correlation coefficients of 0.90 to 0.95 are found between the percentages of people annoyed and the level of exposure to aircraft noise.
2. There are strong correlations between the subjective effects of aircraft noise as reflected in attitude surveys of annoyance and various measures of adverse effects of aircraft noise on people, such as disturbances because of interference with speech communications and sleep, house vibration, and housing depreciation.

3. The relatively low correlation, of the order of 0.5 or less, between exposure to aircraft noise as measured by $L_{dn}$ and ratings of annoyance by individuals can be attributed to differences in actual noise dosages received at the ears of individuals indoors for equal outdoor levels of $L_{dn}$, as well as to the effects of individual differences in personalities, changing behavior activities, and general attitudes.

4. The percentages of people feeling various degrees of annoyance are significantly different for exposure to urban ground vehicular traffic noise than for exposure to aircraft noise of equal $L_{dn}$. This difference is largely due to the acoustical factors that lead to less noise (for given equal sound pressure levels measured outdoors near the fronts of houses) reaching the insides of houses and backyard living areas from street traffic than from aircraft operations. Also, ground vehicle noise, generally having a much lower peak level of intensity than aircraft noise, will more often fall below the threshold levels capable of causing annoyance in and around houses, than will aircraft noise. Approximately 10 dB should be subtracted from $L_{dn}$ values for street and road traffic noise measured at the fronts of houses in order to compare the annoyance impact therefrom to the annoyance from aircraft flyover noise.

5. “Energy” corrections to achieve an effective annualized $L_{dn}$ appear to be in order when estimates are made of the adverse effects to be expected in residential areas in different climates from exposure to exterior aircraft noises. It appears that the annualized $L_{dn}$, or the like, must be about 5 dB less in a warm climate such as southern California than in a northern-moderate climate such as New York City or London in order to have about equal noise impact in the two areas.

6. Physical measures of impulsive and low-frequency noise exposures must be corrected for the effects of impulsiveness and house vibration upon annoyance in order to calculate their equivalent A-weighted exposure ($L_{A,eq}$) levels and $L_{dn}$ values.

7. $L_{dn}$, which measures the effective noise energy combined from all sources, will either accurately predict or slightly underestimate community annoyance from the total noise environment. Only effective noise energies above the threshold of annoyance are to be included in such an assessment.

8. Night (10 p.m. to 7 a.m.) and evening (7 p.m. to 10 p.m.) penalties appear to be appropriate for noise events that occur during those periods. The night penalty is presumably due to the greater sensitivity to annoyance from sleep disturbance, for a given noise event, than from other disturbing effects of the noise.
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The evening penalty is presumably due to the generally greater amount of speech communication and social behavior during the evening hours than during the daytime. As a practical matter, for areas around typical commercial airports, application of each of these penalties will increase the equivalent continuous sound level ($L_{eq}$) for 24 hours by 1 to 2 dB.
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Introduction

There is an obvious need for guidelines and standards with respect to what intensities and durations of noise exposure should be considered incompatible with
the health and well-being of the people exposed. These guidelines would presumably be useful for the zoning of land areas to avoid overexposure of people to environmental noise and for legislative-judicial adjudication of liabilities for possible damages to individuals and groups from exposure to noise. A number of guidelines for noise exposure have been promulgated over about the past 25 years by various governmental agencies for these purposes.

Partly because of the need for an integrated and consistent program of noise control for all elements of the government, the United States Environmental Protection Agency (EPA) was established in 1972. (See ref. 1.) In addition to previously issuing some specific documents regarding "safe" noise exposure limits, the EPA in 1980 joined several Federal operating and regulatory agencies in issuing guidelines for considering noise in land use planning and control. These government guideline documents, as well as some issued by non-government agencies, are examined in this chapter. Also, newly proposed guidelines for noise in residential areas, and the scientific basis for these guidelines, are presented.

Various Federal, State, and local ordinances and certification procedures have been developed to limit noise from specific pieces of machinery. By and large, although obviously related to various proposed guidelines, these "certification" ordinances and procedures are not concerned with the assessment of the effects of exposure to environmental noise and are not discussed herein.

EPA Protective Levels Documents

The purposes of the "Levels" reports (refs. 2 and 3) prepared by the EPA are the identification of "the levels of environmental noise the attainment and maintenance of which in defined areas under various conditions are requisite to protect the public health and welfare with an adequate margin of safety." (See Foreword, ref. 2.) As prescribed by Congress in the Noise Control Act of 1972 (ref. 1), this information was to be developed by the EPA without regard to the possible economic costs of achieving the noise levels identified, and, as such, does not necessarily constitute regulations or standards appropriate to given living areas in a community. However, these documents of the EPA presumably represent an interpretation of information as to the effects of the noise on people and methods for quantitatively describing noise environments that are fundamental to the preparation of regulations and codes for its control.

What is meant by "health and welfare" in the context of the instructions to the EPA by Congress is defined as follows (page 7 of ref. 2):

The phrase "health and welfare" as used herein is defined as "complete physical, mental and social well-being and not merely the absence of disease and infirmity." This definition would take into account subclinical and subjective responses (e.g., annoyance or other adverse psychological reactions) of the individual and the public. As will be discussed below, the available data demonstrate that the most serious clinical health and welfare effect caused by noise is interference with the ability to hear. Thus,
as used in this document, the phrase "health and welfare" will necessarily apply to those levels of noise that have been shown to interfere with the ability to hear.

The phrase "health and welfare" also includes personal comfort and well-being and the absence of mental anguish and annoyance. In fact, a considerable portion of the data available on the "health and welfare" effects of noise is expressed in terms of annoyance.

Noise interference

The EPA Levels Document identified for typical residential areas an average daily noise exposure level, over a year, of $55 L_{dn}$ as the maximum noise exposure permissible in typical residential housing areas for public health and welfare, with an adequate margin of safety. The only factual basis for that conclusion is presented as follows in Appendix D of reference 2.

The levels of environmental noise ... clearly identified in terms of the national public health and welfare ... are the levels which are required to assure that speech communication in the home and outdoors is adequate ... Lower levels may be desirable and appropriate for specific local situations.

The level identified for the protection of speech communication is 45 dB within the home. Allowing for the 15-dB reduction in sound level between outdoors and indoors, this level becomes an outdoor day-night sound level of 60 dB (re 20 micropascals) for residential areas. For outdoor voice communication, the outdoor day-night level of 60 dB allows normal conversation at distances up to 2 meters with 95% sentence intelligibility.

Although speech interference has been identified as the primary interference of noise with human activities, and as one of the primary reasons for adverse community reactions to noise and long-term annoyance, a margin of safety of 5 dB is applied to the maximum outdoor level to give adequate weight to all of these other adverse effects.

Therefore, the outdoor day-night sound level identified for residential areas is a day-night sound level of 55 dB.

Table D-10 from reference 2 (here table 12.1) is a compilation of recommended maximum noise levels put forth over the years that support the limit set by the EPA. These recommendations are consistent with the data discussed in chapter 4 on masking of speech by noise.

Extrapolation from steady-state to intermittent noise

The limit of $L_{dn}$ for a steady-state (constant level of intensity) noise of 60 dBA outdoors will, of course, generally provide for little or no speech masking inside a typical house with windows partly opened. However, an intermittent noise (such as aircraft noise), which has an outdoor $L_{dn}$ of 60, may not provide a degree of quiet that will not interfere with speech communication in the home. This is true even with a 5 dB margin of safety, as $55 L_{dn}$.

For example, 30 overflights of general aviation aircraft, shortly after take-off during the hours of 7 a.m. to 10 p.m., each of which makes a noise on a point on the ground that reaches a maximum level of about 83 dBA (an $L_{A,ex}$ typically of about 90), will give an outdoor $L_{dn}$ of about 60. Allowing 15 dB for partly open-window house attenuation, the maximum level indoors would be about 68 dBA.
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The level would be above 58 dBA for about 6 sec and above 45 dBA (about the threshold level of masking quiet, conversational speech) for about 15 to 20 sec. Accordingly, 30 times per day, for 15 to 20 sec each time, there could be some degree of interference with typical conversation or listening in the home or school from the aircraft noise. This is true if $L_{dn} \geq 55$ dBA and if windows are open.

This example and others given subsequently raise questions about the validity of the presumption by EPA. Their presumption is that minimal speech interference indoors exists for a noise of $55 L_{dn}$, whether that noise is intermittent or steady state.

Incomplete speech intelligibility data

The EPA Levels Document (ref. 2) also presents information about speech interference from noise as measured by intelligibility test procedures, and estimates thereof, through application of the articulation index. As presented, this information (see figs. 12.1 and 12.2) seems to indicate less noise interference than

![Figure 12.1. Speech intelligibility scores for trained talkers and listeners using several types of standard tests.](image-url)
implied by the architectural standards of 35 to 45 dBA shown in table 12.1. Indeed, figure 12.2 shows that not until a steady-state noise level of about 65 dBA is reached at the position of the listener is there a distinctly measurable effect (5 percent or less errors) on sentence intelligibility, when people are talking outdoors, and only 2 percent errors when people are indoors. It is assumed that indoors the listener is about 1 m from the talker, and outdoors about 2 m from the talker.

For steady-state noise, the results in figure 12.2 can be expected. However, with more realistic, intermittent noise conditions, such as that from aircraft at $L_{dn} = 65$, the intelligibility of sentences at times would be 0 percent rather than the 95 to 98 percent intelligibility shown for $L_{dn} = 65$ in figure 12.2. In fact, 100 occurrences per day (7 a.m. to 10 p.m.) of aircraft noise with a peak outdoor level of 85 dBA typically has an $L_{dn}$ of 65. In real life for this example, 100 times per day, 2 or 3 sentences in most speech conversations would be at or near 0 percent intelligibility (fig. 12.1) and would probably have adverse interruptive effects on the comprehension of even longer parts of the conversation. In brief, sentence intel-
TABLE 12.1
Prior Recommendations of Sound Levels in Various Spaces
[Data from table D-10 of ref. 2]

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Resident:</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Home</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bedroom</td>
<td>35-45</td>
<td>35</td>
<td>35-45</td>
<td>25</td>
<td>30</td>
<td>25-35</td>
<td>40</td>
</tr>
<tr>
<td>Living Room</td>
<td>35-45</td>
<td>35</td>
<td>35-40</td>
<td>30</td>
<td>35</td>
<td>35-40</td>
<td>40</td>
</tr>
<tr>
<td>Apartment</td>
<td>35-45</td>
<td>35-45</td>
<td>35-40</td>
<td>35-40</td>
<td>35-45</td>
<td>35-40</td>
<td>38</td>
</tr>
<tr>
<td>Hotel</td>
<td>35-45</td>
<td>35-45</td>
<td>35-40</td>
<td>35-40</td>
<td>35-45</td>
<td>35-45</td>
<td>38</td>
</tr>
<tr>
<td><strong>Resident:</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Home</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bedroom</td>
<td>35</td>
<td>34-47</td>
<td>35-45</td>
<td>35</td>
<td>34-42</td>
<td>25</td>
<td>35-45</td>
</tr>
<tr>
<td>Living Room</td>
<td>35</td>
<td>38-47</td>
<td>35-45</td>
<td>40</td>
<td>38-42</td>
<td>25</td>
<td>35-45</td>
</tr>
<tr>
<td>Apartment</td>
<td>35</td>
<td>34-47</td>
<td>35-54</td>
<td>38-42</td>
<td>35-54</td>
<td>25</td>
<td>35-45</td>
</tr>
<tr>
<td>Hotel</td>
<td>35</td>
<td>34-47</td>
<td>35-54</td>
<td>30-40</td>
<td>35-54</td>
<td>42</td>
<td>35-50</td>
</tr>
</tbody>
</table>
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Intelligibility at the time the intermittent aircraft noise occurs can be zero or near zero for values of $L_{dn}$ that, for steady-state noise, would not significantly affect the hearing of normal speech.

In addition, omitted from the discussions of figures 12.1 and 12.2 are some relevant facts that would give the reader a better perspective of the speech intelligibility test data. In the first place, these figures were developed for the condition in which the speech reaching the listeners' ears averaged 65 dBA, with the talker using a constant level of effort. As discussed previously, in real life, much of the speech at the listeners' ears does not reach 65 dBA, whether that speech is from talkers, telephones, TV, or radio.

Also, the sentence intelligibility data in these figures are for trained talkers and listeners using short, familiar sentences. (The intelligibility tests were designed to obtain relative measures of performance with electronic communications equipment, and not as a measure of speech communication in real life.) Further, the EPA Levels Documents fail to mention that in 65-dBA steady-state noise, and with 65-dBA speech at the listeners' ears, even trained listeners and talkers would (as shown in fig. 12.1) misunderstand about 15 percent of multiple choice “rhyme” words, and 48 percent of single-syllable words (speech materials also used for speech intelligibility testing).

Speech communication does not usually consist of the short, known sentences, or the single-syllable tests shown in figure 12.1. However, the hearing of single-syllable words is not uncommon in everyday life, and the curve for the 1000 “PB” word tests is probably no less indicative of some of the interference effects to be expected from noise than is the sentence test-score function in figure 12.1. (See discussion on hearing handicap in chapter 8.)

The proof of what levels of noises under real-life living conditions are bothersome in these regards comes from studies in which people report disturbances and annoyance due to interference effects on speech from noises intruding into the home from outdoors. That an $L_{dn}$ of 55 from intermittent noises, such as aircraft, does not provide complete protection from annoyance from speech communication interference is shown clearly from the attitude survey data discussed in chapter 11, as well as in the EPA Levels Documents themselves.

Condensed version of Levels Document

The purpose of the Condensed Version of the Levels Document (ref. 3) is to serve as an introduction, or a supplement, to the Levels Document (ref. 2). As such, most of the analysis of the Levels Document is applicable to the Condensed Version. In addition, comments follow regarding the somewhat exaggerated adverse picture given in both documents with respect to non-aircraft noises, especially street noise, and implications of that picture for the assessment of noise impact on communities.

Figure 12.3 shows annoyance from aircraft noise. This figure does not appear as such in the Levels Document proper, but is a version of Figure D-13 of the
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FIGURE 12.3. Percentage of population annoyed by community noise (Heathrow Airport study). Dashed curves are added herein to actual EPA figure 12 (ref. 3).

Levels Document. However, in this new version in the Condensed Levels Document, percent “annoyed” is shifted about 3 dB to the right (indicating less annoyance) in the critical region of 55 to 65 $L_{dn}$. Of more importance is the use of the word “annoyed” in the Condensed Version in place of “highly annoyed,” as properly labeled in the first Levels Document. (See chapter 11.)

Indoor sounds versus noise

Some of the figures in the Levels Document and the discussion in the Condensed Version pertaining to indoor noise can be misleading by suggesting that there is more “noise” present in everyday conditions than is often the case. Probably a good share of what is measured as being “noise” (speech, music, radio, television, etc.) in Figure 2 and Figures B-2 through B-7 of the Levels Document, and figures 7 and 9 of the Condensed Version, is really wanted sounds.

Outdoor noise from different sources

Data are lacking to show that the $L_{dn}$ concept can be applied to any and all noises in a residential area, as is promoted in the EPA Levels documents. To the contrary, as discussed in detail in chapter 11, it is clear that the impact of urban
traffic noise upon community annoyance is significantly (by about 10 dB) exaggerated relative to the impact from aircraft noise of the same $L_{dn}$.

**Summary of EPA Levels Documents**

In summary, with respect to the assessment of the impact of noise in the general living environment, the EPA Levels Documents significantly underestimate the adverse interference effects of speech. These documents overestimate to some extent the amount of noise present in the general environment and greatly overestimate the impact on people of general ground vehicle noise compared with the impact of aircraft noise on people.

**Guidelines for Limits on Environmental Noise**

Unlike the EPA documents, which attempted to identify "safe levels" of environmental noise exposure, the guidelines for noise control issued by governmental aviation, industry, and labor agencies identify acceptable levels of noise exposure. These levels are not only considered acceptable to people in actual living and work areas, but are also economical and practical.

**FAA-DOD**

In 1964, the Federal Aviation Administration (FAA), part of the Department of Transportation (DOT), and the Department of Defense (DOD) published similar documents to be used for land use planning with respect to aircraft noise. (See refs. 4 and 5.) On the basis of case histories involving aircraft noise problems at civilian and military airports, a relationship was deduced between composite noise exposure (equivalent $L_{dn}$) for aircraft noise environments and the complaint behavior to be expected in typical residential neighborhoods. (See ref. 6.) This relationship is shown in table 12.2. Some of the data on which this deduction is based are shown in figure 11.21.

The data in figure 11.21 show that the basic criterion for the difference between Zone 1 ($L_{an}$ less than 65) and Zone 2 ($L_{dn}$ above 65) is that complaint behavior in Zone 2 includes legal actions and threats of legal action because of the aircraft noise. In the right-hand segment of figure 11.21 are some additional data on legal actions or threats of legal action that were not available during the preparation of the FAA-DOD guideline.

**HUD**

In 1971, the Department of Housing and Urban Development (HUD) published noise assessment guidelines for land use planning. (See ref. 7.) Somewhat different terminologies than those employed by FAA-DOD were employed to define noise zones of differing degrees of compatibility for aircraft noise.
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TABLE 12.2
Chart for Estimating Response of Communities Exposed to Aircraft Noise

[Data from refs. 4 and 5]

<table>
<thead>
<tr>
<th>Noise rating</th>
<th>Zone</th>
<th>Description of expected response</th>
</tr>
</thead>
<tbody>
<tr>
<td>Less than 65 $L_{dn}$ 100 CNR</td>
<td>1</td>
<td>Essentially no complaints would be expected. The noise may, however, interfere occasionally with certain activities of the residents.</td>
</tr>
<tr>
<td>65 to 80 $L_{dn}$ 100 to 115 CNR</td>
<td>2</td>
<td>Individuals may complain, perhaps vigorously. Concerted group action is possible.</td>
</tr>
<tr>
<td>Greater than 80 $L_{dn}$ 115 CNR</td>
<td>3</td>
<td>Individual reactions would likely include repeated, vigorous complaints. Concerted group action might be expected.</td>
</tr>
</tbody>
</table>

measured in terms of NEF, CNR, or $L_{dn}$. (See table 12.3.) Table 12.3 shows that in areas greater than $L_{dn} = 65$, typical residential usage is considered as "normally unacceptable," and below as "normally acceptable."

The procedures in the 1971 HUD document for the assessment of noise from ground vehicles is more complex than that used for aircraft noise. The ground vehicle procedure does not use a composite noise measurement unit, such as $L_{dn}$, and includes some on-site listening tests and other analysis procedures. The 1971 HUD procedures were superceded by the publication by HUD of environmental noise criteria and standards in 1979 (ref. 8) that use the $L_{dn}$ unit of measurement for aircraft as well as for ground-vehicle noise. (See table 12.4.) New noise assessment guidelines for HUD were published in 1980 (ref. 9) that provide a means of estimating $L_{dn}$ for ground vehicular noise. These guidelines take various acoustical factors, such as sound barriers and distance to source into account. They also specify certain listening tests.

Joint Federal agencies

In order to put various Federal agency policy and guidance packages into perspective and to encourage local land use that is compatible with various noise levels, a number of Federal agencies have issued a set of environmental noise guidelines for land usage, along with some supporting data and comments. (See ref. 10.) Table 12.5 shows suggested land compatibility for residential noise zones from 55 to 85 $L_{dn}$. Compatibility guidelines suggested for a variety of nonresidential areas, as proposed in the Federal Interagencies Guidelines, are presented subsequently.

"Compatibility" for noise in residential areas ($L_{dn}$ of 55 to 65) should be interpreted by the user of the guidelines with reservations because some Federal
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**TABLE 12.3**
Site Exposure to Aircraft Noise

[From ref. 7]

<table>
<thead>
<tr>
<th>Distance from site to the center of the area covered by the principal runways</th>
<th>Acceptability category</th>
</tr>
</thead>
<tbody>
<tr>
<td>Outside the $L_{dn} = 65$ (NEF-30, CNR-100) contour at a distance greater than or equal to the distance between the contours $L_{dn} = 65$ and $L_{dn} = 75$</td>
<td>Clearly acceptable</td>
</tr>
<tr>
<td>Outside the $L_{dn} = 65$ contour, at a distance less than the distance between the $L_{dn} = 65$ and $L_{dn} = 75$ contours</td>
<td>Normally acceptable</td>
</tr>
<tr>
<td>Between the $L_{dn} = 65$ and $L_{dn} = 75$ contours</td>
<td>Normally unacceptable</td>
</tr>
<tr>
<td>Within the $L_{dn} = 75$ contour</td>
<td>Clearly unacceptable</td>
</tr>
</tbody>
</table>

**TABLE 12.4**
Site Acceptability Standards

[From ref. 8]

<table>
<thead>
<tr>
<th>Day-night average sound level, dB</th>
<th>Special approvals and requirements</th>
</tr>
</thead>
<tbody>
<tr>
<td>Acceptable</td>
<td>Not exceeding 65 dB (1)</td>
</tr>
<tr>
<td>Normally unacceptable</td>
<td>Above 65 dB but not exceeding 75 dB</td>
</tr>
<tr>
<td>Unacceptable</td>
<td>Above 75 dB</td>
</tr>
</tbody>
</table>

1. Acceptable threshold may be shifted to 70 dB in special circumstances pursuant to Section 51.105(a).
2. See Section 51.104(b) for requirements.
3. See Section 51.104(b) for requirements.
4. 5-dB additional attenuation required for sites above 65 dB but not exceeding 70 dB, and 10-dB additional attenuation required for sites above 79 dB but not exceeding 75 dB. (See section 51.104(a).)
5. Attenuation measures to be submitted to the Assistant Secretary for CPD for approval on a case-by-case basis.
### TABLE 12.5
Suggested Land Use Compatibility for Residential Areas

[Data from ref. 10]

**Key**

<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Y (yes)</td>
<td>Land use and related structures are compatible without restrictions.</td>
</tr>
<tr>
<td>N (no)</td>
<td>Land use and related structures are not compatible and should be prohibited.</td>
</tr>
<tr>
<td>25, 30, or 35</td>
<td>Land use and related structures are generally compatible; measures to achieve NLR of 25, 30, or 35 must be incorporated into design and construction of structure.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>SLUCM no.</th>
<th>Land use</th>
<th>Noise zones/DNL levels in $L_{dn}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>A 0-55</td>
</tr>
<tr>
<td>10</td>
<td>Residential</td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>Household units</td>
<td></td>
</tr>
<tr>
<td>11.11</td>
<td>Single units—detached</td>
<td>Y&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>11.12</td>
<td>Single units—semidetached</td>
<td>Y</td>
</tr>
<tr>
<td>11.13</td>
<td>Single units—attached row</td>
<td>Y</td>
</tr>
<tr>
<td>11.21</td>
<td>Two units—side-by-side</td>
<td>Y</td>
</tr>
<tr>
<td>11.22</td>
<td>Two units—one above the other</td>
<td>Y</td>
</tr>
<tr>
<td>11.31</td>
<td>Apartments—walk up</td>
<td>Y</td>
</tr>
<tr>
<td>11.32</td>
<td>Apartments—elevator</td>
<td>Y</td>
</tr>
<tr>
<td>12</td>
<td>Group quarters</td>
<td>Y</td>
</tr>
<tr>
<td>13</td>
<td>Residential hotels</td>
<td>Y</td>
</tr>
<tr>
<td>14</td>
<td>Mobile home parks or courts</td>
<td>Y</td>
</tr>
<tr>
<td>15</td>
<td>Transient lodgings</td>
<td>Y</td>
</tr>
<tr>
<td>16</td>
<td>Other residential</td>
<td>Y</td>
</tr>
</tbody>
</table>
a The designation of these uses as "compatible" in this zone reflects individual Federal agencies’ consideration of general cost and feasibility factors as well as past community experiences and program objectives. Localities, when evaluating the application of these guidelines to specific situations, may have different concerns or goals to consider.

b Although local conditions may require residential use, it is discouraged in C-1 and strongly discouraged in C-2. The absence of viable alternative development options should be determined and an evaluation indicating that a demonstrated community need for residential use would not be met if development were prohibited in these zones should be conducted prior to approvals. Where the community determines that residential uses must be allowed, measures to achieve outdoor to indoor noise level reduction (NLR) of at least 25 dB (Zone C-1) and 30 dB (Zone C-2) should be incorporated into building codes and be considered in individual approvals. Normal construction can be expected to provide a NLR of 20 dB, thus the reduction requirements are often stated as 5, 10, or 15 dB over standard construction and normally assume mechanical ventilation and closed windows year round. Additional consideration should be given to modifying NLR levels based on peak noise levels. NLR criteria will not eliminate outdoor noise problems. However, building location and site planning, design and use of berms and barriers can help mitigate outdoor noise exposure particularly from ground level sources. Measures that reduce noise at a site should be used wherever practical in preference to measures which only protect interior spaces.
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agencies define compatibility not solely with respect to the effects of the noise but also take economic costs and technical feasibility factors of noise control into account (footnote to table 12.5). This table of land use compatibility and a similar table published by the FAA (ref. 11) represent only recommendations to local authorities, and do not relieve the local agencies of responsibilities for determining acceptable and permissible land uses: "The designations contained in this table do not constitute a Federal determination that any use of land covered by the program is acceptable or unacceptable under Federal, State, or local law. This responsibility for determining the acceptable and permissible land uses remains with the local authorities. FAA determinations under part 150 are not intended to substitute federally determined land uses for those determined to be appropriate by local authorities in response to locally determined needs and values in achieving noise-compatible land uses." (Table 2 of ref. 11.)

In the preparation of their guidelines, the Federal agencies utilized some research data and findings concerned with the effects on people of environmental noise in residential areas. These data and findings are presented in table 12.6. Table 12.6 is unfortunately deficient in several respects:

1. It uses concepts pertaining to speech interference effects of noise that underestimate the interference effects for the assessment of intermittent noises such as those from aircraft, autos, etc. (See section entitled "EPA Protective Levels Documents.")

2. It uses a relationship between "percent highly annoyed" and $L_{dn}$ that is somewhat suspect (chapter 11).

3. The "NOTE" in table 12.6 regarding noise as a stress-related health factor does not take cognizance of important published findings on this matter (chapter 10).

4. Important differences in regard to the relationship between aircraft noise and ground vehicle noise measured in $L_{dn}$ and their effects on annoyance are not referred to or considered (chapter 11).

The speech interference shown in table 12.6 is not true for aircraft and other intermittent noises, which interfere more than shown with everyday speech. Also, contrary to "NOTE" in table 12.6, adverse health effects from exposure to aircraft noise have been recently quantified in environments of $L_{dn} = 60$ dB and greater. These health effects and the annoyance, community reaction, and attitudes cited in table 12.6 are for aircraft noise studies in northern cities, such as London and New York, and are not applicable to noise in warm climates or noise from ground vehicles.

ANSI

In 1980, the American National Standards Institute (ANSI) issued a standard on sound level descriptions for the determination of compatible land use with
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respect to noise. (See ref. 12.) That document includes, as a matter of information, figure 12.4. Figure 12.4 is basically consistent with the recommendation of the Federal Interagency Guidelines, and presumably (no references to supporting research data are given in the ANSI document) bears the same critical comments given above in regard to the Federal Interagency document.

CHABA

This document from the Committee on Hearing, Bioacoustics, and Biomechanics (CHABA) of the National Research Council (ref. 13) is primarily concerned with steps to be followed in the preparation of so-called environmental impact reports about exposure to noise and vibration. Although no specific recommendations with respect to noise and vibration levels compatible with land usage are given, some information is given in appendices on the effects of noise and vibration on people.

The sections on noise effects are open to some criticism in that the aforementioned specious description of noise interference effects of intermittent noise developed by EPA, and a questionably accurate annoyance response curve for use with either aircraft or ground vehicle noises, are included. Also, except for noise-induced hearing loss, data on the adverse effects of environmental noise on health are not discussed.

California Department of Aeronautics

In 1970, the California Department of Aeronautics (CDA) developed a noise regulation for California airports. (See ref. 14.) In terms of methodology of measuring aircraft noise, this regulation is similar to the $L_{dn}$ procedure used by the EPA and in the recent HUD, Federal Interagency, ANSI, and CHABA guidelines discussed previously. It differs to some extent from these other guidelines in the way in which an annualized, average-composite, daily-noise-exposure unit is calculated. In the CDA procedure, in addition to the 10-dB nighttime penalty, as used with $L_{dn}$, a 5-dB penalty for aircraft noises occurring between the hours of 7 and 10 p.m. is employed. The result is called the community noise equivalent level (CNEL). For this reason, CNEL has a numerical value of 1 to 2 dB higher than the $L_{dn}$ value for the same aircraft noise environment (assuming about 15 percent of the operations occur from 7 to 10 p.m.).

The CDA regulation states that: (1) It is established that with respect to speech and sleep effects, aircraft noise of 65 CNEL is acceptable to a reasonable person residing in the vicinity of an airport in California. To quote from Section 5005:

The level of noise acceptable to a reasonable person residing in the vicinity of an airport is established as a community noise equivalent level (CNEL) value of 65 dB for purposes of these regulations. This criterion level has been chosen for reasonable persons residing in urban residential areas where houses are of typical California construc-
TABLE 12.6  
Effects of Noise on People In Residential Areas  
[From ref. 10]

<table>
<thead>
<tr>
<th>Day-night average sound level, dB</th>
<th>Hearing loss</th>
<th>Speech interference</th>
<th>Annoyance&lt;sup&gt;2&lt;/sup&gt;</th>
<th>Average community reaction&lt;sup&gt;4&lt;/sup&gt;</th>
<th>General community attitude towards area</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Qualitative description</td>
<td>Indoor</td>
<td>Outdoor</td>
<td>Distance in meters for 95% sentence intelligibility</td>
<td>Percent of population highly annoyed&lt;sup&gt;3&lt;/sup&gt;</td>
</tr>
<tr>
<td>75 and above</td>
<td>May begin to occur</td>
<td>98</td>
<td>0.5</td>
<td>37</td>
<td>Very severe</td>
</tr>
<tr>
<td>70</td>
<td>Will not likely occur</td>
<td>99</td>
<td>0.9</td>
<td>25</td>
<td>Severe</td>
</tr>
<tr>
<td>65</td>
<td>Will not occur</td>
<td>100</td>
<td>1.5</td>
<td>15</td>
<td>Significant</td>
</tr>
<tr>
<td>60</td>
<td>Will not occur</td>
<td>100</td>
<td>2.0</td>
<td>9</td>
<td>Moderate to slight</td>
</tr>
<tr>
<td>55 and below</td>
<td>Will not occur</td>
<td>100</td>
<td>3.5</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>--------------</td>
<td>---------------</td>
<td>-----</td>
<td>-----</td>
<td>---</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Noise considered no more important than various other environmental factors.

1 "Speech interference" data are drawn from the following tables in EPA’s "Levels Document" (ref. 3): Table 3, Fig. D-1, Fig. D-2, Fig. D-3. All other data from reference 13.

2 Depends on attitudes and other factors.

3 The percentages of people reporting annoyance to lesser extents are higher in each case. An unknown small percentage of people will report being "highly annoyed" even in the quietest surroundings. One reason is the difficulty all people have in integrating annoyance over a very long time.

4 Attitudes or other non-acoustic factors can modify this. Noise at low levels can still be an important problem, particularly when it intrudes into a quiet environment.

NOTE: Research implicates noise as a factor producing stress-related health effects such as heart disease, high-blood pressure and stroke, ulcers and other digestive disorders. The relationship between noise and these effects, however, have not as yet been quantified.
### Effects of Noise

<table>
<thead>
<tr>
<th>LAND USE</th>
<th>YEARLY DAY-NIGHT AVERAGE SOUND LEVEL IN DECIBELS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Residential - Single Family, Extensive Outdoor Use</td>
<td><img src="image1" alt="Compatible" /></td>
</tr>
<tr>
<td>Residential - Multiple Family, Moderate Outdoor Use</td>
<td><img src="image2" alt="Compatible" /></td>
</tr>
<tr>
<td>Residential - Multi Story Limited Outdoor Use</td>
<td><img src="image3" alt="Incompatible" /></td>
</tr>
<tr>
<td>Transient Lodging</td>
<td><img src="image4" alt="Incompatible" /></td>
</tr>
<tr>
<td>School Classrooms, Libraries, Religious Facilities</td>
<td><img src="image5" alt="Incompatible" /></td>
</tr>
<tr>
<td>Hospitals, Clinics, Nursing Homes, Health Related Facilities</td>
<td><img src="image6" alt="Incompatible" /></td>
</tr>
<tr>
<td>Auditoriums, Concert Halls</td>
<td><img src="image7" alt="Incompatible" /></td>
</tr>
<tr>
<td>Music Shells</td>
<td><img src="image8" alt="Incompatible" /></td>
</tr>
<tr>
<td>Sports Arenas, Outdoor Spectator Sports</td>
<td><img src="image9" alt="Incompatible" /></td>
</tr>
<tr>
<td>Neighborhood Parks</td>
<td><img src="image10" alt="Incompatible" /></td>
</tr>
<tr>
<td>Playgrounds, Golf Courses, Riding Stables, Water Rec., Cemeteries</td>
<td><img src="image11" alt="Incompatible" /></td>
</tr>
<tr>
<td>Office Buildings, Personal Services, Business and Professional</td>
<td><img src="image12" alt="Incompatible" /></td>
</tr>
<tr>
<td>Commercial - Retail, Movie Theaters, Restaurants</td>
<td><img src="image13" alt="Incompatible" /></td>
</tr>
<tr>
<td>Commercial - Wholesale, Some Retail, Ind., Mfg., Utilities</td>
<td><img src="image14" alt="Incompatible" /></td>
</tr>
<tr>
<td>Livestock Farming, Animal Breeding</td>
<td><img src="image15" alt="Incompatible" /></td>
</tr>
<tr>
<td>Agriculture (Except Livestock)</td>
<td><img src="image16" alt="Incompatible" /></td>
</tr>
<tr>
<td>Extensive Natural Wildlife and Recreation Areas</td>
<td><img src="image17" alt="Incompatible" /></td>
</tr>
</tbody>
</table>

![Compatible with Insulation](image18) | ![Marginally Compatible](image19) | ![Incompatible](image20)

**FIGURE 12.4.** Land use compatibility with yearly day-night average sound level at a site for buildings as commonly constructed. (From ref. 12.)
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tion and may have windows partially open. It has been selected with reference to speech, sleep, and community reaction.

and (2) A residential area with aircraft noise of less than 65 CNEL is to be considered as a "no-noise impact area."

These definitions presented and used by CDA are, however, not consistent with data on the effects of noise on people and communities discussed in a technical report (ref. 15) prepared as a basis for the CDA regulation, and data and analyses thereof since the preparation of the CDA regulation show these definitions to be even more incorrect. For example, in the supporting CDA technical report it is shown that (as also reported in chapter 11) in the Heathrow Airport studies at NNI levels of aircraft noise equivalent to CNEL's of about 65, about 50 percent of the people were disturbed because of speech and TV sound interference, and over 40 percent were disturbed because of arousal from sleep. Further, about 15 percent of the people exposed to an equivalent 65 CNEL were highly annoyed. These data hardly establish that this exposure level of aircraft noise is acceptable to a reasonable person residing in California, or that a CNEL of 64 represents no noise impact.

The technical report for the CDA regulation states (p. 57):

This decision is made with the realization that further human factors research (when a way is found to establish the effect of flight frequency) may show the CNEL limit of 65 to be somewhat too high. When that occurs, the CNEL limits in the noise standard should be lowered accordingly. We therefore strongly recommend that: The CNEL 65 limit should be periodically reviewed by the State with a view to the possible necessity of reducing the limit in light of any new human factors research results which may become available.

It is our opinion that these reviews should be conducted at an interval of five (5) years as a maximum, to take advantage of advances in research in the effects of noise on people and advances in the technology of aircraft noise reduction.

To the best of the author's knowledge, no review of the CDA regulation or supporting technical data has been made by the California Department of Aeronautics since their original publications in 1971.

Summary of reviewed guidelines and their limitations

Table 12.7 summarizes the maximum noise exposure levels (annualized, daily average) commensurate with their acceptability-compatibility in typical residential neighborhoods as promulgated in the guidelines reviewed above. It is clear from the material presented in chapters 10 and 11 that each of the guideline limits cited in table 12.7 needs to be challenged on two major accounts: (1) these guidelines recommend a single $L_{dn}$ or CNEL number for the boundary between compatible and incompatible land usage that is the same regardless of climate or source of noise. Research data show that acoustical factors differentially affect the effective noise dosages received in homes and yards from aircraft noise, compared with street traffic noise, and in warm, as compared with colder climates;
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**TABLE 12.7**

Exposure Level in Annualized Daily Average $L_{dn}$ or CNEL for Acceptability-Compatibility of Exterior Environmental Noise in Typical Residential Houses With Windows and Doors Open

[15-dB exterior sound attenuation with windows and doors partly open, 28 dB when closed]

<table>
<thead>
<tr>
<th>Agency</th>
<th>Source of noise</th>
<th>Criteria</th>
<th>Level limit</th>
</tr>
</thead>
<tbody>
<tr>
<td>EPA, 1972</td>
<td>Any</td>
<td>Health and well-being, with 5-dB margin of safety</td>
<td>$55 L_{dn}$</td>
</tr>
<tr>
<td>FAA-DOD, 1964</td>
<td>Aircraft</td>
<td>Essentially no complaints, Vigorous complaints, group action</td>
<td>$&lt;65 L_{dn}$, $&gt;65 L_{dn}$</td>
</tr>
<tr>
<td>HUD, 1971</td>
<td>Aircraft (Ground vehicle treated separately)</td>
<td>Normally acceptable, Normally unacceptable</td>
<td>$&lt;65 L_{dn}$, $&gt;65 L_{dn}$</td>
</tr>
<tr>
<td>HUD, 1979–1980</td>
<td>Aircraft and ground vehicles</td>
<td>Acceptable, Normally unacceptable</td>
<td>$&lt;65 L_{dn}$, $&gt;65 L_{dn}$</td>
</tr>
<tr>
<td>Joint federal agencies, 1980</td>
<td>Aircraft and ground vehicles</td>
<td>Compatible, Marginally¹ compatible, Incompatible</td>
<td>$55 - 65 L_{dn}$, $&gt;65 L_{dn}$</td>
</tr>
<tr>
<td>CDA, 1971</td>
<td>Aircraft</td>
<td>Acceptable, Unacceptable, Compatible, Marginally compatible, Incompatible</td>
<td>$&lt;55 L_{dn}$, $55 - 65 L_{dn}$, $&gt;65 L_{dn}$</td>
</tr>
<tr>
<td>ANSI, 1980</td>
<td>Aircraft and ground vehicles</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

¹Reflects cost and feasibility factors.

and (2) some research findings pertaining to the impact of aircraft noise on health, property values and annoyance were not adequately considered in the preparation of these guidelines.

It also appears that the recommendations of these Federal guidelines with respect to aircraft noise are sometimes rationalized on the grounds that noise from ground vehicles, or other sources, is generally of the order of $L_{dn} = 65$. Accordingly, it would be unjustified to reduce aircraft noise beyond that level (see refs. 16 and 17.) This argument is not true, however, with respect to noise in residential areas.

Table 12.8 (from a nationwide noise survey made by Galloway et al. (ref. 18)) shows that of the 71 sites of single-family or small apartment dwellings studied, only 6 had an $L_{dn}$ from street traffic noise of 65 or greater (65.2, 65.9, 66.1, 67.3, 67.8, and 71.2). The other 65 sites had $L_{dn}$'s ranging from 51.0, and a median $L_{dn}$ of 61.0. More importantly, as discussed in chapter 11, the impact of this noise on residents is some 10 dB less effective than is the noise from aircraft.
**Guidelines for Assessment and Control of Noise**

**TABLE 12.8**

$L_{dn}$ at Single- or Two-Family Dwellings from Urban Street Traffic (Cars, Trucks, Buses) in Various U.S. Cities

[Microphone located avg. 8 ft above ground and 25 ft from street curb; median all sites, 61.0; data from ref. 18]

<table>
<thead>
<tr>
<th>Site</th>
<th>$L_{dn}$, dB</th>
<th>Site</th>
<th>$L_{dn}$, dB</th>
<th>Site</th>
<th>$L_{dn}$, dB</th>
</tr>
</thead>
<tbody>
<tr>
<td>Atlanta:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>401</td>
<td>63.8</td>
<td>Denver—Continued</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>404</td>
<td>60.7</td>
<td>1107</td>
<td>59.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>406</td>
<td>67.3</td>
<td>1109</td>
<td>59.3</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>1110</td>
<td>56.6</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>1112</td>
<td>61.3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Boston:</td>
<td></td>
<td>Kansas City:</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0001</td>
<td>61.2</td>
<td>1301</td>
<td>60.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0003</td>
<td>59.6</td>
<td>1302</td>
<td>53.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0004</td>
<td>59.6</td>
<td>1303</td>
<td>61.4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0005</td>
<td>57.0</td>
<td>Los Angeles:</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0006</td>
<td>67.8</td>
<td>1601</td>
<td>56.4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0007</td>
<td>61.7</td>
<td>1602</td>
<td>57.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0008</td>
<td>65.2</td>
<td>1603</td>
<td>56.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>1604</td>
<td>61.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>1605</td>
<td>58.6</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>1606</td>
<td>59.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>1607</td>
<td>58.9</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>1608</td>
<td>55.8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chicago:</td>
<td></td>
<td>Miami:</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>502</td>
<td>71.2</td>
<td>0601</td>
<td>66.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>503</td>
<td>69.6</td>
<td>0602</td>
<td>58.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>505</td>
<td>59.0</td>
<td>0603</td>
<td>63.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>506</td>
<td>64.4</td>
<td>0604</td>
<td>64.4</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>0606</td>
<td>60.9</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dallas:</td>
<td></td>
<td>Pittsburgh:</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1401</td>
<td>65.9</td>
<td>0301</td>
<td>58.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1402</td>
<td>57.8</td>
<td>0302</td>
<td>59.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1403</td>
<td>61.1</td>
<td>0303</td>
<td>61.9</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1404</td>
<td>61.1</td>
<td>0305</td>
<td>62.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1405</td>
<td>56.3</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1406</td>
<td>61.6</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Denver:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1101</td>
<td>62.6</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1103</td>
<td>58.3</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1104</td>
<td>60.7</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1106</td>
<td>57.3</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Galloway (in his testimony before the U.S. District Court) and others also suggest that aircraft noise limits should not be less than $L_{dn} = 65$ because it is difficult to "verify" lesser levels in real life. This is a specious basis for such a conclusion, in that aircraft noise contours as low as 55 are readily calculated by means of computer programs (ref. 19) developed by the FAA. (See fig. 11.24 for an example.) These methods of calculating aircraft noise around airports have been developed from aircraft noise certification tests (ref. 20) and validated by exten-
Effects of Noise

sive noise monitoring procedures around airports. Further, the peak sound pressure levels (around 75 to 80 dBA) of the aircraft noise occurrences that contribute significantly to $L_{dn}$ values of 55 or greater in typical residential areas are readily measured by standard sound level measurement procedure (ambient noise levels of around 45 dBA and peak automobile noise of around 70 dBA).

Criteria for Noise Exposure in Residential Areas

In succeeding paragraphs, the relations between amounts of environmental noise and various criteria effects are summarized. On the basis of these criteria effects and noise dosage relations, new guidelines for assessing the compatibility of aircraft and street-traffic noise with residential land usage are proposed.

Annoyance scale criterion

Feelings of annoyance obviously have value as a criterion effect that could be used as a basis for defining the compatibility of noise with residential areas. In addition, annoyance attitude scale data provide a quantitative means of equating the relative impact of different exposure and cultural conditions and should, if properly "calibrated," have value for predicting the magnitudes of other adverse criteria effects under a given condition.

Complaint behavior criterion

As discussed in chapter 11, the quantification of complaint behavior with respect to noise exposure is hindered by the fact that for a variety of socio-economic and other environmental reasons, complaints and legal action, especially the lack of legal action, are highly variable among different communities exposed to similar noise environments. Nevertheless, complaints, including threats of legal action and the like, can be meaningful indicators that a noise environment is having an adverse effect upon people.

Objective effects criteria

The credibility of subjective annoyance scale and complaint behavior data would obviously benefit from supportive noise effects data that are objectively related to noise exposure. Two such objective effects which have significant practical importance are the effects of noise on residential housing values and on health. These data are called objective in that they are not subjective feelings of annoyance on the part of the people exposed to the noise, but are independent data taken from real estate appraisers and records, physicians and medical records, etc.
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The adjudication of a depreciation effect, if any, of a particular noise environment, on housing values is a matter of specific appraisals. However, the fact that research data shows a progressive increase in housing depreciation with increased exposure, in $L_{dn}$, to aircraft noise lends some objectivity to the interpretation of annoyance survey data and lends credibility to any proposed guidelines for limiting such noise.

More significant is the quantification in the Knipschild studies (discussed in chapter 10) of the effects of exposure to aircraft noise in terms of $L_{dn}$ upon health. (See refs. 21 to 24.) A particular strength of these studies is that all the observed adverse effects increase more or less monotonically with increases in aircraft $L_{dn}$, and in ways consistent with all subjective and objective criteria data that have been collected in real-life and laboratory studies of the effects of aircraft noise on people.

The data for the major adverse criterion effects of noise summarized above are plotted on a common set of coordinates in figure 12.5. The effects on health are in terms of hypertension and percentage rate of physician contacts from figures 10.59 and 10.60; the curve showing percent depreciation in house prices is taken from figure 11.22, and the curve for percent of people annoyed is taken from figure 11.4(a). The locations of the lines in figure 12.5, indicating degrees of complaint behavior, are based on figures 11.20 and 11.21.

The generality of the data and relations in figure 12.5 for noises from sources other than aircraft and ground vehicles is difficult to establish. Some case studies (see fig. 11.20 and table 11.10) and general theory suggest that the effects-dose relations shown in figure 12.5 are somewhat similar for other exterior noises (such as that from industry, heavy machinery, gunnery ranges, etc.) when the noise is measured in terms of $L_{dn}$ and equated to aircraft or ground vehicle noise with respect to acoustic barriers and house intrusiveness. Exceptions are predominately low frequency noises; such noises are somewhat louder than reflected in the weighting given to low frequencies by the dBA unit used with $L_{dn}$, and such noises can also cause house vibrations that cause annoyance not predicted by dBA or $L_{dn}$. (See chapters 5 and 11.)

Thresholds of marginal compatibility and noncompatibility

It is proposed that the limits of exposure to noise to be considered as compatible with residential living be based on the operational definition that the threshold level of marginal compatibility for a given adverse effect of noise is the lowest level at which the effect becomes measurable, or derivable, by extrapolation from results obtained at higher levels of exposure. The exposure level at which the noise becomes practically not compatible with residential living is taken to be 10 dB above the threshold of compatibility. While the matter of prac-
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FIGURE 12.5. Graph showing, as a function of exposure level, effects of aircraft noise on annoyance, health, housing values, and complaint activity. Also indicated are suggested compatible and not compatible threshold levels for residential living and corrections to be applied for use with ground vehicle noise and in warmer (e.g., southern U.S.) climates. Noise dosage is expressed in composite daily units used in the U.S. and in some European countries (see chapter 11).
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ticality can be a matter of judgment and controversy, the 10-dB difference between the threshold of marginal compatibility and the practical level of non-compatibility is that traditionally used for this purpose in the various Federal and other guidelines discussed previously. (See table 12.7.)

Compatibility as defined by the start of "complaints," "extreme annoyance," "physician contacts for health problems," and "high-priced house depreciation" all occur at $L_{dn} \approx 55$ for aircraft noise in colder climates. However, a number of people experience various degrees of annoyance below extreme annoyance from this noise at $L_{dn} = 55$ and lower. Even so, setting the threshold of marginal compatibility for the aircraft noise specified at $L_{dn} = 55$ is defensible on the grounds that the amount of annoyance at $L_{dn} = 55$ for aircraft noise is perhaps typical for other environmental conditions present in average residential areas. (This subject is discussed more fully in a subsequent section.)

House attenuation factor

It is indicated in figure 12.5 that significantly more exterior noise is considered compatible and causes less adverse effects when the attenuation of exterior sound afforded by a house is greater than that present in typical houses. Indeed, research data (see chapter 11) show that when the windows and doors of houses are kept closed, annoyance and complaints about aircraft noise are reduced. Accordingly, a progressive allowance is generally made, as shown in most of the guidelines discussed previously, in the amount of exterior noise considered compatible as the exterior sound attenuation properties of the house, or other structure, are increased. (See table 12.5 and fig. 12.4.) Indeed, as discussed in chapter 11, it is the noise at the position of the listener that really matters in causing disturbances and annoyance.

However, in many climates, a significant part of residential living is done outdoors in yards, patios, and parks. For this reason it is likely that reducing the exterior sound reaching the person indoors by 10 dB, for example, from that present with windows and doors partly open will not reduce the overall annoyance that is experienced by an amount fully equivalent to a 10-dB reduction of the noise reaching indoors. Rather, it is hypothesized that for present and practical purposes the reduction is equivalent to only 5 dB on a year-round, annualized basis. It of course follows that, for some residential apartments and office buildings, where outdoor activities are minimal, the compatibility of the exterior noise should be almost totally a function of its indoor (structure attenuated) level.

Source differences

One of the major findings of research conducted on annoyance in residential areas from aircraft and from street noises is that aircraft noise of a given $L_{dn}$ as typically measured (in the front yards of houses) is a much greater cause of annoyance (see chapter 11) and apparently of adverse health effects (see chapter 10)
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than is ground vehicle traffic noise of the same $L_{dn}$ value. This difference in equivalent effective exposure level averages about 10 dB (ranging from 7 dB at $L_{dn} = 55$ to 12 dB at $L_{dn} = 80$), as shown by the bottom abscissa on figure 12.5. The differences can be attributed to accelerated growth in these adverse effects as a function of exposure level and to the greater acoustic attenuation, by house structures, of the noise from cars and trucks reaching the backyards and rooms of the houses compared with aircraft noise coming from overhead. In addition to more barrier attenuation, the noise from nearby street vehicles (25-50 feet) is significantly decreased between the front and rear yards of houses, but the noise from aircraft is essentially uniform over an entire house and yard’s areas.

Climate factor

In figure 12.5, the increased impact of the noise from aircraft is specified as being equivalent to 5 dB in noise level between “warm” and “cold” climate cities. This 5 dB is an apparent minimum, as shown by the data on figures 11.10, 11.31, 11.32, and 11.33. The definition of warm versus cold is in terms of general knowledge concerning the locations and climates of the various cities involved in the subject studies (London, Amsterdam, Munich, Zurich, Copenhagen, New York, Chicago, etc. versus some cities in California, see fig. 11.33) and between seasons of the year (summer versus spring, fall, and winter, see figs. 11.31 and 11.32). Clearly, it would be desirable to develop a method for better quantifying the underlying variable, such as the probable average number of days per year of “open-window, outdoor” living in a given city or locale.

Relative compatibility of other environmental conditions

Some data are available that show how much, on a comparative basis, annoyance from environmental conditions other than noise is being experienced by people. Comparing the magnitude of the differences in relative disturbance from aircraft noise versus nonaircraft noise factors around London Heathrow Airport with the magnitude of those differences around Orange County Airport in Southern California may be instructive. It is shown in the left-hand graphs of figure 12.6 that aircraft noise is the cause of much disturbance around Heathrow. However, as shown in the upper right-hand graph, it does not become the dominant factor for disliking a neighborhood until the level of exposure reaches about $L_{dn} = 70$; at $L_{dn} = 65$, it is the worst factor except one. However, in the 10-mile area around Heathrow Airport, where the surveys were conducted, only about 35 percent of the people liked their neighborhood or found it attractive, and only about 25 percent liked the people living there (ref. 25). That would seem to indicate that the local socioeconomic mix was not generally well liked by the residents.
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FIGURE 12.6. Graphs on left: Percentage of people disturbed for various reasons by aircraft noise at different values of $L_{dn}$ and NNI. Graphs on right: Percentage of people rating poor or disliking various conditions of neighborhoods with different levels of aircraft noise. (Data from appendix XI of ref. 27.)

On the other hand, table 12.9 (from ref. 26) shows that although the aircraft noise at $L_{dn} = 60$, the Orange County people considered aircraft noise to be a more major problem (25.9 percent) than other local problems (about 1 to 15 percent). This apparently wide difference in what might be called priorities of noise versus other environmental and social conditions within these two residential areas is perhaps caused by the milder climate and more strictly residential and nonindustrial character of Orange County compared with the London Heathrow areas.

In the context of identifying the threshold of noncompatibility of noise for residential neighborhoods, the aircraft noise becomes the most incompatible environmental factor to living at $L_{dn}$ above about 65 when environmental factors other than noise appear to be generally adverse. In a warm climate and more uniformly residential areas, this threshold appears to be 5 to 10 dB lower. This
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**TABLE 12.9**

Major Local Problems and Community Response Around Orange County Airport Among Subsample Groups

[From ref. 26]

(a) Problems

<table>
<thead>
<tr>
<th>Problems</th>
<th>Total, percent</th>
<th>~55* CNEL,** percent</th>
<th>60 CNEL percent</th>
<th>65 CNEL percent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aircraft noise</td>
<td>16.5</td>
<td>5.5</td>
<td>25.9</td>
<td>55.6</td>
</tr>
<tr>
<td>Traffic congestion</td>
<td>16.5</td>
<td>19.0</td>
<td>15.1</td>
<td></td>
</tr>
<tr>
<td>Crime</td>
<td>11.3</td>
<td>12.5</td>
<td>10.2</td>
<td></td>
</tr>
<tr>
<td>Population growth</td>
<td>8.3</td>
<td>9.5</td>
<td>6.8</td>
<td></td>
</tr>
<tr>
<td>Growth/development</td>
<td>5.8</td>
<td>6.5</td>
<td>5.4</td>
<td></td>
</tr>
<tr>
<td>Taxes in general</td>
<td>4.8</td>
<td>5.0</td>
<td>4.4</td>
<td></td>
</tr>
<tr>
<td>Airport</td>
<td>4.3</td>
<td>3.0</td>
<td>5.9</td>
<td>11.1</td>
</tr>
<tr>
<td>Noise</td>
<td>3.8</td>
<td>2.5</td>
<td>4.4</td>
<td>11.1</td>
</tr>
<tr>
<td>Housing costs</td>
<td>3.3</td>
<td>4.0</td>
<td>2.4</td>
<td></td>
</tr>
<tr>
<td>Pollution in general</td>
<td>2.5</td>
<td>1.0</td>
<td>3.9</td>
<td></td>
</tr>
<tr>
<td>Air quality/smog</td>
<td>2.3</td>
<td>4.0</td>
<td>0.5</td>
<td></td>
</tr>
<tr>
<td>Inflation</td>
<td>2.0</td>
<td>3.0</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td>Don’t know</td>
<td>4.5</td>
<td>7.0</td>
<td>1.5</td>
<td>11.1</td>
</tr>
</tbody>
</table>

(b) Community response

<table>
<thead>
<tr>
<th>Response</th>
<th>~55 CNEL, percent</th>
<th>60 CNEL, percent</th>
<th>65 CNEL, percent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Noise interferes with activities</td>
<td>26</td>
<td>60</td>
<td>67</td>
</tr>
<tr>
<td>Does not interfere</td>
<td>74</td>
<td>40</td>
<td>33</td>
</tr>
</tbody>
</table>

*2-mile area outside 60 CNEL, average CNEL less than 55.
**CNEL = L_{dn}.

analysis is taken to support the thresholds of noncompatibility identified in figure 12.6 (from ref. 27).

**Comparison of proposed guidelines with previous guidelines**

At first glance, comparison of the limits 55 and 65 $L_{dn}$ for marginal compatible and noncompatible, typical residential areas, as proposed in table 12.10, may seem fairly consistent with most of the previous guidelines summarized in table 12.7. However, the new guidelines proposed in table 12.10 differ significantly from the previous guidelines for certain specific situations.
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TABLE 12.10

Proposed Exposure Levels, in Annualized Daily Average $L_{dn}$, for Compatibility of Exterior Environmental Noise in Typical Residential Areas and Housing

[Compatibility based on multiple criteria—health effects, housing depreciation, complaint behavior, and attitudes of annoyance (see fig. 12.5)]

<table>
<thead>
<tr>
<th>Climate</th>
<th>Windows sometimes open</th>
<th>Windows always closed, sound attenuation = 28 dB</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Aircraft noise, dBA</td>
<td>Aircraft noise, dBA</td>
</tr>
<tr>
<td></td>
<td>Ground vehicle noise, dBA</td>
<td>Ground vehicle noise, dBA</td>
</tr>
<tr>
<td></td>
<td>Cold</td>
<td>Warm</td>
</tr>
<tr>
<td>Not compatible</td>
<td>&gt;65</td>
<td>&gt;60</td>
</tr>
<tr>
<td>Marginally compatible</td>
<td>55-65</td>
<td>50-60</td>
</tr>
<tr>
<td>Compatible</td>
<td>&lt;55</td>
<td>&lt;50</td>
</tr>
</tbody>
</table>

For example, for typical residential housing with windows open, the level limit for the start of “not compatible” is $L_{dn} = 65$ in the Federal Agency guideline for ground vehicle noise, but is $L_{dn} = 75$ in the proposed guidelines for a cold climate. On the other hand, for aircraft noise in warm climates, this limit is $L_{dn} = 60$ for the proposed and $L_{dn} = 65$ for the Federal Agency guidelines.

A common question is whether it is realistic to set a specific number, in dB, of guideline limits in view of uncertainties in some of the response-to-noise data as well as in some of the physical noise factors themselves. This matter is reflected in statements such as: “It has been established that the average person cannot distinguish between noise levels which differ by 3 dB or less.” (See p. A3 of ref. 28.)

While an average person may exhibit such variability under real-life conditions, the average of the judgments of a group of people, say from a given homogeneous neighborhood, generally has about a 1-dB standard error. By enlarging the group size and increasing the number of exposures, the predictability of the average response of the group to a given noise condition becomes increasingly accurate. This is especially true when, as is generally the case for environmental noise, the response behavior to be assessed is an attitude or effect created over rather extensive periods of time, such as weeks or months. Whatever error may be involved in predicting the effects of some environmental noises by the use of figure 12.5, or similar methods, the error is just as likely to lead to an underestimation as an overestimation of the effects of the noise on a typical group of people during any one day, week, or other relatively brief period of time.
As shown in figure 12.5, for each dB increase in aircraft noise exposure above $L_{dn} = 65$ (cold climate), there is a 1- to 2-percent increase in the number of people "very or more annoyed," and a 0.5- to 1-percent increase in the number of people with health disorders and in house depreciation. A 1-dB increase at these levels translates into about a 5-percent increase in the actual number of people very or more annoyed, and about a 10-percent increase in the actual number of people with health disorders.

It seems clear that in a cold climate with aircraft noise at or above $L_{dn} = 65$, or the equivalent, these adverse effects (and considerably below $L_{dn} = 65$ for feelings of annoyance) are statistically measurable in large population studies. The practical significance of a given noise exposure level, or a change in 1-dB steps in a given exposure condition, is of course a matter of judgment about the costs to the health, well-being, and property of those exposed to the noise versus the costs, in a broad sense, of controlling the noise.

All the research data underlying the previous and proposed guidelines are based on studies of large samples of people from a rather wide range of noise exposure levels and socio-economic areas. As such, the findings are statistical in nature and can be used to predict the effects of noise exposure in any specific neighborhood or locale only with some degree of uncertainty and variability. However, the variability appears to be just as likely in the direction of underestimating as overestimating the adverse effects of the noise.

**Guidelines for Nonresidential Areas**

The Federal Agencies Guidelines are the most complete, up-to-date recommendations of noise limits suitable for compatibility in a large variety of nonresidential land and structure usages. The guidelines proposed by the Federal Inter-agencies for all land usages are given in table 12.11. The recommended exterior noise limits will result, because of exterior noise attenuation properties of the different buildings, in interior noise levels compatible with speech communications, listening to music and lectures, and sleeping. Because of the use of air conditioning and generally reduced open-window and outdoor activities associated with many nonresidential structures, acoustical climate and source factors, cited as being important for typical resident houses, would generally be less important variables in nonresidential areas.

**Ordinances for Fixed-Source Noises**

A number of municipalities and counties have established ordinances which specify maximum limits for the noise generated by a source located on one piece of property when measured at the boundaries of that piece of property. These specifications presumably provide for a legal control over undesirable noise levels in land areas adjacent to the source of the noise.
## TABLE 12.11

Suggested Land Use Compatability Guidelines

[From ref. 10]

**Key**

<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Y (yes)</td>
<td>Land use and related structures are compatible without restrictions.</td>
</tr>
<tr>
<td>N (no)</td>
<td>Land use and related structures are not compatible and should be prohibited.</td>
</tr>
<tr>
<td>25, 30, or 35</td>
<td>Land use and related structures generally are compatible; measures to achieve NLR of 25, 30, or 35 must be incorporated into design and construction of structure.</td>
</tr>
<tr>
<td>25*, 30*, or 35*</td>
<td>Land use generally is compatible with NLR; however, measures to achieve an overall noise reduction do not necessarily solve noise difficulties and additional evaluation is warranted.</td>
</tr>
</tbody>
</table>

### Land use and Noise zones/DNL levels in $L_{dn}$

<table>
<thead>
<tr>
<th>SLUCM no.</th>
<th>Name</th>
<th>A 0-55</th>
<th>B 55-65</th>
<th>C-1 65-70</th>
<th>C-2 70-75</th>
<th>D-1 75-80</th>
<th>D-2 80-85</th>
<th>D-3 85+</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td><strong>Residential</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>Household units</td>
<td>Y</td>
<td>Y</td>
<td>25b</td>
<td>30b</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>11.11</td>
<td>Single units—detached</td>
<td>Y</td>
<td>Y</td>
<td>25b</td>
<td>30b</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>11.12</td>
<td>Single units—semidetached</td>
<td>Y</td>
<td>Y</td>
<td>25b</td>
<td>30b</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>11.13</td>
<td>Single units—attached row</td>
<td>Y</td>
<td>Y</td>
<td>25b</td>
<td>30b</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>11.21</td>
<td>Two units—side-by-side</td>
<td>Y</td>
<td>Y</td>
<td>25b</td>
<td>30b</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>11.22</td>
<td>Two units—one above the other</td>
<td>Y</td>
<td>Y</td>
<td>25b</td>
<td>30b</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>11.31</td>
<td>Apartments—walk up</td>
<td>Y</td>
<td>Y</td>
<td>25b</td>
<td>30b</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>11.32</td>
<td>Apartments—elevator</td>
<td>Y</td>
<td>Y</td>
<td>25b</td>
<td>30b</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>12</td>
<td>Group quarters</td>
<td>Y</td>
<td>Y</td>
<td>25b</td>
<td>30b</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>13</td>
<td>Residential hotels</td>
<td>Y</td>
<td>Y</td>
<td>25b</td>
<td>30b</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>14</td>
<td>Mobile home parks or courts</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>15</td>
<td>Transient lodgings</td>
<td>Y</td>
<td>Y</td>
<td>25b</td>
<td>30b</td>
<td>35b</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>16</td>
<td>Other residential</td>
<td>Y</td>
<td>Y</td>
<td>25b</td>
<td>30b</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>20</td>
<td><strong>Manufacturing</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>21</td>
<td>Food and kindred products—manufacturing</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Yc</td>
<td>Yd</td>
<td>Ye</td>
<td>N</td>
</tr>
<tr>
<td>22</td>
<td>Textile mill products—manufacturing</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Yc</td>
<td>Yd</td>
<td>Ye</td>
<td>N</td>
</tr>
<tr>
<td>23</td>
<td>Apparel and other finished products made from fabrics, leather, and similar materials—manufacturing</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Yc</td>
<td>Yd</td>
<td>Ye</td>
<td>N</td>
</tr>
<tr>
<td>24</td>
<td>Lumber and wood products (except furniture)—manufacturing</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Yc</td>
<td>Yd</td>
<td>Ye</td>
<td>N</td>
</tr>
<tr>
<td>SLUCM no.</td>
<td>Land use</td>
<td>Noise zones/DNL levels in $L_{dn}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>---------</td>
<td>-----------------------------------------------</td>
<td>-----------------------------------</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>A</td>
<td>B</td>
<td>C-1</td>
<td>C-2</td>
<td>D-1</td>
<td>D-2</td>
<td>D-3</td>
</tr>
<tr>
<td>25</td>
<td>Furniture and fixtures—manufacturing</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>$Y^c$</td>
<td>$Y^d$</td>
<td>$Y^e$</td>
<td>N</td>
</tr>
<tr>
<td>26</td>
<td>Paper and allied products—manufacturing</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>$Y^c$</td>
<td>$Y^d$</td>
<td>$Y^e$</td>
<td>N</td>
</tr>
<tr>
<td>27</td>
<td>Printing, publishing, and allied industries</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>$Y^c$</td>
<td>$Y^d$</td>
<td>$Y^e$</td>
<td>N</td>
</tr>
<tr>
<td>28</td>
<td>Chemicals and allied products—manufacturing</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>$Y^c$</td>
<td>$Y^d$</td>
<td>$Y^e$</td>
<td>N</td>
</tr>
<tr>
<td>29</td>
<td>Petroleum refining and related industries</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>$Y^c$</td>
<td>$Y^d$</td>
<td>$Y^e$</td>
<td>N</td>
</tr>
<tr>
<td>30</td>
<td><strong>Manufacturing</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>31</td>
<td>Rubber and misc. plastic products—manufacturing</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>$Y^c$</td>
<td>$Y^d$</td>
<td>$Y^e$</td>
<td>N</td>
</tr>
<tr>
<td>32</td>
<td>Stone, clay, and glass products—manufacturing</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>$Y^c$</td>
<td>$Y^d$</td>
<td>$Y^e$</td>
<td>N</td>
</tr>
<tr>
<td>33</td>
<td>Primary metal industries</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>$Y^c$</td>
<td>$Y^d$</td>
<td>$Y^e$</td>
<td>N</td>
</tr>
<tr>
<td>34</td>
<td>Fabricated metal products—manufacturing</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>$Y^c$</td>
<td>$Y^d$</td>
<td>$Y^e$</td>
<td>N</td>
</tr>
<tr>
<td>35</td>
<td>Professional, scientific, and controlling instruments; photographic and optical goods; watches and clocks—manufacturing</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>$Y^c$</td>
<td>$Y^d$</td>
<td>$Y^e$</td>
<td>N</td>
</tr>
<tr>
<td>39</td>
<td>Miscellaneous manufacturing</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>$Y^c$</td>
<td>$Y^d$</td>
<td>$Y^e$</td>
<td>N</td>
</tr>
<tr>
<td>40</td>
<td><strong>Transportation, communication, and utilities</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>41</td>
<td>Railroad, rapid rail transit and street railway transportation</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>$Y^c$</td>
<td>$Y^d$</td>
<td>$Y^e$</td>
<td>Y</td>
</tr>
<tr>
<td>42</td>
<td>Motor vehicle transportation</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>$Y^c$</td>
<td>$Y^d$</td>
<td>$Y^e$</td>
<td>Y</td>
</tr>
<tr>
<td>43</td>
<td>Aircraft transportation</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>$Y^c$</td>
<td>$Y^d$</td>
<td>$Y^e$</td>
<td>Y</td>
</tr>
<tr>
<td>44</td>
<td>Marine craft transportation</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>$Y^c$</td>
<td>$Y^d$</td>
<td>$Y^e$</td>
<td>Y</td>
</tr>
<tr>
<td>45</td>
<td>Highway and street right-of-way</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>$Y^c$</td>
<td>$Y^d$</td>
<td>$Y^e$</td>
<td>Y</td>
</tr>
<tr>
<td>46</td>
<td>Automobile parking</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>$Y^c$</td>
<td>$Y^d$</td>
<td>$Y^e$</td>
<td>N</td>
</tr>
<tr>
<td>47</td>
<td>Communication</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>$Y^c$</td>
<td>$Y^d$</td>
<td>$Y^e$</td>
<td>Y</td>
</tr>
<tr>
<td>48</td>
<td>Utilities</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>$Y^c$</td>
<td>$Y^d$</td>
<td>$Y^e$</td>
<td>Y</td>
</tr>
<tr>
<td>49</td>
<td>Other transportation, communication, and utilities</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>$Y^c$</td>
<td>$Y^d$</td>
<td>$Y^e$</td>
<td>N</td>
</tr>
<tr>
<td>50</td>
<td><strong>Trade</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>51</td>
<td>Wholesale trade</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>$Y^c$</td>
<td>$Y^d$</td>
<td>$Y^e$</td>
<td>N</td>
</tr>
<tr>
<td>52</td>
<td>Retail trade—building materials, hardware, and farm equipment</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>$Y^c$</td>
<td>$Y^d$</td>
<td>$Y^e$</td>
<td>N</td>
</tr>
</tbody>
</table>

*Notes:*
- $Y$ indicates present.
- $Y^c$ indicates continuously present.
- $Y^d$ indicates discrete.
- $Y^e$ indicates extended.
- $N$ indicates not present.
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### TABLE 12.11—Continued.

<table>
<thead>
<tr>
<th>SLUCM no.</th>
<th>Land use</th>
<th>Noise zones/DNL levels in $L_{dn}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>A 0-55</td>
</tr>
<tr>
<td>53</td>
<td>Retail trade—general merchandise</td>
<td>Y</td>
</tr>
<tr>
<td>54</td>
<td>Retail trade—food</td>
<td>Y</td>
</tr>
<tr>
<td>55</td>
<td>Retail trade—automotive, marine craft, aircraft, and accessories</td>
<td>Y</td>
</tr>
<tr>
<td>56</td>
<td>Retail trade—apparel and accessories</td>
<td>Y</td>
</tr>
<tr>
<td>57</td>
<td>Retail trade—furniture, home furnishings and equipment</td>
<td>Y</td>
</tr>
<tr>
<td>58</td>
<td>Retail trade—eating and drinking establishments</td>
<td>Y</td>
</tr>
<tr>
<td>59</td>
<td>Other retail trade</td>
<td>Y</td>
</tr>
<tr>
<td>60</td>
<td><strong>Services</strong></td>
<td></td>
</tr>
<tr>
<td>61</td>
<td>Finance, insurance, and real estate services</td>
<td>Y</td>
</tr>
<tr>
<td>62</td>
<td>Personal services</td>
<td>Y</td>
</tr>
<tr>
<td>62.4</td>
<td>Cemeteries</td>
<td>Y</td>
</tr>
<tr>
<td>63</td>
<td>Business services</td>
<td>Y</td>
</tr>
<tr>
<td>64</td>
<td>Repair services</td>
<td>Y</td>
</tr>
<tr>
<td>65</td>
<td>Professional services</td>
<td>Y</td>
</tr>
<tr>
<td>65.1</td>
<td>Hospitals, nursing homes</td>
<td>Y</td>
</tr>
<tr>
<td>65.1</td>
<td>Other medical facilities</td>
<td>Y</td>
</tr>
<tr>
<td>66</td>
<td>Contract construction services</td>
<td>Y</td>
</tr>
<tr>
<td>67</td>
<td>Governmental services</td>
<td>Y</td>
</tr>
<tr>
<td>68</td>
<td>Educational services</td>
<td>Y</td>
</tr>
<tr>
<td>69</td>
<td>Miscellaneous services</td>
<td>Y</td>
</tr>
<tr>
<td>70</td>
<td><strong>Cultural, entertainment, and recreational</strong></td>
<td></td>
</tr>
<tr>
<td>71</td>
<td>Cultural activities (including churches)</td>
<td>Y</td>
</tr>
<tr>
<td>71.2</td>
<td>Nature exhibits</td>
<td>Y</td>
</tr>
<tr>
<td>72</td>
<td>Public assembly</td>
<td>Y</td>
</tr>
<tr>
<td>72.1</td>
<td>Auditoriums, concert halls</td>
<td>Y</td>
</tr>
<tr>
<td>72.11</td>
<td>Outdoor music shells, amphitheaters</td>
<td>Y</td>
</tr>
<tr>
<td>72.2</td>
<td>Outdoor sports arenas, spectator sports</td>
<td>Y</td>
</tr>
<tr>
<td>73</td>
<td>Amusements</td>
<td>Y</td>
</tr>
<tr>
<td>74</td>
<td>Recreational activities (incl. golf courses, riding stables, water recreation)</td>
<td>Y</td>
</tr>
</tbody>
</table>
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### TABLE 12.11—Continued.

<table>
<thead>
<tr>
<th>SLUCM no.</th>
<th>Land use</th>
<th>Noise zones/DNL levels in $L_{dn}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>A 0-55</td>
</tr>
<tr>
<td>75</td>
<td>Resorts and group camps</td>
<td>Y</td>
</tr>
<tr>
<td>76</td>
<td>Parks</td>
<td>Y</td>
</tr>
<tr>
<td>79</td>
<td>Other cultural, entertainment, and recreation</td>
<td>Y</td>
</tr>
<tr>
<td>80</td>
<td><strong>Resource production and extraction</strong></td>
<td></td>
</tr>
<tr>
<td>81</td>
<td>Agriculture (except livestock)</td>
<td>Y</td>
</tr>
<tr>
<td>81.5 to</td>
<td>Livestock farming and animal breeding</td>
<td>Y</td>
</tr>
<tr>
<td>81.7</td>
<td></td>
<td></td>
</tr>
<tr>
<td>82</td>
<td>Agricultural related activities</td>
<td>Y</td>
</tr>
<tr>
<td>83</td>
<td>Forestry activities and related services</td>
<td>Y</td>
</tr>
<tr>
<td>84</td>
<td>Fishing activities and related services</td>
<td>Y</td>
</tr>
<tr>
<td>85</td>
<td>Mining activities and related services</td>
<td>Y</td>
</tr>
<tr>
<td>89</td>
<td>Other resource production and extraction</td>
<td>Y</td>
</tr>
</tbody>
</table>

---

This designation of these uses as "compatible" in this zone reflects individual Federal agencies consideration of general cost and feasibility factors as well as past community experiences and program objectives. Localities, when evaluating the application of these guidelines to specific situations, may have concerns or goals to consider.

Although local conditions may require residential use, it is discouraged in C-1 and strongly discouraged in C-2. The absence of viable alternative development options should be determined and an evaluation indicating that a demonstrated community need for residential use would not be met if development were prohibited in these zones should be conducted prior to approvals. Where the community determines that residential uses must be allowed, measures to achieve outdoor to indoor noise level reduction (NLR) of at least 25 dB (Zone C-1) and 30 dB (Zone C-2) should be incorporated into building codes and be considered in individual approvals. Normal construction can be expected to provide a NLR of 20 dB. thus the reduction requirements are often stated as 5, 10, or 15 dB over standard construction and normally assume mechanical ventilation and closed windows year round. Additional consideration should be given to modifying NLR levels based on peak noise levels. NLR criteria will not eliminate outdoor noise problems. However, building location and site planning, design and use of berms and barriers can help mitigate outdoor noise exposure particularly from ground level sources. Measures that reduce noise at a site should be used wherever practical in preference to measures which only protect interior spaces.

Measures to achieve NLR of 25 must be incorporated into the design and construction of portions of these buildings where the public is received, office areas, noise sensitive areas, or where the normal noise level is low.

Measures to achieve NLR of 30 must be incorporated into the design and construction of portions of these buildings where the public is received, office areas, noise sensitive areas, or where the normal noise level is low.
Guidelines for Assessment and Control of Noise

TABLE 12.11  Concluded

6 Measures to achieve NLR of 35 must be incorporated into the design and construction of portions of these buildings where the public is received, office areas, noise sensitive areas, or where the normal noise level is low.
7 If noise sensitive, use indicated NLR; if not, use is compatible.
8 Land use not recommended, but if community decides use is necessary, hearing protection devices should be worn by personnel.
9 No buildings.
10 Land use is compatible provided special sound reinforcement systems are installed.
11 Residential buildings require a NLR of 25.
12 Residential buildings require a NLR of 30.
13 Residential buildings not permitted.

The variation in the tolerable boundary levels specified in these ordinances is quite wide, as illustrated in figures 12.7, 12.8, and 12.9. These figures, taken from a compilation by the National Institute of Municipal Law Officers and the EPA (ref. 29), presumably reflect an uneven interpretation of knowledge about the effects of noise on people and communities as well as differences in the perceived needs and goals of different communities with respect to public health and land usages.

RESIDENTIAL DISTRICT BOUNDARIES

FIGURE 12.7. Fixed source noise levels allowable at residential district boundaries. (From ref. 29.)
Effects of Noise

**BUSINESS/COMMERCIAL DISTRICT BOUNDARIES**

- **DAYTIME LEVELS**
- **NIGHTTIME LEVELS**

**AVERAGE DAY** 63.32
**AVERAGE NIGHT** 59.21

104 CITIES - DAYTIME LIMITS
104 CITIES - NIGHTTIME LIMITS

**FIGURE 12.8.** Fixed source noise levels allowable at business/commercial district boundaries. (From ref. 29.)
FIGURE 12.9. Fixed source noise levels allowable at manufacturing/industrial boundaries. (From ref. 29.)
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**Effects of Noise**

<table>
<thead>
<tr>
<th>Vibration</th>
<th>Vision, effects of noise on, 452</th>
</tr>
</thead>
<tbody>
<tr>
<td>House vibration and noisiness, 161</td>
<td></td>
</tr>
<tr>
<td>A-weighting, 163</td>
<td>Vocal effort, effects on intelligibility, 60</td>
</tr>
<tr>
<td>Impulses, 165</td>
<td>Voluntary control, aural reflex, 36</td>
</tr>
<tr>
<td>Penalty for nonimpulsive noise, 166</td>
<td>Wildlife, effects of noise on, 418</td>
</tr>
<tr>
<td>Structure displacement, 162</td>
<td>Zwicker's method for loudness, 116</td>
</tr>
<tr>
<td>TTS, 275</td>
<td></td>
</tr>
</tbody>
</table>
This document is an updated version of the author's book "The Effects of Noise on Man" (Academic Press, 1970). Twelve chapters review the physiological, psychological, and psychosociological effects of noise. Chapters 1 and 2 provide background information about noise-related definitions and physical measures of sound. The physiological functioning of the ear is presented in the third chapter. Chapter 4 discusses speech communication in noise. The phenomena of loudness, noisiness, and vibration perception are described in chapter 5. Industrial and nonindustrial noise-induced hearing losses are described in chapters 6 and 7, respectively. Impairments resulting from such hearing losses are the subject of chapter 8. Chapter 9 concentrates on the effects of noise on mental and psychomotor task performance. Non-auditory physiological responses and related effects are included in chapter 10. The eleventh chapter discusses human reactions to community noise, with emphasis on aircraft and traffic noise. Current guidelines for noise assessment and control are presented in the final chapter.