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Preface 

this quarterly publication provides archival reports on developments in programs 
managed by JPL's Office of Telecommunications and Data Acquisition (TDA). In space 
communications, radio navigation, radio science, and ground-based radio astronomy, :t 
reports on activities of the Deep Space Network (DSN) and its associated Ground Com­
munications Facility (GCF) in planning, in supporting research and technology, in imple­
mentation, and In operations. Also Included is TDA-funded activity at JPL on data and 
Information systems and reimbursable DSN work performed for other space agencies 
through NASA. The preceding work is all performed for NASA's Office of Space Track­
ing and Data Systems (OSTDS). 

In geodynamics, the publication reports on the application of radio interferometry 
at microwave frequencies for geodynamic measurements. In the search for extraterrestrial 
intelIlgence (SET!), it reports on implementation and operations for searching the micro­
wave spectrum. The latter two programs are performed for NASA's Office of Space 
Science and Applications (OSSA). 

Finally, tasks funded under the JPL Director's Discretionary Fund and the Caltech 
President's Fund which involve the TDA Office are included. 

This and each succeeding issue of the TDA Progress Report will present material In 
some, but not necessarily all, of the following categories: 

OSTDS Tasks: 

DSN Advanced Systems 
Tracking and Ground-Based Navigation 
Communications, Spacecraft·Ground 
Station Control and System Technology 
Network Data Processing and Productivity 

DSN Systems Implementation 
Capabilities for New Projects 
Networks Consolidation Program 
New Initiatives 
Network Sustaining 

DSN Operations 
Network Operations and Operations Support 
Mission Interface and Support 
TDA Program Management and Analysis 

GCF Implementation and Operations 
Data and Information Systems 

OSSA Tasks: 

Search for Extraterrestrial IntelIlgence 
Geodynamics 

Geodetic Instrument Development 
Geodynamic Science 

Discretionary Funded Tasks 
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A High-Performance Hybrid RF Isolation Amplifier 
G. L. Stevens 

Communications Systems Research Section 

A high-perfomlQ/we hybrid RF Isolation Amplifier (Iso-Amp) has been developed at 
JPL. The circuit exhibits a unique combination of RF characteristics at performance 
levels exceeding those of any commercially available device. Recent improvemellls in the 
design have resulted in significantly higher reverse isolation, a four-fold increase in band­
width and improved reliability. These devices are ver,' useful in RF and IF signal condi­
tioners, instrumentation, and signal generation and distribution equipmelll. These Iso­
Amps should find wide application in future DSN and R&D RF systems. 

I_ Introduction 

In 1976 a two-stage RF amplifier exhibiting very high 
reverse isolation and well-controlled impedance levels was 
designed at JPL.! The circuit was hybridized and several hun­
dred of these hybrid Iso-Amps were used in JPL R&D systems 
including delay-stabilized microwave links for reference fre­
quency distribution and various multiple output distribution 
amplifiers. 

.. Recently, an additional sixty Iso-Amps were used in an 
Allan variance frequency stability analyzer where the high 
reverse isolation of this circuit was needed. Unfortunately, this 
group of devices, built under contract to JPL, had an unac­
ceptably high failure rate. Within the first few months of 
operation, four of the sixty hybrid Iso-Amps had catastrophi­
cally failed and others were suspected of intermittent bursts of 
noisy operation. Failure analysis of these four Iso-Amps indi-

IBy J. MacConnell in JPL's Communication Systems Research Section. 

cated that the failures were due to poor construction tech­
niques, sloppy component mounting and wire bonding, and 
little or no quality control. A decision was made to replace all 
sixty hybrids in the frequency stability analyzer. The replace­
ment parts would have to be built by a firm whose workman­
ship and quality aSSurance standards were better than those 
of the previous supplier. 

Prior to interviewing manufacturers of RF hybrid circuits it 
was decided to see if it might be possible to extend the RF 
performance of the circuit. The result of this effort was a 
modified circuit with 10 dB higher reverse isolation and 
with the upper frequency range extended from 100 MHz to 
400 MHz. 

After interviewing several leading manufacturers of thick­
and thin-film RF amplifiers, a fixed-price contract was let 
to a corporation In Florida to hybridize the modified Iso­
Amp design and produce 300 units. Monitoring of the con­
tractor was provided during the engineering and manufactur­
ing phases by JPL engineering and quality assurance personnel. 
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Approximately 100 of the new hybrid Iso·Amps have been 
installed in the frequency stability analyzer and other R&D 
systems. No failures have occurred with these units and the 
improved performance provided by the modified design will 
benefit future DSN and R&D systems. 

II. Functional Description and Applications 

There are dozens of companies within the U.S. and abroad 
which manufacture monolithic and hybrid RF amplifiers. 
Hundreds of off·the·shelf devices are available which provide 
the RF engineer with a wide selection of easy to use gain 
blocks sporting various combinations of gain, bandwidth, noise 
figure, input and output standing wave ratio (SWR), and out· 
put compression level. Packaging options include flat packs, 
dual in·line devices, transistor outiine (TO) cans, and connec· 
torized modules. Recently, a number of wide bandwidth, 
monolithic silicon RF amplifiers have been introduced which 
are housed in tiny, 70 mil microwave transistor packages. 

With this vast selection of commercially available devices, 
why would we want to design another RF amplifier? Could 
OUr requirements be so different than those of other RF engi· 
neers to justify the expense of designing and hybridizing a 
custom part? In what ways does the perfomlance of the 
Iso·Amp excel over the commercially available parts? 

The hybrid Iso·Amp was designed to have the foliowing 
characteristics: 

(I) Very high reverse isolation (greater than 50 dB at 
400 MHz) 

(2) Very good input impedance match in 50 ohm sys· 
tems (input SWR less than 1.10:1) 

(3) Output power level capability of at least +16 dBm 

(4) Gain of approximately 7 dB 

(5) Wide band operation (0.4 to 400 MHz) 

(6) Single supply voltage operation with low power can· 
sumption (+15V at 45 mAl. 

(7) Easily inserted package for 50 ohm microstrip systems 

(8) Exceptional RF performance at a moderate cost 

High reverse isolation and accurate input impedance can· 
tral were the primary Iso·Amp design goals. Wide bandwidth, 
large signal handling capability, single supply operation with 
low power dissipation, and moderate cost extend the useful· 
ness of the part to a broad spectrum of applications. 
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Reverse isolation is a tenn describing the reverse transmis­
sion loss through a device. It is a measure of the "reverse 
leakage" of a signal applied at the output of the device and 
measured at its input. Although the RF designer is normally 
concerned with signals flowing unidirectionally from inputs 
toward outpus, there are numerous RF design situations 
requiring aml'lifiers which can effectively block those "wrong 
way" signals. 

Multiple.output distribution amplifiers (DAs) accept a 
single RF or IF input which is amplified and then split to pro· 
vide several identical outputs. These devices are used in situ· 
ations where there are mUltiple users of a single signal. DAs 
are used, for example, in DSN tracking stations to supply 
reference frequency signals (originating in a single atomic 
frequency standard) to many separate pieces of equipment 
and systems. It is very desirable for the DA to have high 
isolation between its output ports. This will insure clean. 
stable outputs on all ports even if one output is corrupted by 
an unstable terminating impedance, or by signals or noise 
emanating from poorly designed or faulty equipment. An Iso· 
Amp placed in series with each of the DA's outputs will pro· 
vide very high isolation between these ports. 

Another application which sometimes requires high reverse 
isolation is in receiver or instrumentation IF strips. Local oscii· 
lator leakage through a mixer may contaminate the preceding 
RF or IF stages, adversely affecting other users of that signal. 
An Iso·Amp placed ahead of the mixer will block the LO 
leakage and maintain the purity of the input signal. 

The use of high·isolation buffers is often necessary where 
RF signals must enter an exceptionally noisy environment. An 
example of this OCCUrs in frequency·multiplying phase locked 
loops, where a sample of the valiage controlled oscillator's 
(VCO's) output signal must be supplied to a digital frequency 
counter. Switching transients and noise from the digital logic 
will not only add to the output of the VCO but may modu· 
late the signal as well. This spectral contamination can be 
avoided by isolating the output of the VCO from the noisy 
digital circuitry. • 

Accurately controlled input impedance was also an impor· 
tant design goal in the development of the hybrid Iso·Amp. 
The Iso·Amp was designed to operate in 50 ohm systems and 
its input provides an exceptionally good terminating imped· 
ance over a wide bandwidth. This characteristic is useful when 
working with devices whose RF performance is sensitive to 
impedance levels, such as mixers, reactive filters, equalizers, 
directional couplers, power splitters, bridges, and transmission 
lines. 
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The versatility of the hybrid Iso·Amp stems from its unique 
com bination of RF characteristics. There are, of course, 
alternate solutions to design problems requiring high isolation, 
excellent impedance matching, and high output level 
capability. 

High reverse isolation can be achieved by using a cascade of 
several general purpose RF amplifiers with suitable interstage 
pad, to control the overall gain. Care must be exercised during 
the design to insure an acceptable noise figure and dynamic 
range. With proper design, packaging, and construction, high 
isolation will be realized from the chain of devices. Compared 
to using a single device, the concatenation will occupy more 
board space and require more construction time. It v,illlikeJy 
consume more power from DC power supplies, dissipate more 
heat, and have a higher avera!! parts cost. 

Applications requiring a broadband RF amplifier with low 
input SWR can be satisfied by placing a fIXed pad between the 
signal source and a high-SWR amplifier. If the required input 
SWR is very low, the pad's value may be large. The overall 
noise figure of the pad/amplifier combination is increased by 
the pad's value, and similarly, the gain is reduced by that 
amount. An additional stage of gain may be necessary to com· 
pensate for the lossy, impedance·matching pad. Again, the 
costs of using this approach include higher circuit complexity 
and increased design effort. 

III. Circuit Description 
A schematic diagram of the modified Iso·Amp circuit is 

shown in Figure 1. The circuit employs two complementary 
stages to achieve its high reverse isolation, good impedance 
matching, and large signal handling capability. Recent modi· 
fications to the circuit include: 

(I) Frequency compensation (resulting in quadrupled 
bandwidth) 

(2) Better transistors (resulting in higher reverse isolation 
and improved reliability) 

(3) Clfanges in the output biasing (to eliminate a possible 
source of noise) 

(4) Additional power supply decoupling (for improved 
isolation) 

The input stage was designed to provide a good impedance 
match in 50 ohm s),stems and to exhibit very high reverse 
isolation. A pair of bipolar microwave transistors are can· 
nected in a common·base, complementary circuit. The input 
signal is fed through a 44 ohm resistor (RI) to both emitters. 

With a collector current of lOrnA, the AC impedance looking 
into the parallel emitters is 6 ohms. The total input impedance 
is 

Zin = 44 + 6 = 50 ohms 

DC bias voltages for the input transistor bases are derived 
from the voltage divider consisting of R3 through R6. The col· 
lector current of lOrnA is then established by the emitter 
resistors (R 7 and R8) of ISO ohms each. R9 is the collector 
load resistor for the first stage. The total AC load presented to 
the first stage is the parallel combination of this resistor and 
the input impedance of the output amplifier. The net collector 
load impedance is 40 ohms and the common·base configura· 
tion of the circuit establishes a current gain of unity. This 
results in a voltage gain of approximately 0.8 (or about - 2 dB) 
for the input stage. 

PNP and NPN transistors are used in complementary can· 
figurations in both stages of the lso·Amp. This allows the Iso· 
Amp to handle large RF signals with good linearity while can· 
suming a modest current from its power supply. 

The output structure developed for the Iso·Amp is best 
described by using separate DC and AC models. 

In terms of DC biasing, transistor Q3 and its associated 
circuitry operate as a current source. Resistors RII and RI2 
form a voltage divider across the supply voltage, holding Q3's 
base at about + 11.5 volts. Approximately 2.75 volts appear 
across the series combination of RI6 (68 ohms) and RI7 
(20 ohms) resulting in an emitter (and collector) current of 
31 rnA. This DC bias current is fed to the collector circuit of 
transistor Q4. 

Approximately 5 rnA of this current are diverted through 
the resistive divider consisting of RI3 (390 ohms), RI4 
(820 ohms), and RI5 (300 ohms). The DC voltage seen by the 
base of Q4 is proportional to the voltage appearing on its col· 
lector. In operation, the voltage at Q4's collector will rise to a 
level sufficiently high that its base voltage overcomes the base· 
emitter drop of 0.8 volts. At this point, Q4's increasing can· 
duction slows the rise of collector voltage. Bias eqUilibrium is 
attained when the collector voltage reaches +7.5 volts. This 
circuit creates a "stiff' voltage source and the fmal collector 
voltage is qUite insensitive to bias current changes. 

The biasing arrangement of the output stage is, then, a 
current source driving a voltage source. This leads to a very 
stable DC operating point for the transistors. Collector current 
and collector voltage are independently controlled with this 
arrangement and each is accurately maintained over normal 
variations of power supply voltage and temperature. 

3 



Consider the AC model of the output stage. The two tran· 
sistors operate in parallel. Examination of the schematic 
reveals that, for AC signals, both transistor bases are tied 
together, as are the emitters and collectors. The output stage 
can therefore be analyzed as if it were a single transistor am· 
plifier employing emitter degeneration and collector voltage 
feedback. The voltage gain of this stage is given by: 

where 

Rc = the collector load impedance 

and 

Re = the total emitter impedance 

The input impedance of this stage is 

where 

R f = the unbypassed feedback resistance 

and 

Av = the voltage gain of the stage 

With the component values shown in Fig. 1, the second 
stage input impedance is 68 ohms (including the. loading 
caused by bias resistors) and its gain is approximately 
-2.8 VIV, or 9 dB. 

The net gain of the complete, two stage Iso·Amp is 

G/so.Amp = -2 dB + 9 dB = +7 dB 

IV. Breadboard Activities 

Several changes in the Iso·Amp design were introduced 
during the recent modifications which resulted in improved 
RF performance. A number of breadboard circuits were built 
and tested during this activity. The first breadboards were 
built on copper·clad substrates using leaded components. Com· 
ponent leads and interconnecting wires were kept as short as 
possible to minimize signal radiation and parasitic inductance. 
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Once a candidate design was obtained, it was clear that a 
better breadboarding technique would have to be employed 
during the final circuit refinements and RF performance veri· 
fication. The deleterious effects of component leads and the 
layout restrictions imposed by using packaged devices were 
clearly affecting the circuit's RF performance at frequencies 
beyond about 250 MHz. A better breadboarding technique 
was also desired to simplify replication of the circuit. Several 
identical breadboards had to be built and tested to determine 
the repeatability of the design's RF performance. 

A two·sided printed circuit board was designed for the final 
breadboarding activities. Chip capacitors, 1/8 watt carbon 
composition resistors, and microwave transistors were surface 
mounted on the 4.0 X 2.8 cm (1.6 X J.l inch) boards. Plated 
through holes provide low inductance connections to the solid 
ground plane on the back of the boards. Several of these final 
breadboards were built and tested, confirming the repeatabil· 
ity of the modified design's RF performance. One of these 
breadboards is shown in Fig. 2. 

V. Hybrid Circuit Implementation 

The internal circuitry of one of the new hybrid Iso·Amps 
is shown in Fig. 3. The metal cap which would normally be 
welded in place over the circuitry was left off of this sample 
part. A l2·lead, circular TO-8 hybrid package measuring 
1.52 em (0.600 inch) in diameter provides the hermetically 
sealed environment for the thick fIlm circuit. 

All circuit elements within the hybrid circuit are either 
printed on or mounted on an alumina substrate measuring 
approximately 0.91 X 0.91 X 0.038 em (0.36 X 0.36 X oms 
inch). Initial processing of the substrates is performed on 
arrays of 9 or more substrates. Conductive circuit traces are 
added by the thick fIlm process wherein gold· bearing ink is 
screened onto the substrate arrays in a pattern matching the 
desired metalization. Volatile solvents are subsequently 
removed in a drying process. The arrays are then fired at high 
temperature in an inert atmosphere, fusing the gold alloy 
conductors to the alumina substrates. 

Thirteen of the nineteen resistors in the circuit are thick 
fthn and the balance are thin fthn devices. The thick fIlm 
resistors are printed on the arrays with resistive inks. The ends 
of each resistor overlay the edges of conductors establishing 
the circuit connections. The substrate arrays are again dried 
and fired in a process similar to the one used for the circuit 
conductors. Initial resistance values are intentionally made 
siightly lower than desired since the thick fthn resistors are 
subsequently laser trimmed to their fmal values. 



Chip capacitors. thin mOl resistor networks, and transistor 
dice are bonded to the substrate arrays with electrically 
conductive epoxy. The arrays are separated into individual 
substrates which are then bonded to the metal headers of 
the hybrid packages. Additional circuit connections are 
added with gold wirebonding. Due to the verY small wirebond 
pads on the microwave transistors, 0.00 18 em (0.0007 inch) 
diameter gold bond wire is used to make base and emitter 
connectiopo on all transistors. Other wirebonding, including 
connections to the header's base and pins, is performed with 
0.0025 cm (0.001 inch) diameter gold wire. 

Following inspection and initial electrical testing, the 
hybrid circuits enter an oxygen free environment where 
the metal covers are electrically welded to the headers, her­
metically sealing the integrated circuit. Final electrical testing 
and case labeling are the last steps in the manufacturing 
process. 

VI. Electrical Performance 

Table I shows the typical RF performance of the hybrid 
Iso-Amps. Differences between the breadboard and hybrid 
Iso-Amps are insignificant with the notable exception of the 
reverse isolation. The reverse isolation of the hybrids is typo 
ically three or four dB lower than the performance obtained 
with the breadboard circuits. This may be due to slightly 
better grounding in the breadboards or it may be a conse· 
quence of shrinking the size of the circuit to a tenth of a 
square inch and mounting it in a package whose input and 
output pins are separated by only 1.0 cm (004 inch). A stray 
coupling capacity of only 0.05 picofarads between the RF 
input and output pins would, in fact, limit the device's isola­
tion to about 62 dB at JOO MHz (a typical value for these 
hybrid Iso-Amps). 

The two port scattering parameters of a typical hybrid 
Iso-Amp are given in Table 2. 

VII. Applications Considerations 

Since the hybrid Iso-Amp was designed to operate with 
relatively low power consumption, heat sinking is generally 

'lot a problem. In most applications the hybrid is soldered 
into a microstrip circuit board, with the base (header) of the 
circuit in intimate contact with a copper clad ground plane. 
This mounting configuration provides adequate heat sinking 
for the circuit without resorting to metal clamps or special 
heat sinks sometimes required with higher dissipation devices. 
Thermal resistance at the case/ground plane junction can be 
further reduced by adding a small amount of heat sink grease 
at this point when mounting the circuit. This precaution pro­
tects the Iso-Amps when they are operated in high tempera­
ture environments. 

Some applications require higher reverse isolation than a 
single Iso-Amp can supply. Simply cascading a pair of these 
devices on a microstrip board does not double the reverse 
isolation. Signal leakage between output and input microstrip 
traces limits the isolation. Imperfect grounding and insuffi­
cient power supply decoupling can also adversely affect the 
cascade's ultimate isolation. Careful design, layout, and 
shielding can, however, yield Iso-Amp cascades with verY 
high isolation. 

Shown in Fig. 4 is an isolation amplifier module developed 
for the Allan Variance Frequency Stability Analyzer. Con­
tained within this module are two independent cascades can· 
sisting of a concatenated pair of the hybrids with an interstage 
pad to control the overall gain. Careful attention to grounding, 
power supply decoupling and shielding (including berYlIium­
copper finger stock shields) was necessary to achieve reverse 
isolations in excess of JlO dB at 100 MHz. 

VIII. Conclusion 

The hybrid RF isolation amplifier described in this article 
exhibits a unique combination of RF characteristics in a single 
easy to use package. This circuit provides an economical solu· 
tion to many RF design problems reqUiring high reverse isola· 
tion, good impedance matching and high output level capabil· 
ity. Useful over a frequency range spanning ten octaves, these 
hybrid amplifiers should fOld wide application in future DSN 
and R&D RF systems. 

5 



Frequency. 
MHz 

3 
20 

100 
200 
300 

6 

Gain 
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Table 1. Hybrid Iso-Amp typical RF performance 

7 dB 

Frequency Response Flat to within O.S dB from 2.0 to 
to 350 MHz 

Reverse Isolation 

-1.0 dB at 1.3 and 400 MHz 

-1.0 dB at 0.4 MHz with external 
0.1 microfarad bypass capacitor 
from pin 9 to ground 

85 dB at 3 MHz 

62 dB ilt 100 MHz 

51 dB at 400 MHz 

Input SWR Less than I.I from 3 to 400 MHz 

Output SWR Less than 1.75 from 3 to 100 MHz 

1 dB Output Compression Level Greater than +16 dBm 

Third Order Intercept Point +27 dBm 

Noise Figure 12.5 dB 

DC Power +15 Vat 45 rnA 
(Dissipation = 675 mW) 

Package 1.52 em (0.6 in.) diameter, 12 lead, 
hermetic T0-8 

Table 2. Typical hybrid Iso-Amp scattering parameters 

Input Return (SI I) Forward Gain (S21) Reverse Isolation (SI2) 
dB Angle dB Angle dB Angle 

-28.0 -138 7.06 -176 -87.3 16 
-30.6 -178 7.00 175 -76.0 58 
-3I.I 146 7.29 155 -62.4 69 
-31.0 117 7.56 129 -56.7 62 
-30.2 96 7.46 100 -54.4 53 

Output Return (S22) 
dB Angle 

_27.6 -145 
-27.5 -142 
-17.5 -133 
-12.5 -155 
-10.3 178 
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Optimization of Antenna Structure Design 
R_ Levy 

Ground Antenna and Facilities Engineering Section 

Optimality ",Iteria design is applied for large antenna stluctures witlt multiple con­
straints un m;"rowave perfomzQllce. The cUllstraints are Oil accuracy of the structure: 
restrictions Oil the microwave pathlength error, and the antenna pointing error. The 
examples given show convergence to ,'ow-welght feasible designs that satisfy the COIl­

straints_ Truss-member sizes are automatically selected from tables of commercially 
available structural shapes. and approximations resulting from the method of selection are 
fuund moderate. Tlte multiple constraint design is sltown to be more effective in meet­
ing constraints than tlte old envelope method. For practical structures. the new design 
method can be perfonned within reasonable cure size and con:;rJUtatioll time. 

I. Introduction 
Structure design optimization theory and its application to 

anum ber of classical or academic problems have been described 
in the past two decades (14). Consequently. there are now 
theoretical design approaches to obtain low-weight structure 
designs that satisfy a variety of constraints on structure per­
formance and safety. In particular. design approaches that use 
optimality criteria (Refs. I. 6. '7,10, and 15) are feasible for 
the design of structures with large numbers of degrees of 
freedom and/or design variables. 

This article describes a specific application of the opti­
mality criteria method to design structures that satisfies con­
straints on compliance. member tension, and buckling stresses. 
The model contains several thousand members and degrees of 
freedom and tens to hundreds of design variables, substanHaUy 

more than em.:ountered in design optimization models described 
in research literature. The emphasis here is on the design of a 
mkrowave antenna backup structure for whir.:h the design 

variables are the areas of the truss rod members or the thick­
nesses of membrane plates. Microwave performance can· 
straints limit: (a) the root-mean-square of microwave path­
length deviations from a surface that is a best fitting alternative 
to the originally specified surface and (b) the antenna boresight 
pOinting error. These constraints are functions of the dis· 
placements of the nodes of the structure that support reflec­
tive surface panels and must be satisfied for gravity and wind­
pressure loadings at specified operational wind soeeds. Stress 
and buckling constraints for gravity and operational wind­
speed loadings tend to be benign. but can become significant 
at higher wind-speed survival conditions. or at other nonopera­
tional environmental conditions . 
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The following discussions provide a brief review of the 
optimality criteria method and the pathlength error constraint. 
A new method that formulates pointing error constraints is 
introduced. A practical selection of structural members from 
tables of commercially available shape, is also described. 
Results from trial designs are given for the new 34-m (l12-ft) 
diameter ground DSN antenna shown in Fig. I. Histories of 
the design progress and comparisons of the efficiencies between 
the simple sequential envelope method designs and new 
designs that treat multiple constraints simultaneously are 
given. Another example compares the selection of design 
variables from commercial shape tables with the traditional 
assumption of a contLuous spectrum of shapes. 

II. Problem Formulation 
Large ground antennas are essentially membrane-type strUc­

tures in which the finite elements are rods (major) and plates 
(minor). Consequently. only the three translational degrees of 
freedom for displacements and forces at tile structure nodes 
are needed. For brevity. only rod element areas (design varia­
bles) with identical material properties are discussed. The 
extensions to include the thicknesses of membrane plates as 
additional types of design variables and to treat members of 
different materials are straightforward (Refs. 7. 11. and 13). 

A. Optimality Criteria Method 

A brief formulation is provided for background. Further 
details. variations. and implementation strategies are available 
in the literature (Ref. 1.7.10.13. and 15). 

The key components of an optimization problem formula­
tion are the objective function and the constraints. Here. the 
design objective is to minimize structure weight. or equiva­
lently. volume. given as 

N 

V = L Lf, (l) 
i= 1 

in which 0, is the cross-sectional area. L, is the length. and i is 
the index within a set of N design variables. Primary constraint 
equations are expressed as 

~/L, _ C' ';;0 
1 

j= I ... ·.K (2) 

In Eq. (2). F'I is a sensitivity coefficient soch that the virtual 
work of the ith design variable for the /th constraint is 
FilL/a,. When the design variable group consists of only a 
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single member. the sensitivity coefficient is the product of the 
stress resultant (bar force) for a specified external loading 
and the stress resultant for an associated virtual (dummy) 
loading divided by Young's modulus. When the group contains 
more than one member. the length-weighted avemge product is 
used to compute the coefficient. and the length assigned to the 
group is the total length of members. C/ is a prespecified 
bound on the virtual work. In particular, when the displace· 
ment in a particular direction at a given node is the constraint, 
then C/ is that displacement bound and the virtual load is a 
unit load applied at that node and in that direction. Stress 
constraints for rod members can be converted to extension 
constmints, and the virtual loading vector consists of a pair of 
collinear self-equilibrating loads applied at the terminal nodes 
of the member. Antenna pathlength or pointing error con­
straint virtual loadings consist of particular vectors with com­
por.ents at all nodes that support surface panels. 

Secondary constraints on the design variables can be 
imposed as 

(3) 

in which!!/ and ii, are either user-established lower and upper 
bounds on the design variable 0, or dynamic adjustments con­
structed by algorithm. A possible replacement for a primarY 
stress constraint is a lower bound side constraint developed by 
the stress ratio method. The replacement could produce signif­
icant computational savings and is valid for members that are 
not strongly affected by structural redundancy. 

Equation (2) can be written as 

G=C-C' 
j i j 

(4) 

where Cj is the realized value of the virtual work for the jth 
constralnt and is given by the summation term of Eq. (2). 

It is useful to define a constraint ratio, Dj , for which values 
greater than unity indicate an unsatisfied constraint. This can 
be computed as 

(5) 

The optimality criteria for the design variables for this problem 
are 

K 

a; = L ~/\I j= 1. ... ,K (6) 
1= 1 



r 

in which the AI are nonnegative Lagrangian multipliers to be 
determined from solution of the following auxiliary problem: 

(7) 

Strategies for solution of Eq. (7). typically either by Newton's 
method or a recursive approximation, have been discussed 
elsewhere (Refs. 5,6,10, and 15). 

The sensitivity coefficients, F1I , are assumed to be indepen· 
dent of the design variables, but structural redundancy weakens 
this assumption, so that the design must be approached 
iteratively through a number of cycles in which the sensitivity 
coefficients are recomputed. In the case of antenna gravity 
loading, the loads are a function of the design variables, which 
reinforces the need for iterative design. "Move" limits are 
often imposed upon the relative changes in design variables 
between adjacent cycles in an attempt to control the effects 
of redundancy or loading changes. These are invoked by 
adjustmen ts to the upper and lower bounds on design varia· 
bles as expressed in Eq. (3). 

B. Antenna Pathlength Constraints 

Microwave pathlength errors are determined from the 
original geometry of the surface and the deflection vectors of 
the surface nodes. Figure 2 shows the surface geometry rela· 
tionships. The solid line through the antenna vertex represents 
the original ideal paraboloidal surface, and the broken line 
represents the deflected surface. The microwave pathlength is 
dermed as the distance from the aperture plane to the surface 
plus the distance from the surface (after reflection) to the 
focal point and is shown by line BCP. In the figure, GD is the 
deflection vector and dn is the component of the deflection 
vector normal to the surface. It can be shown (Ref. 17) that 
the half·pathlength error R is given by 

R = (BCP - ADP)/2 = 'Y= dn (8) 

where 'Y, is the direction cosine of the surface normal with 
respect to the focal (Z) axis. 

In practice, the pathlength errors are computed from an 
alternative paraboloid that best fits the deflected surface. The 
best·fitting paraboloid is defined by at most six parameters, 
I.e., there are three independent shifts of the vertex parallel to 
the Cartesian X, Y, or Z coordinate axes, one relative change 
in focal length, and two independent rotations, one about the 
X (parallel to elevation) axis and the other about the Y (yaw) 
axis. Then the vector of pathlength errors R with respect to 
the best·fitting surface can be computed as follows: 

R=Au+Bh (9) 

in which u is an external loading displacement vector for the 
nodes that support surface panels and the components of u are 
aligned parallel with the Cartesian axes, h is the vector of fit· 
ting parameu rs, and A and B are invariant matrices that con· 
tain the geometric relations to transform u and h as required 
by Eq. (8). Equation (9) is used as the basis of a least squares 
analysic (Ref. 17) to derive h. In particular, we find 

h = Hu (10) 

in which Ii is again an invariant matrix derived from A and B 
and is equal to 

(I I) 

where W is a diagonal matrix of weighting factors usually 
taken to be proportional to the aperture area tributary to each 
surface node. 

It has been shown (Ref. 8) for a pathlength error constraint 
that the virtual loading vector consists of loads directed normal 
to the antenna surface at each node that supports surface 
panels. The magnitudes of the loads are 'Y; dn, where dn is 
with respect to the best·fit paraboloid. When this loading is 
employed, the realized virtual work will become the sum of 
squares of half·pathlength errors and will be identical to 
the error computed by the usual geometric analysis of the 
defiections. 

It is common to refer to the "rms error" of a paraboloidal 
antenna by the root·mean·square half·pathlength error from 
the best·fitting paraboloid. This is derived from the weighted 
sums of squares and the sums of the weighting factors. 

In the cases of gravity loading, the pathlength errors at 
particular antenna elevation angles are computed for the dif· 
ference in loading between that elevation and the "rigging" 
angle elevation. The "rigging" angle is the angle at which the 
panels are aligned in the field as accurately as possible to the 
ideal surface. Also, a single gravity loading can be constructed 
to define an appropriate constraint to represent either the 
maximum or a weighted average rms antenna pathlength error 
over the range of elevations from horizon to zenith. For either 
of these choices, there is an implicit computer algorithm 
(Ref. 9) to determine the rigging angle. Figure 3 illustrates 
different pathlength error distribution curves from horizon to 
zenith for different choices of rigging angle. 

C. Antenna Pointing Constraints 

Five independent additive components that contribute to 
the antenna boresight pointing error can be derived from geo· 
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metric optics theory (Ref. 12) for Cassegrain antennas. Defini­
tions of the associated terms and the computational relation­
ships are contained within Table 1. The first two rows of 
multiplying factors In the table apply to parameters of the 
best-fit paraboloid that can be extracted from the vector h 
that was defined in conjunction with Eqs. (9) and (10). How­
ever, as seen from Eq. (10), the inner product of each row of 
H with the displacement vector for external loading provides 
the corresponding term of h. Therefore, the virtual loading is 
derived from the appropriate rows of H multiplied by the 
factors of the table. As H is invariant, it needs to be computed 
only once for each structure, and it applies to all pointing 
constraints. 

The virtual loads for the remaining pointing error contribu­
tions, which are in the last three rows of the table, are con­
structed from loads placed at the nodes that define the rota­
tion and translations of subreflector and feed. The magnitudes 
of these loads are the tabulated factors times the coefficients 
of the equation used to define the rotation or translation. For 
example, if the feed translation is defined as the average dis­
placement of two particular nodes in, say, the Y coordinate 
direction, the virtual loading consists of loads in the Y direc­
tion at these two nodes with magnitudes of 0.5 times the 
factor k/(mf). Furthermore, if part of the pointing error is 
correctable by feedback from a sensor or encoder, subtractive 
virtual loading components can be included so that virtual 
work derived from this vector will provide the net pointing 
error. The virtual loading vector for each constraint is the 
union of the components constructed for each contribution to 
the pointing error. 

III. Candidate Design Variables 
The selection of structural members is usually restricted to 

a discrete set of commercially available cross-sectional shapes. 
Nevertheless, the optimality criteria (Eq. 6) assume a contin­
uous spectrum for selection of design variables; consequently, 
a rigorous approach would employ a different design method 
(Refs. 2 and 16) to deal with the discrete spectrum. The 
approach used here, however, is to perform the design first for 
a continuous spectrum and then choose the nearest available 
size that also meets lower bound stress side constraints. This 
approach could theoretically lead to a nonoptimal selection, 
but if the available shapes provide a well·graduated set of 
properties without Significant gaps, the departures from the 
optimal selection should become insignificant. 

Figure 4 is a sample from one of several tables constructed 
for design within the JPL-IDEAS computer program. This par­
ticular table contains pipe and round·tube customary shapes. 
Since these tables are assembled from local warehouse stock 
lists, the data is in customary U.S. units. Under the heading 
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HANDBOOK SHAPE, there Is an abbreviated description of 
the section. For example, entry number 2 is a I-In. (25.4.mm) 
schedule 10 pipe with 1.315-in (43.9·mm) outside diameter 
and 0.109-in. (2.7-mm) wall thickness. The cross-sectional area 
and radius of gyration are tabulated under the headings 
AREA and RAD. The load table contains allowable compres­
sion loads in kips (4,448 N) for the span lengths listed at the 
top. These loads are based upon the buckling stress formulas 
for ASTM A-36 steel in the ASCE design guide (Ref. 4). The 
design tension stress is also based upon the design guide, but 
the allowable loading can be reduced by a percentage to cor­
rect for reduced crOSS sections at connected ends. 

The table is used to set the lower bound side constraint for 
compressive loads by using member length, maximum load for 
all loading cases, and the buckling stress formula. The nearest 
shorter-span-Iength column is searched for the first section 
with a larger allowable load, and the buckling formula is 
applied to determine the allowable load using the member 
length with the area and radius of gyration of the identified 
section. If the section is found to be Inadequate, the section in 
the next lower row of the table is tested until an adequate 
shape is found. The shapes are listed in the table in the order 
of increasing area so that the search finds the lightest member 
to carry the load. Allowable loads tabulated as zero indi"ate 
that the slenderness ratio for that entry would be greater 
than an arbitrary limit of 200. The table is also used in each 
cycle after execution of the design algorithm to fmd the shape 
consistent with the lower bound side constraint that is closest 
in area to the one determined by optimality criteria. 

IV. Example Applications 

Structure models for the 34-m antenna examples that fol· 
low are extracted from design studies of NASA DSN antennae 
(Fig. 1) scheduled to be installed in California and Australia in 
1985. Design optimization will be described only for the tip­
ping structure, which consists of quadripod, reflector backup 
structure, and elevation wheel. Design of the alidade, which 
supports the tipping structure at the elevation bearings and at 
the elevation-wheel pinion, is relatively simpler and is not 
described here. 

The tipping structure analytical model contains approxi­
mately 1145 nodes, 3400 unconstrained displacement degrees 
of freedom, 3900 rod members, and 90 membrane plates, and 
is redutldant to about the SOOth degree. The quadripod con­
tains about 200 nodes and consists of four towerlike legs 
connected to an apex structure that supports the subreflector. 
The backup structure (Fig. 5) consists of24 main and 24 second­
ary radial rib trusses, 12 circumferential hoop trusses, and 
other bracing. Parasitic reflective surface panels that support 
only their own weights and local surface loads are attached to 
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450 front nodes of the rib trusses. Eight of the main rib 
trusses are connected to and are supported by an octagonal 
frame uf the elevation-wheel structure. 

The elevation wheel (Fig. 6) contains about 50 nodes, 
provides the transition from backup structure to alidade, and 
supports the elevation-wheel bull gear. Backup structure and 
elevation-wheel structures are redundantly connected at eight 
points, which complicates their design. Design of the quadri­
pod members is less affected by redundant coupling. IndiVidual 
bar and plate member elements are grouped for fabricational 
convenience into 190 distinct design variable groups. 

A. Design for Performance Constraints 

Simultaneous rms pathiength and pointing error constraints 
are imposed for gravity and wind loadings. The antenna rigging 
angle is established to make the pathlength errors for gravity 
loading equal at horizon and zenith antenna elevations. 

The design example here is subjected to the nine path length 
and pointing error constraints listed in Table 2. These nine 
constraints are known to be the most demanding for this 
model. No primary stress constraints are imposed; all stress 
reqUirements are treated as side constraints with minimum 
sizes established, as described previously, from commercial 
shdpe tables, 

A\mough the performance constraints are specified for 
operational wind speeds of 13.4 mls (30 mph), the structure 
must withstand wind speeds of 31.2 mls (70 mph) at any 
orientation and 44.7 mls (100 mph) when stowed at the zenith 
elevation. To satisfy these reqUirements, the wind-pressure 
loadings applied for design are at the higher wind speeds, and 
the allowable value for the constraint is increased accordingly, 

The computer run was limited to six analysis cycles and five 
design cycles. Figure 7(a) shows the cyclic progression histories 
of structure weight and of the most severe constraint ratio. 
Note that the designs at cycles I. 2, and 4 are not feasible 
because of constraint ratios greater than unity. Nevertheless, 
the discrepancy at cycle 4 between actual and predicted con­
straint ratios indicates that the design procedure operated 
correctly in cycle 3 by developing a design with a predicted 
constraint ratio of unity. Unfortunately, the effect of struc­
tural redundancy produces the unanticipated response in 
cycle 4. The move limit used to control redundancy is equal to 
1.5, which reqUires each design variable to be at least 2/3 and 
not more than 3/2 ?f its value in the prior cycle. A smaller 
move limit could have overcome part of the excessive con­
straint ratio at cycle 4, but would have caused additional 
problems at cycle 2. The predicted constraint ratio here is 
greater than unity because the move limit activated a sufficient 

number of side constraints to prevent the free choices of the 
design variables necessary to satisfy the optimality criteria, 

Figures 7(b) and (c) show the cyclic constraint ratio histo· 
ries for the four pathlength error constraints and for the five 
pointing error constraints. These figures show the dichotomy 
of pointing and pathlength error performance. One example of 
this is seen at cycle 4, where the gravity pathlength error can· 
straint is exceeded although the pointing error constraint is 
satisfied. Another example is the 0° elevation, 120° yaw wind· 
loading case; the pointing error constraint is always active, and 
yet, except for the first cycle. the pathlength error constraint 
never is, Nevertheless. the design in Fig. 7 is successful because 
there was no increase in structure weight from the first to the 
sixth design cyde, and all nine excessive constraint ratios at 
the first cycle became feasible at the sixth. 

A more erratic design history is shown in Fig, 8. The struc· 
lUre model is analogous to but slightly larger than the previous 
and has two more constraints. The effect of redundancy is 
emphasized by the relatively large move limit of 2.0, This is 
assumed to be responsible for the significant constraint viola· 
tions at cycles 2. 3. 5. and 6 since the predicted constraint 
ratios, which were close to unity at cycles 3 through 6, indio 
cate successful execution of the design procedure. In particular, 
the design at cycle 4, which is 15% lighter than the initial, is 
feasible because the large innial constraint ratio has been 
reduced to unity. 

B. Discrete Versus Continuous Design Variables 

A design that chooses the nearest available discrete shape to 
approximate the assumed continuous spectrum for design 
variables is compared with a design based upon a continuous 
spectrum. The I6-cycle histories shown in Fig. 9 are for design 
of the backup structure of a hypothetical40·m antenna. Sizes 
of the design variables for the continuous design case are 
determined by the optimality criteria whenever the lower 
bound side constraint does not control; but whenever stress or 
maximum slenderness ratio governs the selection, the appro­
priate discrete size is chosen, The small move limit of 1,25 
was used in an attempt to obtain smooth convergence. The 
normalized structural weights plotted were obtained after 
feasibility scaling, which consisted of multiplying the structure 
weight by the largest constraint ratio for constraint ratios 
greater than unity. The figure shows that the small differ· 
ences in weight in the early cycles tend to disappear as the 
designs approach convergence. 

C. Multiple Constraint Versus Envelope 
Method Designs 

The last example compares designs obtained by solving for 
the Lagrangian multipliers simultaneously to satisfy the mul-
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tiple constraint conditions of Eq. (7) witb me old envelope 
method (Refs. I and 3). The envelope method uses sequential 
explicit decoupled solutions for the Lagrangian multipliers and 
applies the optimality criteria to each solution. The final selec· 
tion of design varIables at each design cycle is the envelope of 
maximum values obtained from the decoupled solutions. 

The example is for a 34·m antenna tipping structure model 
similar to the one described at the beginning of this section, 
but with only seven primary palhlength and pointing error 
constraints. The design history in Fig. lO(a) shows similar 
structural weights :.chieved for the fourth through sixth cycles. 
Figure I O(b) shows that both methods have overcome signifi· 
cant first·cycle violations of the first, fourth, and fifth can· 
straints and that the two methods appear to be eqUivalent for 
the third through seventh constraint ratios. But at the sixth 
cycle, the envelope method is not feasible because of the first 
and second constraints, while the multiple constraint method 
is feasible for all seven constraints. Computer run times were 
about the same for bath methods. 

v. Computer Resources 

Problem size and storage capacity for the JPL·lDEAS 
computer program is primarily limited by the requirement of 
keeping a triangular matrix of maximum wavefront size in 
care during stiffness matrix decomposition. The 34·m antenna 
problem has a maximum wavefront of 220 degrees of freedom, 
which requires care storage for about 55,000 36·bit words to 
I.:ontain the double-precision decomposition triangle and asso­
ciated pointers. Program source code and other storage bring 
the total reqUirement to 110,000 words. The design program 
operates on a UNIVAC L100/81 computer, which can provide 
at least twice this in·core storage. Therefore, problems about 
50% larger than this could be processed by the present 
program. 

One complete design cycle uses 348 central processing unit 
(cpu) seconds. Of these, 90 s are associated with the design 
problem: 83 s are used for constructing and solving the path· 
length and pointing error virtual loading vectors. and the 
remaining 7 s are used to determine the Lagrangian multipliers 
and apply the optimality criteria. Furthermore, the 83 s for 
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vector processing appears to be excessive and could be reduced 
significantly by improvement of the present program. 

One cycle for statics anaiysis with no provisions for design 
would r .. quire 336 s. This time is derived by subtracting 
the 90 s used for design and adding 78 s used during a pre· 
amble phaSf of the program to read and provide initial pro· 
cessing of input data. The following times, in cpu seconds, are 
used for analysis: stiffness matrix decomposition, 209; load­
displacement vector processing, 40; stress resultant recovery, 5; 
pathlength and pointing error analysis, 4. A total of 2157 cpu 
seconds is used for the six cycles of Fig. 7. 

VI. Summary 
The optimality criteria method is reviewed for design of 

large ground antennas with performance constraints on micro­
wave pathlength errors. The formulation is extended to in· 
clude constraints on antenna boresight pointing errors simul· 
taneously with the pathlength constraints. 

Examples drawn from practice shaw that significant per­
formance improvements and low structure weight are achieved 
within as few as six cycles of computer analysis and redesign. 
Furthermore. optimization was found not to extend maximum 
core size requirements and adds only a moderate increase in 
the cpu time for a design cycle b,yond that of a "standard" 
analysis cycle. This implies that computer-automated design 
optimization run times could be less than 10 times that for a 
single analysis cycle. 

A practical method is described to automate selection of 
structural member design variables from a discrete table of 
commercially available structural shapes. An example compari­
son of a discrete shape design with a design that assumed a 
continuous spectrum shows no major discrepancies for the 
approximations of discrete selection. 

An example comparison of the older envelope design 
method with the present simultaneous multiple constraint 
design method shows that. al though the designed structure 
weights are almost the same, the envelope method violates two 
of the seven performance constraints. 
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List of Symbols 

cross~sectional area 

lower limit on area 

upper limit on area 

prespecified maximum value of constraint 

C computed value for constraint in current design 

D constraint ratio 

dn normal component of distortion vector 

F sensitivity coefficient 

G constraint equation 

L length 

R half-pathlength error 

V volume 

"y direction cosine of the surface 

A Lagrangian multiplier 

Vectors and Matrices 

u displacement vector 

h vector of fitting parameters 

A geometric transformation matrix 

B geometric transformation matrix 

H invarient matrix as defined in Eq. (11) 

W weighting matrix (diagonal) 

Subscripts 

design variable index 

i constraint index 

z reference to the Z axis 
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ORIGINAL PACE [f:; 
OF POOR QUALrrV 

Table 1. Cassegraln antenna pointing error contributions 

z 
FOCAL POINT Definitions 

,. , k beam deviation factor 
'[T...s::::j:::<:~- SUBREFLECTOR (k - 0.75) 

--L---~~~~t-~~~~.y 
FEED PHASE 
CENTER 

m magnification factor 

m = (c+a)/{c-a) 

x 

Contributing 
displacement 

Best~fit paraboloid 

Vertex shift 
Rotation 

Subreflector 

Lateral translation 
Rotation 

Feed 

Lateral translation 

(m - 5.0 - 10.0) 
VERTEX 

Factor 

X axis Yaxis 

-kif 
l+k 

{I -llm)klf 
-2 {c - a)klf 

k/{mf) 

kif 
I+k 

-{I - Ilm)klf 
-2 (c -a)klf 

-kl{mf) 

Pointing Error = I: (Displacement X Factor) 

Table 2. Performance constraints 

Condition 

Wind, Elevation, Yaw, Half-pathlength 
Pointing, 

m/' (mph) degrees degrees root-meaD-square, 
arc seconds mm (in.) 

13.4 (3D) 0 120 0.330 (O.0130) 30.0 

13.4 (30) 60 180 0.330 (O.0I30) 30.0 

13.4 (30) 90 90 0.330 (O.0130) 30.0 

13.4 (30) 90 180 None 30.0 

Gravity-worst case: 0.165 (O.0065) 75.0 
horizon to zenith 

! 
" 
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HANDBOOK PROPERTIES FOI Pins 

HANDBOOK 
NO. SHAPE AREA RAD 

:!S. 

1).75STD, l,05X.1I3 .333 .330 B.4 

2)1.0-10, 1.315X.l09 .413 .430 11 . 2 
3)1.0STO, 1.315X,l33 ... 94 .420 13.3 

4)1.25-10, 1.66X.l09 .531 .sso 15.0 

Sll.5-10,l.90X. l09 .613 .630 17.7 

0)1 .25STO,l.66X.140 .669 .540 lB.B 

7)2.0-10, 2.375X.l09 .770 .800 22.9 

ORIGINAL f' . 
OF POOR QU}\ 

, · .1 

•• .. ··LOAD r .... lE······ 

S'AN LENGTHS 
1lIl. 75. 100. 125. 

4.1 .0 .0 .0 

B,3 3.9 .0 .0 

9.B 4.4 .0 .0 

12,4 B.2 4.0 .0 

15.2 12.2 7.0 4.5 

15,5 9.9 5.0 .0 

20.0 17.9 14. 2 9.1 

11l1l. 

.0 

.0 

.0 

.0 

.0 

.0 

0.3 

Fig. 4. Excerpt from common member shape table 
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A proposed cOllceptual design of a 400 kW cOlllilluous wave (eW) Ka -band transmitter 
and associated microwave components to be used for plalletary radar and serve as a proto­
type for future spacecraft uplinks is discussed. System requirements for such a transmit­
ter are presented. Performance of tlze proposed higlz-power millimeter wave tube, tlze 
gyroklystron, is discussed. Parameters of the proposed power amplifier, beam supply, 
and monitor and control devices are also presented. Microwave transmission line com· 
ponellls consisting of signal monitoring devices, signal filterillg devices, and an overmoded 
corrugated feed are discussed. Finally, an assessment of tlze state of the art technology to 
meet the system requirements is given alld possible areas of difficulty are summarized. 

I. Introduction 
Due to present user crowding of the S- and X-band micro­

wave spectrums assigned to space exploration and to antici­
pated new user requirements that can be met by higber fre­
quencies, the Jet Propulsion Laboratory has initiated a design 
and development program for a next generation K.-band 
(34 GHz) continuous-wave (CW) transmitter that will first be 
used for planetary radar applications where shorter wave­
length offers increased resolution of targets and improved 
ranging capabilities. The technology will be transferable'to 
uplink communication with future spacecraft. The scientific 
value of a K. -band radar can be assessed by breaking the 
criteria down into those that rely on the shorter wavelength 
to give new information and those that require greater two­
way antenna gain. The shorter wavelength wii! be especially 
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valuable in the investigation of Jupiter's moons, the rings of 
Saturn, and the detection of rain in the upper atmosphere of 
Venus. The number of detectable asteroids in a ten-year 
span will be enhanced by a factor of 10 due to higber antenna 
gain. 

The experimental transmitter will be installed on the 
64 meter Cassegrain antenna at Goldstone, California (Fig. 1) 
(Ref. 1), which is equipped with a rotatable, asymmetric 
hyperboloidal subrefiector that permits the use of multiple 
feed systems at the Cassegrain focus. The subreflector can be 
precision indexed to a fixed number of positions that will 
allow each feed to properly illuminate the main reflector. 
The 64-meter antennas were designed in the early 1960's for 
S-band operation and subsequent modifications have resulted 



in some 60 percent aperture efficiency at 8.5 GHz (Ref. 1). 
A block diagram of the existing transmitters and the proposed 
K .. band transmitter to be installed on the 64 meter antenna 
is shown in Fig. 2. To achieve a reasonable an tenna efficiency 
at the 34 GHz band, an upgrade of the antenna dish structure 
and surface panel accuracy is required and is part of a planned 
implementation project to extend the 64·meter diameter dish 
to 70 meters and incorporate shaped surfaces. The increased 
antenna diameter and shorter wavelength are expected to 
provide an antenna gain of 84 dB, and with the proposed 
400 kW CW transmitter, the Kn·band radar system will have an 
effective radiated power of about 100 trillion watts. 

Using an assessment of the state·of·the·art technology, this 
article will present a proposed conceptual design and calcu· 
lated performances of a 400 kW CW K. ·band transmitter 
including overmoded transmission line components (e.g., 
taper, coupler and a mode mter) and an overmoded antenna 
feed system. 

II. Transmitter System Requirements 

The transmitters for radar astronomy systems differ from 
conventional radar systems in that they require a high aver· 
age power, rather than high peak power, over the bandwidth 
required to handle the transmitted signal (Ref. 2). It is also 
important that these transmitters be coherent in order to 
determine the phase relationships of the returned signals, and 
they must have very high phase stability if measurements are 
to be made over long periods of time. The transmitter must 
also be capable of modulation by a variety of pulse programs 
while maintaining the phase and amplitude fidelity and pulse 
to pulse stability required for pulse compression systems incor· 
porated in the radar. 

The performance of a pulse compression system (Ref. 3) 
depends upon the transmitter stability, phase response, and 
amplitude response to preclude the creation of large time 
sidelobes (spurious amplitude responses on either side of the 
main compressed signal). By control of these characteristics 
and the use of weighting techniques, the compressed pulse 
system time sidelobes can be kept below - 30 dB. If the trans· 
mitter phase pushing is not to degrade this level, spurious 
sidelobes due to the transmitter alone must be kept below 
-40 dB. The sidelobe level (Ref. 3) is given by: 

AP 
SL = 20 log-

2 
(I) 

where AP is the peak phase ripple during the transmitter pulse. 
For a subsystem time sidelobe level of -40 dB, AP = I. I 5°. 

The requirements for such a radar transmitter are then: 

(1) High power 

(2) Low incidental phase modulation Uitter) 

(3) Phase stability 

(4) Low incidental amplitude modulation 

(5) Amplitude stability 

(6) Frequency stability 

(7) Bandwidth 

(8) Low harmonics 

(9) Low noise 

(10) Phase modulation (phase code pulse compression (PN) 

(I I) Frequency shift keying (FSK) 

(12) Linear capability 

The above reqUirements illustrate that high power alone will 
not provide the desired CW radar transmitter capabilities. 
If this were the case, it might be more easily obtained with an 
oscillator instead of an amplifier. Besides the appeal of having 
dynamic control of amplitude and phase, the appeal for using 
an amplifier is that it eliminates the need for phase locking 
an oscillator to a control signal. The control signal itself could, 
after amplification, be the transmitted signal. 

Based on the above requirements, the K .. band radar trans· 
mitter specifications are given in Table 1. 

III. The Transmitter 
As shown in Fig. 3, the transmitter will include an existing 

power supply that converts 2400 V, 3 phase, 60 Hz line volt· 
age to direct current at up to 90 kV with a power limitation 
of I.I MW for the gyroklystron (to be described later) ampli· 
fier beam. The frequency synthesizer and the exciter will pro· 
vide an input signal to this 400 kW gyroklystron amplifier 
which will provide approximately a 50 dB power gain (goal), 
The automated transmitter control will furnish monitoring 
and control of all functions, while some 40 protective devices 
(interlocks) will prevent damage to equipment by removing 
voltage and in some cases drive power in event of a malfunc· 
tion. The liquid to air 1.5 MW heat exchanger will be used to 
cool the amplifier, the power supply, various auxiliaries to the 
transmitter. and microwave components of the transmission 
line. 

A. High Power Millimeter Amplifier Tube 

The gyro klystron is a potential candidate. 
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1. Requirements background. The requirements of high 
power, high gain, ease of modulation and an output spectrum 
free from spurious signals and noise makes a klystron linear 
beam tube the natural choice for radar. However, at K.-band 
frequencies, an examination of commercially available linear 
tubes shows there are no conventional klystrons, twystrons, 
or TWTs that can meet the specifications given in Table 2 
(these specifications are derived from the K. -band radar trans­
mitter specifications given in Table I). These conventional 
microwave tubes cannot be scaled to 34 GHz (K.-band) and 
maintain high efficiency and high power because of heat trans­
fer problems in the relatively small electron interaction volume. 
The result is that less conventional devices operating in higher 
oroer modes (thus larger in circuit area and dissipation capa­
bility) become attractive, and the usual P = Klf2 (Ref. 4) 
scaling condition can be ignored. 

The gyrNroll (Ref. 5) or cyclotron resonance maser is such 
a device. The interaction mechanism responsible for micro­
wave amplification in the so called fastwave device is azi­
muthal phase bunching due '0 the dependence of the electron 
cyclotron frequency on the relativistic electron mass and 
magnetic coupling to RF fields in the cavity/waveguide close 
to cut-pff. Experimental research in this field has produced 
some exciting and impressive powers and efficiencies (Ref. 6). 

However, these oscillators are not suitable for all applica­
tions (the primary use is for plasma heating) because they 
are essentially fixed frequency devices. There is considerable 
interest in gyroamplifiers for radar systems and satellite 
communications. 

Early gyro-TWT amplifier development was promising but 
results did not greatly surpass the performance of conventional 
TWTs. The reason was that since the gyro-amplifier has a much 
longer interaction region than the gyro-oscillator, the destruc­
tion of phase bunching due to velocity spread in the electron 
beam is greater. However, improved gun design with a small 
velocity spread has led to some significant results. High effi­
ciencies (25%) have been demonstrated in an experimental 
C-band gyroTWT at Varian Associates (Refs. 7 and 8). More 
recently, Varian has operated a 94 GHz gyroTWT with a 30 dB 
gain, 2% bandWidth, output power larger than 20 kW and an 
efficiency of 8%. The mode of operation is TE". There is also 
ongoing work at the Naval Research Laboratory (NRL) in 
Washington, D.C" to develop a wide bandwidth (I 0%) gyro­
TWT (Ref. 9). 

There continues to be interest in developing a.gyroklystron 
amplifier consisting of resonant gyro-oscillator type cavities 
separated by drift tubes. An experimental gyroklystron is now 
being assembled at NRL with the following objectives (Ref. 
10): frequency 4.5 GHz (the experiment is being performed at 
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C-band due to the availability of a Magnetron Injection Gun 
(MIG) suitable for this frequency range); small signal gain 
>40 dB; efficiency >35%; output power >100 kW; and a 
bandwidth of about 1%. Measurements will be made to deter­
mine such characteristics as efficiency, gain, bandwidth as a 
function of magnetic field, and cavity tuning. An earlier 
ORNL K.-band gyroklystron (Ref. II) built at Varian did not 
meet design goals of power and efficiency and it was recog­
nized that the principal difficulty with the 28 GHz gyrokly­
stron was oscillation in the drift tubes, which were capable of 
supporting propagating modes because the buncher cavities 
themselves were designed to operate in the overmoded TEolI 
mode. However, a great deal of practical engineering informa­
tion has been learned from this first gyroklystron work, and 
with the inclusion of Varian's design study of a gyroklystron 
for the NASA Lewis Research Center (Ref. 12) and work at 
NRL (described above), the gyro klystron appears to be the 
natural choice for a JPL Kn-band transmitter that will meet 
the tube specifications listed in Table 2 for high gain, high 
efficiency, high power, and narrow bandwidth. A paper design 
of the proposed 34 GHz gyroklystron and its characterization 
in terms of efficiency, instantaneous bandwidth, small signal 
and saturated gain, AM and PM sensitivity to operating param­
eters, spectral purity. phase stability and noise figure follows. 

2, Paper design of JPL gyroldyslron. The overall design 
considerations for gyroklyslrons resemble in many ways the 
design procedures for conventional klystron amplifiers, even 
though Ihe gain mechanism involves a beam interaction with 
cyclotron waves rather than space-charge waves, Caplan 
(Ref. 13) has shown that the same equivalent circuit used for 
many years in describing klystrons can be used to describe 
gyroklystrons if transadmittance, beam loaded Q's, and beam 
reactance are appropriately redefined for a gyroklystron. 

The basic design approach is shown in Fig. 4. A Pierce gun 
produces a beam which is injected into a wiggler field to impart 
the rotational energy to a solid beam and then adiabatically 
compressed to the circuit. The circuit consists of 3 buncher 
cavities operating in the TEl J J mode and an output cavity in 
the TE'2' mode. A small, tapered transition is made to 
0.787 in. diameter, at which point there exists a 7-inch-Iong 
mode converter to transform the TEI2 circularly polarized 
mode to the TEll circularly polarized output mode, The 
waveguide is then tapered optimally to the collector region 
where the spent beam is deposited. The down taper region 
then leads to a face-cooled double disc 2.5-inch diameter 
window. 

The gyro klystron circuit consists of a number of cylindri­
cal cavities operating in the transverse electric mode intercon­
nected by cut-off drift tubes through which the rotating 
electron beam passes. As in conventional klystrons, the input 



cavities and drift tubes serve to pre bunch the beam while the 
actual rf energy interaction occurs in the output cavity, which 
in this case is an open irregular resonator. Designing a circuit 
consists of choosing the cavity lengths, drift tube lengths, and 
cavity Q's such that when an electron beam of desired voltage, 
current and rotational energy is made to pass through the cir· 
cuit, the required gain, bandwidth and efficiency will be 
t;lJmined, while at the same time circuit stability against 
spontaneous oscillations is maintained. 

Because of power handling considerations and mode integ· 
rity, the rf power cannot be extracted conventionally through 
a coupling hole at right angles to the device, but must travel in 
line with the beam through an up taper and collector region. 

As stated earlier, gyrotron·type devices can operate at high 
power and high frequencies; however, this introduces the prob· 
lem of suppressing other unwanted modes in the cavity whose 
cutoff frequencies are close to the desired mode. Since the 
desired output mode in this case is TEll circularly polarized, 
which is the dominant lowest order mode, the choice of this 
operating mode for the gyroklystron is desirable since it rules 
out mode competition. However, the requirement of 400 kW 
CW at 34 GHz demands a higher order mode in the output 
cavity if the power densities dissipated on the cavity walls are 
to be less than I kW /cm2 (proven standard heat transfer tech· 
nology at this time). Since there is no energy exchange in the 
input buncher cavities, these can operate in the TEll I domi· 
nant mode, thus eliminating the problem of unwanted inter· 
action in the drift tubes. One can now have an ovenooded 
output cavity, provided the symmetry of the output cavity 
mode is compatible with the bunching pattern imposed on the 
beam from the TEll I mode. This the'! requi:es the output 
cavity to be of the TEl n I type; i.e., the azimuthal index I 
must be the same as that for TEIII . The power dissipation in 
such a cavity is given by Ref. 14 as: 

P(W/cm2 ) = 4.8377 X 10-5 
1.5/2 P Q o 0 ext 

Kmn2 (L/Ao) (I -K:22) 
(2) 

where 

fa = frequency (GHz) 

Po = output power (kilowatts) 

Q'XI = external Q of output cavity 

Krnn = transverse mode number for TE mode mn 

L/AO = cavity length in units of free space wavelengths 

The lowest order mode that will satisfy the criterion that 
P < I kW /cm2 is the TE12I mode with Q'XI .;;; 400 (a require· 
ment in order to achieve bandwidth of 0.1%) and (L/AO) '" 3 
(for efficiency). 

The overall stability of the gyroklystron amplifier (against 
the propensity to become an oscillator) is ensured by using 
sufficiently short cavities and low enough cavity Q's such that 
the threshold currents required for each cavity to self·oscillate 
are above the operating current. A sufficient number of cavi· 
ties are then used to achieve the required gain of 50 dB. 

As in all gyrotrons, one is required to create an electron 
beam with 70-80% of its energy in rotational motion. Two 
methods used for producing such a beam are the MIG and the 
Pierce gun/wiggler configuration. The wiggler configuration 
has not yet been used in oscillators as has the MIG, and thus 
has not yet had the opportunity to demonstrate, in a direct 
comparison, the capability of generating beams of a quality 
(low velocity spread) which equal or surpass MIG beam 
qUality. One advantage of using the wiggler is that standard 
Pierce gun technology can be used, which ensures operation 
with a space charge limited beam (resulting in low noise, an 
important requirement for radar and communications tUbes). 

With the output cavity operating in the TEI21 mode, power 
must be converted back into the desired TEll mode and run 
into an ovenooded waveguide in order for the output window 
and collector to handle the CW power requirement. A sym· 
metric ripple wall mode com mer will be used to convert 
TEJ2 to TEll with> 99% conversion effiCiency. The collec· 
tor will have to be at least 4 inches in diameter for reliable 
power handling capability during operation with I MW CW of 
beam power. This requires tapering up the waveguide to 
4 inches and then back down to the "standard" 2-1/2-inch 
output window. Non·linear gaussian tapers which can main· 
tain 95% mode purity in these tapered sections will be used. 
A mode mter will be required in the external transmission line 
to remove this last 5% power in undesired modes, which can· 
sist mainly of the TEI2 , TED' as well as TMII' TMI2 , TMI3 , 
and TMI4 modes. The next section will cover the calculated 
performances of a few of the tube components and their 
parameters, including operating characteristics. 

3. Calculated perfonoances and operating characteristics. 

a. Circuit design. The calculated perfonoance of the cir· 
cuit desigu consists of a computer·simulated analysis of a 
large number of possible circuit coofigurations, using the small 
sigual gyroklystron gain program for gyro klystron amplifiers 
developed at Varian by Caplan (Ref. 13) and a large signal effi· 
ciency program. 
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For a given set of input parameters, the small signal gain 
program calculates gain, beam·Ioaded Q's, beam reactance, 
transadmittances, cavity amplitudes, and phases, all as a 
function of frequency and magnetic field. These results are 
then used as inputs to a large signal code, which integrates a 
large number of particle trajectories through electric fields 
(calculated in the small signal code) to determine the amount 
of energy lost by the beam. This code uses an iteration uroce· 
dure to determine saturated field amplitude in the last cavity. 
It is assumed that the field amplitudes and phases in the input 
cavities calculated from linear theory are valid even at satu· 
ration, since these cavities only serve to prebunch with little 
energy extraction. For a final check on the design and per· 
formance, an eIeborate particle simulation code that uses up 
to 5000 particles will be used. Subtle effects such as beam 
loading on the mode structure can be studied and very accu· 
rate estimates of the effects of velocity spread on officiency 
can be calculated. 

A four cavity gyroklystron circuit design that meets the 
JPL specifications is given in Table 3. Figures 5 and 6 show 
calculated results of gain vs. frequency, and power out .s. 
power in (indicating a saturated output of 465 kW and 46.5% 
efficiency), respectively, for this gyroklystron. These calcu· 
lations were based on the beam having zero axial velocity 
spread (cold beam). It is estimated that with a velocity spread 
(hot beam) of 5%, the efficiency would drop to 35%. 

As stated earlier, a gyroklystron can be described by the 
same type of eqUivalent circuit as a regular klystron. The 
major difference is that the circuit elements such as beam 
loaded Q and transadmittance can have a strong dependence 
on magnetic field and frequency when compared with a can· 
ventional klystron. A small change in magnetic field can 
result in large changes in gain and efficiency. Figure 7 shows 
efficiency Vs magnetic field for the above gyroklystron. 

b. Mode converter. The power emitted from the output 
cavity will be in the TEJ2 mode, and therefore a mode con· 
verter must be designed to convert it to the desired TEll 
mode. A relatively simple cylindrically symmetric mode can· 
verter (Ref. I 5), which consists of a section of waveguide 
having a sinusoidal variation of the wall radius, a(z), with 
distance, can be designed. For the converter, a(z) = ao + 6. 
sin (2m lAb)' where ao is the average wall radius, Ab is the 
wavelength of the ripples, and 6. is the amount of maximum 
wall perturbation. Mode conversion is accomplished by choos· 
ing the ripple wavelength equal to the beat wavelength be· 
tween the TEll and TEI2 mode, 2/Ab = 2/AIl - 2/A12. The 
optimum converter length is given approximately as La = 
0.638Ab l(6.lao)' For ao = I em, Which is about 25% above 
cutoff of the TEI21 cavity, the beat wavelengtil is equal to 
2.915 cm; choosing a ripple amplitude of 0.10626 cm makes 
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the optimum converter length 6.9 inches. This design was 
checked using Varian's computer code which solves 20 
coupled telegrapher's equations inside a waveguide of arbi· 
trary wall profile. The code solves for the mode conversion 
occurring from the TE I 2 mode to all other modes with the 
same azimuthal symmetry, m = I, which are the oniy con· 
versions allowed in a symmetriC converter. Figure 8 shows 
the calculated performance of such a converter. As expected, 
almost all power is converted to the desired TEl I mode, with 
the worst offender being TMI2 at -23 dB (1/2%). Table 4 
shows the calculated amount of power in each of the spuri· 
ous modes at the end of the converter. 

c. Beam collector. The collector has to satisfy two can· 
straints which work directly against each other. It must dissi· 
pate high beam power at levels of no more than I kW Icm 2 • 

This means the collector must be as large as possible, but at 
the same time it is desirable to keep the diameter of the 
output waveguide configuration (of which the collector is a 
part) as small as possible to ensure mode purity. Spurious 
modes will also be generated in the collector since the collec· 
tor will contain tapers. For example, the up·taper will connect 
the I" diameter waveguide at the end of the mode converter 
to the 4" diameter waveguide in the beaut deposition region. 
Using non·linear taper designs, and the anaiysis by Sporleder 
and Unger (Ref. 16), a 4" taper design (optimized for a 
60 GHz gyrotron) was examined for its mode conversion 
properties when used for the TEll mode. A Varian program 
based on Sporleder and Unger's coupled mode theory, which 
solves for simultaneous coupling of the TE I I mode to as many 
TEln and TMln modes as are necessary to model the problem, 
was used. Figure 9 shows the total spurious mode level for all 
TE'n modes versus axial distance. The taper described in 
Fig. 9 was not optimized to discrlminate against TM'n modes. 
With TM modes included in calculation, 10% of power was 
converted to TMI I' Further effort is being made to optimize 
the taper sections for the JPL gyroklystron to avoid conver· 
sian to TM modes. 

d. The CW output willdow. The primary design approach 
for the CW output window is a double ceramic disc face· 
cooled with fluorocarbon liqUid as shown in Fig. 10. Per· 
formance for a window of this type has already been demon· 
strated at K. ·band at power levels well above the 200 kW 
minimum (340 kW CW at 28 GHz). At 60 GHz the double 
disc concept has also proven capable of 200 kW CW (Ref. 17). 
These data prove that a 200 kW 34 GHz double disc window 
is feasible and indicate that a 400 kW CW 34 GHz double disc 
window can be designed to operate sUccessfully. 

Initial calculations for the 400 kW ew 34 GHz window, a 
design with sapphire window discs, offers ample bandwidth 



(over 1.5 GHz for a Voltage Stanliing Wave Ratio (VSWR) ... 
1.5: I as shown in Fig. II). Finite element heat transfer cal· 
culations predict a worst case peak temperature of 65.1 °c at 
the center of the window face on the vacuum side. The result· 
ing thermal stresses in the window material are well within 
conservative estimates ofloads which cause sapphire breakage. 

Having described the calculated performance of some of 
the components of the proposed gyroklystron, it is next 
appropriate to characterize the tube in terms of noise figure 
and AM and PM sensitivities. 

e. Noise figure. The noise figure for the proposed gyrokly· 
stron configuration is calculated using the standard shot noise 
expression (Ref. 18). 

[
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where e is the electron charge, lois the beam current, I:>.f is the 
noise bandwidth,Pou, is the output power, Gss is the small sig· 
nal gain, Rshunt is the shunt impedance of the first cavity, and 
Q, is the first cavity Q. 

This expression has been found to be accurate for klystron 
amplifiers (Ref. 19) and it applies equally well to gyrokly· 
strons. However, the parameters for the coupling cavity (~2) 
and first cavity shunt impedance (R",unt) must reflect the 
properties of the gyroklystron cavity design. Using the values, 
Rshun,/Q, = 1433n, Q, = 300, Gss = 57 dB, ~2 = 0.9, r2 = 
2.39 X 10-6 ,1

0 
= 12.5A, D.{= I MHz, andPou, = 200 kW, 

gives Pnoise = -110.3 dB/MHz, which meets the tube specifica· 
tions given in Table 2. 

f AM and PM sensitivities. In order to calculate AM and 
PM sensitivities with respect to various operating parameters 
of the proposed gyroklystron, responses of each section of the 
tube must be included in the calculation. For example, to 
determine the AM and PM sensitivity of the tube due to vari· 
ation in the' gun coil current, the following individual sensitiv· 
ity factors must be mUltiplied together to provide overall 
sensitivity. 
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Tablt-s 5 and 6 give very preliminary calculations of AM and 
PM pushmg factors, respectively, with respect to cathode 
voltage, magnet coil current, and load VSWR, etc. 

The rosults of a preliminary calculation of phase linearity 
are given in Fig. 5. Some parameters are yet to be calculated 
and will be given in a later report. 

8. Power Amplifier 

A functional block diagram of the proposed transmitter 
power amplifier is shown in Fig. 12. The power amplifier will 
be driven to a 400 kW CW output by a helix traveling wave 
tube preamplifier. Such a driver power preamplifier tube at 
30 GHz with 40W output has been developed at the Nippon 
Electronics Corporation (NEC) in Japan (Ref. 20). The out· 
put of the preamplifier will be monitored through a 50 dB 
coupler and will be isolated from the gyroklystron power 
amplifier input by means of a circulator and attenuator. This 
is necessary to maintain the amplitude and phase response 
of the system over the 340 MHz bandwidth of the pream· 
plifier, as the match of the gyroklystron power amplifier 
input will vary considerably over this band. In addition, the 
circulator·plus·attenuator must havr: a high (50 kW peak, 
10 kW average) rating for reflected power in order to survive 
spurious emission from the gyroklystron input port which 
occurs when the gyroklystron is first installed and tuned up in 
the transmitter. The input of the preamplifier (TWT A) will be 
driven by an exciter which is required to generate the 34 GHz 
frequency and ±IO MHz phase modulation bandwidth for the 
radar. This exciter may have a switched output of 44 MHz 
which would then drive a multiplier (x 772) to obtain 34 GHz. 
The inexorable consequence of this frequency multiplication is 
the multiplication of phase modulation by (772)2 (Ref. 21). 
This implies that the degradation by the multiplier has to be 
kept near the theoretical minimum. The specifications of such 
a multiplier will be very stringent, and none of these multi· 
pliers have been built yet. 

Another area of crucial interest is the guiding magnet. 
This device is a solenoid which surrounds the interaction 
volume and keeps the electron beam focused in the tube 
length before the collector. A control of better than 1% 
must be exercised to maintain high efficiency (as shown in 
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Fig. 7) and, typically, a range of 600-700 A and 30-60 V 
would be required to maintain a 12.5 kG field if a water­
cooled copper solenoid were to be used. At present, it has 
not been determined whether the solenoid should be a conven­
tional magnet composed of a copper conductor with a hollow 
water channel for cooling, or a superconducting magnet com­
posed of Nb3 Sn embedded in a copper matrix. Since power 
dissipation will be an important parameter, if the supercon­
ducting solenoid does not give a factor of 1000 to I lower 
power dissipation than that achievable at room temperature, 
its advantage over the conventional copper magnet is doubtful. 
Another factor to be considered is that for every watt of 
transfer in the cooled superconducting structure, about 
400 watts of power must be supplied at the refrigeration 
system input (Ref. 22). The third factor to consider are the 
constraints on the design of the superconducting solenoid 
due to the fact that the magnet (and the gyroklystron) will 
have to tilt through 75

0 
from zenith and rotate through 360

0 

azimuth when tilted. However, tiltable superconducting 
designs have already been studied for other gyro device appli­
cations (Ref. 23). The main advantage of a superconducting 
magnet, besides its being small in size and weight, is that it 
provides a Virtually ripple-free magnetic field profile in the 
gun, wiggler, and circuit. This ripple-free profile is essential 
in order to keep PM distortion down, as can be seen from 
Table 6. 

The gyroklystron output, at 400 kW CW, will be fed via a 
waveguide arc detector, a forward and reverse power over· 
moded waveguide coupler, and a mode filter to an overmoded 
feed system for final antenna illumination. This overmoded 
transmission line with microwave components and an over­
moded feed system is discussed later. 

The gyroklystron body, collector, filaments, waveguide 
components, etc., will be cooled by distilled and deionized 
water, which in turn will be cooled by ambient air in an 
external existing heat exchanger. The details of the gyrokly­
stron beam supply are described in the following paragraph. 

C. Beam Supply 

A block diagram of the existing beam supply is shown in 
Fig. 13. Power at 12,600 V, 3 phase, and 60 cycles per second 
is supplied to separate substations from a commercial line 
which is underground for the last mile. The 2400 V substation 
supplies the main motor generator only, while all auxiliaries 
are supplied from a 480 V substation. The output of the main 
motor generator at 400 Hz is stepped up in voitage in the 
transformer, rectified, and delivered to the load through a fil­
ter, crowbar, and series-limiter resistor at voltages adjustable 
up to 90 k V and 1.1 MW maximum. The output ripple under 
full load is less than 0.05%. 
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The use of a frequency converter (such as the motor gener­
ator) might seem unnecessary but actually provides worthwhile 
technical and economic advantages. It isolates the power line 
from a crowbar of the dc supply and greatly simplifies line 
protection problems. It also isolates the supply from short 
duration line voltage fluctuations and transients due to the 
large inertia of its rotating components. The change from 
60 to 400 Hz reduces all transformer and filter sizes and costs. 

The beam supply is required to provide 80 kV between the 
gyroklystron collector and cathode at a beam current of 
12.5 amps during the long radar pulse (up to 4 hours). 

Referring to Eq. (I) and Table 6, the intra-pulse ripple on 
the supply must be kept below 0.18% peak (144 volts peak for 
typical 80 KV for the gyroklystron) for pulse compression 
time sidelobes of -40 dB. 

The ability of the beam supply to remain ripple-free during 
the long pulse depends upon the quality of the storage capac­
itor and wiring inductance between the tube and supply. It is 
also desirable to keep the storage capacitor as small as possible 
so as to limit the energy available to discharge in the tube dur­
ing an arc. 

The supply must be capable of withstanding the stress 
imposed on it when an arc occurs in the gyroklystron. The 
resultant firing of the crowbar will produce a peak current of 
20,000 amps and a peak power of 1600 MW. 

0, Monitor and Control 

A transmitter monitor and control group (which will be 
comprised of the power amplifier monitor and control assem­
bly in the antenna, transmitter control cabinet on the ground, 
and remote radar control in the operations room) will contain 
the control facilities and indicators necpssary for an automated 
interface with the transmitter. This group will monitor the 
transmitter circuits and signals to detennine the operational 
status. There will be some 20 major interlocks associated with 
the gyroklystron output stage alone and the status of each will 
be indica-ted. A memory circuit will be incorporated to "hold" 
an indication of intermittent fault to assist in fault diagnostics. 
Built in test eqUipment (BITE) and fault isolation test points 
will be provided for ease of maintenance and serviceability. 

Faults demanding immediate protection such as a gyro­
klystron arc will result in the firing of the crowbar and the 
power supply will be shut down. The control unit will be pro­
grammed to run the system up again after a short delay, the 
length of which will depend upon the gas pressure within the 
gyroklystron envelope. This will be monitored by an ion 
pump. If the fault persists, the transmitter will remain in the 
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run down condition with appropriate faults indicated. A fault 
such as loss of coolant will cause the beam supply to be turned 
off, while a fault such as a waveguide arc will cause the drive 
and beam to be removed. 

These monitoring and control assemblies will be shielded 
against both magnetic and electrostatic fields so that transients 
associated with the high puwer transmitter operation do not 
interfere with interlock logic circuit functions, and noise 
immunity will be achieved through the use of high threshold 
logic. The interlock functions will be connected via balanced 
lines and optical isolators as appropriate, to ensure reliable 
operation even in the presence of the large discharge currents 
associated with crowbar firing. 

The supervision of this monitor and control group will be 
microprocessor based, which will allow the monitoring and dis· 
playing of a wide range of parameters, together with automatic 
run up and run down sequencing during normal operation and 
under fault conditions. The automatic shut down system will 
continuously monitor critical parameters and will take execu· 
tive action under fault conditions that could lead to gyrokly­
stron damage. A precision multiplexed analog-digital con­
verter will monitor a large number of analog system param­
eters, all of which will be displayed on front panel meters. A 
serial interface (RS 232) will be provided to permit full moni­
toring and control of the transmitter including data logging via 
a femote radar control terminal in the operations r"Jom. 

IV. Transmission Line System 
(Microwave Components) 

In this section a deSCription of the components comprising 
the transmission system will be given. A preliminary layout for 
an overmoded 400 kW CW transmission system is shown in 
Fig. 14. The components in the transmission system consist of 
signal monitoring devices, signal fIltering devices and a circular 
waveguide taper. The monitoring devices include a waveguide 
arc detector, forward and reverse mode selective directional 
couplers, polarization monitoring and harmonic content moni­
toring devices. The only filtering device is the TE" mode 
mter which serves three purposes: filtering unwanted spurious 
modes, ensuring the circularity of the TEll mode, and filter­
ing high harmonics. 

The first component in the system immediately following 
the gyroklystron output window is a waveguide arc detector. 
This device allows the beam power and drive power to be dis­
connected should an arc be detected in the output waveguide, 
thus preventing permanent damage to the tube. Circular wave­
guide arc detectors of 2.5 inch diameter are designed routinely 
for use with 28 GHz and 60 GHz 200 kW CW gyrotrons. 

Although the preferred diameter for the double disc win­
dow at the gyroklystron is 2.5", there are great advantages in 
using a smaller waveguide diameter for the remainder of the 
transmission system. Aside from the fact that fewer spurious 
modes can propagate at the smaller diameter, the overall 
lengths of the directional couplers and mode filter are strongly 
dependent on the waveguide diameter. Mode selective direc­
tional couplers are generally of the phase velocity type, obtain­
ing mode discrimination from the fact that different modes 
propagate with different phase velocities. These differences in 
phase velocity increase with decreasing waveguide diameter. 
Similarly, the mode filter's operation is based upon the fact 
that different modes reqUire differ~nt surface currents on the 
waveguide wall. These differences .1so increase with decreasing 
waveguide diameter. 

For the reasons mentioned above, a smaller diameter of 
1.75" is being considered for the transmission system. This 
diameter still allows for relatively low loss transmission and 
will handle the high CW power, but reduces the overall direc­
tional coupler and mode filter length. The allowable length for 
the gyroklystron and transmission system is determined by the 
height of the feed cone, which is approximately 16 feet. 
Additional length may be available, depending on the antenna 
feed length, since the phase center of the feed is located three 
feet above the top of the feed cone. The dimension of 1.75" is 
also preferred since this diameter is the approximate aperture 
diameter required for most efficiently illuminating the Casse­
grain antenna. At present all of the JPL feeds have identical 
radiation patterns, and the scaled aperture diameter for 
34 GHz is 1.75". Therefore with a 1.75" transmission system 
no flared horn is reqUired. The feed will be discussed in more 
detail in a later section. 

A circular waveguide taper will therefore be included as the 
next component in the transmission system, tapering down 
from the 2.5" window diameter to the preferred diameter of 
1.75". A nonlinear taper, of the type described earlier, will be 
optimized for minimum length while the total spurious mode 
level wil1 be kept below -15 dBc. The spurious mode most 
strongly coupled to the TE" mode is the TM" mode, which 
is, unfortunately, one of the most difficult modes to filter 
out. 

Directional couplers are required for monitoring the for­
ward and reflected TE" wave. The couplers must not only be 
capable of distinguishing between forward and reverse travel­
ing TEll waves, but they must also be able to distinguish be­
tween the TEll mode and each of the spurious modes. That 
is, the couplers must be both directive and mode selective. 
Mode selective directional couplers can be designed using the 
coupled transmission line analysis of Miller (Ref. 24). The 
physical layout of a dual mode selective directional coupler is 
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shown in Fig. IS. Here the overmoded circular waveguide is 
coupled to a rectangular waveguide operating in the dominant 
mode. 

If the phase velocities of the desired TEll mode in the 
circular waveguide and the dominant mode in the rectangular 
coupling guide are chosen to be equal, then the forward mode 
discrimination is defined as the forward coupled power for the 
desired mode divided by the forward coupled power for the 
spurious mode. For the nth spurious mode, this ratio is given 
by 

COJL I2 <I>(x)d>:. 

-L12 
Discrimination = 20 log ------.:------ (4) 

JL I 2 

Cn <I>(x) i"flx d>: 
-L12 

where L is the overall coupling length, 

Co is the coupling coefficient for the TE" mode, 

Cn is the coupling coeffiCient ior the nth spurious 
mode, 

<I>(x) is the coupling function, 

t.~ equals ~o .- ~n' 

~o is the phase constant of the desired mode, and 

~n is the phase constant of the nth spurious mode. 

Discrimination between forward and reverse traveling waves 
may be evaluated using an equivalent formula by appropriately 
redefining the quantity t.~. 

Recently, mode selective couplers of the TEon type have 
been designed and built by Felch et al. (Ref. 25), and Janzen 
and Stickel (Ref. 26). A coupler design using uniformly spaced 
round ccupling holes with an axialiy tapered coupling profIle 
capable of providing a coupling factor of -60 dB in the for­
ward direction, -40 dB in the reverse direction, and 40 dB 
directivity will be investigated. Mode discrimination between 
the TE" mode and each of the TE'n and TM'n modes will be 
greater than 40 dB. 

Polarization monitOring devices may be included before and 
after the mode fIlter, providing a measurement of the eliip­
ticity of the TEll mode in the circular waveguide. The pre­
ferred confignration for the polarization monitor is a section 
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of straight waveguide with two coupling pinholes located 
900 apart about the waveguide center line. A combining 
bridge consisting of a hybrid -, phase shifter, attenuator, and 
crystal detector in a standard WR-28 waveguide will then be 
capable of determining the ellipticity of the output signal. 

The final component of the transmission system to be 
considered is the TEll mode fIlter. The present estimate is 
that the worst case total spurious mode level at the output of 
the gyroklystron (including realistic .ffects of slight mi,align­
ments of the tube and component assemblies, insulating gaps 
in the tube output waveguide, etc., over the range of operat­
ing parameters) will be approximately -IS dBc. The exact 
distribution of the spurious mode power must be determined 
by actual measurements on the gyrokIystron itself; however, 
the calculations from the paper design indicate that the pri­
mary spurious modes will be the TMll , TE'2' and TM'2 
modes. Since the exact phase and amplitude distribution of 
these spurions modes is unknown, the TE" mode fIlter will be 
included in order to provide a well defined signal at the input 
to the overmoded feed. An attempt will be made to design a 
mode mter capable of mtering each of the spurious modes to a 
level of -30 dBc. The mode mter will be of the helically 
loaded type, as described by Morgan and Young (Ref. 27). 
A schematic diagram of the TE" mode fIlter is shown in Fig. 
16. In this type of mode mter the smooth waveguide wall is 
replaced by a conducting helical winding which is surrounded 
by a lossy dielectric. The pitch of the helix is chosen so that 
the surface currents of the desired mode, in our case the TEll 
RCP mode, follow the windings. Spurious modes, including 
the orthogonal TEll polarization, suffer attenuation when 
passing through the mter. Eliiptically polarized TE" signals, 
which can be decomposed into TEll RCP and LCP compo­
nents, will therefore be purified by removing the LCP com· 
ponent and 'retaining only the desired RCP component. The 
amount of attenuation for a particular spurious mode depends 
upon the conductivity of the lossy jacket and the direction of 
the surface currents for the speCific mode. Surface currents for 
the TE" mode tend to become more longitudinal as the 
waveguide diameter increases and TM modes have purely 
longitudinal currents for ar>y waveguide diameter. In order to 
obtain significant atte;'luation for TM modes, it is advisable to 
use as small a guide diameter as possible. Therefore the length 
of the mter section is critically dependent on the required 
attenuation for the TM" mode. Tolerances on the helix pitch 
are determined by allowable attenuation for the TEll RCP 
mode. The preferred mter configuration consists of a copper 
helix, bonded to a beryllia cylinder, backed by a water Jacket. 

Finally, requirements on the tolerances for alignment of the 
tube, waveguide components, and feed necessary to preserve 
the spurious mode level will be determined using the formulae 
reviewed by Quine (Ref. 28). 
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V. Antenna Feed System 

The transmission system then terminates in an over-moded 
feed which will create a suitable radiation pattern for illumi· 
nating the Cassegrain subreflector. As was mentioned earlier, 
the 1.75" diameter waveguide provides essentially the correct 
aperture size for optimally illuminating the Cassegrain system; 
hence a flare angle horn is not necessary. However, equaliza­
tion of the E and H plane radiation patterns is required for 
optimum overall antenna efficiency (Ref. 29). The over· 
moded corrugated feed section is shown in Fig. 17. The 
incident TEl1 mode is transformed into the balanced HEl1 
mode along the feed section via a number of corrugations of 
varying depth. The balanced HEl1 mode possesses a circularly 
symmetric radiation pattern with theoretically no cross· 
polarization. Similar feeds have been developed for use with 
linearly polarized plasma heating systems (Refs. 30 and 31). 
Detailed analysis of the corrugated section is performed- using 
the mode matching and scattering matrix approach of James 
(Ref. 32). The analysis allows the determination of the num· 
ber of corrugations and the required depth profile to give the 
optimum T E" - HE" conversion. The analysis also predicts 
the resultant feed radiation pattern for an arbitrary set of 
input modes, i.e., TEll plus any remaining spurious modes. 
This resultant feed pattern is then used to predict the overall 
antenna pattern sensitivity, in terms of gain, spillover, and 
cross polarization, with respect to spurious inputs to the feed. 
Corrugated feeds typically operate over a much wider band· 
width than that required for this application; therefore such a 
corrugated section should be capable of producing a suitable 
radiation pattern over the modest bandwidth of 0.1%. 

VI. Discussions and Conclusion 

In assessing the state of the art, the development of a 
400 kW CW 34 GHz gyroklystron including the overmoded 
transmission system is subject to technical risks in several 
areas: 

(I) Maintaining RF stability (preventing oscillation). 
The most challenging technical task is to conflgure and 
test an rf circuit which provides adequate gain and 
efficiency without allowing rf in,tabilities to occur in 
any portion of the rf structure. The preferred circuit 
design for preventing oscillations will include TEl1 
buncher cavities, rf cavity loss, mechanical tunability 
for the bunchers, cutoff drift tubes and an axial 
magnetic field profile which can be tailored to help 
prevent oscillations. Back up circuit design includes a 
TEo, mode buncher section. 

(2) Achieving acceptable beam quality. The second most 
difficult problem is generating a one megawatt beam 

with adequate beam quality (LWl1 /V l1 .;; 5%). The 
beam optics configuration comprising the Pierce gun/ 
wiggler is capable, on paper, of meeting the require· 
ment and has other advantages as well, including space 
charge limited (low noise) operation. However, a 
magnetic injection gun (MIG), which has allowed 
oscillators to achieve efficiencies of over 50%, will be 
considered as a back·up. 

(3) CW window with 400 kW rating. Double disc window 
technology demonstrated at 28 G Hz has already come 
close to handling the 400 kW CW power level required 
for the JPL device. Nevertheless a back up approach of 
a "double·dish" window will also be considered. In this 
configUIation the discs are dish·shaped and are arranged 
with their convex surfaces in contact with the fluoro­
carbon cooling channel. The dish shape allows much 
higher coolant pressure and coolant flow velocities and 
would therefore be capable of higher CW power levels. 

(4) Mode filter. Most of the potential problems associated 
with the transmission system involve the mode filter 
and model purity requirement. Resistive wall filters 
which pass the TEon modes are presently used with 
gyrotrons. However, such filters do not include a 
helical winding. Two problems associated with the 
TE" filter and specifically its helical winding are a 
very stringent requirement for the tolerance of the 
pitch of the helical winding (in order to avoid signifi· 
cant attenuation of the TEll mode), and the possi· 
bility of bffakdown near the windings when transmit· 
Hng the ';00 kW CW power. Also, the modal purity 
requirement may dictate an excessive length for the 
mode filter, and a compromise between modal purity 
and filter length may need to be made. 

(5) Antenna feed. With regard to the overmoded feed. 
corrugated sections have been used to obtain the more 
desirable HEl1 radiation pattern from the TEl1 mode 
in plasma heating experiments. However, the primary 
difference between the plasma heating application and 
the JPL application is the more stringent requirement 
for the feed radiation pattern which translates into 
stringent requirements for the modal pUrity. Due to 
the large waveguide diameter, an acceptable return 
loss should be obtainable over the very modest 0.1% 
bandwidth. Two problems dealing with the feed's 
response to spurious input modes are intimately 
related to the problem of the allowable spurious mode 
level and corresponding mode filter le:.gth. Spurious 
inputs will have an effect on the circular symmetry 
of the feed radiation pattern, and hence may cause a 
reduction in the overall efficiency of the Cassegrain 
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system. Secondly, spurious modes may increase the 
level of cross polarized radiation in the feed pattern 
and consequently in the overall antenna pattern. 

(6) Power splitter. Finally, should the antenna structure 
upgrade be insufficient for high efficiency 34 GHz 
operation due to gravity deformation, a microwave 
solution using an array of properly phased feeds may 
be needed to compensate for these effects. The pri· 
mary difficulty in the design of such a system would be 
developing a suitable power splitting device. One possi· 
ble candidate would be a mUltiple arm coupler designed 
using tight coupling theory (Ref. 24). Due to signifi· 

cant losses in the dominant waveguide, these runs 
would need to be made as short as possible. 

These then are the technical risks and developments needed 
in several areas of the K.·band transmitter. A conceptual 
design for a 400 kW CW 34 GHz transmitter including over· 
moded microwave plumbing and an overmoded feed system 
has been presented. Upon completion of the future fmal paper 
design, hardware and implementation stages of the project, the 
K.·band transmitter shOUld prove to be a valuable instrument 
for planetary radar and also serve as a proving ground for new 
tecimology which will be transferable to future spacecraft 
uplinks. 
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Table 1. K. -band transmitter specifications 

Frequency 

Bandwidth 

RF power output 

RF stability 

Incidental AM 

Phase stability 

Incidental PM (jitter) 

Noise figure 

Transmit pulse 

Modulation 

34GHz 

0. 1% 

400 kW CW (+ 86 dBm) 

0. 1 dB over 1 transmit cycle 

60 dB below carrier at all modulating 
freque ncies above 1 Hz 

1.0 X la-IS (1000 seconds) with goal 
of 1.0 X 10- 16 (1000 sec) 

< 10 peak to peak 

- 80 dB/MHz 

20 sec minimum to a few hours 
maximum 

Phase Modulation : 0-100% carrier 
suppression 1 kHz to 2 MHz. This is 
accomplished by PN code modulation 
of length 2n_l where n '" 6 to 15 and 
at baud length ofO.S sec to 1000 sec. 

FSK: Shifting carrier frequencies 
sepamted from 1 Hz to 1 MHz and 
switching in less than 1 msec every 
30 seconds. 

Table 2. JPL gyroklystron specifications 

fO: 

Bandwidth: 

Output power: 

Output mode : 

Noise rlgure: 

Orientation: 

Efficiency: 

Saturated gain: 

34 GHz 

0. 1% (I dB points) 

400 kW CW saturated (goal) 

Dominant TE 11 ° circularly polarized mode 
with very high modal purity (- 30 dB for 
each extraneous mode) and circular polari· 
zation within I dB 

- 80 dB/MHz 

Gyroklystron and auxiliary components 
such as its magnets must be capable of 
operating through 75° of elevation motion 
(zenith to ISO above horizon) and sUnul· 
taneously through 3600 in azimuth when 
installed on the antenna 

40% (go.l) 

50 dB minimum (goal) 

Table 3. Gyroklyatron circuit design 

e. Characteristics 

Characteristic 

Voltage 

Current 

Beam radius 

Perpendicular velocity/parallel velocity 

Magnetic field 

Number of cavities 

Total length 

Input coupling Qcoupl 

Output external Qex 1 

Mode buncher cavities 

Mode output cavity 

Small signal gain 

Saturated gain 

Saturated efficiency 

Saturated bandwidth (- I dB points) 

Value 

80kY 

12.5 am ps 

0.120 em 

J.S 

12.5 kgauss 

4 

7.84 cm 

299 

120 

TEIII 

TEI21 

57 dB 

50 dB 

46.5% 

0.3% 

b. Cavity configuration 

Cavity 
number 

1 

2 

3 

4 

Length 
(em) 

0.784 

0.784 

0.784 

I. 725 

Drift tubes 

1 

2 

3 

Radius 
(em) 

0.314 

0.317 

0.318 

0.769 

c. 

Resonant 
frequency 

(GHz) 

33.9 

33.7 

33 .6 

34.2 

Drift tubes 

299 

400 

400 

120 

Length (cm) 

0.784 

0.784 

2.196 

330 

330 

330 

-220 
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Table 4. Spurious mode level at converter output of 
mode converter TE12- TEll (99% efficient) 

Spurious modes produced 

TEI3 

TEI4 

TMII 

TMI2 

TMI3 

TMI4 

levels produced 

-27 dBc 

-34 dBc 

-38 dBc 

-23 dBc 

-37 dBc 

-35 dBc 

Table 5. AM pushIng factors 

Parameter 

Cathode voltage 0.5 dB/% 

0.5 dB/% 

dB/% 

Main magnet coil current 

Load VSWR 1.6 dB for VSWR 2:1 (oscilJation at 
VSWR 2.4:1) 

RF drive (input power) 

Filament voltage 

Wiggler coil current 

Gun coil current 

0.007 dB/% 

0.005 dB/% (typical) 

0.6 dB/% (typical) 

0.5 dB/% (typical) 

Table 6. PM pushIng factors 

Parameter 

Cathod voltage 

Main magnet coil current 

Load VSWR 

RF drive (input power) 

Filament voltage 

Inlet coolant temperature 

Wiggler coil current 

Gun coil current 

IlTo be calculated 

6.40 /% 

1000 /% 
TBCa 

TBe 

TBe 

TBe 

TBe 

TBe 
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TDA Progress Report 42-78 April-June 1984 

Magnetic Refrigeration Development 
D. D. Deardorff and D. L. Johnson 

Radio Frequency and Microwave Subsystems Section 

Magnetic refrigeration is being del'e/oped to delemlille whether it may be used as an 
altemative to tlze Joule· Tizomson circuit of a closed cycle refrigerator for providing 4 K 
refrigeration. An engineering model 4-15 K magnetic: refirgeraror has been designed and is 
being fabricated. Tizis article describes tlze overall design of tlze magnetic refrigerator. 

I. Introduction 
Much interest has been generated in the past few years to 

develop adiabatic demagnetization into a reliable and efficient. 
continuous refrigeration stage for a closed cycle refrigerator. 
Until recently adiabatic demagnetization, or magnetic. cooling. 
was basically regarded as a research tool. a one·shot device to 
producing extremely low temperatures for short periods of 
time. The pioneering work by Heer et al. (Ref. I) in 1954 reo 
suited in the first magnetic refrigerator to provide continuous 
low temperature «I K) refrigeration needed for physics 
research. Much of the present developmental work on con· 
tinuous magnetic refrigerators centers on low temperature 
devices to cool infrared bolometers to below 0.3 K for space· 
craft operation (Refs. 2. 3,4). or to provide superfluid helium 
refrigeration (Refs. 5, 6. 7, 8) for enhancing the operation of 
superconducting devices, such as magnets. energy storage rings 
and transmission lines. All of these devices use liquid helium 
('He, 4He or supertluid 4He) as the high temperature heat 
reservoir. 

Only very recently has the production of 4 K refrigeration 
using magnetic cooling been addressed. This temperature 
regime is generally reserved for the passively operating, but 
ioherently inefficient, Joule-Thomson valve. A detailed ana­
lysis on a design for a 4-15 K magnetic refrigerator stage to 
complement a 15 K precooler was tlrst presented in 1966 by 
Van Geuns (Ref. 9); however, any developmental work which 

may have followed has never been reported in the open litera­
ture. J. A. Barclay of the Los Alamos National Scientific 
Laboratory is presently pursuing the rotational magnetic wheel 
concept (private communication). His gadolinium gallium 
garnet (GGG) wheel is slowly rotated through a high magnetic 
field to achieve a 4-10 K temperature span. Helium gas is 
pumped through GGG matrix at the two temperature ex­
tremes to provide the heat exchange mechanism. Hashimoto 
et al. at the Tokyo Institute of Technology have recently pre· 
sented experimental results obtained from a 4.1-10 K magnetic 
refrigerator they developed (Ref. 10). They have elected to 
ramp the magnetic field in order to keep their GGG matrix 
stationary. A helium thermosiphon extracts heat from the 
load; helium gas is used to transfer heat to the 20 K heat 
reservoir. Chinese workers are reportedly (Ref. II) developing 
a 4-15 K magnetic stage to mount to a Gifford-McMahon pre· 
cooler. No additional information about their work is known. 

The Jet Propulsion Laboratory (JPL) has been using I Watt 
at 4.5 K closed cycle refrigerators (CCRs) since 1965 for cool­
ing the low·noise maser amplifiers required to receive very 
weak signals from spacecraft in deep space. Up to 30 CCRs are 
in near continuous operation in the Deep Space Communica· 
tions Network (DSN), logging approximately one quarter of a 
million hours annually. To meet the continUing requirement to 
increase both the reliability and efficiency of the CCR and to 
reduce life-cycle costs and achieve future technical objectives, 
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JPL has initiated the development of a 4-15 K magnetic 
refrigerator for use with a IS K expansion engine. This new 
technology is being pursured to surpass the Joule·Thomson cir· 
cuit in terms of efficiency, reliability, and achievable tempera· 
ture span. The decision to develop a reciprocating device stems 
from the long experience JPL has with the reciprocating 
Gifford·McMahon expansion engine and its sliding seals, its 
relatively simpler fabrication requirements, and the greater 
ease with which the experimental tests results can be verified 
theoretically. 

The concept of magnetic refrigeration was introduced in a 
recent TDA Progress Report (Ref. 12). That report presented 
a review of magnetic refrigerator designs which have either 
been conceptualized or built and tested. It is the objective of 
this article to describe the design of the engineering model 
4-15 K magnetic refrigerator under development at JPL, the 
component test results and the status of the development 
effort. 

II. PrinCiple of Magnetic Refrigeration 

The placement of a paramagnetic material in a magnetic 
field at low temperatures causes the material to warm up. Can· 
versely, removal of the material from the magnetic field will 
cause the material to cool. If the paramagnetic material is held 
in contact with a constant temperature reservoir, the material 
will tend to expel or absorb heat from the reservoir as the 
changing magnetic field warms or cools the material beyond 
the temperature of the reservoir. This is the principle of opera· 
tion for the magnetic refrigerator illustrated in Fig. 1. In this 
figure, the magnetic refrigerator operates ideally in a Carnot 
cycle. Panel 1 of the figure shows the paramagnetic material 
thermally isolated from the precooler (heat sink) and the load 
(heat reservOir). As the magnetic field is increased, the tern· 
perature of the material is increased. As the material's tern· 
perature reaches that of the precooler (TH J, contact is made 
between the material and the precooler so that the heat of 
magnetization created in the material during further magneti­
zation is removed to the precooler (Panel 2). The paramagnetic 
material. now at T H and in a strong magnetic field, is again 
isolated (Panel 3). A reduction in the magnetic field lowers the 
material's temperature until it reaches the temperature (T cl of 
the load. Contact is then established with the load and. during 
further demagnetization, the cooling of the paramagnetic 
material draws heat from the load (Panel 4). Thermal contact 
is then broken and the cycle is started over again as in Panel I. 
This cyclic operation for the paramagnetic material GGG is 
illustrated in the entropy·temperature diagram shown in 
Fig. 2. 
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III. Experimental Design 
Choice of the magnetic refrigerator design must depend 

ultimately on the device it is to cool, in this case the maser, an 
ultrasensitive microwave signal amplifier whose performance 
depends critically on a stable DC magnetic field and a stable, 
low operating temperature. Operating in the DSN, the maser is 
located in the feed cone of a large antenna. The antenna may 
be oriented from zenith to horizon for tracking purposes. The 
overall cooling system requirements for the maser, listed In 
Table I, are therefore quite stringent. The design of the 
engineering model magnetic refrigerator has addressed only the 
basic requirements of refrigeration capacity, DC field stability. 
reliability, and efficiency. 

The schematic of the engineering model magnetic refriger. 
ator design is shown in Fig. 3. The major components of the 
refrigerator include the piston and cylinder assembly for 
the paramagnetic material, the drive mechanism for the piston, 
the superconducting magnet, the gas pumps for the low and 
high ,temperature gas circuits, and the two stage cn Model 
1020 expansion engine. The cn Model 1020 expansion engine 
provides the high temperature heat sink for the magnetic 
refrigerator and is capable of producing better than 9 W of 
refrigeration at 15 K. This refrigeration capacity is a major 
determining factor in the final 4 K cooling power of the mag· 
netic refrigerator. The hydrogen heat switch is used during 
initial cooldowns to precool the helium dewar and magnet 
assembly to 20 K before liqUid helium is transferred into the 
dewar. This design presently calis for the external transfer of 
helium; future designs cali for the magnetic refrigerator stage 
to provide the parasitic refrigeration requirements of the 
magnet. The magnet assembly (superconducting magnet and 
Hiperco l ) provide the large magnetic field needed for the 
paramagnetic material. The piston contains two chambers 
ftIled with porous matrices of the paramagnetic material. 
These matrices are alternately driven into the magnetic field in 
a reciprocating motion by the mechanical drive system (gear· 
motor and a "ball reverser"2). Coupling the gearmotor to the 
ball reverser is a rotalY ferrofluidic seal3 which functions as a 
vacuum feed through to prevent contamination of the helium 
gas. Gas pumps in the low and high temperature gas flow loops 
provide the gas flow needed for the heat exchange. 

The 7 T magnetic field for the GGG piston is provided by a 
10.2 cm NbTi solenoid having a 6.3 cm bore. The magnet is 
encased with a magnetically soft material, Hiperco, having a 

~ Hiperco is an iron-cobalt alloy available from Carpenter Steel. 
Ball Reverser is a trade name of a mechanical actuator patented by 
Norco. Inc. 

3 A vacuum rotary seal patented by Ferrofluidics Corporation. 
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maximum permeability of 10,000 and a saturation induction 
of 2.4 T (see Fig. 4). The Hiperco is used as a low reluctance 
path to entrap much of the magnetic flux exiting from the 
bore of the magnet. This provides a rapid transition between 
the high field and low field regions enabling a shortened stroke 
length for the GGG piston. Figure 5 compares the measured 
axial profile of the magnetic field with and without the 
Hiperco and shows the position of the piston at the end of the 
stroke. The figure shows the ability of the Hiperco to shape 
the field, enhancing the field fall·off rate outside the magnet 
while slowing the fall·off rate of the field inside the magnet, 
although the latter effect was not as pronounced as expected. 
Further field shaping can be obtained by varying the shape of 
the Hiperco material on the ends of the magnet. 

The magnet was wound with single strand 0.254/0.406 mm 
NbTi wire around a copper coil former. The ir, was wet· 
wound with GE 7031 varnish to prevent motion of the individ· 
ual wires during magnet charging. After winding. the magnet 
was potted with Stycast 2850GT. The magnet required only 
a small amount of training to achieve 7 T field; however, with 
the addition of the Hiperco, the magnet required some retrain· 
ing to again reach the 7 T field. A persistent switch for the 
magnet has a resistance of less than 0.2 I-lOhms corresponding 
to a minimum five year decay time for the magnet. A resistive 
shunt made from a short length of stainless steel tubing is 
connected to the magnet coil leads in the 4.2 K bath. The 
shunt resistance is chosen to protect the coil during quench 
while slowly dumping the 10 kJ of stored energy into the 
liquid helium bath. 

In the cylinder assembly of the 4-15 K magnetic refrigera· 
tor. two chambers containing porous matrices of a paramag~ 
netic material are located in tandem on a single reciprocating 
piston machined from phenolic (Fig. 6). In this design, each 
matrix volume is 33 mm long and 38 mm in diameter and is 
filled to about a 40% porosity with 160 grams of I.I mm 
diameter Gd3GasO'2 (GGG) spheres. The use of the two 
matrices effectively doubles the heat removal capabilities per 
cycle of the piston and reduces the temperature fluctuations 
by providing for a more continuous removal of anergy from 
the heat source. The cooling power at 4.2 K for this refrigera· 
tor operating ideally in the Carnot cycle can be given as 

where T c !s the refrigeration temperature, THis the sink tem· 
perature, QH is the rate of heat rejection, '7 is the fraction of 
carnot efficiency at which the magnetic refrigeration stage 
operates, and where the cn 1020 limits the heat expelled at 
15 K to 9 W. The efficiency (assumed to be 70%) is deter· 
mined by factors such as the thermal heat leaks along the 
cylinder and drive shaft walls, the heat exchange between the 

gas and the matrices, the heat capacity of the gas entrained in 
the matrices, and gas leakage by the seals, as well as other fac· 
tors. The factors contributing to the loss of cooling power of 
the refrigerator will be identified and minimized during 
refrigerator testing. 

The GGG matrices in the piston are separated sufficiently 
so that at either end of the stroke one matrix is in the high 
field region while the other matrix is in the low field region. 
The placement of the GGG matrices on either side of the 
magnet's center provides force compensation to reduce the 
overall force exerted on the piston drive shaft to move the 
piston. The magnetic interaction force that attracts the GGG 
to the magnet is substantial (an estimated force of 1550 new· 
tons [350 pounds] is required to move one of the 160 gram 
GGG matrices through the 7 T field produced by this super· 
conducting magnet); thus careful consideration of the separa· 
tion distance between the matrices is required to greatly 
reduce the net magnetic force. The basic equation for the 
magnetic force is 

F = (M' VlB 

where M is the field and temperature dependent magnetization 
of the paramagnetic material. and B is the magnetic field. Thus 
as a first order guesstimate, the separati')n of the matrices 
should coincide with the separation distance between the 
maxima in the field gradient on either side of the magnet. Fig. 
ure 7 ehaws an initial measurement wherein a 880 N force was 
required to move the piston through a 7 T field (similar to the 
profile shown in Fig. 5 produced by the Hiperco·encased mag· 
net). The curve represents the magnitude of the force on the 
piston throughout the length of the stroke. A reduction in the 
magnitude of the net force to less than 450 N (100 Ib) is 
desired to ensure smooth operation of the piston's drive 
mechanism. This is being pursued through force campen· 
sation methods which include changing the separation distance 
between the GGG matrices and by reshaping the field profIle 
by changing the shape of the Hiperco end pieces of the magnet 
assembly. If required, an additional force compensation 
method, involving the placement of small slugs of GGG 
between the two matrices but thermally isolated so as not to 
become part of the refrigeration process, will be implemented. 

The GGG piston is driven with a speed·controllable gear· 
motor having a maximum rotation rate of 10 rad/s. This rota· 
tianal motion is converted to reciprocating motion by means 
of a commercially available "ball reverser," a nut with ball 
bearings that run in a cross·hatched track cut into the drive 
shaft. The track has a set stroke length of 9.2 cm and the angle 
of the track is set to provide a displacement 3.175 em/2" rad. 
This permits a maximum linear speed of 5.1 cmls for the GGG 
piston. A turn-around in the ends of the track automatically 
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reverses the direction of travel of the nut to provide smooth 
reciprocating motion without changing direction of rotation 
of the drive motor. 

Heat exchange with either matrix is accomplished with 
helium gas provided by a separate bidirectional dis placer 
(gas pump) in both the low and high temperature gas cir­
cuits. When the GGG piston is positioned to be adjacent to a 
port in the cylinder, a gas flow loop occurs. The indents in 
the outer surface of the piston in the area of the helium flow 
apertures allow the helium gas to flow through the porous 
matrices while the dis placer is still in motion so that the gas 
flow need not occur only when the displacer is stalled at the 
ends of the stroke. The outer ridges of the piston form close 
tolerance seals to help prevent gas leakage along the cylinder 
wall. The seals further insure that gas leakage is minimized 
between the two gas loops. The design of the piston and gas 
circuitry is such that no mechanical cryogenic valves are 
required. 

The two gas pumps (Fig. 8) are driven electromagnetically 
in phase relation to the motion of the GGG piston. Samarium 
cobalt permanent magnets are inserted in each end of the 
phenolic rod extending axially from the displacer. The coils 
are then energized with DC current in switched alternate direc­
tions to drive the displacer back and forth. The coil designs are 
being optimized to minimize the (2 R resistive heating in the 
coils. Superconducting NbTi coils are being tested for use with 
the low temperature gas pump. The volume displacement re­
quired of each pump was determined by 

where V is the volume flow rate of helium in the gas loop, 
p is the helium gas density, Q is the quantity of heat to be re-
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moved, Cp is the helium specific heat at constant pressure, and 
AT is the temperature change of the gas as it passes through 
the matrix. Volume displacements of 100 cc and 350 cc for 
the cold and warm temperature pumps were chosen assuming 
ATe = 0.5 K and AT H = 1.0 K and adding the dead volume 
for half of the corresponding gas loop. 

The magnetic refrigerator has been designed to acheive high 
reliability. The magnetic refrigerator stage is a closed gas loop 
system: the gas circuit is sealed aner the initial charge of 
helium gas. Internal gas displacers provide the movement of 
the gas through the circuitry, eliminating the need for an 
external compressor to provide the gas flow. The external and 
internal portions of the piston drive train are coupled together 
through a rotary seal to prevent gas contamination through the 
housing along the drive shaft. The magnetic refrigerator 
requires no small orifices as needed in the conventional Joule­
Thomson valve, further minimizing the problems associated 
with gas contamination. Finally, the magnetic refrigerator will 
operate at slow reciprocating speeds, minimizing the wear rate 
of the low-temperature sliding seals. 

IV. Conclusions 
The design of a reciprocating magnetic refrigerator to pump 

heat from 4-15 K has been presented. The individual compo­
nents have been designed and have been fabricated. Tests are 
underway to optimize the field profile and the placement of 
the GGG matrices within the piston. The assembly of the mag­
netic refrigerator has been initiated. With the experimental 
results that will be forthcoming. a careful analysis of this 
magnetic refrigerator concept can be used to design an effi­
cient magnetic refrigerator usable for cooling maser amplifiers. 
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Table 1. CCA system requirements for maser cooling 

Reliable 
Efficient 
Multiyear lifetime 
Unattended operation 
Rapid cooldowns 
1-4 W cooling capacity 
Compact 
Magnetic field isolation of maser package 
Low microphonics 
mK temperature stability 
Orientation independence 
Continued operation during power failures 
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Potential Surface Improvements by Bump Removal for 
64-m Antenna 

S. Katow and C. N. Gular 
Ground Antenna and Facilities Engineering Section 

The surface panels of the main reflector of the 64-m antenna are initially set at an 
elevation angle of 45 deg, where most tracking occurs, to ideallY match a prescribed 
paraboloid. As the antenna is rotated about the elevation axis, distortions are introduced 
at the surface panels supporting nodes as well as at the main reflector backup structure 
by changes in the direction of the gravity forces relative to the reflector symmetric axis. 
Major bump displacements could be co"ected by controlling the position of the surface­
panel comers using adjustable mechanical jacks that change in length with the antenna 
elevation angle. The analysis of two bump-removal configurations is presented and one 
unique adjustment mechanism is proposed. A gain recovery of 0.2 dB at X-band would 
be available if the reflector structure distortion rms were reduced from 0.63 mm (0.025 
in_) to 0.15 mm (0.006 in.). 

I. Introduction 
Antenna surface.panel distortions and dellections caused 

by changes in gra\1ty loading are introduced by antenna rota­
tion about the elevation axis. These gravity-induced dellec­
tions result in differences in the radio-frequency (RF) path­
lengths, thus contributing to the RF gain losses of the antenna_ 
The gain loss is a function of, among other parameters, the 
root-mean-square (rms) of the distortions of the main rellector 
and of the operating frequency being used. 

Upgrading the present 64-m antenna network to improve 
performance and gain proves to be economically more practi­
cal than building a new replacement system_ Viable modillca­
tions, presently under investigation, include extending the 
rellector aperture to 70-m, improving the surface panel 
fabrication accuracy and setting precision, reducing the 
gravity-induced distortions by stiffening braces, and increasing 
the operating frequency (Ref. 1). 

As the planetary exploration program continues to grow, 
the need for an e.fllcient antenna system that provides in­
creased gain, performance, and productivity becomes evident. 

This article describes one additional possible modillcation 
in upgrading the 64-m antenna. It calls for the correction of 
major displacements by controlling, on a real-time basis, the 
height of the surface panel's comers using mechanical means, 
with corrections changing with the elevation angle changes. 
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A preliminary study of the potential benefits (Ref. 2) resulted 
in an improved surface with less distortions (nns value), where 
simplified assumptions of displacement in the major bumpy 
areas were made. This report, a follow-up to the prior study, 
describes an improved computational technique used to 
determine the nodal corrections necessary to reduce the sUc­
face tolerance. A conceptual mechanical design to implement 
the corrections is also presented in this report. 

II. Analysis 
Since the surface panels of the 64-m antenna are initially 

set at an elevation angle of 45 deg to match a prescribed 
paraboloid, gravity-induced distortions are introduced at the 
horizon, zenith attitude, or any position in between while the 
antenna rotates about the elevation axis. 

The distortion vectors of the jOints (or nodes) in the 
structure supporting the rellector panels are first computed 
for unit gravity loading (one g where g is the acceleration 
of gravity) in each of the symmetric and antisymmetric 
directions as shown in Fig. I. Either NASTRAN or IDEAS 
(in-house) structural analysis computer programs can be 
used for this purpose. Using the relationship of the unit 
gravity load vectors and their components in the symmetric 
and antisymmetric directions, as shown in Fig. I, the three­
dimensional distortion vectors at any elevation angle are given 
by: 

where 

= symmetric, unit gravity distortion vector for 
gravity off to on at 8 s 

= unit gravity distortion vector for gravity off 
to on at Os 

= gravity distortion vector at angle 8 

8 = an. nna elevation angle 

8s = elevation angle . which panels are set (usually 
45 deg) 

The RMS program (Ref. 3) is used to compute the "nor­
mal" surface errors (perpendicular to rellector surface) at a 
specific elevation angle (8) using the two sets of dellections 
dsym and dantisym . Only two sets of dellection data (for the 
first and fourth quadrants of the antenna) are supplied to the 
RMS program. Data for the second and third quadrants are 
generated by symmetry. The RMS program multiplies both 
sets of deflection data by the appropriate angular functions in 
Eq. (I), adds the resulting weighted dellections, and computes 
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the surface nonnal errors after making a paraboloid best fit 
that minimizes the pathlength errors. For the antenna horizon­
look case (8 = 0°) at 8s = 45 deg, the distortion vector (do) 
is formed as: 

do = -0.707 U + 0.293 U N_. (2) sym anouyln 

and for the zenith-look case (8 = 90 deg) at 8s = 45 deg, 

d90 = 0.293 Usym - 0.707 Uantisym (3) 

The output of the nns program provides two types of 
nonnal errors: (I) no-fit errOr and (b) best-fit error. One fIle 
outputs the no-fit nonnal errors and another fIle outputs the 
best-fit nonnal errors. The no-fit nonnal error is the total 
distortion vector due to gravity loading changes as the antenna 
rotates from the setting elevation angle (8s) to the horizon or 
zenith configuration. This means that the no-fit normal 
errors are the three-component distortion vectors normalized 
to the glven paraboloid surface. 

The RMS program also outputs the best-fit root-mean· 
square value of the l6.-pathlength error data together with a 
contour map of the nonnal errors. Contour maps of the 
gravity off/on distortions for the 64-m antenna measured 
nonnal to the surface of the best-fit paraboloid for the anti· 
symmetric horizon-look (8 = 0 deg) and symmetric zenith­
look (8 = 90 deg) cases are shown in Figs. 2 and 3, respectively. 

The surface distortion contour maps for the unit gravity 
(off to on) loading vector provide important infonnation. 
inspection of the contour maps in Figs. 2 and 3 for the U 
vectors show major displacements, hereafter referred to as 
"bumps." Removing these bumps would minimize the overall 
distortion (nns) of the main reflector, thus increasing the gain 
of the antenna. Since the bumps, from Figs. 2 and 3. are on 
distinctly different parts of the paraboloid surface, i.e" inde­
pendent, it can be assumed that bump nodes for the zenith­
look case (8 = 90 deg) are affected only by symmetric gravity 
loading, and bump nodes for the horizon-look case (8 = 
o deg) are affected only by antisynunetric gravity loading. 
This independence of bumps at these two extreme positions 
allows the use of eccentric rollers (driven by the rotation of 
the elevation-axis shaft) to reduce gravity· distortions. The 
eccentric rollers produce sine and cosine linear functions of 
the elevation angle, 8, that match, by proper design, the 
desired distortion compensation due to gravity loading 
changes. 

Note that the distortion (in nns) for the unit symmetric 
loading is 0.863 mm, which is larger than the 0.616 mm for 
the unit antisymmetric loading vector. Therefore, the horizon­
look case was selected in this study for corrections at selected 



nodes since 0.7 part of the symmetric loading change occurs 
from 45·deg elevation to horizon·look. Another reason for 
that selection was the fact that the DSN 64-m antenna is used 
most frequently between the 45·deg to horizontal position 
range. The analytical technique used to determine the most 
effective node corrections is described in the following section. 

III. Trial Computations 
The analysis for determining the bump corrections for the 

64-m antenna was done in two parts. The first part determined 
the necessary bump·node corrections for the horizon·look 
case. The second part of the correction analysis determined 
the relationship between the horizon·look and zenith·look 
corrections, which generated the necessary bump·node correc· 
tions and the new overall rms where the zenith·look gravity 
distortions were initially assumed to be due to the symmetric 
gravity loading vector only. Therefore. the initial zenith·look 
surface corrections are a function of the correction made at 
horizon·look. 

The RMS program. using the three·component distortion 
data from the structural programs. produced at each node a 
listing of both the no-fit normal errors and the best·fit normal 
errors (after best fitting of the paraboloid). By examining the 
best·fit contour map of the horizon·look case, with the surface 
panels set at 45·deg elevation. a number of large, bump· 
displacement nodes were observed. Data for 157 nodes were 
entered in the program with zero displacements as a baseline 
from which corrections could start. 

An initial set of corrected nodes was generated after sub· 
tracting the best·fit normal errors from the no·fit normal 
errors for the large displacement nodes. This correction 
corresponds to the distance from the actual paraboloid to the 
best·fit paraboloid and results in a substantially improved rms 
of 0.27 mm (0.0107 in.). The best·fit results associated with 
this new nns represent the Donnal errors to the corrections 
provided by the new deflectIOn data. 

Additional corrections to the selected set of bump nodes 
were a!tempted to improve further the overall rms. In the 
first node·correction attempt, (option-l design) the best·fit 
normal errors were subtracted directly from the no·fit normal 
errors. Subtraction was necessary to determine the distance 
between the actual paraboloid and the best·fit paraboloid. 
Since the new best·fit data produced a best·fit paraboloid for 
which the vertex is shifted in the Z direction as the bump· 
node errors are removed. the new best·fit paraboloid must be 
shifted so that its vertex coincides with that of the no·fit 
paraboloid. An over·correction factor of 1.8 was used to com· 
pensate for this offset. A new set of corrected nodes can 
therefore be generated by subtracting the new best·fit data, 

multiplied by the over·correction factor, from the first set of 
corrected node data. This new set of corrected nodes resulted 
in an improved overall rms of 0.18 mm (0.007 in.). 

Some surface nodes originally gave a best·fit rms near zero. 
thus misleadingly eliminating the need for any further correc· 
tions. However, repeated corrections of other nodes shifted 
the best·fit paraboloid in the Z direction by approximately 
0.50 mm (0.020 in.), giving the originally "good" nodes a 
poor rms. To fme·tune the corrections made thus far, 63 of 
these nodes were given a correction designed to compensate 
for the shift in the Z direction. The fmal rms for (157 + 63) 
or 210 corrected nodes (with the surface panels set at 45 deg) 
is 0.15 mm (0.006 in.). The structural model for the selected 
nodes of this case is shown in Fig. 4. Figures 5 and 6 show the 
contour maps of the distortions measured normal to the 
surface of the best·fit paraboloid before and after the bumps 
are removed for the horizon·look case. 

Corrections for the zenith·look case are made for the same 
nodes as for the horizon·look case and are initially assumed to 
be affected by symmetric gravity loading only. Therefore the 
zenith·look case (Oz) corrections are functions of the horizon· 
look (OH) case corrections and are given as: 

sym·gravity = 
corrections 

(sin Oz - sin 0,) 
(hor·look corrections) (. 0 . 0) sm H-sm s 

= (hor·look corrections) ~:~ 

and for antisymmetric distortions: 

(4) 

antisym·gravity 
corrections 

(cos Oz - cos 0,) 
= (hor·look corrections) (0 0 ) 

CCS H-cOS s 

(5) 

where Oz is 90 deg, 0H is 0 deg, and 0, = 45 deg. 

The initial ret of corrected nodes for the zenith·look case 
was generated using Eqs. (4) and (5) after determining the 
rms using the initial set of corrected nodes. It was found that 
the prior assumption that the zenith·look case has only sym· 
metric gravity loading is not quite accurate. Most of the 
nodes, however, agree with that assumption, but a few have 
distortions due to both symmetric and antisymmetric gravity 
loadings. The multiplication factors for the nodes exhibiting 
these traits were scaled accordingly and produced a fmal rms 
for the 220 corrected nodes (with the surface panels set at 
45·deg elevation) of 0.23 mm (0.009 inches). 

P. Potter (Ref. 1) designated a minimum acceptable surface 
tolerance for the 64-m antenna that allows efficient operation 
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at the 32·Ghz (Ka.band) frequency. The overall surface rms 
determined in this study for the zenith·look and horizon·look 
cases are below these tolerances. Reducing the number of 
nodes selected for this study will increase the overall rms to 
meet the minimum requirements of Ref. I and would result 
in a cost effective modification. The reduction effort, repre· 
sen ted as option-2 design, results in an overall rms of 0.23 mm 
(0.009 in.) for the horizon·look case and 0.38 mm (0.015 ir •. ) 
for the zenith·look case. 

IV. Proposed Panel Adjustment Mechanism 

The surface panels are supported from the reflector struc· 
ture as shown in Fig. 7 by the inverted U-pads, which are now 
weld·connected to the top chords of the ribs. Figure 8 illus· 
trates the proposed changes in the mounting of the inverted 
U-pads using flextures. The inverted U-pads can be pivoted 
to vary their heights up to the top chords of the reflector's 
rib trusses. 

The proposed mechanism for raising or lowering the U-pad 
is illustrated in Fig. 9, and the mechanism is bolted to the 
U-pad and the top chord. An eccentrically mounted roller, 
which rotates in unison with the elevation axis, can provide 
the sine (8) function as well as the amplitude change of the 
surface·panel position. 

The driving flexible cables, connecting the antenna eleva· 
tion shaft motion ana the eccentric roller motion, can be 
driven in unison by a specially designed gearbox that has a 
large spur gear driving multiple smaller pinion gears placed 
around the periphery of the main gear. If there is eXcess 
torque capacity in the elevation drive, this special gearbox 
can be moUn ted on thJ a1idade next to the elevation shaft 

protruding from the elevation bearing housing; the spur gear 
would be driven directly by the rotating elevation axis. The 
gearbox may also be driven by its own power unit using a 
simple switching device to maintain synchronous rotation 
with the elevation axis. 

The angle of twist in the flexible driving cables between 
the special gearbox and the eccentric roller will determine 
the accuracy of the corrections imposed on the surface panels. 
The fmal design may require the use of a worm·gear reduction 
instead of the spur gear shown in Fig. 9. Initial cost estimates, 
however, show that further development is still needed. 

V. Summary 
This article has considered only the distortions of the main 

reflector surface resulting from gravity loading. Additional 
distortions result from both wind and temperature·difference 
loadings on the reflector structure, the surface panels, and 
the subreflector; these loadings become dominant for antenna 
operation at higher than X-band frequencies. Reflector nodes 
having major bump displacements could be corrected by 
controlling the position of the surface panel corners using 
adjustable mechanical jacks, which change position with 
changes in the antenna elevation angle. The analysis of two 
bump· removal configurations is presented in Table I. The 
potential gain improvement is about 0.2 dB at X band 
(8.4 GHz) as the reflector surface distortion is reduced from 
0.63 mm (0.025 in.) to 0.15 mm (0.006 in.). Although the 
proposed panel·adjustment mechanism can neutralize the 
nodal displacements at the selected corrected nodes, it reqUires 
future development effort and cost trade·off studies among 
other antenna upgrade options presently being implemented. 
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Table 1. Surface distortion (nns) due to gravity offlon loading 

Horizon Zenith 
position, position. 
mm (in.) mm (in.) 

Original 64-m ,'nt~nna 0.63 (0.025) 0.50 (0.020) 
(structural only) 

Upgrade option - 1 0.15 (0.006) 0.23 (0.009) 
(220 corrected nodes) 

Upgrade option - 2 0.23 (0.009) 0.38 (0.015) 
(116 corrected nodes) 
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64-m Antenna Automatic Subreflector Focusing Controller 
C. N. Guiar and L. W. Duff 

Ground Antennas and Facility Engineering Section 

Defocussing of the radio frequency beam arises from gravity-induced structural defor­
mations as the antenna rotates about the elevation axis. The new Subreflector Controller 
generates the axial (z) ana lateral (y) offset corrections necessary to move the subref/ec­
tor. thus minimizing the gain losses due to this defocussing. This article discusses the 
technique used to determine these offset errors and presents a description of the new 
Subref/ector Controller. 

I. Introduction 
With the progressive need, to communicate with farther 

depths of space come, the increased need to improve the 
efficiency of the existing NASA - JPL Deep Space Network 
(DSN) ground antenn ... The DSN, incorporating both me­
chanical and microwave engineering efforts, has initiated this 
task, with a main goal to in"rease the large antenna (64-m 
diameter) network performance by approximately 1.9 dB at 
X-band. 

Some of the modifications being developed include the 
follOWing: 

(I) Fabrication of precise main and subrefiector surfaces 
(0.5 dB) 

(2) The use of optimally shaped single or dual reflectors 
(0.3 dB) 

(3) The extension of the main reflector diameter to 70 m 
(0.8 dB) with several structural and optical pointing 
changes (0.1 dB) 

(4) The subreflector focusing automation and upgrade 
(0.2 dB) described in this report 

The present 64-m antenna subreflector consists of a 6.4-m 
(21-ft) diameter, asymmetrical, hyperboloidal surface with a 
moveable vertex plate, a O.3-m (l-ft) high solid skirt attached 
at a fixed tilt angle about the perimeter of the hyperboloid, 
a hub, a backup space frame structure, and four independently 
adjusted motion mechanisms comprising electric motors and 
jack screws. The four subreflector motion (focusing) mechan­
isms are located to allow linear travel along the x- (cross eleva­
tiO!l), y- (elevation), and z- (axial or microwave beam) axes 
in addition to rotational travel to select any of several feed 
horns for u,e. These focus adjustments permit the subreflector 
to optimize the radio frequency (RF) alignment and maxi­
mize gain for anyone of the five feed positions on the tricone 
assembly. Defocussing of the RF beam arises from gravity­
induced structural deformations as the antenna rotates about 
the elevation axis. The subreflector controller generates the 
corrective signals which move the subreflector to minimize 
the gain loss due to defocussing. The axial (z) and y-axes 
corrections are automated, while any X-axis corrections 
(minor) can be adjusted manually, if needed. 

This report discusses the technique used to determine the 
focusing offsets or tlJ! and Az corrections necessary to reduce 
gain losses due to gravity-induced structural deformations. 
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Also included is a description of the new subreflector con· 
troller designed to enforce these corrections. Operating instruc· 
tions, theory of operation, and associated software for the 
SRC belong in an operation and maintenance manual (in 
preparation). 

II. Focus Offsets 

The surface panels of the 64-m antenna main reflector are 
initially set to represent ideal cassegrain conditions when the 
antenna is oriented at an elevation angle of 45 degrees (where 
mnc:t tracking occurs). As the antenna rotates about the 
ele~adon axis. gravity distortions are introduced due to 
changes in the direction of the gravity force vectors with 
respect to the antenna symmetric (z) axis (Ref. I). Structure 
deformations contribute to a reduced RF performance since 
these displace the focus as demonstrated in Fig. I and increase 
antenna gain losses. 

Displacements of the focus in axial (z) and lateral (y) 
directions have major effects on gam loss because they cor· 
respond to the focus of the best·fit paraboloid and the virtual 
secondary focus of the hyperboloid. These offsets can be 
compensated for using the new subrefiector controller which 
automatically generates the correct sig.,als to move the sub· 
reflector in both the axial andy directions. 

A series of tests on the large antenna at DSS 14 were run 
to determine the optimum subreflector z-axis focus position 
vs the elevation angle. These tests consisted of a series of 
conical scanning (CONSCAN) boresight and subreflector 
focus measurements using an astronomical radio source. A 
polynomial least squares curve fit was applied with a correc· 
tion function of the form 

t!,z = A + BX + ex2 + DX3 (I) 

where t!,z is the Z-axis focus offset and X is the elevation 
angle complement. The constants are found as follows: A = 
14.2 mm (0.560 in.), B = -0.068 mm/dcg (-0.00271 in./deg), 
e = -0.0069 mm/deg (-0.000275 in./deg), D = 0.000033 
mm/deg (0.0000013 in./deg) and X is (90-E) where E is 
the elevation angle in degrees. This polynomial provided the 
required correction of the subreflector Z- position, plotted 
as shown in fig. 2. A maximum correction of about 25 mm 
(I i.n.) is needed therefore at E = C (horizon positi<ln). 

The y·axis focus offset (Jl.y) was determined analytically 
U'c"g the NASTRAN structural analysis computer program. 
The results included the offset of the best·fit paraboloid focus 
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from the virtual focus of the hyperboloid (relative to setting 
elevation angle of 45 degrees). After curve·fitting, a y·axis 
correction equation is obtained as 

Jl.y = 3.41 [V2cosE- 1) (2) 

where Jl.y is the y·axis focus offset in inches. Equation (2) 
is plotted as shown in Fig. 2. At extreme elevation angles 
(90°) the y·axis offset can reach approximately 100 mm 
(4 in.). 

After determining the Jl.y and t!,z offsets, the Radiation 
Pattern Computer program (Ref. 2) was used to determine 
the expected gain lo,",es that would result without subreflector 
corrections. As an example, Fig. 3 shows a plot of the gain 
loss given as its equivalent surface distortion (in mm) vs focus 
offsets for 8.45 G Hz. 

The new subreflector Controller software incorporates 
Eqs. (I) and (2) and is described in detail below. 

III. Controller Description 
The subreflector axial (z) and y positioning are controlled 

by a closed loop as shown by the block diagram in Fig. 4. The 
loop is closed using the subreflector axial (or y) synchro 
position encoder as the feedback element. 

The Subreflector Controller (SRC) and Interface are 
sketched in Fig. 5. The SRC receives the antenna elevation 
p0sition data from the Antenm Servo Controller (ASC) at 
a rate of one sample per second. ne ASC transmits this data 
to the SRC through the 534 Senal Communications Board. 
The maximum elevation the antenna is able to change is 
0.25 deg/s. The antenna elevation angle is used as an index 
into a look·up table stored in the memory of the SRC whe,e 
the subreflector offset values are located (as defined by 
Eqs. [I) and [2)). The actual subreflector position is read 
from the X, Y, and Z position synchros on the subrellector 
and entered into the SRC through synchro·to·digital con· 
verter (l2·bit). If the actl'w position of lhe subrellector is 
not within 1.27 mm (0.050 in.) of the desired position, then 
a rate command will be generated through lho, 12-bit digital/ 
analog conve.,jer (D/A), which \' . .ijJ engage d,e motor drives 
of the subreflector at a fIxed rate. Once the motor drives 
stan, they will continue to move the sub reflector until it has 
reached its desired position. At that time all commands to 
the subreflector motor drives will stop. The fmal position 
will be displayed on the SRC. 



IV. Positional Accuracy 

The new SRC must be capable of meeting the existing 
positional accuracy requirements summarized in Table l. 
Positional accuracy of the 64-m antenna subreflector is based 
on these capabilities and the calculated value of offset, due to 
gravity deformations, The calculated offset values reside in a 
look·up table which is part of the SRC software. Axial (z) 
offsets are calculated at 0.088-degree elevation angle intervals 
and lateral (y) offsets at 0.022-degree elevation angle intervals 
with an error tolerance of 0.25 mm (0.010 in.). The actual 
accuracy for z-axis and y-axis positioning was chosen to be 
±J.2S mm (±O.OSO in.), thus providing a limiting 0.5 dB gain 

loss. The "deadband" tolerance is wide compared to the 
positioning accuracy, and once the subreflector stops, it would 
take several seconds for the elevation angle change to require 
another subreflector position adjustment. 

V. Summary 
The Subreflector Controller (SRC) provides a method for 

correcting error offsets of the RF beam due to gravity.induced 
structural deformations. The SRC unit has been designed and 
tested at DSS 14, demonstrating the potential for increased 
large antenna performance. 
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Table 1. Performance capabilities oIl11e aubl1lllec1ot and antenna 
drMt eIecIronla 

Parameter Y Axis Z Axis 

Maximum Axis Travel, mm (in.) 152.4 (6) 203.2 (S) 

Maximum Rate of Travel. mmls (in./s) 0.20 1.27 
(O.OOS) (0.050) 

Maximum Error for 0.05 dB Gain Loss. 2.54 1.27 
mm (in,) (0.100) (0.050) 

Maximum Movement/Degree Elevation, 20.3 5.60 
mOl (in.) (O.SO) (0.22) 

Maximum Required Tracking Rate, 0.50 0. 15 
mmls (in. /s) (0.020) (0.006) 

Maximum Position Resolution, mm (in.) 0.062 0.062 
(0.00244) (0.00244) 
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Intermodulation Product Levels in Flame-Sprayed Materials 
C. S. Yung, F. w. Stoller, and F. L. Lansing 

Ground Antenna and Facilities Engineering Section 

S. BrazIl 

Ford Aerospace and Communications Corporation, Palo Alto, California 

Ford Aerospace (under contract with the Jet Propulsion Laboratory) completed a 
preliminary investigation on intermodulation product (IMP) levels of fiberglass-backed 
/lame-sprayed surfaces. The purpose was to demonstrate the use of modi/led techniques 
and materials in combustion /lame spraying of formed surfaces in reducing intermodula­
tion products. The approach used improved metal wire stock without impurities or with 
smaller droplet sizes, used new high-temperature release agents, used wire stock with 
lower electrical resistance, and used variations in spraying distances, and intense buffing 
processes which amalgamate the material gaps and droplets in an effort to fabricate 
IMP-free light-weight and low·cost subreflectors. The study revealed positive material 
candidates with an IMP level around -150 dB, which is comparable to solid aluminum 
surfaces used as a reference. 

I. Introduction 
Ford Aerospace and Communications Corparation (FACC) 

(under contract with JPL) performed a study examining the 
intermodulation product (IMP) response characteristics of 
certain flame-sprayed materials and processing procedures. 
The purpose for this study was to demonstrate the feasibility 
of applying certain modified combustion flame-spray (metal­
lizing) techniques and a number of materials for fiberglass­
backed sub reflector surfaces, used for the cassegrain micro· 
wave antennas, while avoiding the generation of impairing 
IMPs. The aim is to provide a method of producing at low 
cost, low IMP, and high efficiency, small-tolerance (RMS) 
and light-weight subreflectars. Material candidates were sought 
with characteristic IMP levels of -40 dB or below the antenna 

third sidelobe radiation level when radiated with multiple 
carriers at a power density approximating the antenna oper­
ating conditions. The study objective was to perform Lab 
tests on sample materials and fabrication procedures and to 
compare results versus conventional solid reflecting surfaces. 

Past experience (Ref. 1) has shown that conventional 
flame-spray techniques using standard aluminum wire feed 
stock produce unacceptable IMP and noise problems when a 
multiple carrier uplink RF transmitter is used. Hence, a better 
approach is developed. This report describes the materials that 
were investigated, their method of fabrication, the test facility, 
the test procedure, and the test results and gives recommenda­
tions for future work. 
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II. IMP Mechanisms 
The frequency Fi of a given Intermodulation product 

resulting from two carriers of frequencies FI and F2 (FI < F2 ) 

is determined by the expression 

F = NF -MF 
i 1 2 

( I) 

where N and M are integers. The IMP order is defined as 
N + M. For example, the third, fifth, and seventh IMP orders 
can be written as follows. 

~(3) = 2F1 - F2 

~(S) = 3FI - 2F2 

F,(1) = 4FI - 3F2 

(2) 

Intermodulation product effects have been investigated 
since multiple frequency carriers were first introduced in 
space communications systems. Passive intennodulation pro­
ducts occur because some microwave components in radio­
frequency systems, presumed to be linear, are in reality very 
slightly nonlinear. Transmit-to-receive isolations on the order 
of -ISO to -200 dB are typically needed for high-power trans­
mitter systems with sensitive receivers. For such systems, 
nonlinearities as little as I part/IO IO may present a problem. 

Three of the most predominant meehanisms for producing 
nonllnearties and Intermodulation products are (I) electronic 
tunneling (a semiconductor action) through thin oxide layers 
separating metallic conductors at metallic junctions; (2) micro­
diseharge between microcracks, whiskers, or across voids in 
metal structures; and (3) nonlinearities associated with dirt, 
metal particles, and carbonization on metal surfaces. Each of 
these different meehanisms manifests itself in identical power 
laws and in nearly equal levels of IMP generation. 

The nonlinearilies responsible for the IMP are a result of 
the summation of many different microcurrent conduction 
processes. Microscopically, all surfaces are highly irregular 
and have a surface oxide layer between particles or droplets 
several angstroms thick. When two or more surfaces (particles) 
come in contact, rupture spots through the oxide coatings are 
formed, and very thin oxide layers separate the metals. 

The nonlinearity will depend on the proportion of the 
conductive and displacement currents. For metal surfaces 
separated by thin oxide layers, less than 50 A (50 X 10-10 m) 
nonlinear electron tunneling occurs. For thicker oxide layers, 
semiconductor current flow can take place. At high-power 
levels, low-level water vapor, weak gaseous plasma, and non­
linear processes in the material come into play. The observed 
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IMP currents are a result of the statistical summation of the 
microcurrents from many different nonlinear contacts. 

A nonlinear device is one that does not obey Ohm's law, 
and the relation of current and voltage for such a device is a 
curve that can be represented by a polynominal of a degree 
higher than one over a finite Interval. Analysis made by FACC 
shows that third order intermodulation power is the pre­
dominant contributor to IMP interferences. Relationships 
are derived to show the magnitude of the third order IMP as 
a function of the magnitude of the power of two or more 
signals applied to the nonlinear device. Where all signal volt­
ages are constant, the IMP power, Pi' is shown to vary with the 
carrier power ratio R as 

R Pi = --'"---
(R + 1)3 

(3) 

In summary, IMPs result from nonlinear junctions where 
two Of more carriers of given power ratio exist simultaneously 
and where the power of third order frequencies of the inter­
ference is sufficient to cause interfering sOUrces. 

III. Background 
The detrimental effects of IMPs to JPL radio telescopes 

was described during the Voyager space program (Ref. 1). 
Past experience on flame-sprayed surfaces has shown that the 
unacceptable intermodulation and noise products, produced 
by conventional flame spray techniques, have resulted from 
one or all of the follOWing conditions: 

(I) Some impurities in the wire feed stock were included, 
typically, standard aluminum wire whieh contains up 
to 10% silicon impurities. These impurities cause unde· 
sirable coating of the sprayed aluminum particles 
(flakes), which create multiple resistive cells with 
local eddy currents and noise effects. 

(2) The spray particles may have significant oxide coatings, 
developed during flight from the spray gun to the 
desired surface, resulting in noise generation. 

(3) The low-temperature oxide-forming and nonuniform 
spray pattern of spray parlicles create a porous sur­
face that, when power illuminated, resuits in IMP 
generation. 

(4) The use of incorrect spraying distances which affects 
the porosity and oxide coatings referred to in (3), 
above. 

(5) The use of a low-temperature "release agent" (a coat­
ing used for separating surfaces in the simulated female 
molds) causes excessive outgassing and thereby creates 



local resistive cells with their accompanying eddy 
currents and noise effects. 

(6) The selection of wire materials relative to the size of 
the sprayed particles is important. Other wire materials 
with good electrical characteristics, such as copper, 
silver, tin, zinc-tin, etc., have finer particle diameters -
which at S- and X-band frequencies have a signiflcant 
improved effect on 1M products. 

(7) Conventional techniques do not use intense buffing. 
Since flame-spray particles are laid down in semiflat 
flakes and are oxide coated in randum (creating resist­
ive cells and a porous surface), the application of 
intensive buffmg of the fmished surface may amalgam­
ate the surface flakes together. Buffmg will break 
down the interparticle oxide barriers and minimize 
the amount of porosity - especially in softer metals. 

IV. Study Approach 
The study approach is to avoid the past pitfalls mentioned 

above and to investigate the feasibility of significantly reduc­
ing the IMPs in the combust!on flame-spray process by using 
a combL'lation of pure wire-feed materials, high-temperature 
release agents, finer particle sprays, proper spray distances, 
different types of wire feed, and the amalgamating effects of 
intense buff mg. In the future, the plasma flame-spray tech­
nique may be investigated to determine whether it calI be 
adapted to NASA and DSN needs and is not included in this 
study. 

V. Description of Material Samples 

A number of flat flame-spray samples were fabricated as 
an approximation to the curved female mold used for forming 
the subreflector surface. The sample size was 30.5 em X 30.5 
cm with a a.15-cm thick fiberglass backing. The samples were 
prepare.d by Antenna Systems Inc. (AS!), San Jose, California. 
The wire-feed materials were flame sprayed against a flat 
mold whose surface had been prepared with a high-temperature 
release agent. After the simulated mold had been metal­
sprayed to a thickness of approximately 0.025 em, the fiber­
glass backing was applied to the flame sprayed surface. The 
backing material was bonded and cured, and the sample was 
then removed from the mold. The release agent was removed 
using acetone. 

A total of thirteen material samples was prepared as 
described in Table 1. Following the examination, processing, 
,md testing of the first seven samples, certain handling proce­
dures, test methods, and test criteria evolved which suggested 
that more meaningful results could be obtained by altering the 

original methods for the remammg samples. Pure tin was 
deleted from the list since flame spraying of this material 
constituted a health hazard. 

VI. Test Conditions 
The test conditions were set to apprOximate the operating 

power level of JPL antennas. The peak power density incident 
on JPL subreflectors was given as 5.4 W /cm'. A test was 
configured to provide that power density as a minimum plus 
any margin the test facility would provide. Since IMPs from 
the flame-spray samples were the primary concern, the test 
configuration was designed to minimize or eliminate IMP 
contributions from the facility itself. 

A means for mounting and supporting the test samples 
was constructed that would not in itself contribute to the 
observed IMP level. The holding fixture was a polyvinyl 
chloride (PVC) frame which supports the sample at 0.635 em 
from the radiating aperture. PVC is used to eliminate metallic 
surfaces which are known IMP generators. The sample was 
held in proximity to the horn aperture to reduce radiation 
into the anechoic absorber which covers the interior of the 
test facility. This too was to reduce the background IMP of 
the measurement system. Figure 1 shows the sample holding 
fixture located in place within the test facility. 

The radiating aperture was a 12.7-cm djameter conical 
horn which connects to the remaining IMP test facility provid­
ing the radiation and monitoring system. The transmitter, 
receiver, and recording/monitoring system used were at FACC 
IMP test facility located in Palo Al to, California. This facility 
was built to test IMPs having a level of -170 dBm from com­
ponents radiated at multiple carrier power levels of +63 dBm 
into a free space environment. An RF-shielded anechoic test 
facility is also included that permits measurements in excess 
of -150 dBm from those power sources. The transmitter is a 
high-power amplifier capable of delivering 5 kW of carrier 
power. This level of power is necessary to provide a minimum 
of 2 kW at the feed interface following distribution losses 
through the facility waveguide and monitoring equipments. 
The frequency bandwidth covers 7.90 to 8.40 GHz. Most 
of the tests were run at a power level of 1 kW. This provided 
a power density level of 6.6 W /cm', exceeding the minimum 
required for the study. Attempts were made to increase the 
power level; however, the level of reflected energy (caused by 
the waveguide short presented by the flame-spray sample) into 
the receiver bandpass 'mter caUses excessive heating of that 
component. 

The receiving system has a noise figure of 1.5 dBm (105 K). 
This is achieved by including a Field Effect Transistor (FET) 
before the downconverter and spectrum analyzer. Since 
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thennal noise power is -174 dBW/Hz at rOom temperature 
(290 K), a 10 Hz pre detection bandwidth on the spectrum 
analyzer provided a theoretical noise power of -160 dBm. 
Also included in the test setup are a spectrum display and an 
equipment controller. These provided a swept display of all 
IMPs generated in the 7.25 to 7.75 GHz band. Those data 
were stored in computer memory, recorded on tape and by 
an X - Y recorder. The modulated carriers which are used 
to drive the high power amplifier (HP A), ~Ie down converter 
local oscillators, and the spectrum analyzer are stabihzed to 
5 X 10- 11 by an oscillator. This provided long term or swept 
measurement stability. Between 7.75 to 7.90 GHz at least 
100 dB of rejection was provided by a separate bandstop 
filter. This prevented energy from the traveling wave tube 
(TWT) HPA passing through this window that would generate 
an IMP in the field effect transistor (FET) amplifier. Proce· 
dures are included to identify and isolate IMPs generated 
within the HP A. 

Separate screen rooms having greater than -80 dB isolation 
were used between the receive test area and transmit area. 
These rooms prevent "floating" signals of the transmitter 
from influencing the low·noise receiver information. Figure 2 
shows a block diagram of the FACC test facility. All tests were 
perfonned at room (ambient) conditions. 

The recorded IMP level observed at each setting of the 
carrier frequencies was taken from a statistical average of ten 
separate readings. This was done to eliminate peaks, nulls, and 
equipment variations. As a result of this averaging process, 
each frequency measurement occurs over a 1 Q-minute time 
period, and each (est sample measurement occurs o>er a 90-
minute time period. 

No speci.lI facilities were required to perfonn the sample 
buffmg, surface resistance tests, or porosity tests. Conven­
tional equipment was used for each of these. A Kelvin Resis­
tance Bridge was used for the simple surface resistance mea­
surements. A 30X power microscope and light source were used 
in judging the sample porosity. 

VII. Test Results 
The flame·spray samples were sequentially tested for 

surface resistance, checked for porosity. IMP tested, buffed, 
and then retested. Initially the samples were tested, then 
buffed using various buffmg techniques, and then retested. 
The data herein are grouped according to the sample identifl­
cation in Table 1. 

A. Buffing Procedures 

One of the study objectives was to detennine whether the 
observed IMP level could be reduced by intense buffmg which 
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causes amalgamation of the metal. If the IMP is a resuit of the 
material porosity or if it is a result of oxidation between 
globules of metal fanned during the flame-spray process, the 
IMP level should be reduced following the amalgamation 
process. 

Several buffing methods were examined. The first used a 
horse-hair brush wheel operated at very high speed. It was 
found that the heat developed from the brush was not ade· 
quate to cause distortion of the metal surface and no amalga­
mation occurred. The second attempt was to place the metal 
surface against a granite lapping plate. An orbital sanding 
machine was modified to accept the material sample during 
this process. Again, sufficient heat to cause amalgamation 
could not be developed, probably due to the heat sink effect 
of the granite block. 

As a third attempt at buffing the flame-spray samples. a 
hard leather disk was fabricated and used on edge, similar to 
the horse-hair brush. This method proved to be too harsh and 
abrasive. The disk edge, which was approximately 1.2-cm 
thick, removed some metal from the sample, thus leaving large, 
unacceptable voids. The leather disk was then applied flat, 
using an automotive-type polishing machine. This method 
was marginally acceptable for certain metal surfaces. The 
pure aluminum (sample number 2, Table 1) was partially 
amalgamated by the leather-disk buffing process. Materials 
having a coarse surface (copper and silver, sample numbers 4 
and 5) tended to load up the leather disk, thus significantly 
impairing the process. The pure zinc and tin/zinc materials 
(sample numbers 4 and 6) exhibited hard surfaces and large 
areas flaked off during the bufling process. 

On examination of the above three buffing processes it 
was recognized that none of them yielded the desired result 
and a new trial was needed. A dry-lubricant Silicon Carbide 
polishing disk was tried, and it was found that grade-80 
polishing agent provided significant improvement to the 
surface smoothness and its porosity and seemed to approach 
amalgamation somewhat more than the leather disk. The 
processing time was also significantly reduced. This buffing 
method was used on the remaining six samples (8 through 13). 

B_ Porosity Check 

Samples 8 through 13 were checked before and after 
buffing for granUlarity and porosity. This examination was 
made by viewing the metallic surface in a darkened room while 
holding a high-intensity constrained light source to its fiber­
glass surface. The degree of porosity was a subjective judg­
ment made by the test conductor with ranking from I to 5 
(I = no light showing through; 5 = significant light showing 
through). Porosity was helpful in detennining the effective­
ness of the buffmg process. The results are shown in Table 2. 



C. Surface Resistance Tests 

Each sample was measured to detennine its DC surface 
resistance before and following the buffmg process. A Kelvin 
Resistance Bridge was used for these tests by placing two 
electrodes on the surface of the sample, spaced apart by a 
constant distance. The results are tabulated in Table 3 for 
comparative evaluation before and after buffing only. In 
general. materials having low resistance contribute lower 
system noise temperature. However, these measurements do 
not represent the actual dissipative loss associated with the 
metallic surface as described in Refs. 2 and 3' . A more accu· 
rate measurement technique such as the cavity resonator 
techllique was developed by R. Clauss and P. Potter (Ref. 3). 

D. Reflection Tests 

One area of concern was the reflective quality of the 
samples following the buffing process. A test was added to 
detennine the surface reflection to RF energy. A microwave 
reflectometer using an Automatic Network Analyzer was 
used to monitor reflected energy from an open·end waveguide 
placed flush to the sample surface. Table 4 lists the results of 
samples 8 to 13 before and after buffmg for comparative 
evaluation only. Note that for a perfect reflector, the reflec· 
tion coefficient should be zero. A different reflection measure· 
ment technique wherein each sample is placed at 45° slope 
from the radiating horn is contemplated for future work. 

E. Intermodulation Products (IMP) Tests 

The IMP results acquired from the measurements described 
in Section VI are plotted as a function of the receive fre· 
quency in Figs. 3-5. Each graph includes a frequency distribu· 
tion. Fifteen carrier pairs were tested with carrier I frequen· 
cies ranginr. !rum 7.900 to 8.075 GHz and carrier 2 between 
8.050 to ~..400 GHz. IMP 3rd order frequencies ranged from 
7.40 to 7.75 GHz. An analysis of the results is given below. 

1. System calibration. A reference calibration demon· 
strated the background IMP of the facility, holding flxture, 
and test equipment. The source horn was radiating into the 
anechoic room without a test sample plate in position. The 
calibration demonstrated (Fig. 3 [a]) a background IMP level 
averaging-I71 <IBm over the receive frequency band. 

Second, reference calibrations were made to demonstrate 
the inherent IMP level of the measurement system when a 
reference test plate (of known IMP purity) was substituted 
for the test samples. Two aluminum and copper plates, with 
dimensions identical to the f1ame·spray test samples, were 

lSee also C. W. Choi and G. S. Kirkpatrick, "Surface Resistivity Mea~ 
surements for the JPL 34-m X-Band Antenna," Hanis Corporation, 
Metborne, Fla., September 9, 1980. 

mounted in the holding flxture and their IMP responses were 
measured. This calibration revealed (Figs. 3 [b] and 3 [c]) a 
nominal increase in the baseline IMP level. The increase is 
attributed to two factors: flrst, a "oncentration of incident 
energy on the chamber absorber in the proximity of the 
horn; and second, a signiflcantly increased reflected energy 
into the monitoring microwave components (horn, orthomode 
junction, flIters). Since IMPs increase at a rate of 3 dB per dB 
of incident power (Ref. 4), the reflected power level through 
the monitoring RF components is increased several fold when 
the calibration plates and the f1ame·spray sample plates are 
positioned over the horn aperture. Thus, the observed system 
IMP level increase in the calibration level was expected. The 
calibration data shown in Fig. 3 are accurate within ±5 dB of 
the indicated values. Thus, the two copper and aluminum 
plates exhibited gener.lly comparable IMP signatures (- -160 
dBm). 

2. Test samples. The results of the first seven f1ame·spray 
samples are shown in Fig. 4 where the general IMP level is 
observed between -100 and -170 dBm. Standard aluminum 
flame spray (sample 1, Fig. 4[a]) shows the largest IMP 
(-114 dBm); however the high-temperature release agent 
improves its perfonnance signiflcantly. The IMP perfonnance 
of standard aluminum flame spray with high teml'erature 
release agent (Fig. 4[g]) is comparable (at -137 dBm) to the 
general trend of the oilier samples. IMP perfonnance was 
plotted before and after bufl1ng. When the 10 dB tolerance 
window (±5 dB) is considered, it was apparent that the sam­
ples perfonned generally the same except for the "standard" 
aluminum with low-temperature release agent (Fig. 4[a]). 
Pure zinc (Fig. 4[f]) and zinc-tin (Fig. 4[c]) appear as slight 
favorites within each group (- -132 dBm). 

The results of samples 8 through 13 are shown in Fig. 5. 
During the tests on these samples, the transmitter/receiver 
control software was modifled (wherein each frequency was 
repeated ten separate times), and the transmitter power output 
was set at a constant I kW. The results show a closer correla­
tion between sample tests than was observed from the previous 
seven samples and show consistent improvement in the mea­
sured iMP level when the buffmg process was used although no 
signiflcant change can be attributed to the double buffmg 
process. 

The measured tolerance was reduced to ±2.5 dB on sam­
ples 8 through 13 due to improved repeatability of measure­
ments. This also is attributed to the modifled measurement 
method. 

The results of Fig. 5(a) also show that the 70/30 tin-zinc 
(at -134 dBm) perfonns better following the buffing proce­
dure. Buffmg apparently affected the tin-zinc (improves IMP 
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from -134 dBm to -155 dBm) far more than any of the other 
samples tested. The pure aluminum sample in Fig. 5(b) mea­
sured low initial IMP (-156 dBm) and exhibited a lower value 
(average -158 dBm) following the second buffing procedure 
(with dry·lubricant silicon followed by leather disk). 

The METeD Babbit ™ sample in Fig. 5( c) and the pure 
aluminum with a 70/30 tin-zinc subsurface sample in Fig. 5( d) 
show generally the same mixed trend as tho pure aluminum. 

The two remaining samples (No. 12 and 13 in Figs. 5[e] 
and 5 [f]) having overspray and material buildup to double 
thickness exhibited poor IMP response after buffing. No 
particular reason could be found for their higher IMP 
measurement. 

VIII. Summary 
It was learned that as a general class of materials, flame· 

sprayed fiberglass· backed laminates can be considered viable 
candidates as reflector surfaces in high·intensity microwave 
multiple carrier systems without excessive interference due to 
secondary emissions from intermodulation products. This 
rather board conclusion is supported by rhe overall low level 
(between -150 and -160 dBm) of IMPs observed from the 
present tests. 

The flame·spray materials were exposed to a radiation den· 
sity in excess of 6.6 W Icm2 with selected tests exceeding 
13 W Icm2 • Some materials (tin-zinc and pure aluminum) 
exhibited IMPs of -150 dBm when measured over a 6.3 per· 
cent frequency band. These levels are generally considered 
satisfactory for most receiving systems yet may be mar­
ginal for stringent JPL systems. 

The study shows that buff 109 the flame·spray surface for 
some samples improved IMP performance; however, the results 
were mixed. General improvements of 10 dB were noted and 
may reach 20 dB (su"h as using tin-zinc in Fig. 5[.]). The 
"best" buffmg proc"ss found was light polishing with a dry· 
lubricant silicon fine grit paper. Further buff 109 with hard 
leather provided only nominal improvement. Microscopic 
examination of the flame-spray material before and after the 
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buffing processes revealed no conclusive evidence that the 
material had undergone amalgamation; the improvement may 
result from rupture of the oxide coating around the spray 
particles. Porosity tended to increase only sHghtly following 
the buffing process. 

Taking the norm of multiple recordings of the IMP level at 
each frequency set improved the repeatability and thus the 
accuracy of the data. Setting the power at a constant level 
removed the 3 dB/dB slope from the data curve. 

The study results showed a defmite feasibility for some 
flame·spray materials for DSN antenna subreflectors. From an 
IMP consideration, the tested materials reveal positive candi· 
dates for that application. The selection of a specific material, 
however. should not be made without further technical and 
economical investigations. Until the observed IMP level from a 
sample material can be maintained at a value below the mea· 
surement system noise level. there is room for improvement. 
Indeed, as the material technology is enhanced, as was experi· 
enced during the current study, improvements can be made in 
the measurement methods to demonstrate even lower levels of 
performance. The areas envisioned for further work include 
the following: 

(I) Plasma spray metallizing techniques result in surfaces 
whose characteristics may avoid many of the known 
sources of IMP generation. The process uses a combi· 
nation of high·energy, high-velocity gas with an inert 
gas carrier to develop high·density, oxide·free, non· 
porous metallic surfaces. 

(2) In fabricating a scaled subreflector, with a hyperbolic 
surface and testing for its IMP performance, material 
candidates should include tin-zinc and pure aluminum, 
In addition, comparative microwave reflective effici· 
ency measurements should be made on the subreflector 
using a standard solid aluminum unit as a reference. 

(3) The effect of local environment on selected candidate 
materials should also be considered prior to a fmal rna· 
terial selection. Weather effects, such as rain, ice, hail, 
humidity, dust, high· and low·temperature cycling, 
should be determined. 



References 

1. Bathker, D. A., Brown, D. W., and Patty, S. "Single and Dual Carrier Microwave Noise 
Abatement in the Deep Space Network," Jet Propulsion Laboratory Technical Memo· 
randum 33-373. August 1975. 

2. Thorn, E. H., and Otoshi, T. Y., "Surface Resistivity Measurements of Candidate 
Subreflector Surfaces," TDA Progress Report 42·65, Jet Propulsion Laboratory, July/ 
August 1981, pp. 142-150. 

3. Clauss, R., and Potter, P. D., "Improved RF Calibration Techniques: A Practical Tech· 
nique for Accurate Determination of Microwave Surface Resistivity," Technical 
Report 32-1526, Vol. Xll, Jet Propulsion Laboratory, Dec. 1972, pp. 59-67. 

4. Chapman, R. C., Rootsey, J. V., Polidi, I., and Davison, W. W., "Hidden Treat: Multi· 
carrier Passive Component 1M Generation," AIAA/CASI 6th Communications Satellite 
Systems Conference, April, 1976. Montreal, Canada, Paper No. 76-296. 

85 



Sample 
Numb!!! 

2 

2(A) 

3 

3(A) 

4 

4(A) 

S 

SeA) 

6 

6(A) 

7 

7(A) 

8 

8(A) 

9 

9(A) 

10 

10(A) 

11 

lI(A) 

12 

12(A) 

13 

13(A) 

86 

Tlble 1. FIIme-aprIY umpIH 

Description 

Wire spray using "standard" aluminum wire (with 10% 
impurities) and a low-temperature release agent 

Wire spray using pure aluminum wire, high­
temperature reIcus!! agent and no buffing 

Same as Sample 2 with buffing 

Wire spray using pure zinc-tin wire, with hjgh­
temperature release agent 

S:mlc as Sample 3 

Wire sproy using pure copper wire with high­
tempemture release ugent 

Same as Sample 4 with buffing 

Wire spray using pure silver. with h;gh-temperaWre 
release agent 

Same as Sample 5 with buffing 

Wire spray using purc zinc wire with high-temperature 
release ngcnt 

Same as Sample 6 with buffing 

Same as Sample 1 except using u high-temperature 
release agtmt 

Same as Sample 7 with buffing 

A composite of tin/zinc in a 70/30 mix, with high­
temperature release agcnt 

Same as Sample 8 after buffing 

Repeat of Sample 2 above (pure aluminum) for repeat 
of mCasurements 

Repeat of Sample 2(A) above (purc aluminum) after 
buffing for repeat of measur~ments 

Wire spray using METeD Babbit™ with high­
temperature release agent 

Same as Sample 10 after buffing 

Wire spray of pure aluminum as the surface area with 
a 70/30 tin-zinc as a subsurface backup material, with 
high-temperature release agent 

Same as 11 after buffing 

Same as Sample 8 composite (70/30 tm-zinc) except 
flame·spray surface material thickness was increased to 
approximately 0.05 cm u;ing an overspray 

Same as Sample 12 after buffmg 

Same as Sample 2 except flame-spray surface milteri~. 
thickness was increased to approximately 0.05 cm 
using an ovcrspray 

Same as Sample 13 after buffing 

Table 2. Porosity of ....... umpIH 

Sample 
Porosity 

number 
Material Before buffing After buffing 

8 70/30 lin/zinc 3 5 

9 PUre aluminum 4 4 

10 METCO Babbit ™ 5 4 

11 PUre aluminum 2 2 
(with 70/30 backup) 

12 70/30 (oversprJY) I I 

13 PUre aluminum 1.5 4 
(overspray) 



Sample 
number 

8 

9 

10 

12 

13 

Table 3. Bridge RHIIIJo".. 01 ..... pIn 

Sample 
Resistance, ohms 

Number Mllterilli Before bumng After buffing 

"Stundard" ulumlnum 0.0102 0.0114 
(low·temp. agent) 

2 Pure aluminum 0.0127 0.0133 
(high·temp •• gent) 

3 70/30 tin/.ine 0.0038 0.0037 
(high· temp •• gent) 

4 Copper (high·temp. 'gent) 0.0010 0.0010 

5 Silver 0.0029 0.0028 

6 Zine (hlgh-temp. agent) 0.0061 0.0065 

7 "Stundard" aluminum 0.0150 0.0154 
(high·temp .• gent) 

8 70/30 tin ... inc 0.0113 0.DI05 

9 Pure aluminum 0.0063 0.0065 

10 METCD B.bblt ™ 0.0053 0.0051 

II Pure aluminum 0.0055 0.0060 

12 70/30 (with overSpray) 0.0033 0.0034 

13 Pure aluminum 0.0004 0.0041 
(with oversprny) 

Table 4. SUrfice Fieftectlon oIlf • ."..pnoy sampJea 

Reflection 105s coefficient. dB 

Material Frequency. GHz Before buffing 

Copper reflection plate 8.1 0.06 
8.4 0.01 

70/30 tin/zinc 8.1 0.11 
8.4 0.11 

Pure aluminum 8.1 0.43 
8.4 0.40 

METCD B.bbit ™ 8.1 0.24 
8.4 0.36 

70/30 tin/zinc with overspray 8.1 0.17 
8.4 0.09 

Pure aluminum with ovcrsproy 8.1 0.23 
8.4 0.42 

==== =====~~.====,,,, .. O::' ==::; -==-' ~~'d' 
~ t; t~ ~~J 

After buffing 

0.03 
0.01 

0.08 
0.07 

0.08 
0.04 

0.08 
0.08 

0.02 
0.01 

·i 

87 

. ' 



88 

, 

ORIGINAL PAGE IS 
OF POOR QUALITY 

Fig. 1. Fllrne-tlpnlY _ umple In I_Ie chl mber 

( 



SIGNAL 
GENEJlATOR 

5 MHz 
DISTRIBUTION 
AMPLIFIER 

5 MHz 

5 MHz 

200W 
TRANS MlTTER 

ORIGINAl. p~~~J~ 
OF pOOR Q 

HARMONIC 
FILTER 

-57d6 -

TRANSMIT 

5kWCW 

RECEIVE 

HIGHPASS 
FILTER 

i 

~ 



i ,I 

" j 

SkWCW 

w 

TRANSMIT 

BANDSTOP 
FILTER 

RECEIVE 

5 MHl. 

L __________ ~::::::::~ __ ~::::::::~ ________________ _iS~M~H~Z~ LOCAL 
OSCILLATOR 

, 
L .... _r-_~~"'== .... ~'''''=:=..:._=~,,'' . 

BANDPASS 
FILTER 

AMPLIFIER 

COMPUTER 
HP-BS 

DOWNCONVERTER 

Fig. 2. IMP tnt facility ot FACe 

89 



-100 1 

I-

-120 l-

l-

-140 C-

-160 

• 
-110 I 

-100 ·1 

-120 

E 
'!l 
-" !'< -140 
w 
~ 

~ • 
-160 

• 
-110 I 

-100 -, 

Co 

-120 f-

f-

-140 f-

f- • 
-16" • 

-
-lao I 

7.40 

I 

-
1 

1 

• • 
1 

1 

ORIGINAL Pf.l.G~ llil 
OF POOR QUALITY. 

1 I I 

O~EN HORN 
AVERAGE = -171 .. 

• '-
~ • 

1 -'-
I I 

CCPPER REFERENCE PLATE 
AVERAGE = -165 d8 

• ~ 

• • 
_L .1 -'-

I I I 

ALUMINUM REFERENCE PLATE 
AVERAGE = -159 dB 

• • 
• • • • • 
1 1 1 .L 

Fit GHz 

1 

• 
I 

1 

-• 
1 

1 

" 
I 

Fig, 3. IMP levlll tor facility and calibration pI_ 

· 
· 

-

· 

· 

· 
· 
-

" 

· 
· 
-
· 
-

-
7.75 

PRECEDING PAGE BLANK NOT FILMED 

91 



92 

URIGINAL [J'1>lGl! nil 
OF POOR QUAliTY 

I 
; , 



-~r--r-,-r-,-,-,-,-,-,--"r--' I I I I I I 

70/30 TIN-ZINC (SAMPLES 3, 3A) PURE COPPER (SAMPLES 4, 4A) 

-100 I- -

-110 I- - I- -
• • 

• A • • 
-120 I- - I- g 

Q • 
• • • 

E • ";, m • ~ 0 • .:; • 0 , 
w -130 

A - l- • 0 -
" ~ • A 

~ 0 1----0-- - - -<>- -----_---~ 

:--~--,,--O--_t_--b-----; ~ 
0 0 

>--._._._.ts--.-.-o'-'-'- 0 • O. 0 0 ,'i 
0 0 0 J) 

-1<40 - 0 A I- 0 

~ • 0 0 .. 
" 
I 

0 !. 
';' 

-150 - - I- - t', 

" 

A 

• NO BUFFING • NO BUFFING 

-160 - -- AVERAGE = -T31 dBm - - --AVERAGE = -121 dBm -
0 FIRST BUFFING 0 FIRST BUFFING 

--AVERAGE = -136 d8m -- AVERAGE = -132 dBm 
A SECOND BUFFING 

_.- AVERAGE = -134 dBm 

-170 I I I I I I I I I 

7.40 7.75 7,<40 7.75 

Fit GHz Fit GHz 
, 

Fig. 4 (eonld) 

93 



I I I I I I I , I I I 

PURE SILVER (SAMPLES 5, SA) PURE ZINC (SAMPLES 6, 6"') 

o 
-100 I- - -

-110 I- - f- -
0 0 • 0 

0 0 • 
-120 I- - f-r------ ..... ---------o •• • • 0 

E 0 • III 
..; • !l! -130 I- - l- • • 0 w • ~ • ~ 0 

r-~--~---~--~----• 0 e • • • 0 • • --140 0 0 
- F- 0 0 • 

• 0 

• 
-150 - ~ I- -

• 

• NO BUFFING • NO BUFFING 
-160 -- AVERAGE = -1:U dBrn - I- -- AVERAGE =- -132 dam -

0 FiRST BUFFI r~G 0 WITH lUFFING 
-- AVERAGE = -122 dBm --AVERAGE = -135 dim 

-170 I I I I I I I I I I I I 
7.40 7.75 7.04 7.75 

Fi' Gf-k FI, GHx 

Fig. 4 (eonld) 

94 



ORIGINAL PAG;! l~ 
OF POOR QUAII¥"£ 

-ror---,----Ir---.-I--'I----Ir---.-,--. 

-100 -

-110 I-

STANDA~D ALUMINUM WriH HIGH-TEMPERATURE 
AGENT (SAMPLES 7, 7A) 

-

-

95 

, 
I 
; 

I 
:! 
.~ 
'l 



ORIGINAL i - -*> "'"'2 

OF POOR t;:'; 

-100 I T 
70).;"0 TlN/ZINC 

I I T PUR~ ALUMINUM 
T -I 

"- (SAMPLES 0, OA) - (SAMPLES 9, 9A) -
iI NO eUFFING • N08UFF1NG 

I- AVERAGE = -134 dim • - - AVERAGE = -156 dim --120 • • l- • - -
-1-40 l- • - r- • -• • • • "- • -

• 
-

• 
-160 I- - -. • • -• • • • 

I- - ~ • 
" 

-1110 , . , , , , , , I I 

-100 T T T , , T I I I r r -I 

"- BUFFED WITH DRY LUBRICANT DISC - I- lUFFED WITH DRY LUBRICANT DISC -
AVERAGE = -155 dBm AVERAGE = -151 dim 

-120 I- - -
0 

E "-m - I- -
~ 

.1 
r-w -1"'0 "- 0 , 0 -> w 0 -

~ I- 0 - 0 0 

0 0 0 0 0 0 

I-
0 - >- --160 

0 0 0 
0 0 0 

I-
0 - I- 0 -

-180 , , , , , , , 

-100 I I I I I I I I I 

"- lUFFED WITH LEATHER DISC - I- lUFFED WITH LEATHER DISC -
AVERAGE = -154 dBm AVERAGE = -158 dim 

-120 I- - "- -
I- - I- -

-140 "- "- -
I- ~ 

A - "- A -A A A A A A A 
-160 I- A ~ 

~ A 
L> 

A A 
A A 

j:. - I- A -
-ISO , , , , , , , , 

7.40 7.75 7.-40 7.75 

Fi' C:Hiz Fit GHz 

Fig. S. IMP levels for samples 81h,ough 13 before and aller buffing 

96 



-100 I I I I 

- METCO BABB1TTM 
(SAMPLES 10, lOA) 

-120 - NO BUFFING 
AVERAGE = -159 dBm 

-

-IMJ - • 
,- • 

• -160 • • • • 
F- • 

-180 I I I 

-100 , , 
f- BUFFED WITH DRY LUBRICANT DISc 

AVERAGE = -157 dBm 

-120 f-

.Ii f-
~ 

.:; 
~ -IMJ f-w 
~ 

0 
~ f- 0 0 

~ 

-160 I- 0 0 

0 0 

I- 0 

-180 I 

-100 J I 

- BUFFED WITH LEATHER DISC 
AVERAGE = -155 dBm 

-120 -
-

-IMJ ,-

,-
l>. 

-160 ;- l>. 
~ l>. l>. 

l>. 

I-

-180 I I I I 
7.MJ 

Fp GHz 

ORIGINAL Pf\Ct: \S 
OF POOR QUAUTif 

I I 

f-

- f-

- f-

- f-

I-• 
• • 

~ 

L 

~URE ALU~INUM ~ITH 70,t.l0 
T1N(fplNC SUBSURFACE 
(SA PLES 11, llA) 

NO BUFFING 
AVERAGE = -161 dBm 

• 
• • • • • • • 

I I , 
I , I 

f- BUFFED WITH DRY LUBRICANT DISC 
AVERAGE = -155 d8m 

I-

f-
0 

- f-

-, f- 0 0 0 
0 

- r 0 0 
0 

0 0 -
L I I 

I I I I I 

- - BUFFED WITH LEATHER DISC 
AVERAGE = -15. dam 

-

-

-
l>. - l>. 

A l>. 1\ 

l>. ;-- l>. l>. l>. 
l>. 

- r 
-.l I 

7.75 7.MJ 

Fil GHz: 

Fig. 5 (eonld) 

, 
" 

-

-
-

-

- " , 

• 
-

I 

I , 
-

" -

-
-

0 " l 

0 -

1 
-

I 

L 
I • 

,) 

~. -

J -

-
;i 

~ 

-

'" ~ 

-
" 

7.75 , 
1 
j 

97 



ORIGiNAL. PAG~ ~ 
OF pOOR QUALII 

-100 , , , , , , , , I I I I 
70/30 TlNjZINC WITH BUILDUP PURE ALUMINUM WITH BUILDUP 
TO DOUBLE THICKNESS - l- TO DOUBLE THICKNESS -
(SAMPLES 12, 12A) (SAMPLES 13, 13A) 

-120 NO BUFFING - I- NO BUFFING -
AVERAGE = -146 dBm AVERAGE = -162 dBm 

l- • • - I- -

-140 l- • - l- • -

l- • • ~ l- • ., • • • • • • -160 I;- - I- _A • -~ 

• • • e I- - r • -
~ 
~ 

J -180 
, , , , , , 

w 
> w -100 ~ , , , , , 

BUF~D WITH' DRY LU~ICANT D!SC 

, 
~ BUffED WITH DRY LUBRICANT DISC 

I- 0 AVERAGE = -140 clBm - t- AVERAGE = -152 dBm -

-120 I- 0 - I- -
0 0 

0 
t- - '-- -

0 0 
-1.40 I- -

0 0 
~ 0 0 , n --" 0 0 0 0 

-160 F- I-
0 0 0 - l 0 0 

0 '. 
- ;- -

:; 
-180 , I , , I , I I I -'- 1 

7.40 7.75 

Fil GHz -100 I , , , , 
BUFFED WITH LEATHER DISC ,\ 

t- AVERAGE:::: -150 clBm - it 

-120 - -
,! 

e I- -~ £> ~ 

J £> w -140 ;- .. > w £> ~ £> 
~ A 

-160 F-
£> -

- -

-180 1 ~ I I I I 
7.40 7.75 

Fi' GHz 

Fig. 5 (eonld) 

98 

.( 



N84 32630 

TDA Progress Report 42-78 April - June 1984 

Performance Simulation for Unit-Memory 
Convolutional Codes With Byte-Oriented 

Viterbi Decoding Algorithm 
O. D. Vo 

Communications Systems Research Section 

nus article describes a software package de""elaped to simulate the performance of rhe 
byte-oriented Viterbi decoding algorithm for unit-memory I UM) codes on both 3-bit and 
4-bit quantized A WGN channels. The simulation was shown to require negligible memory 
and less time than that for the RTMBEP algorithm. although they both provide similar 
perfonnance in terms 0/ symbol-e" or probability . 17ris makes it possible to compute the 
symbol-error probability of large codes and ( 0 determine rhe signal-lo-noise ratio required 
to achieve a bit e"or rate IBER ) of 10- 6 for co"esponding concatenated systems. A 
17. 10148) UM code. 1O-bit Reed-Solomon code combination was found to achieve the 
required BER at 1.08 dB for a 3-bit quantized channel and at 0.91 dB for a 4-bit quan­
tized channel. 

I. Introduction 
A general (10 ' kol no) unit -memory (UM) convolutional 

encoder is shown in Fig. I . Let a r be the ko-bit byte of input 
to be encoded at time t • • '_1 be the lo·bit byte of delayed 
input , and b , be the corresponding "o·bit byte of encoded 
output. Let Go and Gibe encoding matrices with dimensions 
ko X no and '0 X 1J0 respectively. then the encoding equation 
may be written as 

t = 1.2.·· · 

There are two different decoding algorithms that exhibit 
similar performance : the RTMBEP and the byte-oriented 

Viterbi. The RTMBEP decoding rule. which has been pre­
viously simulated (Ref. I) . has as its estimate a~ the value of 
a r that maximizes P(a,lr(I.I ' ''I) where r[l . t + t..) is the 
observed sequence with delay t.. . To speed up the simulation. 
we set up probability matrices P(rr.i I br.,). where i = 0 , 
1 . .... ~ . As a result. the required memory is at least 
(t.. + 1)2'0 '> 0 . which is quite large for big codes. For exam­
ple . for 10 = 9. ko = 10. and t.. = 8, at least 4.718.592 real 
numbers are needed. On the other hand, Lhe simulation for 
the byte·oriented Viterbi decoding algorithm reqUires prac­
tically no memory (too small to count) since it does not have 
to store the matrix P (rrl b,). Furthermore , the Viteibi algo­
rithm itself is much simpler and hence runs faster than the 
RTMBEP algorithm . 
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The byte'oriented Viterbi decoding rule chooses its estimated sequence aY, a~, ... , ay to be the value of aI' a2 , ••• , aI' which 
maximizes 

Here we assume that all information sequences are equally likely (l.e., pea,) = 2-kO ) so that the algorithm is the same as 
maximizing 

or 

Per ... r Ib ... b (a ... a l' 
l' , I I' 'I I' .,!,/ 

A recursive method is developed as follows. Let at = at' at where the comma denotes concatenation of (ko - [o)·bit byte at with 
lo·bit byte at' at is called the state at time t since it affects the output at time t + 1. Let 

Then 

= max 
a1," ", at-I' at-I' at 

{

p(r,1 r l ,"', r t_ l , a l ,' .. ,at_I ,a'_1 ,at' at) t 
x P(rl ,"', rt_ 1 1 a1 ,'" ,ar_l , at_It at,'at ) f 

Since the code has unit memory we can write 

[(a,) = ~ max_ {pcr , I at-J' at' at) { max_ 
.t_l,a, a1····,2r_ 1 

= ~ ma~ Jpcr,l bt Cli',_I.3't,at»fcat-J)! 
at_I' at l 

The process can be described by a trellis diagram (Fig. 2). At 
time t we have to compute and store the metric at each state 
(i.e., feat». Also, we need to store the corresponding optimal 
path leading to that state. The performance simulation soft· 
ware package for the byte·oriented Viterbi decoding algorithm 
is summarized as follows: 

(I) Initialization (t = 0) 

100 

(a) Set up coder matrix that gives bt for each at and 

at_I' 

(b) Set up 3·bit quantized AWGN channel probability 
matrix. 

(c) Set 

f(3
0 

= 0) = I andf(ao *' 0) = 0 

IERR(ao) = 0 
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Note that since we are interested just in symbol 
error probability, In the simulation we need to 
store only the accumulated number of errors of 
the optimal path that leads to a particular state 
(i.e., IERR (at». 

(2) At time t (main loop; t = I, 2 ... ), the following steps 
are taken: 

(a) Simulate current observed byte rt • 

(b) For each state at' compute 

!(",) = ~ ma;;. {P(rtlbt(ar-1'3t,at»!(at-l)l 
8 t_1' It j 

and count the corresponding number of errors 
IERR (it). Since !Cat) will be very smali after 
many iterations, it is necessary to normalize it: 

!Cit) = !(at)/!(O) 

(3) Finally, the estimate a?, ag, ... ,a~ is chosen to be the 
path that leads to the state iJ1 such that 

with its corresponding number of errors JERR (a~). 

III. Performance 

The above simulation software package requires little memo 
ory (in the order of 2k O) compared to the one for RTMBEP al­
gorithm (in the order of 2k o+/O). This occurs since in the 
RTMBEP algorithm we need to store the probability matrices 
P(r'+i1bt+/) where i = 0, I, ... , Il. so that not all of these 
have to be recalculated in the next iteration. Even so, the 
RTMBEP algorithm is still slower due to complicated recursive 

procedures (see Ref. I). The Viterbi decoder runs about four 
times faster for smaIl codes (ko = 4) and about twice as fast 
for big codes (ko = 9). Amazingly enough, with all these ad­
vantages, the Viterbi algorithm stilI achieves similar perfor­
mance. For comparison, results based on 8000·byte decoding 
simulation are shown in Table I for a (4,4/8) code and a 
(6,6/30) code. The Viterbi algorithm simulation is rUn for a 
(6,9/36) code and a (7,10/48) code found by Pi! Lee. The 
symbol·error probabilities based on 4000·byte decoding simu· 
lation for the (6,9/36) code and 2000·byte decoding simula­
tion for the (7,10/48) code are given in Table 2 and plotted 
in Fig. 3 for both 3-bit and 4·bit quantized AWGN channels 
(see the Appendix). These codes are concatenated with various 
matching symbol-size Reed·Solomon codes. The required 
Eb/NO (i.e., outer code signal-to·noise ratio) to achieve a 
bit·error-rate (BER) of 10-6 is shown in Table 3 and plotted 
in Fig. 4. With 4-bit channel output quantization, the 
(7,10/48) unit-memory code, (l023, 927) Reed·Solomon code 
combination ~equires only 0.91 dB in Eb/No• This represents 
an improvement of 1.62 dB over the proposed NASA standard 
(i.e., (7,1/2) convolutional code, (255,223) Reed-Solomon 
code combination). 

IV. Conclusion 
A software package was developed to simulate the per· 

formance of the byte·oriented Viterbi decoding algorithm for 
unit·memory codes. This simulation requires negligible mem­
ory compared to that for the RTMBEP algorithm. It also runs 
faster because of its simplicity. As a result, it is possible to 
determine the symbol .. rror probability for large byte·oriented 
codes. Then the required Eb/NO to achieve a BER of 10-6 can 
be evaluated for concatenated systems. A (7,10/48) code, 
(1023,927) Reed·Solomon code combination is found to 
achieve the required BER at 0.91 dB, which is a 1.62·dB im­
provement over the proposed NASA standard. 
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Table 1. Performance comparilOn between Vlterbl and RTMBEP decoding algorithm. 

Code Go G1 Vitcrbi decoding RTMBEP decoding 

87 8B Ei/No (dB) 1.5 2.0 2.5 EblNo (dB) 1.5 
4B E2 Ps 0.0313 0.0157 0.0063 Ps 0.0317 
2D B8 

(4,4/8) 

1E Dl 

20FBACIC OF14B4CI EblNo (dB) 0.75 1.00 1.25 E'iNo (dB) 0.75 
107DD60E IE296982 Ps 0.0252 0.0122 0.0077 P 0.0246 
08BEE307 3C52C344 

s 

(6,6/30) 

04DD71A3 39AI9688 
02EEBOFI 33472DIO 
01F75878 278A5A60 

Table 2. Simulated aymbol-error probability for a (6, 9/36) code and a (7, 10/48) code-Vltaml 
decoding 

Code Go G1 Symbol-error probability IPS 

(6,9/36) FFFFFOOOO C144DAA24 E' INo (dB) 0.3 0.5 0.7 
FFCOOFFEO 92168221E 4'~it chunnel 0.0765 0.0567 0.0328 
F83EOFCIF 973860692 3-bit chanhel 0.0841 0.0605 0.0446 
E421OC3D8 072155018 
07398BOl8 60A50EACA 
D71062816 7008D69BI 
909EC4234 
6064DA924 
6A0956DBO 

(7,10/48) FFFFFFFOOOOO AA84C7D08C3B E~No (dB) 0.0 0.25 0.50 
FFFCOOOFFFCO MDF8474F71D 4- it channel 0.0850 0.0460 0.0245 
FE03F80FE03F C11A5A2916B4 3·bit channel 0.0965 0.0590 0.0380 
C183870EI83C A65295EC8AI7 
3D7B44C9DF22 DEI56BCAEAOB 
BAE2B7 AFB4FB 7EE4ID2591E3 
415CF745D496 486C6ECAD964 
3846FE7B6C28 
BI0ICDE50AB4 
73F32BI65182 

Table 3. Required Eo/N. to achieve a BER of 10" 

Code (6,9/36) (7,10/48) 

R-S 399 415 431. 447 831 863 895 

code rate 511 511 511 511 1023 1023 1023 

RequiredPs 0.06214 0.05080 0.03986 0.02942 0.06143 0.04914 0.03722 

Required {3-bit 0.482 0.618 0.77 0.987 0.23 0.354 0.512 
E'iN 0 (dB) 4·bit 0.557 0.65 0.724 0.222 0.335 

Required { 3-bit 1.56 1.52 1.51 1.57 1.13 1.0, 1.09 
EiNo (dB) 4-bit 1.46 1.39 1.31 0.96 0.92 

2.0 2.5 
0.0154 0.0065 

1.00 l.15 
0.0125 0.0079 

927 

1023 

0.02580 

0.716 
0.482 

1.14 
0.91 
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Appendix 

4-bit vs 3-bit Channel Output Quantization 

The quantization of the output to one of J levels simply 
transforms the AWGN channel to a finite-input, finite-output 
alphabet channel (Ref. A-I)_ For our case, a biphase modu­
lated AWGN channel with output quantized to eight levels 
(3-bit quantizer) is shown in Fig_ A-I. The channel condi­
tional probabilities can be computed as follows: 

P(IIO) = Q(3a-x) 

P(MIO) = Q«4-Mja-x) - Q«5-Mja-x): 

P(810) = 1- Q(-3a-x) 

P(MII) = P(9-MI0) 

where 

a ;::; quantizer step size 

x = -,/2£./No 

M =:2," '.7 

The quantizer step size is chosen to maximize the Bhatta­
charyya distance: 

8 

d = -In L: -,/P(MIO)P(MI I) 
M=l 

From this, the channel cutoff rate Ro can be easily computed: 

Ro = m:x {-In;: [~q(X)-'/P(YIX~2} 

= max LIn L ~ q(x)q(x') L -'/P(YIX)P(YIX')} 
q { x x y 

For binary input, this becomes 

[
I 1", ] (I +e-

d
) 10 = -In '2+"2 '7 -,/P(YI O)P(Y1 I) = - In -2-

The 4-bit quantized channel model is shown in Fig_ A-2 
with the channel couditional probabilities given by 

P(lIO) = Q(7a - x) 

P(MIO) = Q«8-M)a-x) - Q«9-M)a-x): M = 2,---,15 

P(1610) = 1- Q(-7a-x) 

P(MII) = P(l7 - MI 0) 

where the quantizer step size a is chosen to maximize 

16 

d = -In L: -,/ P(MI D)P(MI I) 
M=1 

The cutoff rate is plotted for both channels over the interested 
range of Es/No in Fig_ A-3_ We see that, to achieve the same 
cutoff rate, we can save approximately 0_11 dB (in the range 
around EsiN 0 = - 6 dB) in required signal-to-noise ratio by 
using a 4-bit quantizer instead of a 3-bit quantizer_ This fact 
was originally suggested by Pi! Lee (personal communication)_ 

Reference 
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A Simple Algorithm for the Metric Traveling Salesman Problem 
M.J.Grimm 

Communications Systems Research Section 

An algorithm waS designed for a wire list net sort problem. A branch and bound 
algorithm for the metric traveling salesman problem is presented for this. The algorithm 
is a best bound first recursive descent where the bound is based on the triangle inequality. 
The bounded subsets are defined by the relative order of the first K of the N cities (i.e., 
a K city subtour). WhenK equalsN, the bound is the length of the tour. The algorithm is 
implemented as a one page subroutine written in the C programming language for the 
VAX 11/750. AVerage execution times for randomly selected p/onar points using the 
Euclidean metric are 0.01, 0.05, 0.42, and 3.13 seconds for ten, fifteen, twenty, and 
twenty-five cities, respectively. Maximum execution times for a hundred cases are less 
than eleven times the averages. The speed of the algorithm is due to an initial ordering 
algorithm that is a N squared operation. 

The algorithm also solves the related problem where the tour does not return to the 
starting city and the starting and/or ending cities may be specified. The algorithm can 
easily be extended to solve a nonsymmetric problem satisfying the triangle inequality. 

I. Introduction (xl,yl) with the point (x2,y2), the effective length of the 
wire is Ix 1 - x21 + Iy 1 - y21. It is desirable to minimize the 
length of the nets. 

The Digital Projects Group uses an in·house development 
aid program (Ref. 3) for specifying the interconnections of the 
110 pins of integrated circuits placed on wire wrap boards. The 
program produces nets of (x,y) coordinates of points that 
must be interconnected. The coordinates are the locations of 
socket pins upon which at most two wires may be placed. An 
insulated wire electrically connects two socket pins. The 
length of a net connecting the N socket pins is the sum of the 
effective lengths of the N - I wires connecting pairs of points 
in that net. When a wire wrap machine connects the point 
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For a typical logic desigo, a board has two thousand nets, 
with each net containing an average of three points. Approxi­
mately eight percent of the nets have ten or more points, and a 
few exceed fifteen points. With such small nets, it would seem 
that a simple algorithm could be specified that finds minimum 
length nets using a reasonable amount of computer time. The 
algorithm to be presented satisfies the requirement, and also 

t 
\ 
1 

It 



solves the metric traveling salesman problem (TSP). It also 
allows one or both end points of the net to be specified, 
facilitating the routing of electrically terminated nets. 

II. The Combinatorial Problem 

The TsP can be defmed as follows. Given an N by N 
matrix D of non-negative integers; fmd an order vector 0 
such that 

N-l 

D(O[N],O[I])+ :E D(O[I],O[l+IJ) 
I=l 

is minhnal. The order vector may be any permutation of the 
numbers one throughN.IfD[I,.1] = D[l, I] then the problem 
is called the symmetric TSP. If, additionally, D has a zero diag­
onal and satisfies the triangle inequality (D[I,.1] ..;; D[l, K] + 
D[K • .1]) the problem is calied the metric TSP.Ifthe first term 
in the minimization equation is omitted, the salesman does not 
have to return home, and the problem becomes the net sort 
problem. The distance defined in the introduction is a metric; 
so that problem is a metric net sort problem. 

The algorithm to be presented solves both the metric TSP 
and the net sort problem. It can easily be extended to solve a 
nonsymmetric problem given that the triangle inequality 
holds. 

III. The Algorithm 
Bently (Ref. 2) describes approximate solutions to the TSP 

that are feasible for N = 1000. Smith (Ref. 4) defines the 
branch and bound algorithm but does not give execution 
thnes. Bellmore and Malone (Ref. 1) give execution times for 
random Euclidean problems that are three orders of magnitude 
inferior to the algorithm to be presented. The algorithm is a 
simple application of branch and bound using the triangle 
ineqUality. The novelty of the algorithm is a worst possible 
ordering presort which enhances execution times by about 
three orders of magnitUde for N = 20. 

The branch and bound algorithm (Refs. I and 4) can be 
defined recursively as follows. Given a set of nets and an 
upper bound (current minhnum) on the absolute minhnum 
length net: Partition the set into subsets and compute lower 
bounds on the lengths of the nets in each subset. If the lower 
bound of a subset is not less than the current minimum, dis­
card that subset because it cannot contain a net shorter than 
the current nrinimum. If the lower bound of a subset is less 
than the current minhnum and the subset contains more than 
one net, explore that subset. Otherwise, if the set has only one 

net, then the length of that net bec'Dines the current minhnum, 
and that net is saved as a potential minimum length net. The 
algorithm terminates when the set has been explored, and the 
potential minimum length net is then the minhnum length net. 

The a1,oritPm to be presented is a best bound first algo­
rithm; that is, when a set is partitioned, the first subset to be 
explored is the subset with the smallest lower bound. The 
algorithm also has the property that subsets are mutually 
exclusive and collectively exhaustive and that the sub setting 
process ultimately yields a subset with just one net in it, whose 
length is the lower bound. 

The algorithm computes an initial ordering for the points, 
and it labels them one through N. The initial ordering will be 
described in the next paragraph; this one describes the subsets 
and bounds used by the algorithm. The subsets are defined by 
the relative order of the firstK points in the net, and the lower 
bounds are computed directly from the triangle inequality. 
The depth of a subset is defmed to be the number of points 
considered (K). A convenient label for a depth K subset is its 
K point order vector. For example, the depth three subset 
1-3-2 is the set of all nets for which point three is between 
points one and two. If N is greater than three, 1-3-2 can be 
partitioned into the four depth four subsets: 4-1-3-2, 1-4-3-2, 
1-34-2, and 1-3-24. For the net sort problem, the lower 
bound for the set 1-3-2 is D[I, 3] + D[3, 2]. For the TSP the 
lower bound is D[I,3] + D[3, 2] + D[2, 1]. The triangle 
inequality guarantees that no net in the subset is shorter than 
the lower bound. Moreover a depth N subset contains just one 
net whose length is the lower bound. 

The algorithm consists of recursively partitioning depth K 
subsets into depth K + 1 subsets until either the lower bound 
exceeds the current nrinimum or a new current minhnum is 
found. The speed of the algorithm is found to be extremely 
data sensitive, and an initial ordering of the points is reqUired. 
In order to maximize the lower bounds of depth K subsets, 
and hence tend to eIinrinate SUbsets without having to parti­
tion them, the first K points should be chosen to be maximally 
separated. This is accomplished with the following presort 
algorithm. For the net sort prOblem, if both end points are 
specified, they are labeled one and two. If one end point is 
specified, it is labeled one, and point two is the one farthest 
from it. Otherwise, and for the TSP, the first two points are 
chosen as the ones farthest apart. Point prJ + 1] is chosen as 
a point not already chosen which is the farthest distance from 
all of the J points already chosen. That is, point prJ + 1] is 
the point K such that: MIN(D[P[I],KJ: 1=1,; •• ,J) is 
maxinial for I";;K";;N and K not in P[S]: S = 1, ...• J. 

This initial orderiJlg' is a N squared operation and signifi­
cantly enhances the execution speed of the algorithm. 
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The brdIlch and bound algorithm is applied to the presorted 
points and is as follows. Start with the set of all nets to be can· 
sidered, the lower bound for the set, and a current minimum 
of infinity. From the set's lower bound, compute lower bounds 
for each one deeper subset. Record the two best (smallest) 
lower bounds. If the best lower bound is not less than the cur· 
rent minimum, discard the entire set because it cannot contain 
a net shorter than the current minimum. Otherwise if the sub· 
set depth is N, record the single net in the best subset and set 
the current minimum to be the sUbset's lower bound (length); 
and the set has been explored. Otherwise if the best subset's 
lower bound is less than the current minimum, explore it. 
Having explored the best subset, if the second best sUbset's 
lower bound is not less than the current minimum, the entire 
set has been explored. Otherwise, successively explore each 
subset whose lower bound is less than the current minimum. 
The algorithm terminates when the initial set has been explored. 
At this lime, the current minimum is the length of an absolute 
minimum length net, and the recorded net is one of the abso· 
lute minimum length nets. 

IV. The Computer Realization of the 
Branch and Bound Algorithm 

column of zeros so that D[J, 0] = 0 for all J. For the net sort 
problem, the initial set to be explored is 1·2 which is defined 
by 

UNK[O] = 2; LINK[2] = I; LINK[I] = 0 

Notice that the lower bound equation is now also valld for end 
points of the net. The valid indices (1) for the net sort problem 
with S preselected end points are S, ... , 1. The valld indices 
for the TSP are I, •.. , L 

For a symmetric distance matrix, only one row of D is 
.required to compute the increase in lower bound provided 
that D[I,LINK[Ill is maintained. DL[I] is defmed to be 
D [I,LINK[I]]. Now the lower bound equation becomes 

D[I] +D[LINK[Ill-DL[I] 

where D [J] is D [LP1, J] ; i.e., D is now just a row of the dis· 
tance matrix. 

To explore the depth L + I subset formed by placing L + 1 
between I and LINK[I] , the required updates to LINK and DL 

The recursive algorithm is easily implemented as a recursive are 
subroutine (SUBSET) whose arguments are as follows: 

LPI The depth (L + 1) of the resulting one deeper 
subsets 

LEN The lower bound of the depth L subset to be 
explored 

D Row LPI of the distance matrix 

The subset being explored is globally defined by the singly 
linked list LINK. For the TSP, the initial set to be explored 
is 1·2·3 which is defmed as a circular list (UNK[I] = 2; 
UNK[2] =3; LlNK[3] = 1). Other global variables used by 
SUBSET are as follows: 

N 

MIN 

The number of points in a net 

The current minimum 

WIN The linked representation of the current minimum 
net. 

The increase in lower bound of the depth LPI subset formed 
by placing point LPI between points I and LlNK[I] is 

D[!, LPI] +D[LPI, LINK[I]] -D[I,LINK[I]] 

To facilitate the recursive computation oflower bounds in the 
net sort problem, the distance matrix is augmented with a 
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LK = LINK[I] 
UNK[I] = LPI 

UNK[LPI] = LK 
DT = DL[I] 

DL[I] = D[I] 
DL[LPI] = D[LK] 

To restore DL and UNK to the depth L subset, 

DL[I] = DT 
UNK[I] = LK 

The C language realization of this algorithm is given in 
Fig. 1. 

V. Example of Algorithln Execution 

Consider the five·point net with its corresponding distance 
matrix in Fig. 2. The problem to solve is the net sort with no 
preselected points. The initial ordering algorithm gives the 
points labeled as showe. The initial set 2·1 is partitioned and 
lower bounds are calculated until a new current minimum of 
7 is generated from 5·2·3·1·4. Sets 2·3·1-4 and 2·3·1 both 
have second best lower bounds not greater than the current 



VI. Execution Times minimum, so they have been explored. The second best subset 
of 2-1 yields a new current minimum of 6 for 3-2-5-4-1. The 
rest of the subsets fail the second best test and the algorithm 
terminates. in this example, only twenty-one lower bounds 
were computed to determine the minilnum of sixty (5!/2) 
possible nets. 

Table I gives average and maximum execution times for 
randomly selected planar points using the Euclidean metric 
for the TSP. These measurements were made on a VAX 
11/750 running UNIX. 
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Table 1. Exocutfon II .... 

Number Number 
of of Average, s 

Points Cases 

10 100 0.01 
15 100 0.05 
20 100 0.42 
25 100 3.13 
30 25 55.36 
35 14 263.63 
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Maximum,s 

0.07 
0.23 
3.87 

33.55 
400.37 

1786.93 
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ORIGINAL PAGl! fS 
OF POOR QUALITY 

subsetclpl,len,d) 
Int Ipl,len,*d; 

{ 

} 

lnt ddCSIZlJ, i, Ik,dt, I im, I im2; 
forClim=lim2=30000000,lk=s;lk(IPl;lk++) 

IfCCddClkl=dClkl+dClinkClkll-dlClkl)(lim2) 
HCddC lkJ< I im){ 

i=lk; 
lim2=lim; 
lim= ddClk]; 

} 

else 
lim2=ddClkl; 

ifCClim+=len»=min) 
return; 

lk=l inkC i]; 
linkCIJ=lpU 
1 inkC Ip1J=lkl 
if(\pl==n){ 

forCdt=O;dt(=n;dt++) 

} 

winCdtl=linkCdtl; 
I inkC il=lk; 
min=lim; 
return; 

dt=dlCil; 
dlCiJ=dCiJ; 
dl [lpll=dC Ik]; 
subset(lpl+1,lim,d+n+l); 
dlC il=dt; 
linkCiJ=lk; 
ifCClim=min-len)(=lim2) 

return; 
forCddCil=30000000,i=s;i(lpl;i++) 

ifCddC i J( I im){ 

} 

Ik=1 ink[ i]; 
linkCil=lpU 
linkClpll=lk; 
dt=dICiJ; 
dICil=dCiJ; 
dlClpll=d[lkJ; 
subsetClpl+l,len+ddCiJ,d+n+l); 
dlCiJ=dt; 
linkCiJ=lk; 

Fig. 1. The C Language nMllZIItIan of Innch oncIl>ound algorllhm 
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NET 

LOWER 
SIJISET BOUND 

2-1 5 

2-3-1 5 
2-3-1-4 6 

5-2-3-1-4 7 
3-2-1 6 

3-2-4-1 6 

3-2-5-4-1 6 

ORIGINAL Piller! Ui!i 
OF POOR QUAU'TV 

0 1 2 
0 0 5 

2 0 5 0 

3 0 4 1 

4 0 1 4 

5 0 4 1 

3 4 5 

4 4 

4 

0 5 2 
5 0 3 

2 3 0 

AUGMENTED DISTANCE 
MATRIX (D) 

CUUENT DELTA LOWER BOUND 
MINIMUM 0 1 2 3 4 

1 4 0 

4 1 8 2 

6 2 2 3 

7 
5 0 8 

2 4 0 2 6 

6 

Fig. 2. Exlmple of Ilgarilflm execution for. ~nt net IfKI He 
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Symbol-Stream Combiner: Description and 
Demonstration Plans 

W. J. Hurd, L. J. Reder, and M. D. Russell 
Commuliications Systems Research Section 

A system is described and demonstration plans presented for antenna arraying by 
Symbol Stream Combining. This system can be used to enhance the signal-to-noise ratio 
of spacecraft signals by combining the detected symbol streams from two or more receiv­
ing stations. Symbol Stream Combining has both cost and performance advantages over 
other arraying methods. Demonstrations are planned all Voyager II both prior to alld 
during Uranus encounter. Operational use is possible for Interagency Arraying of non­
DSN stations at Neptune encounter. 

I. Introduction 
Symbol-Stream Combining (SSC) is a method of combining 

the received signals from two or more antenna-receiver sys­
tems in order to achieve a signal-to-noise ratio (SNR) which 
is approximately equal to the sum of the signal-to-noise ratios 
at each antenna-receiver. The primary motivation for SSC 
is interagency arraying of non-DSN and DSN stations for the 
Voyager Neptune encounter. 

This article describes the symbol-stream combining system 
concept, the hardware and software implementation, and 
the preliminary demonstration plans. 

In Symbol-Stream Combining, the received signals at 
each antenna station are processed through symbol detection. 
Then the detected symbols from the two or more stations 
are brought together, aligned, and combined. with proper 
weighting. This is as opposed to Baseband Combining (BBC), 
in which the signals are brought together, aligned, and com­
bined as broadband baseband signals prior to subcarrier 
demodulation. 

Symbol-Stream Combining has three major advantages 
over Baseband Combining. First, the ground communication 
bandwidth for SSC is less than one-tenth of that for BBC. This 
is a major cost reduction, especially when international satel· 
lite links are required. Second, the SSC combining and backup 
recording equipment is less complicated and less expensive. 
Third, the SNR performance is approximately 0.35 dB better 
for SSC than for BBC, as shown by Divsalar (Ref. I). The main 
disadvantage of SSC is that the subcarrier demodulators and 
symbol synchronizers must operate at lower SNRs than for 
BBC; this disadvantage will be overcome by use of synchroni· 
zation techniques being developed for the DSN Advanced 
Receiver (Ref. 2). 

Figure 1 shows the planned configuration for the first 
demonstration of SSC, using DSS-13 and DSS-14. Voyager 2 
will be tracked by both stations. The symbol·stream combiner 
will be located at DSS-14. The signal at DSS-14 will be 
processed by a standard telemetry stream through symbol 
detection. Then the detected symbol stream will be input to 
the Symbol-Stream Combiner (SSC). The signal at DSS-13 
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will be synchronized and the symbols detected using a partial 
breadboard of the Advanced Receiver signal processing unit. 
These detected symbols will be transmitted to DSS-14 on the 
existing microwave link and input to the SSC. The combined 
symbols at the output of the SSC will be input to a decoder, 
and the symbol stream from DSS-14 only will also be de· 
coded. Either two decoders will be used shnultaneously, or 
one will be time shared. The decoder performance will be 
monitored to establish the SNR hnprovement achieved by 
SSC. 

II. System Description 
One of the main advantages to the symbol stream com· 

bining method of antenna arraying is the shnplicity of the 
hardware necessary for the hnplementation of the system. 
Because SSC is performed on the quantized symbols after 
subcarrier demodulation and symbol synchronization, the 
data rate into the SSC is equal to the symbol rate, which is 
under 60 kHz for Voyager Uranus encounter. This is much 
lawer than the 15 MHz sampling rate of the Baseband Assem· 
bly (BBA), which hnplements Baseband Combining. Thus, 
functions performed in hardware in the BBA can be done 
in software in the SSC. These software functions include 
cross correlation for alignment and SNR esthnation. The 
SSC also performs SNR estimation, in software, on the input 
symbol streams to determine the weighting constants to be 
used in the hardware for the combining. 

The basic functions that must be carried out in SSC are 
alignment of the quantized symbol streams, weighting of 
each symbol, and combining or summing the weighted sym· 
boIs. The combining function is as follows: 

where 

0, I ~ station index 

X/ ~ symbols from station i 

Z ~ combined symbols 

n ~ time index for nth symbol 

k ~ delay to station I from station 0 

a. ~ weighting constant for station i 
I 

The weighting constant is computed in the SSC using the 
algorithms analyzed by Q. D. Va (Ref. 3). The above relation 
is implemented in hardware with software control and compu· 
tation of values for °0 , aI' and k. Alignment is accomplished 
by delaying the Xl (n) stream by k samples with respect to the 
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Xo(n) stream. The value of k is determined by software cross 
correlation of the two streams and by utilizing delay calcula· 
tions based on antenna pointing predicts and knowledge of 
the vector baseline between the antennas. Once the value of 
k is determined, weighting and combining is performed in 
special purpose hardware. 

III. Hardware Description 
The special hardware is a multibus board which was 

developed for the BBA for the combining and weighting of 
sampled data and a special delay card developed for this 
project. A block diagram of the hardware configuration is 
shown in Fig. 2. The hardware consists of a multi bus card 
cage with seven standard and two special purpose cards, two 
disk drives, two function generators, and an interface assem­
bly. The standard cards are: 

I INTEL SBC-86/14 Single Board Computer with an 
8087 Multimodule 

Chrislin Industries CI-8086 512 KByte DynamiC RAM 
Card 

I National Semiconductor 8222 Disk Controller 

I INTEL SBC-534 I/O Expansion Card 

2 SBX-488 Multimodule interface cards for controlling 
the function generators 

I Digital Pathways TCU-4l0 Clock Calendar Card 

The two special multibus cards are a Programmable Digital 
Delay Card and a Multiplier-Adder Board for combining. 
Two eight·inch Shugart Disk Drives are used also. 

A custom interface assembly to interface to the microwave 
link at the stations and generate test sequences for system 
self· test is also shown. The two function generators supply 
clock signals. One supplies a times·four clock, phase locked 
to the channel-O symbol clock. The other supplies a test signal 
clock for channell during self·test. 

A. Delay Card 

The function of the Delay Card is to input two symbol 
streams, buffer them, delay one stream with respect to the 
other so as to align the corresponding symbols from the two 
sources, and to output the two aligned symbol streams to the 
Multiplier-Adder Board. 

A diagram of Delay Card signal fiow is shown in Fig. 3. 
The card consists of two independent channels so two streams 
can be delayed shnultaneously. Each channel has a first·in· 
first·out (FIFO) Circular buffer memory, a read address 
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counter and a write address counter. Channel 0 is set at a 
fixed delay of ko symbols, depending on the particular sta­
tions being arrayed. This fixed delay is greater than the maxi­
mum allowance (negative k) for the baseline. The channel-I 
data are delayed ko + k, which is always positive. The differ­
ential delay is k, as required. 

The main complexity in the Delay Card arises because the 
symbol rates from the two stations are slightly different due 
to Doppler shift. This Doppler shift or changing delay is 
caused by Earth rotation. The differential fractional Doppler 
between stations is on the order of 10-9 for two Goldstone 
stations, and up to 2 X 10-6 for widely separated stations. 
Thus, the delay changes by one symbol time in 106 to 109 

Or more symbols. In each channel-O symbol time, there is 
almost always one channel-l symbol, but occasionally there 
are zero or two channel-I symbols. 

The Delay Card operates synchronously with the symbol­
stream clock from channel-O. A clock at four times the 
symbol-O clock is input to the Delay Card. This clock is 
divided into four phases, a read phase, two write phases 
(WO and WI), and a do·nothing phase. 

The operation for channel-O symbols is straightforward. 
During each channel-O symbol time, the newly arriving symbol 
is written into the buffer on write phase WO, and one symbol 
is read out on the read cycle. 

The situation for channel-I input is more complicated. 
The channel-I symbols arrive asynchronously to the times­
four clock. They are first synchronized to that clock using a 
shift register. As the channel-l symbols are synchronized, a 
Data-Ready signal is generated for each symbol. Then, on the 
next write phase, either WO or WI, the symbol is written into 
the channel-I buffer and the Data-Ready signal is turned off. 
Thus, there are two opportunities to write into the channel-I 
buffer during each channel-O symbol time, but 0, 1, or 2 
writes occur depending on the number of channel-I symbols 
arriving. 

One symbol is read out of the channel-I buffer on each 
read ph~se, i.e., at the same instant as the corresponding 
channel-O symbol is read. The synchronization delay for 
channel-I is denoted by E. The FIFO buffer delay is ko + k - E. 

Finally, the differential delay between the two channels is k, 
as desired. 

B. Multiplier-Adder Board 

The Multiplier-Adder Board performs the weighting of the 
symbol streams and summation of the weighted streams to 

produce the combined output. This card is similar to the BBA 
Multiplier-Adder Board (MAB), with a minor modification to 
enable 8086 addressing rather than 8080 addressing. The MAB 
can combine up to four symbol streams and can be used with 
an additional MAB to combine up to eight streams. The card 
performs 8-bit mUltiplication on input data streams with 
weighting function values input from the 8086 over the multi­
bus. The card then performs sums on these data to produce 
the combined results. In addition, the MAB provides circuitry 
for capturing either input data to the card or data at a selected 
point in the computation and transferring these data over 
the multibus to the computer. This enables the softlYare to 
acquire the symbols for use in the cross correlatiun and SNR 
estimation computations. The weighting coefficients are 
returned to the MAB from the software. 

C. Interface Assembly 

The interface assembly provides two interfaces between 
the SSC Delay Card and the microwave link or a local symbol 
synchronizer assembly (SSA). The interface assemblies also 
generate psuedorandom test patterns for self-test of the data 
paths, under computer control. 

For fiexibility and reliability, both interfaces can input 
either SSA or microwave link data. The interfaces use Zilog 
Z8530 Serial Communication Controllers for parallel-to­
serial and serial·to·parallel conversion, and Computrol modems 
for FSK modulation and demod'Jlation of the microwave link 
signal. The Z8530 is used to ,end and receive the streams 
using a standard SDLC protocol. 

IV. Software Description 
The SSC software is composed of modules that perform 

operator interfacing, calculation, and control functions. The 
software organization is shown in Fig. 4. 

The operator communicates with the system through a 
series of menus and prompts. After the operator has made the 
necessary key-ins and has selected the option to align the 
incoming data streams, the program takes over. First, the 
SNR Estimation Module computes SNR estimates and com· 
biner weight values. Next, the Delay Calculation Module 
computes delay values from the input antenna predict infor­
mation. These values are used to initialize the boards. Then 
control passes to the Alignment Module, which consists of 
the Correlation and Control Submodules. Control passes 
between these submodules until the streams are aligned or 
the operator intervenes. During the alignment process, oper­
ator displays including SNR estimates, correlation values, 
and delay estimates are constantly updated. 
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A. Environment 

The program operates under the CP/M-86 operating sys· 
tem. As much software as possible is written in Pascal MT+86. 
with low·level interface routines written in 8086 assembly 
language. In critical areas where bottlenecks might occur. 
assembly language is used for speed. 

B. Operator Interface 

The operator has the option of using built·in default 
values or entering his own values for most system variables. 
Variables such as SNR estimates or antenna pointing predicts 
can be entered through the keyboard or from a data me that 
the operator specifies. Upon power up. the operator can 
enter either a test mode or the Real Time Combiner (RTC) 
mode. From the main menu the operator can also display 
system date and time. The SNR Estimation and Delay Calcu· 
lation Modules can also be run individually with results dis· 
played to the operator. for testing. Operator displays take the 
form of changing real time displays that can be viewed during 
the test mode or the RTC mode. Operator control is main· 
tained via the keyboard. 

The ability to write test data to disk is available in either 
the test mode or the RTC mode. Data written to disk consist 
of system variables. raw data. combined data. computed 
results, time, date, test identification. such as test name Or 

number. and a small field for comments. 

C. Mathematical Modules 

There are three mathematical modules. the Delay Calcu· 
lation Module. the SNR Estimation Module. and the Align· 
ment Module. 

1. Delay Calculation Module. Due to the geographical 
separation of the receiving stations, spacecraft signals arrive 
at one station later than the other. That delay and the delay 
associated with transmitting the received data stream from 
one station to the station at which the SSC equipment is 
located require that one stream be delayed to allow proper 
alignment with the other stream. The Delay Calculation 
Module takes as input two DSS station names and antenna 
pointing predicts associated with each station. The geometrical 
delay is calculated using the predicts and the baseline vector 
between the two stations. It is necessary to perform tllis 
calculation only for acquisition because the hardware main· 
tains delay synchronization after acquisition. Transmission 
delay time between stations and cabling delay times for each 
station are also accounted for. A database containing this 
information is maintained on disk. 

2. SNR Estimation Module. The SNR Estimation Module 
computes an estimate of SNR for each incoming data stream. 
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Using a number of raw data samples from the MAB. it com· 
putes an estimated SNR and then weighting constants for 
each data stream. It also computes the output SNR. The 
algorithms used are those developed by Q. D. Yo (Ref. 3). 

3. Alignment Module. The Alignment Module consists of 
the Correlation Module and the Control Module that aligns 
the data streams. It accepts delay estimates from the Delay 
Calculation Module for initial alignment. It then uses the 
Correlation Module to determine the exact delay. which will 
be close to the delay input from the Delay Calculation Module. 
and aligns the symbol streams accordingly. 

The Correlation Module reads the two symbol streams from 
the MAB. correlates them. and decides if the streams are 
aligned. This decision is based on a correlation threshold value 
which can be changed by the operato.-. If the streams are 
aligned. then this program is left and the tracking/combining 
mode is entered. If the streams are not aligned. then the delay 
is changed by a software algorithm. and the process is repeated 
until alignment is achieved. 

The Control Module takes delay values from the CorreIa· 
tion Module and computes values for the read and write 
counters for the registers on the Delay Card. It stops the 
delay function on the card. resets the counters to the desired 
values, restarts the delay function on the card, and returns 
to the Correlation Module. It also accepts new weight values 
from the Correlation Module and loads them to the MAB. 
During the alignment process. this module forms the one 
control point for access to both the MAB and the delay card. 

D. Interface Modules 

The two main interface modules are the modules that 
communicate with the MAB and the Delay Card. They per· 
form the low·level control functions to pass data and com· 
mands between the high·level PASCAL software and the 
hardware. The MAB can operat~ in a test mode or a combiner 
mode. In its test mode. outputs to the board consist of start 
and stop test commands and values for the on·board test and 
weight registers. Input from the MAB in its test mode consists 
of intermediate and final results from the adder trees and 
status information. Output in the combiner mode to the board 
consists of multiplier constants for the weight registers. and 
input consists of the raw data symbols. intermediate adder 
tree results. and combined data symbols. 

The Delay Card is controlled by outputs to the card can· 
sisting of values loaded into the read and write counters for 
each delay buffer and commands to enable or disable the 
delaying function of the card. 

Testing of both the interface modules and the cards them· 
selves is controlled by low·level menus built into the software 
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modules. The Delay Card test menu allows the operator to 
load the read and write counters for each channel directly and 
to enable or disable the delaying function for each channel. 
The MAB has the circuitry on board to generate its own input 
to the adder tree. A static test or a dynamic test can be con­
ducted. Intermediate results can be read from seven different 
points in the adder tree. 

There are two other smaller hardware interface modules. 
One allows the operator to view and change the system date 
and time which are maintained on the Timing and Control 
Unit (TCU) board. The other interfaces the two HP 3314 
Function Generators via two SBX488 GPIB modules. This 
allows the function generators to be under program control. 

v. Preliminary Demonstration Plans 

Initial demonstration of SSC is planned for the lIrSt quarter 
of calendar year 1985, using DSS-13 and DSS-14. Prior to 
the first combining demonstration, the SSC will be laboratory­
tested, and the microwave link interfaces and other station 
interfaces will be checked out. Several SSC demonstrations are 
planned for the first half of 1985. 

The desired operating conditions are that the symbol SNR 
at DSS-14 be approximately -2 to +3 dB, and that the symbol 
SNR at DSS-13 be approximately -10 to -5 dB. Thus, the 
breadboard of the advanced receiver telemetry processor is 
required at DSS-13 in order to achieve subcarrier and symbol 
synchronization at low SNR with low degradation. If the 
advanced telemetry processor breadboard is not ready when 
desired, an alternate configuration using DSS-12 and its 
standard telemetry processing system will be used for a first 
demonstration. This would demonstrate the SSC technique, 
but not the ability to use a very low SNR station. The low 
SNR capability would be demonstrated when the advanced 
telemetry processor breadboard becomes available. 

Tentative plans are being developed to use the SCC during 
Voyager Uranus encounter in January, 1986. This usage could 
be in a backup mode to BBC between Goldstone stations or 
could be to array Owens Valley Radio Observatory or DSS-13 
into the Goldstone array. Either configuration would be on a 
non operational basis. 

A major goal of these demonstrations is to make symbol­
stream combining a viable option for implementation of 
Interagency Arraying for the Voyager Neptune encounter. 
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In this paper, a new error-trellis syndrome decoding technique for convolutional 
codes is developed. This algorithm is specialized then to the entire class of systematic 
convolutional codes. Finally, this algorithm is applied to the high-rate Wyner-Ash convo­
lutional codes. A special example of the one-error-correcting Wyner-Ash code, a rate 3/4 
code, is treated in this paper. The error-trellis syndrome decoding method applied to this 
example shows in detail how much more efficient syndrome decoding is than, say, Viterbi 
decoding, if applied to the same problem. For standard Viterbi decoding, 64 states would 
be required, whereas in Ihe example only 7 states are needed. AI;o, within the 7 states 
required for decoding, many fewer transitiollS are needed between the states. 

'- Introduction 
This paper outlines a simplification of previous syndrome 

decoding methods (Refs. I, 2) for convolutional codes (CCs). 
The new method involves finding minimum error paths in 
what is called an error tree, or its more compact equivalent, 
an error trellis. As will be shown, the computation of the 
error trellis is accomplished by fmding the solution of the 
syndrome equations explicitly in terms of the received coded 
sequence. The error trellis is a graph of ali path solutions of 
the syndrome equations. This new procedure for fmding the 
error trellis differs from previous methods in that it does not 
involve an explicit computation of the syndrome. 

After the error trellis has been computed, the minimum 
weight path in the error trellis is found by anyone of many 
minimization techniques, including the Viterbi and sequential 
minimum-path-fmding tecimiques. The minimum error path 
that is found by such a minimization of the path weights in 
the error trellis is shown to be a best estimate of the correction 

122 

factor needed to correct the "noisy" message. Such a noisy 
message is obtained by the Massey and Sain method (Ref. 3) 
of applying the right inverse of the generator matrix to the 
received coded message. 

Development of the new error trellis syndrome decoding 
scheme is followed by a discussion of its application to high­
rate systematic convolutional codes. This application to high­
rate CCs shows the real advantage of syndrome decoding over 
Viterbi decoding of CCs in terms of reduced complexity. 

II. Syndrome Decoding With the 
Error Trellis 

This section provides a brief development of the concepts 
of a convolutional code (CC) needed for systematicaliy con­
structing an error trellis for minimum-error-path decoding. 
Here, only a brief synopsis of these concepts is given, enough 
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to systematically construct an error tree or trellis without 
resorting to the intermediate step of computing the syndrome. 

The inputs and outputs of an (n. k) CC can be represented. 
respectively, as D-!r?.Dsforms, 

xeD) = L 
j=O 

and 

y(D) = L 
'-a 

x.D! 
J 

(I) 

(2) 

of the input sequence of k-vectors of form Xj = [x,j' x2" ... , 
xkj] and the output sequence of n-vectors of form Yj = 
fy,j' Y2j' ..• , Ynj]' where Xij andY/j belong to a fmite Galois 
field F = G(q) usually restricted to the binary field GF(2) of 
two elements, and D is the delay operator. The input xeD) 
and the output y(D) are linearly related by means of a k X n 
generator matrix G(D) as follows: 

y(D) = xeD) G(D) (3) 

where the elements of G(D) are assumed usually to be poly­
nomials over the finite field GF(q), where q is the power 
of a prime integer. The maximum degree M of the polynomi,lI 
elements of G(D) is called the memory delay of the code, and 
the constraint length of the code is k =M + 1. 

In order to avoid catastrophic error propagation, the 
encoder matrix G(D) is assumed to be basic (Ref. 3). This 
means that the Smith normal form of G(D) is 

(4) 

where A = A (D) is a k X k invertible matrix with elements 
in F[D], the ring of polynomials in Dover F, and B = B(D) 
is an n X n invertible matrix with elements in F[D]. The 
elements of the inverses A -I and B-' of matrices A and B, 
respectively, are polynomials in F[D] (Ret. 4). 

By defmition, the parity check matrix associated with 
G = G<p) is any full-rank (n - k) X n matrix with polynomial 
elements in F[D] which satisfies 

(5) 

where T denotes matrix transpose. A modification of the 
method of Forney (Ref. 4) is used to find H. The method 

involves a partitioning of matrix B in Eq. (4), as well as its 
inverseB-'. That is, let 

(6) 

and 

(7) 

where the fIfst k rows of B constitute the submatrix B, and 
the remaining (n - k) rows are the matrix B

2
, and where, 

likewise, the first k columns of B-' constitute the sUbmatrix 
B, and the remaining (n - k) columns are the matrixB2 • 

Since B times its inverse B-' is the n X n identity matrix, 
the following identities evidently hold: 

(8) 

In terms of the partition in Eq. (7), the Forney parity·check 
matrix is defined by 

H = jjT 
2 

(9) 

It is readily verified using Eq. (4) and the identities of Eq. (8) 
that Eq. (9), in fact, satislles Eq. (5), the requirement for H 
to be a parity·check matrix. It should be noted that the 
parity·check matrix is not unique. For example, it can be 
shown that H = C B; is a parity·check matrix where C is any 
(n - k) X (n - k) invertible matrix with elements in F[D]. 

For an input message xeD), as defmed in Eq. (1), the 
encoded message or code sequence is y(D) as generated by 
Eq. (3). Suppose that y = y(D) is transmitted and z = z(D) 
is received. Then, the transmitted and received sequences are 
related by 

z(D) = y(D) + e(D) (10) 

where e(D) is the D-transform of the error sequence. The 
syndrome of the received code z(D) is 

s(D) = z(D) X HT (D) (11) 
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If y(n) in Eq. (3) is substituted in Eq. (10), then the 
syndrome, computed in Eq. (II), satisfies, by Eq. (5), 

= (xG + e)HT 

(12) 

This is the syndrome equation for the error sequence e = e(D). 
The syndrome equation, Eq. (12), shows that the syrdrome 
computed in Eq. (II) is functionally independent uf the 
original transmitted code y(D) as weIl as the original message 
xeD). 

The problem of syndrome decoding of convolutional 
codes is, as for block codes, to solve the syndrome equation, 
Eq. (12), for the set of all possible solutions e = e(D). It has 
been shown (Ref. 1) that this set of soJ . ;ons is a coset of the 
set of all codewords. 

To explicitly solve the syndrome equation, Eq. (I 2), sub­
stitute H as given by Eq. (9) in Eq. (12), thereby obtaining 

S = e ii2 = e B-
1 [~ ] 

n-k 

(13) 

where !,.-k is the identify matrix of (/1- k) rows. In Eq. (13), 
let 

(14) 

so that Eq. (13) becomes the simple equatie', 

S = e [~ ] 
n-k 

(15) 

where S = [SI' S2"'" sn_k] and e = [el' e2 , ••• , ell]' The 
gelIeral solution of Eq. (15) over the ring F[D] is given 
evidentiy by 

= s (16) 

where T. = T.(D) are arbitrary elements in F[D]. Thus, more 
compacity, the general solution of Eq. (14) is 

124 

e = [T, s] 

(17) 

where T, as in Eq. (16), is an arbitrary k-vector with elements 
in the ringF[D]. Finally, a multiplication of both sides of Eq. 
(17) by B yields 

e = d3 

(18) 

in terms of submatrices BI and B2 in Eq. (6) as the most 
general solution of the syndrome equation, Eq. (I 2). 

The general solution, Eq. (18), of the syndrome equation 
can be expressed in a number of different forms. For example, 
it can be put into canonical form originally found heuristically 
by Vinck, De Paepe, and Schalkwijk (Ref. 4). Towards this 
end, note from the identities in Eqs. (8) and (9) that B; is the 
left inverse, denoted by Jr I, of the parity-check matrix H. 
Hence, 

(19) 

Next, note from the Smith normal form in Eq. (4) of a 
basic encoder that 

=B 
I 

(20) 

A substitution of BI in Eq. (20) and B2 in Eq. (19) into 
Eq. (18) Yields 

Since T is an arbitrarY k-vector of elements in F [D 1, 

(22) 

is also an arbitrarY vector of polynomials in F[D]. Finally, 
substituting t in Eq. (22) into Eq. (21) yields, 

e = tG +s(Jr')T (23) 

as 1:.'1e general solution of the syndrome equation, Eq. (12), 
where G is the k X II generator matrix, Jr I is the left inverse 
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of the parity-check matrix, s is the (II - k) component syn­
drome computed by Eq. (11), and t is an arbitrary k-vector 
with elements in F[DJ. The above proof is a simplification of 
a more general version, given in Ref. 2, of the Vinck, de Paepe, 
and Schalkwijk identity heuristically established in Ref_ 4_ 
Herein, it is desired to put Eq. (23) in a form which makes it 
possible in the syndrome decoding process to bypass the 
explicit computation of the syndrome s(D). 

Towards this end, sUbstitute Eq. (19) into Eq. (23) and, by 
Eqs. (9) and (11), the quantity z Hz for the syndrome s_ These 
substitutions yield 

e = IG +z(Bz Bz) (24) 

in terms of received sequence z as the general solution of the 
syndrome equation. 

_ In Eq. (24), let R be the II X II matrixBz B2
, since Bz and 

Bo have ranks (II - k), it can be shown that the matrix R = 
Bo Bz' where Bz and Bz are defmed in Eqs_ (6) and (7), re­
spectively, also has rank (II - k). Substituting R into Eq_ (24) 
yields 

e=IG+zR (25) 

as the general solution of the syndrome equation. Here, R is 
the II X II, rank (II - k) matrix 

R = Bz Bz (26) 

I is an arbitrary k-vector of elements in F[DJ, and z is the 
D-transform of the received sequence_ 

Let z(D) be any finite-length received sequence. By the 
maximum likelihood principle, the most likely error sequence 
is the one with minimum Hamming weight_ Given z(D), the 
sequence e(D) with minimum Hamming weight is found by 
minimizing the weight of the right side of Eq_ (25) over all 
polynomials t(D) in F[DJ. That is, 

minllell=minIlIG+zRlI, tEF[DJ (27) 

where z = z(D) is the D-transform or polynomial of any fmite­
length received sequence and II x II denotes the Hamming 
weight or "norm" of an element x = x (D) inF[DJ_ 

The minimization required in Eq. (27) is analogous to cer­
tain optimum nulling techniques in control theory. The 
sequence r(D) = z(D) R(D) is the error sequence for t(D) = O. 
What one attempts to do in Eq_ (27) is to find that sequence t 
which, when encoded as t G and subtracted from r(D), yields 
the sequence e- of minimum Hamming weight. That is, if 

t = r(D) is the D-transform for which II e II = II t G + z R II is 
minimum, then 

li=tG+zR (28) 

is the D-transform of the minimum-weight-possible error 
sequence. 

By Eq. (4), the right inverse G- I of the generating matrix 
Gis 

(29) 

This is verified by multiplying G in Eq. (4) on the right by 
G- I in Eq. (29). Multiplying both sides of Eq. (28) on the 
right by G- I in Eq. (29) yields, by Eqs_ (7) and (8), the 
identity 

lie-I = [tG+zBzB,J e- I 

= f+zBzBz [BI,BzJ [JA- I 

= t + z Bz [O,ln_kJ [~}-I 
= t (30) 

By Eq. (10), the subtraction of e- from z produces a best 
estimatey of the transmitted code, i.e., 

y = z- e (31) 

The best estimate y of the code, if multiplied on the right by 
G, yields 

(32) 

which is the best estimate of the original message_ Hence, sub­
stituting Eq. (31) in Eq. (32) and using Eq. (30) produces 

(33) 

This important identity shows that t = I(D), obtained by the 
minimization in Eq_ (27), is a correction factor to the standard 
method of recovering the message from z = z(D) if z were 
noise-free. 
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In the following section, the techniques of performing the 
minimization in Eq. (27) for finding e and t are discussed. 
Among these methods are the Viterbi dynamic programming 
algorithm and some of the sequential decoding techniques. 
Then, the syndrome·decoding algorithm described above is 
applied to systematic high-rate CCs and, in particular, to the 
one-error-correcting CC developed originally by Wyner and 
Ash (Ref. 5). 

III. Syndrome Decoding of Systematic 
Convolutional Codes 

The results of the preceding section are now applied to 
systematic convolutional codes. The generator matrix for a 
systematic CC has form 

G(D) = [/k' P(D)] (34) 

where lk is the k X k identity matrix and P(D) is a k X (n - k) 
matrix of polynomials over GF(q) in the delay operator D. 
Again, as in the general case, the maximum degree M of the 
polynomials in P(D) is called the memory of the code and 
K = M + I is the constraint length. 

A parity-check matrix associated with G(D) in Eq. (34) is 

(38) 

which actually equals B when the field of coefficients is the 
binary field GF(2). 

The partitions, given in Eqs. (6) and (7), of B and B-1 , 

respectively, are, for a systematic CC, 

where .. 

and 

Bl = [lk,P(D)] 

B 2 = [0,1 n-k] 
(39) , 

the (n - k) X n matrix, where 

(35) 

This follows from the fact thatH(D) has rank n - k and that it 
satisfies Eq. (5). 

The Smith formal form of Eq. (34) is, by Eq. (4), 

(36) 

where P = P(D), the matrix of polynomials in the generator 
matrix G(D) in Eq. (34). Hence, for a systematic code, A = I k 
and 

(37) 

Because of the triangular form of B, the inverse is readily 
found to be 
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(40) 

Note that the parity-check matrix found by Eq. (9) from B. 
in Eq. (40) actually equals the parity-check matrix found 
already in Eq. (35) by satisfying Eq. (5). As a consequence, 
for a syst~matic CC, the syndrome s in Eq. (12) is 

= - z (fJ)P(D) +z (D) m p 
(41) 
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where zm(D) is the message code vector of k components, 
possibly corrupted by noise, and Z (D) is an (n - k) compo­
nent vector of parity symbols, also 'Possibly changed by chan­
nel noise. 

Next, by Eqs. (39) and (40), the matrix R in Eq. (26) is 
given by 

(42) 

Thus, for a systematic CC, the general solution, Eq. (25), of 
the syndrome equation, Eq. (I2), is, by substituting Eqs. (34) 
and (42) into Eq. (25), 

e{D); tG+zR 

; [t(D),(t(D)-zm(D))P(D)+zp(D)] (43) 

where zm(D) is the received message sequence "in the clear," 
Z (D) is the received parity sequence of the CC, and teD) is an 
efement of F[D]. By Eq. (41), the above general solUtion, Eq. 
(43), of the syndrome equation for a systematic CC can be 
expressed in the alternate form 

e(D) ; [t(D), teD) P(D) + s(D)] (44) 

where seD) is the syndrome, computed by Eq. (41) in terms of 
zm(JJ) andzp(D). 

The "best" correction factor teD) for all systematic CCs is 
found, as in Eq. (27), by mininaizing the Hamming weight of 

e(D), given in Eqs. (43) of (44). For low-rate systematic CCs, 
this mininaization can be taken over F[D], whereas for high­
rate systematic CCs, this mininaization need only be accom­
plished over a small subset, call it E, of F[D] , defined by 
error-bound constraints of the particular CC. This latter fact 
for high-rate systematic CCs will be demonstrated for the one­
error correcting Wyner-Ash CC (Ref. 6). It is the very smali 
size of the set E compared to the set F[D] which makes 
syndrome decoding more efficient than the classical maxinaum 
likelihood method for decoding CCs. 

Let e denote the error sequence of the solution, Eq. (44), 
of minimum Hamming weight, and let tbe the element teD) e 
F(D), for which the Hamming weight of e(D) in Eq. (43) or 
Eq. (44) is minimum. Then, by Eqs. (43) and (44), as in Eq. 
(28), e and tare related by 

e; [f,(t-z )P+z 1 m p 

; [f,fP+s] (45) 

By Eqs. (29), (36), and (38), the right inverse of the gener­
ator matrix G in Eq. (34) is 

G- 1 
= s-{:] 

l-']l'l 0, I
n

_
k 

0 

; [I:] (46) 

Hence, by Eqs. (45) and (46), the relation 

eG-I = t 

given in Eq. (30), also holds for systematic CCs. Again, the 
subtraction ofefrom z produces 

y == z-e 
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as the best estimate of transmitted code, so that 

;;;z -t 
m 

(47) 

as the best estimate of the received message in terms of Z m' the 
received message "in the clear," and the correction factor, t. 

IV. Error Trellis Syndrome Decoding of 
Wyner-Ash Convolutional Code 

The Wyner·Ash one·error correction codes were first de· 
fined in Ref. 5. A more modern and understandable develop· 
ment can be found in Blahut'S recent book (Ref. 7). Instead of 
defining the CC only in terms of its infinite generator or 
parity·check matrix, as is done in Ref. 7, here the infinite 
matrices are converted first into compact matrices in terms of 
the delay operator D. If 

(48) 

is a generator matrix of a CC of me mary M = m, as defined in 
Eq. (3), then evidently 

G a a m 

G = 
a Gm 

(49) 

is tile infinite generator matrix associated with G(D). Thus, a 
systematic code with generator matrix G(D) = [Ik' P(D)] has 
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o p 
m 

o Pm 
G = 

(50) 

as its companion infinite generator matriX, where 

(51) 

where a is the k X k all·zero matrix and Pi are k X k (II - k) 
matrices. Since, by Eq. (35), H(D) = [-PT(D), III_d is a 
parity·check matrix of G(D), given above, the associated 
infinite parity·check matrix is 

H= 

pT 
o 

pT 
I 

pT 
2 

pT 
m 

I 

a 

a 

a 

pT 
0 

pT 
I 

pT 
2 

p' 
m 

I 

a pT 
0 

I 

a pT 
I a 

a 
T 

Pm a 

(52) 

The results in Eqs. (50) and (52) are given in Ref. 6 in the 
same notation. 

In terms of Eqs. (51) and (52), Blahut defines an (II, k) = 
(2m , 2m - I) Wyner·Ash code as follows: Let HI be the 
parity·check matrix of the binary (2m - I, 2/11 - I - m) 
Hamming one.error·correcting block code. Choose matrices 
pI, pI, ... ,p~ to be the m rows of the parity·check matrix 
HI, Le., 

I 
~ , 
.. 
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pT 
I 

pT 
2 

pT 
", 

Finally, let P~ be a vector of 2'" - lones, i.e., 

P~ = [I, I, I, ... , I] 
~ 

2m - 1 

(53) 

(54) 

Blahut shows (Ref. 7, Theorem 12.5.1) that the minimum 
distance of the Wyner-Ash code is 3 and, as a consequence, it 
will correct at least one error. To understand this code in more 
detail and to apply the decoding technique developed in the 
last section to it, consider now an example for m = 2. 

Example: The III = 2, the parity-check matrix of the Ham­
ming code, is 

HI = C 0 ~J 
so that, by Eqs. (53) and(54),P~ = [I I I],P; = [I 1 0], 
andP; = [I 0 I]. Thus, by Eqs. (51), 

+ D + D2 

P(D) = + D 

+ D2 

and, by Eqs. (34) and (35), 

I 0 0, 1 + D + D2 

G(D) = 0 1 0, 1 + D 

o 0 I , 1 + D2 

and 

H(D) = [1+D+D2,I+D,I+D2,1] (55) 

are the generator and parity-check matrices of the (4, 3) 
Wyner-Ash CC, respectively. Also, by Eqs. (37) and (38) 

B = B- 1 

" l"~W)] 
0, ll-k 

I 0 0, + D + D2 

o 1 0, +D 
= 

o 0 I, + D2 

o 0 0, 

so that, by Eqs. (39) and (40), B2 = [0 0 0 I] andB2 =HT 
and, finally, by Eq. (42), 

+ D + D2 

+D 
[0 0 0 I] R = B2 B2 == 

+ D2 

o 0 0, + D + D2 

00 0, +D 
= (56) 

o 0 0, I + D2 

o 0 0, 1 

The above results for this 3/4 rate CC can now be used to 
explicitly obtain the general sdution e(D) in Eq. (43) of the 
syndrome equation. This is accomplished by substituting Eqs. 
(55) and (56) into Eq. (25) or directly from Eq. (43). The 
result is 

= [t,(tl +zl)(1 +D+D2) 

+(t2 +Z2) (I +D) 

+(t3 +z3)(1 +D2) +Z4] (57) 
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where 

(58) 

By Eqs. (41) and (44), e in Eq. (57) can also be expressed 
more compactly as 

e=[t.r+s] (59) 

where s is the syndrome, 

s(D);: s = zl(1 +D+D2)+Z2(1 +D) 

(60) 

and 

r(D);: r = t
1
(1 +D+D2)+t2(1 +D) 

(61) 

Note that the term r(D) "" in Eqs. (59) and (61), in order to 
minimize the Hamming weight of e(D), must be chosen to 
"cancel s(D)" in Eq. (59). For this reason, one might call1(D) 
the regulator needed to cancel the syndrome seD). 

Now, the formal power series for e(D) in the delay operator 
is explicitly 

w 

= L: [ell' e21'···, en) Di 
i=O 

(62) 

Derme the truncation of e(D) at stage or frame time N in 
terms of Eq. (62) as 

N 

[e(D)]N = L: [ell' e2i'··· ,eni] Di 
;=0 

(63) 

Thus, the Hamming weight of the sequence of possible errors 
in N frames is 
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N 

II [e(D)]N II = L: II [ell' e21' .•. ,eni] II 
j=O 

N 

= L: II co~f [e(D)] II 
;=0 DI 

(64) 

where the latter expression under the summation is the Ham­
ming weight of the coefficient ofthejth power of D. 

By Eqs. (57) and (64) for this particular example of con­
volutional code, 

(65) 

where 

+t3 · +/3 '2 ./ ,J-
(66) 

is the regulator function at framei, and 

(67) 

is the syndrome function at frame j in terms of binary vari­
ables tii and zil' dermed by, 

reD) = L: [IIi' t 2j' ..• , tki] Di 
(=0 

zeD) = L: [zlj'z2i"" ,znj]Di 
;=0 

Note in Eq. (66) that r, is a function of 1; = [t Ii' t2i, t 3']' 

1'-1 = [tlJ-l' t2,i-l' t3J-tl and 1'-2 = [t1J- 2, t2,i-2' 
t3 ,i-2]' That is, at frame j, rj is a function of Ii at frame j; a 
function of li-l at frame j-l; and a function of ti - 2 at frame 
j- 2; i.e., 

(68) 

i , 
I 

1 
! 

~ 
t , 
[ 
I 

" i , 
'i 
iI 
j! 
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If the values of the regulator function rj at frame j are imago 
ined to be generated by a sequential circuit, then the pair 

(69) 

constitutes the values of the internal state of the circuit and 
vector fj is the jth input to the circuit. 

Let the sequential circuit with output 

(70) 

be the regulator circuit of the decoder, where OJ is the internal 
state deImed by Eq. (69). Also, call the set of all allowable 
paths generated by Eq. (70) the regulator tree or trellis. 
Finally, by Eq. (59), the error trellis of the code is, for all 
paths generated, 

(71) 

To illustrate the above concepts, let the input to the 
present example of the (4, 3) CC be 

x ~ [I 1 1, 0 0 0, 1 1 1, 0 0 0, 1 1 1] 

i.e., XI ~ [1 0 1 0 1] ~ Xz ~ x3
• By the generating matrix 

given in Eq. (55), the outputy ~ [YI' yz, Y3' Y4] is obtained 
in what follows: Y

I 
~ Yz ~ Y3 

~ XI ~ [1 0 1 0 1], andY4 ~ 
(l + D + DZ) XI + (1 + D) Xz + (1 + DZ) x3. EXpIicitiY'Y4 is 
computed from this relation as follows: 

X • 
1 • o 1 0 1 

Dx : 
I 

1 0 1 0 1 

D
Z 

XI 1 0 1 0 1 

x
2 

: 10101 

Dxz 1 0 1 0 1 

X3 10101 

DZx 
3 1 0 1 0 1 

Y4 ~ [1 0 1 0 1 0 0] 

Thus, the output of the encoder is 

Y ~ [1 1 1 1,0 0 0 0, I I I I, 

o 0 0 0, I I 1 I] 
(72) 

Assume Y, given in Eq. (72), is transmitted over a binary 
symmetric channel with probability of error somewhat less 
than 1/12 ~ 0.0833 .... Then, suppose that the received 
coded sequence is 

z = [1 1 0 1,0 0 0 0,1 1 1 I, 
(73) 

0000,0111] 

Le., ZI ~ [I 0 I 00], Zz ~ [I 01 0 I], Z3 ~ [0010 I] and 
Z4 ~ [I 0 1 0 1]. By Eq. (60), the syndrome sequence for this 
value of received sequence is computed to be 

s ~ [I 0 I 0 1 1 I] (74) 

by the same method used above to obtainy4. 

It is shown in Ref. 7 (p. 366) that the rate 3/4 code of this 
example can correct one error in every 3 frame times or code 
length of 12. As a consequence, one needs only to correct one 
error every 3 frames. This limits the number of values of 
t ~ [t

l
, t

2
, t

3
] to 4, namely the values 

[0 0 0] ., 0, (1 0 0] ., I 

[0 I 0] ., 2, [0 0 1] ., 3 
(75) 

Note that the four values of tin Eq. (75) allow for, at most, 
one error, and that these four values are conveniently labeled 
by the integers t ~ 0, 1,2, or 3. 

Figure 1 shows a constrained regulator trellis with outputs 
[t, r]. In Fig. 1, note that, because of the limited error· 
correction capability of the code, the number of internal 
states 0 ~ (Dt, D Z t) of the regulator circuit can be limited to 
7 out of a possible 64. Moreover, the number of state transi· 
tions can be limited to those shown in Fig. 1 for the regulator 
trellis. The branches of the regulator trellis are labeled with 
the value [t, r]. For example, the branch from state 0 ~ [00] 
to 0 ~ [3 0] is labeled by [t, r] ~ [3, 1] ., [0,0, 1,1] , which 
means tl ~ O. t2 ~ 0, t3 ~ 1, and r ~ 1. 

To decode the message in Eq. (73), by Eq. (70) an error 
trellis is created by adding the vector [0, 5] to all labels in 
the regulator trellis where s is the syndrome value. Thus, in 
Fig. 2, the values of [0, s], where s is the syndrome value in 
Eq. (74), appear on all possible transitions 0 ~ [0 0] to a ~ 
[0 0] on the top line of the errol' trellis. At each node, the 
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cumulative Hamming weight of the path, passing through that 
node, is written. 

The Hamming weight at each node, plus the weight of a 
possible branching from that to the next node, is used to 
eliminate branches. The technique is similar to the method in 
Viterbi decoding for eliminating branches. To illustrate, in 
Fig. 2 there are four branches at Frame 2 which could go to 
state or node a = [00]. The transition is chosen as the branch 
from a = [0 3] to u = [0 0] since the node weight 2 plus 
branch weight 0 is 2, the minimum of the 4 possible 
transitions. 

The minimum overall path weight of the error trellis in 
Fig. 2 is 

[0 0,3 0,0 3,0 0,0 0,1 0,0 1,0 0,0 0] 

in terms of state values u = Dt, D2 t. Hence, based on the 
criterion of Eq. (27), the best estimate of t is 

t = [3,0,0,0,1,0,0,0] 

= [0 0 1,0 0 0,0 0 0,0 0 0, 

1 0 0,0 0 0] 

If this vector is added component·wise to z in Eq. (73), the 
message is corrected to yieldx=x, the original message. 
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Fig. 1. Conslralned regulator ITem. with OUtputs !I,r}, wherer; 1,(1 + D + D"} + I;/.1 + D) + I:/.1 + D2) E f(l, IT) and 
where I; [I" I", I,} ; [000] E 0, I; [1 00] E 1, I; [0 1 0] E 2, and I; [001] s 3 
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Fig. 2. Error trellis with Input and state-transition constraints for one-error-correctlng Wyner-Ash 
convolutional code 
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Coherent Digital Demodulation of a Residual 
Carrier Signal Using IF Sampling 

R. Sfeir, S_ Aguirre, and W. J. Hurd 
Communications Systems Research Section 

Analysis is presellted of an all-digital techllique for the coherent demodulation of a 
residual carder signal with a biphase modulated square-wave subcarrier. The processing 
technique, proposed for use ill the DSN advanced receiver, employs the cOllcept of IF 
sampling. It also uses an optimum Costas luop for subcQrrier demodulation and data­
aided carrier tracking, i.e .. combined Costas and residual carrier tracking. It is shown chat 
the loops perform essentially the same as {he corresponding analog loops in terms of 
signal-co-noise ratio and loop bandwidth. Furthermore. the sampling does not introduce 
biases or other sigllificant effects on the loops provided that the loop bandwidth is very 
small compared to the symbol rate, and that the number of samples per symbol is large 
compared 10 inverse loop balldwidth 

I. Introduction 
The ever increasing advances in LSI and VLSI technology 

make possible the use of digital integrated circuits in real-time 
proces~ing areas that were previously implemented with analog 
circuitry. This paper describes a digital implementation pro­
posed for the DSN Advanced Receiver to avoid the inherent 
problems associated with analog systems such as de offsets 
in the mixers and amplifiers, the need for calibration and 
adjustments, and less reliability, versatility , and flexibility 
than digital systems. 

Two families of configurations have been considered for 
the design of the proposed advanced receiver: one associated 
with I-Q baseband sampling and another associated with IF 
sampling. In the first one, the sampled I and Q channels are 
generated first by demodulating by two in-quadrature refer­
ence signals and thon sampling with two in-phase samplers ; 
in the second, we first sample at IF and then demultiplex 

into baseband I and Q samples. The IF sampling configuration 
was chosen for three main reasons. First, it overcomes the de 
offset problem of baseband systems, which is a serious prob­
lem in phase detection ft low signal-la-noise ratios. Second, 
the hardware is simpler and de amplifiers are eliminated. 
Third , the implementation concept is not proven, and is thus 
deserving of analysis and demonstration. One complexity and 
potential disadvantage of IF sampling is that the samples are 
offset from each other by one-half sampling period. It is 
shown that this I-Q offset inherent to IF sampling has no 
significant effect on the loops' performances. 

The digital system employs synchronous bandpass sam­
pling for the coherent demodulation of a residua1 carrier 
signal biphase modulated by a square-wave subcarrier. The 
receiver uses a PLL to track the resiriual carrier phase, an 
optimum Costas loop with integrate and dump fIlters for 
subcarrier demodulation, and a data·aided loop for improved 
tracking performance of the carrier phase. 
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II. Functional Block Diagram 
and Description 

Figure I shows the functional block diagram of the pro· 
posed receiver. The received signal is at an intermediate 
frequency 1; and contains data that biphase modulates a 
square·wave subcarrier. The modulated subcarrier phase 
modulates the carrier with a modulation index A. The signal 
at the output of the bandpass fIlter is: 

where 

ret) is the received signal in volts (V) 

P is the average signal power in V2 

A is the modulation index 

D(t) = d(t) Sinew t+8 )withSinx=sgn(sinx) so sc 

+~ 

d(t) = L ar p(t - £1). ar = ±I with equal probability 
2=--

w. is the received IF frequency in radls , 
8 is the carrier phase in rad 

e 

w,e is the subcarrier frequency in radls 

8 is the su bcarrier phase in rad 
sc 

Il(t) = ..,fille (t) cos (w/ + 8e) - ..,fill, (t) sin (w,t + 8e) 
is a narrowband white Gaussian noise process 
with n (t) and n (t) being statistically independ· e s 
ent, stationary band·limited white Gaussian noise 
processes with one·sided spectral density No in 
V2/Hz and one·sided bandwidth W. 

T is the sym bol time 

The bandpass fIltering effect on the subcarrier is neglected, 
i.e., the sub carrier wavefonn is assumed to be an ideal square 
wave. 

The reference signal for carrier lock is a combination of 
the sampling clock and the carrier·loop digitally controlled 
oscillator (DCa) output signal. The sampling frequency is 
derived from the symbol synchronization loop and is denoted 
by 410. The symbol synchronization loop, not considered 
here, is assumed to maintain perfect symbol sync, and fo is a 
multiple of the symbol rate. 

The input signal, r(t), is mixed to frequency.t;, using the 
carrier·loop DCa output signal, whose instantaneous phase is 
w t + Ii , with w = w. - Wo and Ii denoting the estimate of 

1 ell c 
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8 . Thus the instantaneous residual carrier phase of set) is e A 

denoted by2rri.o t+r/J ,wherer/J =8 - 8. c c c c 

The IF signal set) is sampled at frequency f, ; 41
0

, at 
times tn = 1l/4.t;,. The mth output of the sampler is multiplied 
by exp (jnm/2) and demultiplexed into real and imaginary 
parts with the real or m·even samples becoming the Q channel, 
and the imaginary or m·odd samples becoming the I channel. 

The Q samples q" are input to the residual carrier tracking 
loop and to the sub carrier Costas loop. The I samples i are 

" input to the carrier Costas I arm. Note that the carrier Costas 
Q arm is the ,ame as the sub carrier I arm. Sideband aided 
carrier tracking is accomplished by properly combining the 
outputs of the residual carrier and the carrier Cosms phase 
detectors in order to maximize the total loop SNR. 

III. Residual Carrier Phase Detection 
and Tracking 

Residual carrier phase detection is accomplished using the 
Q·channel samples. The bandpass fIltered signal r(t) is mixed 
against the carrier DCa output signal ..,fi cos «,,;. - wo)t + 
A , 

8 c) and lowpass fIltered to give: 

+ Il (t) cos (wot + r/J ) -Il (t) sin (wot + <P ) c esc 

where r/J = 8 - Ii is the carrier phase error. 
e e e 

From the above equation, it follows that the quadrature 
sampled term is: 

qn = Re {s(ml( 410» • exp (jm rr/2)}. m = 21l 

= .JP sin (IJ.D(IlT,) + r/Je (1lT,» 

+ "e (IlT,) cos (<Pc (IlT,) + "s (IlT,) sin (r/Jc (IlT,) 

(I) 

and the in·phase sampled term is: 

= 1m {s(ml( 410» • exp (jm 1f/2)} m=21l+ 1 

= .JP cos (AD(IlT, + T)2) + r/Jc (1lT, + T,/2» 

- Il (IlT + T 12) sin (r/J (IlT + T 12» 
cSS css' 

- "s (IlTs + T )2) cos (r/J e (1lT, + T,/2» 

where T, = 1/(2fo)' 

(2) 
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The continuous counterpart of the noise portion of Eqs. (I) 
and (2) is essentially white noise with zero mean and one· 
sided spectral density No' 

The S CUrve for the residual carrier·loop phase detector, 
i.e., the average output of the phase detector as a function of 
the phase, is obtained by plotting C(rp ) ; E [q Irp j versus c n c 
.pc' where E [.j denotes the statistical expectation. From 
Eq. (I), and since the noise is zero mean, 

C(rp ) ; E [q Irp j ;..jP cos Il sin rp 
c nee 

which is the expected sinusoidal S curve, and is plotted in 
Fig. 2. 

From Holmes (Ref. I, Chapter 5). the rms phase error of 
a phase·locked loop due to random noise is 

u2 = N B IA2 
f/Jc 0 L 

where No is the one·sided spectral density at zero frequency 
at the phase detector output, BL is the one·sided loop band· 
width, and A is the slope of the S curve at rp = O. It is also 
necessary to assume that the noise bandwidth is wide com· 
pared to BL • 

For the residual carrier phase detector, A =..jP cos Il and 
the noise spectral density is the input noise spectral density 
or No. Thus 

u2 = N B /(P cos2 Il) 
" 0 L c 

(3) 

This is the same as for an analog loop with the same band­
width. 

IV. Subcarrier Phase Detection and Tracking 

The subcarrier phase detection and synchronization is done 
by means of an optimum Costas loop. The analysis assumes 
perfect symbol synchronization and that the residual carrier 
loop is locked so that rp c = O. 

The carrier Q samples qn are multiplied in the two arms of 
the Costas loop by phase quadrature square-wave reference 
signals at the sub carrier frequency. The products in the two 
channels are summed over the symbol times to implement 
the matched fIlters of the optimum Costas loop. The channel 
with the reference in phase with the subcarrier is the data 
channel. 

Let I (i) and Q (I) denote the subcarrie' 1- and Q-channel 
outputs qfor symbcil i. with subscript q de loting tile carrier 

Q channel. Then the outputs of the I and Q arm fIlters are 
respectiv~ly 

q Sin (w.cnT + 8 ) n OIl S sc 

+ periodic terms. 

Q (i) q 
q [os(w nT +8 ) 

n sa s sc 

+ periodic terms 

where the signal terms are: 

Vi'; = ..jP sin Il = (signal power)I/2 

I N 
d(l) = N L: d(nTs) 

n=] 

F (rp ) = 
q sc 

{ 

2 
- 1i rPsc ' 

- ~ (11- rpsc)' 

and the noise terms are: 

N. = I , N 
N 

L: 
n=1 

x Sin(w nT +8 ) sc s sc 

11 
0<;; I rpsc l <;; 2 

(4) 

(5) 
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with means: 

E[~] = E[Nq] = E[~ oNq] = a 

EIN2
] = EIN2

] = N /(2Tj I q 0 

Note that in the previous expressions we have dropped the 
variable i denoting the ith symbol. 

The phase detector output signal is given by: 

Z = _10 Q 

= Pd 0 F; ("',c>o Fq (rp,.) + N; 0 Nq 

+~. F;("',,) 0 d oNq"~ oFq ("'",) 0 d o~ 

+ periodic terms 

The periodic terms arise from end effects when there is 
not an integer number of subcamer cycles in a symbol time. 
Thus these terms have frequency depending on the relation­
ship between symbol rate and subcarrier frequency_ When 
the subearrier frequency is close to a multiple of the symbol 
rate. the frequency of the periodic terms is low, but the 
amplitude is very small. When the sub carrier frequency is not 
close to a multiple of the symbol rate, the amplitude is higher, 
but the frequency is on the order of half the symbol rate_ In 
this case, the frequency is assumed to be well outside the loop 
bandwidth_ In either case, the effect of the periodic terms on 
the loop phase error is negligible. There are also small effects 
due to the sampling but they are negligible_ The detalled 
analysis regarding these periodic terms will be published in a 
future report_ 

For "'",small, F ('" ",) "" a and Fi"'sc) "" I. With this 
approximation and 'heglecting the periodic terms, the phase 
detector output becomes 

where N", = ~ d 0 Nq + ~ 0 Nq represents the signal X noise 
plus the noise X noise terms_ 

Now if we fIx "'''' and take tile statistical expectation of 
Z we get the S curve, S("'''')' of the subcarrier loop-phase 
detector_ Tllis is 

Notice that S(", ) is periodic in rp with period 11; in the 
interval [-11/2, 11!2], S("''''} has the following expression: 
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S(<P,) = (2/11) 0 Pd 0 "'", 0 [I - (2/11) I <p", 11 , 1"'",1<;; 11/2 

Figure 3 shows a plot of the normalized S curve Sn(<p",) 
for 1"'",1<;; 11/2; the S curve is defIned as: 

Also notice that we have stable lock points at "'", = ±k11, which 
is to be expected in a Costas-loop S curve_ 

To get the phase errOr variance a~ ,we assume that the 

'" noise term N", is white compared to the closed-loop band-
width BL • The one-sided spectral density of the above noise 
process, N~, is given by 

(6) 

In deriving the above expression, <Pc = a is used_ 

As for the residual carrier loop, the variane ~: the phase 
errOr can be expressed as (Ref. 1): 

where B L is now the one-sided bandwidth of the subcarrier 
loop and 

d8(", ) I s' (0) = '" <p = a 
d<p '" so 

SubstitutingN~ and 8'(0) by their expressions we get: 

Except for a factor of (11/2)2, this is the same expression 
as for a Costas-loop tracking a sine-wave subcamer_ The 
factor (11/2)' is the same as that used for tracking unmodu­
lated square waves with square-wave references_ The factor 
[I + (I/2)/(E/No)] represents the squaring loss due to signal 
X noise and noise X noise terms, and is the same as for an 
optimum analog Costas loop, (Ref. 2)_ Thus, in this method of 
analysis, there is no theoretical degradation due to the digital 
implementation_ 

Vo The Data-Aided Loop 
A data-aided carrier tracking loop is a loop that combines 

residual carrier tracking and Costas-loop tracking to reduce 
carrier phase error. To accomplish this, a Costas data-aiding-
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type phase detector is implemented for the carrier by adding a 
third arm, with carrier I and subcarrier J. The output of the 
carrier Costas phase detector is added to the output of the 
residual carrier phase detector, with appropriate weighting. 
Minimum phase error for a given loop bandwidth is achieved 
by maximizing A '{No for the composite phase detector, 
where A is the slope of the S curve at zero phase and No is 
the spectral density at zero frequency. 

In the following analysis, it is assumed that the sub carrier 
loop is locked so that ¢sc = 0, that ¢e is a slowly varying pro· 
cess, and that there is perfect symbol synchronization. 

The Q arm of this loop is the sarne as the I arm of the 
subcarrier loop, and the output of its fIlter is given by Eq. (4): 

/ = -JP:
d

' d· cos(¢ )+N. q e I 

The ao_ '" expression neglects the periodic terms that get 
fIltered out by the loop fIlter and the NCO; the variable i 
denoting the ith symbol is also omitted, and it is assumed that 
¢se = 0; hence, Pi (¢se) = I. 

Similarly, the output of the I-arm fIlter is given by: 

+ iJ ) se 

where 

d' =.!... 
N 

N 

L d(nT + T 12) s s 
n=l 

is also equal to d defined in Eq. (5) since we have a multiple 
of two samples per symbol and we have perfect symbol syn­
chronization. The noise term is given by 

N' =..!. 
i N 

with E[N;J = 0, E[N;'] = No/(2T), and E[N; • A'£] = 0 
since N~ andNj are two orthogonal noise processes. 

The carrier Costas phase detector output is: 

U = -/ • / 
I q 

= (l/2) Pd sin (2 ¢ c) + Nee 

where Nee = ..;p;; • d • [N, • sin (¢e) + N; • cos (¢e)] + N, • 
N~ represents the signal X noise and the noise X noise terms. 

The S curve, SI (¢e), of the carrier Costas-loop phase 
detector is found to be the regular Costas S curve, i.e., a sine 
wave in 2¢e' Its expression is given by: 

The spectral density of Nco is the sarne as that of Nse' which 
was given by Eq. (6): 

For only Costas tracking of the carrier, the phase-error 
variance is given by: 

0' = N' B I[S'I(O)), = No BL [I +.Jl2..] (7) 
!.pe 0 L P

d 
E)No 

which is the same as that for any optimum Costas loop. 

Finally, the output Fa of the residual carrier phase de­
tector is combined with the output Fb of the carrier Costas 
phase detector. Let Fe be the combined phase-error signal 
with weights a and b; we have 

F = a'F +b·F cab 

If we want to maximize the total loop SNR then the 
weights a and b should be chosen such that: 

where 

SNR = I/u; is the residual carrier loop SNR: Eq. (3) 
e 

SNR = I/ui", is the carrier Costas-loop SNR: Eq. (7) 
e 

a; = No BL is the variance of the noise process in the 
residual carrier loop 

a~; N~ BL is the variance of the noise process in 
the carrier Costas loop 
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After substitution we get 

sin t; alb 
cos t; =--

and the sideband aided loop SNR is: SNRc = SNRa + SNRb 

VI. Summary and Conclusions 

For a telemetry processing system utilizing IF sampling. 
the random noise performances of residual carrier loops, 

optimum subcarrier Costas loops. and data-aided carrier 
tracking loops have been shown to be the same as the corre­
sponding loops implemented by traditional analog means. or 
by digital means after analog demodulation to l-Q baseband_ 
Some periodic effects are introduced by end effects when 
there is not an integer number of subcarrier cycles in a symbol 
time. but these effects are negligible for narrow-loop band­
widths because the frequency of the periodic effect is then 
outside the loop bandwidth_ It is thus concluded that IF 
sampling is useful for avoiding the problems inherent with 
analog implementations. such as de offsets in mixers and 
amplifiers. the need for calibration and adjustments. and less 
reliability. versatility. and flexibility than digital systems_ 
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A Strategy for Successful Deep Space Information 
Transmission in Bad Weather 

L Swanson and J. H. Yuen 
Communications Systems Research Section 

To retrieve data during bad weatlzer, most missions slow the data rate to accommodate 
a certain amount of attenuation, or to· allow for all but a very small percentage of all­
weather conditions. This system has two well-known and balancing disadvantages: no 
data is received reliably during very bad weather, and the data rate is slowed during good 
weather. We propose a system of processing that encodes the most critical data more 
heavily, allowing it to be retrieved under bad conditions, while at the same time allowing 
most of the data to be sent at a higlzer data rate. 

I. Introduction 

A brief look at past progress in data transmission from 
space shows that a lot of improvement has come from fre­
quency increases and associated technology. From 108 MHz, 
through L-band and S-band to our current X-band of the 
Voyager spacecraft, telemetry capability measured in bits per 
second at a given range has improved by a factor of 1018 since 
the first free-world satellite, Explorer I in 1958 (Ref. I). 

In the near future, use of Ka-band (32 GHz) will undoubt­
edly allow even further improvements in data rate. But as 
frequency increases, data rate increases must be weighed 
against performance degradations due to weather and atmo­
spheric effects. Clouds are almost transparent at S-band; 
weather causes virtually no degradation. At the current 
X-band, data rate must be chosen for a weather trade-off. By 
lowering the data rate, a mission can be more nearly certain 

of clear reception, but the cost is less telemetry. For example, 
as shown in Table 1, total weather degradation for X-band 
data at the Madrid 64-meter antenna, 90% weather, 30° ele­
vation angle, is 1.1 dB. This means that to ensure reception 
under 90% of all weather conditions, data must be slowed to 
a factor of 0.78 compared to what it would be if we assumed 
clear, dry weather. To ensure reception under 99% of all 
weather conditions (at the same station and elevation), a mis­
sion would have to accept a loss of 4.2 dB, or a data rate 
factor of 0.38, compared to clear, dry weather. 

At Ka-band, while increased data rate is available in clear, 
dry weather, degradation due to bad weather is worse than at 
X-band. There is little experImental data currently available to 
quantify the losses, but in any case the same principle applies. 

The current Voyager and Galileo communication systems 
employ the concatenated Reed-Solomon/convolutional code, 
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which is very sensitive to even a small degradation in signal· 
to~noise ratio. For example, hit error rate rl~es from 10-5 to 
10-2 as EblNo drops from 2.3 dB to 1.9 dB (Ref. 2). This 
means that 0.4 dB can be the difference between successful 
data transmission and failure. Future deep·space channel 
coding schemes are likely to be just as sensitive. 

II. Protecting Critical Data 
One way to design a reliable telemetry system is to provide 

extra margin. For example, at the Madrid 64'meter antenna 
30° elevation, one could adjust the data rate to allow EblNo = 
3.4 dB, allowing a margin of 1.1 dB over the 2.3 dB required 
for a bit error rate of IO- s. This would mean that, during 90% 
of all weather conditions, EblNo is sufficient to expect a 
decoded bit error rate of IO- s . In fact, even in the absence of 
weother degradation, we must provide some margin for other 
system uncertainty (Ref. I). The Voyager and Galileo missions 
provide about 2.0 dB for these nonweather effects. Thus a 
total of 5.4 dB of E biN 0 is needed to assure reliable commu· 
nication 90% of the time. 

This system has two obvious drawbacks. One is that no 
useful data is received 10% of the time. The other is that the 
l.l dB is unnecessarily conservative most of the time, and so 
some data rate is being sacrificed. These drawbacks playoff 
against each otiler: the higher data rate during good weather 
means a higher likelihood that the reception of any useful 
data is precluded during bad weather. 

We propose an information transmission system that will 
allow certain data, viewed by the mission as critical or "must 
receive," to be retrieved under the worst of circumstances 
(e.g., 99% weather) while allowing a reasonably high data rate 
for all data during most weather. Another goal, such as maxi· 
mizing tile expected total data return, might lead to a different 
coding scheme. 

Each mission has different scientific and mission objectives, 
and sa different critical data. Our scheme is to encode this crit· 
ical data separately so that it is recoverable under very bad cir· 
cumstances. We call the rest of the data "normal" data. (E. C. 
Posner (Ref. 3) refers to the two types as "base" and "bonus" 
data, respectively.) 

Our coding scheme does not require a completely new 
deep.space telemetry system, but builds upon the existing can· 
catenated Reed·Solomon/convolutional code, requiring only 
simple additional equipment. Hence it is an efficient and eco· 
nomically effective way to enhance data reception capability. 

The current deep·space telemetry coding scheme, as used 
on JPL missions and adopted as the guideline of the Interna· 
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tional Consultative Committee on Space Data Standards, can 
be seen in Fig. 1. 

We propose adding a repetition code to the critical data, 
yielding the system depicted in Fig. 2. On the ground, critical 
data is identified and the repetition code decoded. During 
good weather, all data is Viterbi and Reed·Solomon decoded. 
DUring bad weather, only critical data can be decoded. (Criti. 
cal data must be sent in whole frames in order that the outer 
decoders can work during bad weather.) 

The performance of our system is a parametric function of 
the repetition code rate and of the amount of critical data. 
Of course, the extra power given to the critical data means 
that there is less power available to the normal data; again the 
amount of power lost to the normal data is a function of the 
repetition code rate and of the amount of critical data. 
Table 2 shows the loss of power in overall data (for critical 
and normal data combined) in a system using our scheme, 
compared to the current concatenated convolutional/Reed· 
Solomon system, as a function of repetition code rate and the 
amount of critical data. When x of the data is repeated n 
times, the loss of power in overall data is just (n- J)x, which 
is shown on Table 2 in dB. 

The fact that a concatenated Reed·Solomon/convolutional/ 
repetition code is a good low·rate code for low symbol signal· 
to·noise ratios was first called to our attention by Pi! Lee duro 
ing a technical discussion. Indeed, this seemingly almost trivial 
repetition code works qUite well. We compared it to other 
low·rate coding schemes (orthogonal and biorthogonal codes); 
this comparison is shown in Appendix A. 

The scheme described above is different from the one pro' 
posed by E. C. Posner (Ref. 3), and first suggested by T. M. 
Cover (Ref. 4), which uses a single "cloud" code to protect 
some data more than others. The Cover·Posner scheme is a 
theoretical one, giving bounds on the data rates for the two 
kinds of data, while ours is a concrete, easy·to·implement sys· 
tern based on a very minor addition to the existing proven 
deep·space coding system. A comparison of the performance 
of a time·multiplexed system like ours to the optimum is 
given in Appendix B. 

Aside from the obvious critical data protection, a scheme 
like ours offers several advantages. Of course, a mission can 
determine what data is critical. For example, some science 
data and some highly compressed imaging data might be the 
critical data on a mission. Also, a mission call determine how 
heavily to encode the critical data, and how much critical data 
to send, trading these off against power for the normal data. 
There could even be different levels of critical data: five repe· 
titions for very critical data, three repetitions for less critical 
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data, etc. Also, the amount of redundancy can be changed in 
flight, in case of hardware changes on the ground or even on 
account of short·term weather predictions. 

What does Our protection cost in terms of data rate during 
good weather? The fact that the critical data has been ex­
panded means that overalI data rate must suffer in some way. 
Three ways to deal with this loss present themselves: (I) com­
pressing the rest of the data, (2) sacrificing the least desirable 
data, and (3) lowering the probability that normal data wlll be 
received reliably. We examine each in the paragraphs below. 

CUrrent missions use data compression for imaging data.! 
Depending on the amount of redundancy in the original data, 
data compression can allow a large increase in the amount of 
information communicated at a given data rate. If the normal 
data being sent are redundant, further data compression would 
present Iittie problem. If alI possible data compression has 
already been done, SOurce coding could be done to code the 
information bits. This, however, adds substantialIy to the bit 
error rate. So data compression should be used only if redun­
dancy exists in the normal data. 

The shnplest idea is just to sacrifice (never transmit) the 
least desirable data, lowering the real data rate. This gives each 
transmitted normal bit exactly the same power it had before 
the critical bits were heavily encoded. 

The last possibility is to speed channel symbols, increasing 
their rate. This means that each channel symbol carries slightly 

IE. Hilbert et al., BARe Data Compression for Galileo Imaging. Publi~ 
cation GLL-62S-301. Jet Propulsion Laboratory, Pasadena, Ca1i~ 

fomia, 1979 (internal document). 

less power. Thus the normal data is received under slightly 
more restrictive weather conditions, in exchange for the criti­
cal data being received under less restrictive conditions. 

III. Conclusions 
We have proposed a coding system to protect a mission's 

critical data against very low signal-to-noise ratio conditions. 
This system is shnple to hnplement, easy to change, and 
is based on a proven, reliable, existing coding system. It alIows 
a smalI amount of data to be protected against very bad 
attenuation, while allowing all of the data to be sent at a 
higher data rate than would be the case if alI data were pro­
tected against such bad attenuation. Critical data is heavily 
encoded and then embedded in the normal data. If only a 
small amount of data is critical, the effect on the power 
available for the rest of the data is minhnal. Besides protecting 
critical data against bad weather, another goal might be to 
maxhnize expected total data return. This goal might lead to a 
different coding scheme. 

There are other means of dealing with weather effects, 
which are operational in nature. Our method does not in any 
way preclude the use of these. It does offer additional pro­
tection to any link. Historically, this protection has been 
offered by the use of a lower frequency link, like S-band, 
which is virtualIy independent of weather, for critical data. In 
the future, such weather-transparent Iir,ks may not be avail­
able, but in any case our scheme can be viewed as additional 
protection. 

We have assumed that synchronization wlll not be a prob­
lem. This and the ability of the deep-space telemetry system to 
recover channel symbols under very bad weather conditions 
are questions that still need to be addressed. 
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Table 1. Total weatherdegraciation (Including effects of both Increased atmospheric attenuation and increased system noIse temperature) 
in decibels; Madrid X~band 64M meteriJ 

Percent Elevation angle, degrees 

weather 10 12 14 16 18 20 25 30 35 40 50 60 70 80 90 

10.0 0.2 0.2 0.2 0.2 0.2 0.2 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 
20.0 0.3 0.3 0.2 0.2 0.2 0.2 0.2 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 
30.0 0.4 0.4 0.3 0.3 0.3 0.3 0.2 0.2 0.2 0.2 0.2 0.1 0.1 0.1 0.1 
40.0 0.5 0.5 0.4 0.4 0.4 0.3 0.3 0.3 0.2 0.2 0.2 0.2 0.2 0.2 0.2 
50.0 0.6 0.5 0.5 0.4 0.4 0.4 0.3 0.3 0.3 0.3 0.2 0.2 0.2 0.2 0.2 
60.0 0.9 0.8 0.7 0.6 0.6 0.5 0.4 0.4 0.3 0.3 0.3 0.2 0.2 0.2 0.2 
70.0 1.3 1.1 1.0 0.9 0.8 0.7 0.6 0.5 0.4 0.4 0.3 0.3 0.3 0.3 0.3 
75.0 1.6 1.4 1.2 1.1 1.0 0.9 0.7 0.6 0.5 0.5 0.4 0.3 0.3 0.3 0.3 
80.0 2.1 1.7 1.5 1.3 1.2 1.1 0.9 0.7 0.6 0.5 0.5 0.4 0.4 0.3 0.3 
85.0 2.6 2.2 1.9 1.7 1.5 1.3 1.0 0.9 0.7 0.7 0.5 0.5 0.4 0.4 0.4 
90.0 3.4 2.9 2.4 2.1 1.9 1.7 1.3 1.1 0.9 0.8 0.7 0.6 0.5 0.5 0.5 
95.0 5.0 4.2 3.6 3.2 2.8 2.5 2.0 1.6 1.4 1.2 1.0 0.8 0.8 0.7 0.7 
98.0 7.7 6.6 5.8 5.2 4.6 4.2 3.4 2.9 2.5 2.2 1.8 1.6 1.4 1.3 1.3 
99.0 !0.3 9.0 7.9 7.1 6.5 5.9 4.9 4.2 3.7 3.3 2.7 2.4 2.2 2.1 2.0 
99.5 14.6 12.6 1l.2 10.1 9.3 8.6 7.3 6.3 5.6 5.1 4.3 3.9 3.5 3.4 3.3 

arhis table is one of a set of tables, describing weather attenuation under many circumstances at many Deep Space Network antennae, prepared 
by P. Kinman of the Jet Propulsion Laboratory in an internal memorandum to N. Burow. 

Table 2. Loss of power(in decibels) to data because of repetition of 
critical data 

2 3 5 10 
Attenuation 

allowed critical 
data, dB 

Critical 3 4.7 7 10 
data, % 

1 0.04 0.09 0.18 0.41 
2 0.09 0.18 0.36 0.86 
5 0.22 0.46 0.97 2.60 

10 0.46 0.97 2.20 10.00 
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Appendix A 

Choice of Code for Critical Data 

The codes suggested in this article are simple to implement 
in a mission using c~ncatenated Reed-Solomon/convolutional 
coding_ Other low-rate codes could be considered for the criti­
cal data_ Prominent examples of low-rate codes are orthogonal 
and bi-orthogonal codes (Ref. 5)_ Bi-orthogonal and orthogon­
al codes of appropriate rates are considered, along with con­
catenated Reed-Solomon/convolutional/repetition codes, in 
Table A-I. 

For each of these three types of codes, we have chosen sev­
eral specific codes to examine. Of course, rate balances against 
performance at low symbol signal-to-noise ratio_ 

Table A-I gives these attributes for several codes of each 
type_ In addition to code rate, expansIOn 7/(16 X rate) is 
given_ This is the ratio of the number of channel syrobols 
required for transmission of one critical bit under a given ~ow· 
rate code to that required for a normal bit u"der Reed­
Solomon/convolutional coding_ 

Table A-I also gives performance, in terms of decoded bit 
error rate, of each code at two symbol signal-to-noise ratios: 
-4_4 dB and -6.5 dB_ These were chosen because they repre­
sent 99% weather and 99_5% weather (X-band, Madrid 
64-meter antenna, 30° elevation) when normal data is reliable 
in 90% weather_ A choice among these codes for critical data 
would then depend on a balance between the expansion of the 
code and its performance_ Of course, this balance gets more 
difficult if there is much critical data (which makes expansion 

touchier), or if a very low symbol signal-to-noise ratio must be 
considered_ Performance for orthogonal and bi-orthogonal 
codes was obtained by interpolation from tables in Appen­
dix 4 of Ref_ 5; performance for the concatenated code was 
obtained from Ref. 2_ 

Comparison of codes for these purposes is different from 
normal comparison for error correcting codes. One usually 
compares codes by considering the bit signal-to-noise ratio 
(E biN 0) required for a given decoded bit-error rate (or con­
versely, the decoded bit-error rate for a given E biN 0)' When 
one can adjust the data rate in order to control Eb/N'J' this is 
the logical way to compare codes. But we are assurring that 
the symbol rate has been adjusted to control EbiNo for 
Reed-Solomon/convolutionaIIy encoded normal data under 
certain weather conditions, so that symbol signal-to-noise 
ratio E,/N 0 is determined entirely by weather conditions. 
Once we decided how much attenuation we wish to accom­
modate, we have determined the symbol signal-to-noise ratio_ 
We can then choose a code, weighing the probability of error 
at that symbol signal-to-noise ratio vs code rate or expansion. 
The lower the code rate, of course, the more expansion, or 
the more channel space will be used by the critical data, low­
ering the power available for normal data_ Notice that the 
error rates in Table A-I show that the concatenated Reed­
Solomon/convolutional/repetition codes perform better than 
the orthogonal and bi-orthogonal codes. (All error rates 
assume perfect carrier and subcarrier tracking, and perfect 
code synthronization.) 
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Table A··I. Perfonnance of _, low rate codes at low symbol slgnal-tCHlOlse ratlce 

Orthogonal codes 

k Rate Expansion Bit-error rate Bit·error rate 
at symbol SNR -4.4 dB at symbol SNR -6.5 dB 

4 0.25 1.75 0.04 O.ll 
5 0.15625 2.8 0.004 0.03 
6 0.09375 4.7 10-5 0.002 

Biorthogonal codes 

k Rate Expansion Bit-error rate Bit-error rate 
at symbol SNR -4.4 dB at symbol SNR -6.5 dB 

5 0.325 1.4 0.05 0.12 
6 0.1875 2.3 0.005 0.04 
7 0.109375 4.0 3 X 10-5 0.003 

Repetition codes - inside Rced-Solomon/convolutional 

k Rate Expansion Bit-error rate Bit-error rate 
at symbol SNR -4.4 dB at symbol SNR -6.5 dB 

2 0.21875 2.0 5 X 10-4 >0.05 
3 0.145833 3.0 <10-5 >0.05 
4 0.109375 4.0 <10-5 <10-5 

5 0.0875 5.0 <10-5 <10-5 
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Appendix B 

Time-Multiplexing vs Cloud Coding 

We wish to compare a syst,;m like ours, which time­
multiplexes critical data with normal data, to a cloud coding 
system (Ref. 4), which is optimal_ To avoid comparing apples 
with oranges, we assume that we have optimal codes in all 
cases, that is, we are time-multiplexing an optimal code for 
the critical data with an optimal code for the normal data, 
and comparing this to an optimal cloud code_ 

For bandwidth B, signal-to-noise ratio PIN for normal data, 
signal-to-noise ratio PIAN for critical data, and critical data 
ratex2, the normal data rate is bounded by 

-x IE -x /B 
XI = Blog2 [1+A(2 2 - I) + 2 2 PINB] 

in a cloud coded system Ref. 3_ 

Using time-multiplexing, the critical data rate X
2 

uses 

x2 J = -:---:--"-=c,---::-:­
B log2 (I + PIANB) 

of the channel time, leaving (I - 1) of the channel time, at 
data rate Blog2 (I + PINB), for normal data_ Thus the largest 
possible nomlal data rate XII for time~multiplexing is 

We wish to bound the ratio X ,1x\ -
The ratio X dS'1 approaches I as x2 approaches zero or 

B log, (I + PIANB); so, for fIxed B, PIN, and A, it is largest 
when d(x dXI )/dx, is zero. This occurs when 

log2 (I + PIAN B) - x21B 
= -------.....::...--(A +PINB)2-x2/B 

I + A (2 -x,/B - I) + 2 -x,/B PINB 

Substituting this into x ,lXI' we fInd that 

-x 18 
XI log2 (I + PIANB) _ (A + PINB) 2 ' 

XI = log2 (I + PINB) I + A (2-x,/B _ I) + 2-x2/B PINB 

at the X 2 for which x dx I is maximized. Since 

x 2 <Blog2 (I + PIAN B) 

we get 

XI A log, (I + PIANB) 

XI < log, (I + PINB) 

LettingD = Blog, (I + PIN B) represent the largest supportable 
normal data rate, we get 

( 
2D/B - I) 

1+ A 

For example, if B = 2,000,000, A = 5, and D = 115,000, we 
fInd that (x I !XI) < 1.016, or the maximum loss due to using 
time-multiplexing (with optimal codes) compared to cloud 
coding (with optimal codes) is 0.07 dB. 
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Tropospheric Delay Effects in Radio Interferometry 
G. Lanyi 

Tracking Systems and Applications Section 

A new tropospheric mapping function is derived which is more accurate than previous 
mapping functions above ele!'ations of 4 degrees. The error due to the given analytic ap­
proximation is estimated to be less than o. 02% for elevation angles larger than 6 degrees, 
(less than 0.4 cm at 6 degrees, and approximately 0.004% or 0.03 cm at 20 degrees). The 
mathematical expansion used in the den·vation is valid for any laterally homogeneous 
atmospheric model of refractivity. The new mapping junction, computer generated ray 
tracing tables and other mapping functions are compared. The resuits can be used in 
correcting for tropospheric delays of radio signals. 

I. Introduction 
Radio waves traversing the atmosphere of the earth are 

delayed due to electromagnetic refraction. The dela> depends 
on the length of the path; consequently, it is a function of 
the incident elevation angle of the radio wave. Usually, since 
satellite and stellar radio sources are observed only above 6° 
elevation. we set our precision requirements at 6°. The pri­
mary causes for this low elevation angle limit are: antenna 
pointing limits, ground obstructions, system noise and signal 
multipathing. In addition, modeling errors of the tropospheric 
delay are relatively large at very low elevation angles. 

The tropospheric delay at an (umefracted) elevation angle 
E can be determined by the mapping function seE). If the 
Earth's atmosphere is approximated by a laterally homoge­
neous plane air layer and the refractive bending of the ray is 
neglected, then seE) = Z/sinE, where Z is the zenith delay. 

The mean sea level value for the dry tropospheric delay is 
-2.3 m ~t zenith and -20 m at 6° elevation. The delay of 
20 m is a mean delay value for a laterally homogeneous dry 
atmosphere. Spherical geometry and refraction bending 

152 

effects are included in the delay. For E ; 6°, l/sinE - 9.6; 
thus the difference between the mean and the approximated 
(plane air layer) delay is --2 m and it is smaller at higher 
elevation angles, approximately given by -eZ/(sinE tan' E). 
TUs effect is primarily due to the curvature of the air layer. 
The mean value for e is -0.00122. This functional form for 
the delay correction was first derived by Saastamoinen 
(Ref. I). The proportionality factor e is a function of the 
atmospheric model of refractivity. Thus a 10% modeling 
error in E results in an ....... 20 em delay error at 6° elevation. 
Consequently, mismodelings of the tropospheric mapping 
can cause significant errors at low elevation angles. 

In addition to the errors reSUlting from inherent zenith 
delay uncertainties. there are errors due to mismodelings, 
inhomogeneities and large·scale temporal variations. The 
corresponding major delay errors at low elevation angles 
are the following: 

(I) Refractive bending. 

(2) Dry modeling errors. 

(3) Water vapor variations. 

\ 
i 

,. 



The refractive bending effect is -13 cm at 6° elevation and 
can be completely removed by proper modeling. The varia· 
tion of the bending effect due to zenith delay changes is - 20% 
or 2-3 cm at 6°. The dry and wet errors are about 10 and 
II cm, respectively, and these errors correspond to 1-2 a 
estimates. The dry errorS are due primarily to variations of the 
temperature profile of the troposphere. The water vapor 
errors are due primarily to large-scale temporal variations 
(e.g., diurnal variations) and inhomogeneities. In the estimate 
of the wet variations, a 6 hour observation period is assumed. 

In the following, the effect of these errors in radio inter­
ferometric measurements will be discussed and we will describe 
a relatively accurate tropospheric delay function, which aids 
in removing some of these errors. 

II. Tropospheric Delay Errors in Radio 
Interferometry 

The delay errors described in Section I may occur in radio 
interferometric measurements, The present formal accuracy 
level of various interferometric measurements varies between 
0.1 and 10 cm, depending on the baseline length and the 
number of observations. These formal accuracy figures do not 
account for all the systematic errors. Systematic errors can 
be incorrectly absorbed into parameter estimates. The magni­
tude of the error for estimates of intercontinental baselines is 
about the size of the delay errors estimated in Section I. Ob· 
servations at low elevation angles are, however, necessary on 
long baselines for the following reasons: 

(I) The visibility of radio sources by two stations is 
limited. 

(2) Good geometry requires well separated mUltiple 
observations of radio SOUrces. 

(3) Such observations enable better determinations of 
zenith delay or other model parameters. 

Direct experimental verifications of tropospheric delay 
errors are often difficult. A statistical evaluation of elevation 
dependent post-fit residuals may be used for indirect verifi­
cation. However, elevation dependent systematics can be 
caused by other effects also. The major SOUrces of error are 
ionospheric delays and antenna cable delays. Dual band 
ionospheric calibration results in small calibration errors. 
Antenna cable delays may have a different elevation depen· 
dence, and we do not have well established magnitude esti­
mates for the Deep Space Network antennas at present. There 
are indications, however, that the effect does not exceed 
15 em in magnitude (L. E. Young, private communication, 
1980) and antenna cable delay errors, in principle, are removed 
by pro"er calibration techniques. Consequently, a large por-

tion of elevation dependent systematic errors may be caused 
by tropospheric delay errors. Elevation dependent systematiCS 
were reported by Treuhaft l ,Treuhaft et ai. (Ref. 2), Treuhaft, 
Lanyi, and Savers (Ref. 3), Shapiro et aL (Ref. 4), and Davis, 
Herring and Shapiro (Ref. 5). 

Treuhaft l (see also Ref. 3) introduced a statistical measure 
for testing the elevation-angle dependence of the post-fit 
residuals for the 1978-1983 Deep Space Network Very Long 
Baseline Interferometry (VLBI) data. This test indicated a 
statistically signiticant elevation dependence for the data set. 
Treuhaft's other results indicate that the systematics persist 
for different tropospheric mapping functions with constant 
temperature model parameters. Additional results showed 
that elevation dependent systematics can be induced by 
simulations of temporal tropospheric variations. 

III. Computational Approach 

The tropospheric delay expression has to be a function of 
all major atmospheric model parameters if precise corrections 
for atmospheric changes are necessary. The first task is to 
establish an atmospheric modei of the refractivity. Refrac­
tivity models of dry air can be relatively accurate. However, 
there is no accurate model for the highly variable water 
vapor. 

For a given refractivity model one can evaluate the actual 
tropospheric delay by two different computational approaches: 

(l) Computerized numerical calculation, Le., ray tracing. 

(2) Analytic formulation and approximation. 

The first approach is relatively straightforward but time­
consuming. This feature is particuiarly amplified when tropo· 
spheric parameters are varied. The second approach results in 
relatively fast computation, and, as a byproduct, it gives more 
insight into the problem than the previous approach. Analytic 
formulations were given by Hopfield (Refs. 6 and 7), Saasta­
moinen (Ref. I), Chao (Ref. 8), Marini and Murray (Ref. 9), 
Black (Ref. 10), Black and Eisner (Ref. II), and Lanyi' (see 
also Ref. 12). 

For the dry air, the assumptions of static equilibrium and 
the ideal gas law are basically sufficient to describe the dry 

ITrcuhaft, R. N., "Time Variation of Intercontinental Baselines Using 
VLBI: Analysis and Validation," 10M 335.1-176, January 1984, 
private communication. 

2Lanyi, G., "Tropospheric Propagation Delay Effects for Radio 
Waves'" 10M 335.1-156, November 15, 1983, private communication. 
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refractivity profile if the temperature profile of the atmo· 
sphere is known. We use a temperature profile consisting of 
three linear sections. In former work ooe- or two-section 
profiles were used. For the water vapor, Saastamoinen's semi­
empirical model is applied (Ref. I). 

In the analytic approximation we expand the tropospheric 
delay up to the third order in refractivity. The second and 
third order terms describe the refractive bending effect. These 
higher order terms were not explicitly included in former 
tropospheric mapping functions. Other expansions are carried 
out in parameters related to the curvature of the Earth's 
surface, e.g., the scale height divided by the local radius of 
curvature. Using these approximations \\·e integrate over the 
curved path of the ray (see Fig. I) and obtain the formula 
given in Appendix B. The derivation is not given here, but 
detailed calculations and other considerations will be pre· 
sented in another publication. 

The tropospheric delay formula given in Appendix B can 
be easily computer coded. We performed computerized ray 
tracing also for comparing various analytic mapping func· 
tions. Using the mean atmospheric parameters listed in 
Appendix A, we obtained comparison plots (see Figs. 2 
through 4). These plots show that for the given atmospheric 
parameters the new mapping function is very close to the ray 
tracing result. For a different set of atmospheric parameters 
the other mapping fUnctions might approach more closely 
the ray tracing in certain elevation regions, but the funda­
mental discrepancies cannot be removed. 

IV. Summary 
The tropospheric delay formula presented in Appendix B 

is a relatively accurate expression as far as the model and the 
derivation are concerned. The zenith delays and temperature 
profile parameters may be obtained from meteorological data. 
Alternatively, under some experimental circumstances, certain 
model parameters can be estimated from the data itself. In 
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radio interferometric experiments on long baselines, total or 
individual (dry or wet) tropospheric zenith delays can be 
relatively well estimated if observations with low elevation 
angles are included in the experiment. 

The major error, which cannot be estimated from the 
experiment, is due to water vapor inhomogeneities. This 
error is - 6 cm at 6° elevation. The temporal and azimuthal 
variations of the water vapor are also difficult to estimate 
from the experiment itself. Consequently, precise line·of· 
sight measurements by water vapor radiometers may be 
necessary to determine the delay due to water vapor. For this 
purpose, we assume that the total error for the water vapor 
radiometer is smaller than the errors we seek to eliminate. 
However, water vapor radiometers, in general, are not designed 
to function accurately at low elevation angles; thus the path 
toward high precision could be a difficult one. 

As far as experimental verification of the new mapping 
function is concerned, two initial results should be mentioned: 

(1) The new mapping function with fixed mean tempera· 
tUre profile parameters. is statisticaliy preferred by OUr 
data (Ref. 3). This is the same data set as was men· 
tioned in Section II for antenna .;tations in Australia, 
California and Spain for the full 5 year period. The 
station in Australia has some biar, though, and sites 
at other geographical locations mir~l[ have also some­
what different mean temperature profile parameters 
and correspondingly different mapl)ing functions. 

(2) Elevation dependent systematics can be partially 
removed by using variable atmospheric model paramo 
eters (Ref. 3). 

Both findings are initial results. 

In conclusion, it would seem that the best app ,ach for 
determining the tropospheric delay function parameters lies 
in the combined use of surface and radiosonde meteorologi· 
cal data, water vapor radiometer data and statIstical model 
parameter estimates. 

, 
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Appendix A 

List of Symbols 

This is a list of symbols used in the tropospheric delay gc = 978.37 erg/g· cm 
formula (see Appendix B). The values given here were used 
for calculating the plots in Figs. 2 through 4. The values of 

\V = 6.8165 K/km (a mean 
model parameters are chosen such that different models 

value) 
would match each other as closely as possible. Since the 
models can be matched only in an approximate manner, the a = 5 (a = mgc/kw, Hopfield's 
values given here are the results of a compromise. and Chao's value) 

p = 3.5 (a mean value) 

h, = o (for matching models) 
E (unrefracted) elevation angle 

h2 12.2 km (Chao's value) = 
s(E) tropospheric delay 

Zwet = o (for matching models) 
mapping function 

1013.25 mbar (sea level) A = I for E> 10°, = 3 for 
Po = surface pressure E< 10° 

To = 292K surface temperature 
From the values above we obtain: 

R 6371 km (for matching radius of curvature 
models) of Earth Il = 8.567 km (Il = kTo/mgc) 

e = 45° latitude a = 1.345 10-3 (a = Ll./R) 

m = 4.8097 1O- 23g (dry air) mean molecular mass q, = o (scale height·normalized) 

k = 1.380661O-'6erg/K Boltzmann's constant q, = 1.424 (scale height· 

kim 2.8706 106 erg/gK 
normalized) 

= a gas constant of dry 
air Zd,y = 230.70 cm 

gravity at the center of 
gravity of air column 

temperature lapse rate 

dry model parameter 

wet model parameter 

inversion altitude 

tropopause altitude 

wet zenith delay 

a scale factor 

scale height 

a curvature measure 

inversion altitude 

tropopause altitude 

dry zenith delay 
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Appendix B 

Tropospheric Delay 

The tropospheric delay is the difference between the actual 
and a hypothetical vacuum (straight line) propagation time of 
the radio signal. b principle, by applying Fermat's principle 
for a laterally homogeneous spherical air layer, the path of the 
radio signal can be derived. The path is a function of the 
constant of integration. After expressing the constant of 
integration as a function of the unrefracted elevation angle 
E, an integration of the refractivity over the path is carried 
out. This gives the total propagation delay. After subtracting 
the vacuum delay, the tropospheric delay see) is obtained. 

These steps cannot be carried out exactly in an analytic 
fashion. The tropospheric delay formula presented in this 
appendix is a result of numerous approximations. The resul­
tant tropospheric delay is a function of dry and wet zenith 
delays, Zdry and Zwet' The dry and wet zenith delays can be 
predicted from meteorological data (see, e.g., Ref. I) or from 
the experiment itself. The tropospheric delay is also a function 
of other temperature profile related parameters: il, a, ", q!, 
q,. The parameter ~ is a semi-empirical model parameter for 
the refractivity of the water vapor. The definition of the sym­
bols and a set of mean values are given in Appendix A. These 
parameters can be adjusted according to local meteorological 
conditions. 

In the following equations we use the indices d and w for 
referring to certain integrals of dry and wet surface-normalized 
refractivities, respectively. The index dw refers to the integrals 
of the product of dry and wet surface-normalized refractivities. 

The tropospheric delay can be written as: 

seE) = F(E)/sinE (1) 

Expansions in the refractivity and other quantities result in: 

F(E) = ZdryFdry(E) + Zw"Fw.,cE) + (Z~rylil) Fbcnd ! (E) 

+ 2 (ZdryZw,/il) Fbcnd,(E) + (Z;.,1il) Fb,nd3(E) 

(2) 

where 

F ,(E) = G(A (q) / (qO) ,ll)A (E)/ (qo) 
we tv HI W W 

(4) 
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and 

FbCnd!(E) = I [3 ( {q}d 
,") {qO}d - G --

2tan2 E {qO}d 

- G3«q)d ,II) _a_J 
sin'E 

Fb,nd,(E) 
G3 ( {q }dw ,") {qO }dw 

(5) - -
2tan' E {qO }dw (qo) 

w 

Fbend3(E) = - G3 ({q}.. ) 
{qO },. 

--- II 
2tan2 E ° ' (qO)2 {q }w w 

Fbend4(E) = - G3 ( {{q}}, II) {{qO}}d 
2tan4 E {{(/ }} 

The quantity G(q,lI) is a geometric factor related to the 
curvature of the Earth's surface and given by 

G(q,lI) = (I +qur' /
2 (6) 

where 

u = 2a/tan'E (7) 

The quantity A (E) is given by 

10 

ACE) = (qo) + L 
n=l 

«211- 1)!!/11!)(-1/2)" [u/I +'(..(q)ll)" «q - A(q»n) 

(8) 

The indices d and IV in Ad(E) and Aw(E) refer to dry and 
wet moments in Eq. (8). The moments «q - A(q»") can be 
evaluated in terms of the moments (q1l) by the use of tile bi­
nomial theorem. The quantities (qn), {an} and {{q1l}} are 
the l1-th order moments of the surface-normalized dry/wet 
refractivity J(q),J2(q) andJ3(q), 
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~ 

(q") = J dq q" f(q) 
0 

~ 

{q"} = J dq qllf2(q) 
0 

(9) 
~ 

{q" }dlV = f dq q" i.Jry(q)4",(q) 
0 

~ 

{{q"}} = f dqqllf3(q) 
0 

Denoting all the six types of dry, wet, and bend moments 
by [q"] , for the particular three-section temperature profile 
model, we have 

[q"] = III [(I/a)"+1 (1- exp(-aql» 

+ (I/a)n+1 exp(-aq I) T,b+n+1 ('12)] (10) 

where a and b are listed in the following table: 

a b [q] 

,,- I dry (q)d 

(1 (1" - 2 wet (q)" 

2 2,,- 2 dry squared {q}d 

(1+1 (1(" + I) - 3 product of dry and wet {q}dlV 

2(1 2(1" - 4 wet squared {q}" 

3 3" - 3 dry cubed {{q}}d 

and 

(If) 

If we set 'II = 0 and neglect the bending terms and the 
second term in the dry expression, set A (E) = I and A = I in 
the dry and wet formulas, and expand G«q),u), retaining the 
first order term for the dry and zeroth order term for the wet 
mapping function, then Saastamoinen's mapping function is 
obtained. 

If we set 'II = 0, '12 = 5, and" = 5, neglect the bending 
terms, set A(E) = 1 and A = 1 in both the dry and wet formu­
las, and ignore the wet effects, then we obtain Black's single­
term mapping function to a good degree of approximation. 
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InvestigaUon and Rehabilitation to Extend Service Life of 
055-13 Antenna Concrete Foundation 

A. A. Riewe, Jr. 

Ground Antennas and Facilities Engineering Section 

It was noticed in 1977 that exposed sUifaces of the reinforced concrete foundation of 
the DSS-I3 26-meter antenna were exhibiting relatively light cracking. By 1980 the crack­
ing had worsened to the point were it was decided that an investigation should be under­
taken to establis:'~ filii calise and, as needed, devise a repair technique that would maintain 
the serviceability of the antenna. Core samples were obtained from the concrete and 
various laboratory tests conducted. In-place nondestructive type tests were also per­
fanned. The tests established that the concrete was deteriorating because of alkali­
aggregate reactivity. This is a phenomenon wherein certain siliceous constituents present 
in some aggregates react with alkalies in the portland cement to produce a silica gel 
which, in turn, imbibes water, swells, and cracks the concrete. After a thorough stnlCtural 
analysis, a rehabilitation scheme was devised and installed. The scheme consisted of a 
supplemental steel frame and friction pile anchored grade beam encircling the existing 
foundation. This system provides adequate bracing against base shear and overturning 
due to seismic loading. Larger cracks were sealed using a pressure injected two-component 
epoxy. 

I. Introduction face condition survey, determination of rebound number, pUllM 

out tests of anchor bolts, and monitoring of crack widths 
under dynamic and wind loads. The rehabilitation found 
necessary to extend the useful life of the antenna foundation 
was established and has been successfully completed. 

An extensive investigation was undertaken by the Ground 
Antennas and Facilities Engineering Section to determine the 
cause of severe cracking observed in the DSS-13 (Venus­
Station) antenna reinforced concrete foundation and to design 
structural steel bracing to ex tend the useful life of the 
antenna. The antenna is one of several based at the Deep Space 
Communications Complex, Goldstone, California, which is 
owned by NASA and operated by the California Institute of 
Technology's Jet Propulsion Laboratory. 

The investigation involved examination of the original con­
crete design, in-place testing and testing of cores taken from 
the interior and top surfaces of the foundation. The tests 
included ultrasonic pulse readings, petrographic examination, 
standard compression tests. standard tensile splitting tests, sur-
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II. Structure Description 
The DSS 13 antenna is a 26-meter-diameter parabolic 

reflector with an azimuthMelevation mount. The base frame 
consists of eight steel columns that taper outward as they 
descend to the concrete foundation where they are at a radius 
of 3.98 m (13 ft, 0. in.) at the top of the bearing plates. Each 
column is anchored into the foundation with four 57.15·mm­
(214-in.-) diameter anchor bolts that extend 2.13 m (7 ft, 
o in.) into the concrete. 



The foundation is 10.67 m (35 ft, 0 in.) square in plan. Fig­
Ure I shows a partial plan and section. The top of concrete is 
slightly above adjacent grade and extends to a depth of 3.05 m 
(10 ft, 0 in.) as measured around its perimeter. In the center is 
a 3.66·m- (12-ft-0·in.-) diameter pit, 3.96 m (13 ft, 0 in.) deep. 
The footing under this pit is 0.76 m (2 ft, 6 in.) thick. The 
main reinforcing steel in the 3.05-m- (IO-ft·O-in.-) thick section 
consists of No.8 (25.4-mm- (l·in.-) diameter) bars at 
152.4 mm (6 in.) on center each way, top and bottom. The 
reinforcing steel in the 0.76-m- (2-ft·6-in.·) thick section under 
the pit is also No.8 bars at 152.4 mm (6 in.) on center each 
wayan the bottom including the sloping transition, but the 
top bars in this area are No.4 bars (12.7·mm- (*-in.-) diam­
eter) at 0.305 m (12 in.) on center. 

The only vertical reinforcing steel in the main 3.05-m­
(lO-ft-) thick section of the footing consists of No.4 bars at 
0.305 m (12 in.) on center each way in the outer face and in 
the face of the 3.66·m- (l2-ft-) diameter pit. 

III. Foundation Concrete Materials 

The concrete foundation was placed durir,g May and June 
of 1962. The mix design (Table I) called fOI a 25.0-mm (I-in.) 
maximum aggrc"ate, 334.6 kg/m3 (6.0 sacks per yd3 ) of 
cement and a maximum allowable water content of 5.33 X 
10-4 m3/kg (6.0 gal per sack) of cement. The aggregate source 
(Table I) was Barstow, California; no records are available 
indicating the cement brand or type used. No admixtures were 
used. 

The mix design was for a 24.!3-MPa (3500-psi) compressive 
strength although the structural design was based on 20.68 MPa 
(3000 psi). Only five field test cylinders were taken during 
construction. ThJ.:i was inad~quate. The volume of foundation 
concrete is on the order of 436 m3 (570 ydJ ) and the Ameri­
can Concrete Institute Building Code requires that a minimum 
of 16 field cylinders should be tested for this volume. 

Three of the 152-mm- (6-in.-) diameter by 304.8-mm 
(12·in.) high field test cylinders had an average compressive 
strength of 17.31 MPa (2490 psi) at age 7 days. Two cylinders 
at age 28 days had an average compressive strength of 
24.75 MPa (3590 psi). 

IV. Structural Loading 

The horizontal load, due to wind, on the main reflector is 
311,375 N (70 kips) and on the steel base, 44,482 N (10 kips). 
The dead load of the main reflector is 1,334,467 N (300 kips) 

and of the steel base, 756,198 N (170 kips). A design check by 
a licensed structural engineer indicated there were no defi­
ciencies in the original as-built structure. 

V. Condition of the Structure 
Cracks of various types have developed on almost all 

exposed surfaces of the foundation. uMap" or Upattern" 
cracking has developed over all exposed surfaces. The "map" 
cracks are most prominent on the upper horizontal surface of 
the foundation, with little or no difference between the 
exterior area and the area enclosed within the base. The 
"map" cra,king, although moderate to very slight, appears on 
all surfaces within the pit area. The major system of cracks is a 
series of generally horizontal cracks, located on the vertical 
surfaces in the pit area. These cracks have a vertical spacing 
ranging from about 0.305 m (12 in.) to 0.457 m (18 in.). A 
majority of these cracks have a width on the order of 0.25 to 
1.27 mm (0.010 to 0.050 in.), but two cracks have widened to 
approXimately 12.7 mm (0.5 in.). Figure 2 is a photo taken 
of one of these cracks. An inspection pit was dug along the 
westerly side of the foundation exterior extending to its full 
depth of 3.05 m (10 ft). The crack pattern there was generally 
similar to that exposed in the interior pit described above. 

VI. Investigation Program 

Investigation of the foundation began in January 1980, 
when it was becoming apparent that areas of structural distress 
were developing. Cracking wa' first reported in 1977 by sta­
tion personnel, but no untoward problem was thought to exist 
at that time because the cracking was relatively light and surfi­
cial in nature, and cracks often form in normal concrete due to 
thermal changes Or drying shrinkage. The cracks, however, 
progressed to a point where, in 1980, an investigative program 
was initiated. The investigation included visual inspection, 
measurement of crack widths at selected locations, pull-out 
tests on two anchor bolts, monitoring of crack width during 
periods of high winds, and testing of concrete cores. 

The most important information in concrete investigative 
work is obtained from the testing of cores. Tests on core sam­
ples provide a direct determination of absolute strength and 
elastic properties. Specimens obtained from cores permit 
petrographic study that can possibly establish the cause of 
cracking. Horizontal I 52-mm- (6-in.-) diameter cores were 
taken in August, 1980, from the vertical wall in the pit area, 
which extended 0.61 to 0.91 m (2 to 3 ft) into the footing. 
Vertical 50.8-mm- (2-in.-) diameter cores were also obtained 
from the outdoor top of the foundation at the locations 
shown in Fig. I. They extended to a depth on the order of 
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2.90 m (9 ft, 6 in.). The core locations were generally estab· 
lished by visual inspection to provide information on areas 
showing greatest distress as well as those of less distress. 

VII. Description of Concrete Test Cores 

The cores contained fine cracks of random orientation and 
slightly larger cracks of a generally horizontal orientation. 
Photographs of the two vertical cores in core storage boxes are 
shown in Fig. 3 and 4. Reinforcing steel was cut in three cores. 
No corrosion was observed on the steel and the bond between 
the steel and the concrete Was tigbt. No rust stains have been 
observed on concrete surfaces near the cracks. This indicates 
that nO corrosion of the steel is occurring. 

VQJJ. Description of Concrete Tests 

To determine the general condition of the concrete, the 
following tests were made: 

(I) Ultrasonic pulse velocity tests to determine depth of 
major surface cracks. 

(2) Standard compression tests. 

(3) Petrographic (microscopic analysis) examination of 
cores to establish aggregate mineral composition. 

(4) Standard tensile splitting test. 

(5) Determination of rebound number. 

Pulse velocity tests were performed in accordance with 
Ref. 1. The test, in this project, was used to meaSUre the depth 
of the crack having the largest surface width. The test was 
done in accordance with procedures set forth in Ref. 2. 

The basic principle of crack detection by pulse velocity 
tests is: If a crack is of appreciable width and is of consider· 
able depth perpendicular to the test path, the path of the pulse 
will bo blocked and no signal will be received at the receiving 
transducer. If the depth of the crack is small compared to the 
distance between the transducers, that is, the pat.h length, the 
pulse will pass around the end of the crack and a signal will be 
received at the transducer. However, in doing so it will have 
traveled a distance longer than the straight line path upon 
which the pulse velocity computations are based. The resulting 
calculated pulse velocity will then be low in comparison with 
!het through uncracked concrete in the same Vicinity. The dif­
ference in the pulse velo~ity is then used to estimate the path 
length and hence the crack depth. Thus if the transducers are 
equidistant (x) from each edge of the crack, as shown in 
Fig. 5, the depth h of the craci<: can be obtained as follows: 
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longitudinal pulse velocity = '" 

distance traveled in eoncrete without crack = 2x 

distance traveled in concrete with crack = 2 .Jx2 + h2 

4h2 + 4x2 
T' (in concrete with crack) = . ~ 

T; (in concrete without crack) 
4x2 

=-

where 

T = travel time around the crack • 

h = x JT". - I 
T2 

s 

Ts = travel time along the surface of the same type of 
concrete wjthout cracks 

Compression tests were performed in accordance with 
Ref. 3. All cores were tested dry although ASTM C 42 pro· 
vides that cores be tested promptly after being stored in IIme­
saturated water for 40 hours. Reference 4 states that cores 
shall be tested dry if service conditions in the structure are 
dry. 

A petrographic study of random segments of the test cOres 
was made microscopially to establish the types of minerals 
present in the aggregates and to determine if alkali-aggregate 
reactivity was occurring. 

Splitting tensile strength .vas determined by testing core 
samples in accordance with Ref. 5. 

Rebound number of the in·place concrete was measured on 
the interior face of the foundation in the pit area in accor­
dance with Ref. 6. Three representative areas were tested. 

IX. Test Results 
A. SoniC Tests 

The sonic test w .. used to measure the depth of the largest 
surface c"ok exposed in the interior pit face. The depth was 
determined to be on the order of 0.69 m (27 in.). Values 
obtained using this method were supplemented with other 
observations made on actual cores on cracks because it has not 
yet been established how wide a crack must be to significantly 
increase the transmission time. 
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B. Standard Compression Tests 

Six lD1.6·mm· (4·in.·) diameter cores were obtained in the 
pit area walls and delivered to an independent materials testing 
laboratory for testing. Due to the friability of the samples it 
was possible to cut and trim only one of the cores for com· 
pression testing. The ultimate compressive strength of the one 
core tested was 22.03 MPa (3195 psi). This one test result is 
obviously very selective and can be considered to represent an 
approximate upper limit for compressive strength in that it 
was the only one segment out of six cores sound enough to 
enable fabrication of a test sample. Indeed, portions of some 
cores could be crumbled by fmger pressure. The one compres· 
sive strength test value obtained is below the design mix 
concrete strength of 24.13 MPa (3500 psi), but slightly greater 
than the structural design strength of 20.68 MPa (3000 psi). It 
must be assumed that the strength of the concrete in much of 
the mass might be well below the design strength. 

C. Petrographic Examination 

Core segments were petrographically examined by Dr. 
Richard Merriam, consulting engineering geologist, in Septem' 
ber 1980. His examination revealed the aggregate consists 
largely of volcanic rocks, many of which are of approximately 
andesitic composition and have partly glassy groundmasses. 
Such rocks are known to be reactive with cement alkalies. 
Dark "reaction rims'! were observed around the periphery of 
some of the broken andesitic aggregate particles as well as 
deposits of white silica gel in air voids and within cracks. 
Both are features of concrete experiencing alkali·aggregate 
reactivity, and Dr. Merriam concluded that the deterioration 
was due to alkali·aggregate reaction. About one year later, 
in October 1981, Mr. David Stark, Principal Research Petro· 
grapher of The Portland Cement Association, Skokie, Iliinois, 
visited the Venus antenna to investigate our alkali·aggregate 
reactivity because none had previously been reported in the 
Barstow area. His on·site inspection supplemented by his 
petrographic study of JPL·supplied core segments led him to 
agree with Dr. Merriam that the Venus antenna foundation 
concrete was indeed experienCing alkali·aggregate reactivity. 

D. Standard Tensile Splitting Test 

The splitting tensile test was performed on two test cores 
by Twining Laboratories of Long Beach, California. The values 
obtained were 2.55 and 2.96 MPa (370 and 430 psi). The tests 
were selected to determine the influence of the reactivity 
microcracking on tensile strength. The values obtained were 
considered somewhat lew by Twining Laboratories. Further, 
tl,e percentage of broken aggregate exposed on the split sam· 
pIe faces was very small, which indicates that the bond of the 
aggregate to the paste matrix was low. 

E. Rebound Number 

The compressive strengths obtained using the rebound 
method were above 35.85 MPa (5200 psi). The rebound 
hammer, in this case the Schmidt type, is principally a surface 
hardness tester and there is little apparent theoretical relation· 
ship between the strength of concrete and the rebound num· 
ber obtained using the hantmer. Within limits, however, empir· 
ical correlations have been established between strength and 
the rebound number but there is a wide degree of disagree· 
ment among various researchers concerning the accuracy of 
the estimation of strength from rebound readings. The can· 
sensus among users is that it is useful only as a rough indica· 
tion of concrete strength. In the case of the Venus foundation 
concrete, the hammer yielded much higher values of compres· 
sive strength than those obtained from tests of core samples 
taken immediately adjacent to hammer test areas. It is there· 
fore believed that no conclusions can be drawn from the 
hammer data. 

X. General Condition of the Concrete 

The test results indicated the following condition of the 
concrete: 

(1) The concrete is of questionable to poor qUality. 

(2) Compressive strength is below the design compressive 
strength. 

(3) The aggregate is very reactive. 

XI. Cause of Cracking 
When all the test results were reviewed, the cracking was 

established to be principally the result of the alkali·aggregate 
reactivity. No corrosion of reinforcing steel was observed in 
the cores and no rust stains were observed on the concrete 
near cracks. Slight corrosion may be present but not in suffi· 
cient amounts to be disruptive. Corrosion is a major concern 
because the corrosion products occupy 2.2 times as much vol· 
ume as the original metal and may develop pressures up to 
32.41 MPa (4700 psi). This is considerably greater than the 
tensile strength of concrete which is generally less than 
3.45 MPa (500 psi), and disruption of the concrete ensues. 
Once the corrosion begins, it continues as long as oxygen and 
moisture can reach the reinforcing steel. The dry desert alma· 
sphe" "as no doubt helped in keeping corrosion to less than 
that needed to noticeably crack the concrete. 

XII. Alkali-Aggregate Reactivity 

The phenomenon of aIkali·aggregate reactivity involves a 
chemical interaction produced by certain siliceous constituents 
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present in the aggregates with alkalies in the cement. The reac­
tion produces silica gel. which tilen imbibes water from the 
surrounding concrete and swells. The resulting volumetric 
expansion damages the concrete by causing intense internal 
microfracturing with an attendant reduction in the strength of 
the concrete and a diminution of its elastic properties. 

T.E. Stanton of the California Division of Highways first 
recognized the serious cracking and deterioration of a con· 
crete pavement in the Salinas Valley, California. in 1938. and 
in 1940 he published a paper (Ref. 7) on the influence of 
cement alkalies on certain aggregates. Based on his work, the 
Division of Highways changed its cement specifications to 
include a tOP limit of 0.50 percent total alkali content (per­
cent Na, 0+ 0.658., percent K, 0) for regions where reactive 
aggregates were used in making concrete. Subsequently, an 
alkali content of 0.6 percent of equivalent Na, a was accepted 
in the United States as an upper limit for cement when used 
with reactive aggregates. No records exist to indicate that the 
cement used for construction of the Venus antenna founda­
tion was certified as being a "lOW-alkali" type. Manufacturers 
in the Mojave Desert area have reported verbally that alI of 
tileir ""ment production. regardless of type, has met tile 
O.6-percent limit since the early 1950s. which would cover 
the period of construction of DSS 13. Thus the best preven­
tative practice cf the time was followed, consciously or not. 
:luring construction. There are indeed no indications that the 
Barstow area concrete industry Was aware. at the time of cun­
struction. that local aggregates were reactive. 

In recent years. some investigators have come to realize that 
tile use of low-alkali cement is not always effective in control­
ling deleterious expansion and in many cases only slows the 
reaction. 

David Stark of the Portland Cement Association first 
reported in 1979 (Ref. 8) that field and laboratory observa­
tions indicated that certain glassy volcanic aggregates used 
with low-alkali cements can react deleteriously. Stark identi· 
fies the reactive volcanic materials as being of andesitic to 
rhyolitic composition. These material types were found in sig­
nificant amounts in Core samples taken from the Venus 
foundation. 

XIII. Rehabilitatiofi Program 

The results of the investigation indicated that the useful 
life of the Venus antenna foundation could be succe"fuJly 
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extended if a rehabilitation program were developed and 
implemented. The design approach assumed that the founda· 
tion concrete was satisfactory to carry the pedestal's vertical 
dead and live loads even thOUgll cracked, but not its base shear 
and/or uplift loads. 

Structural analysiS determined that the antenna pedestal 
base does not develop uplift from wind loading, but from 
seismic loading described in Ref. 9. To restore the effective­
ness of the existing foundation, it was considered necessary to 
provide or!y enough additional structure to resist uplift and 
base shear loads. The foundation is stiJl capable of performing 
its function of spreading the concentrated antenna base dead 
and live loads at its top surface over the larger area of the 
foundation bottom and thereby distribute the load to " 
bearing pressure allowable for the beuring or founding soils. 
The required resistance to uplift was provided by installing a 
structural system composed of steel·framed braces attached to 
each of the eight sloped steel columns in the antenna base 
core. The outer lower end of each brace is anchored to a large 
reinfurced concrete grade beam, which, in turn, is anchored by 
a system of cast-in-place concrete friction piles. A plan and 
partial section of the structural system is shown in Fig. 6. 
Construction started July 5, 1983, and was completed, 
August 4,1983. FIgure 7 shows the installed system. 

In addition to the installation of the braces. all accessible 
cracks. greater than approximately 1.59 mm ('I" in.) wide, 
were pressure injected with a two-component epoxy adhesive 
to seal the surface and stop moisture intrusion into the rein­
forcing steel. 

All aggregate used in the new concrete work was obtained 
from the Owl Rock Co. pit located near San Bernardino. Cali· 
fornia. Petrographic study of tilis material showed it to be 
completely free of minerals known to be reactive. 

XIV. Monitoring Program 

Although the useful life of tile Venus Antenna has been 
extended, periodic inspections will be required to observe the 
formation of new cracks or widening of the injected cracks. 
Further cracking is to be expected in that the alkali-aggregate 
reaction can continue for long periods of time before stopping. 
As new cracks occur, Or old ones widen, additional epoxy 
adhesives will be injected. Thus the useful life of the antenna 
can be prolonged. 
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Table 1. Supporting c:onIrIIctors 

Name 

Pacific Materials Laboratory, Inc., 
Bloomington, Calif. 

Concrete Materials Co., 
Barstow, Calif. 

Service 

Concrete mix design 

Source of aggregate 



1---+----;-3.' .... (12-40) "'AM 
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SECTION A-A 

~1 ... ---10.67-m (35-ft ) SQUARE --..... ~I 

+ 

VENUS ANTENNA FOUNDATION PLAN 

TEST Ca:E, 
TYrICAl. 

Fig. 1. Partial plan and section of original fOUndation 
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Fig. 2. Crack in pit wall 
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Fig. 3. Vertical ,,=ore No. 1 

Fig. 4. Vertical core NO.2 
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Fig. 5. Measurement of crack depth 
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(b) 
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Fig. 6. Repair scheme (no scale): (a) partial section; 
(b) partial plan 
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Fig. 7. The Installed system 
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NASTRAN Structural Model for the Large 
64-Meter Antenna Pedestai 

Part III - Applications to Hydrostatic 
Bearing Oil Film 

C. T. Ch ian and D. Schonfeld 
Ground Antennas and Facili ties Engineering Section 

investiga tions were conducted 0 11 fhe 64-merer antenna hy drostatic bearing oil film 
thickness under a variety of loads and elastic moduli. These paramelric studies used a 
NASTRA N pedestal sllU ctural model 10 determine the deflection s under the hydrostatic 
bearillg pad. Tir e deflectiolls fo rmed tire input for a computer program developed by tire 
Frlillklin Illstitute to determine tile hydrostatic bearing o il film thickness. For the future 
64'merer to 7D-merer olltenJla extension alld for the 2.2-meter (86-111. ) haunch concrete 
replacemenr cases, the program predicted safe oil film thickness (greater than 0. 13 mm 
(0. 005 ill.) at tire corners of tire pad). Tir e effects of varyillg moduli of elasticity for dif 
!erent sectiolls of the pedestal and {he film height under disrressed runner conditions 
\Vere also studied. 

I. Introduction 
This is the third and final article in a series of reports on the 

static analysis and compUler modeling for the large fA-me ter 
.ntenna pedestal. The pedestal st ru"tur.1 model previously 
repon ed in Refs. I and 2 w.s developed using 'he MSC version 
of the NASTRAN Program. 

The top surface deflect ion o f the pedestal obtained from 
the NASTRAN model was used as an input to the hydrostati" 
bearing oil film program (Ref. 3) to determine the minimum 
oil film th ickness Le tween 1he hydrostatic bearing pad and the 
runner. The knowledge of the oil film thickness was necessary 
to conduct a variety of hydrostatic bearing rehabilitation 
studies. A minimum oil film thickness of 0 .13 mm (0.005 in .) 
is considered necessary for sa;e operation. to avoid any metal· 
to-metal conla~ l between the hydrostatic bearing. and 10 

accommodate a va riety of runner malfunctions and placement 
tolerances. 
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A cross-sectional diagram of the hydrostatic bearing is 
shown in Fig. I . Defl e"ted shapes of the hydrostatic bearing 
pad and runner surface are illustrated in Fig. 2. 

Three parametric studies were conducted to evaluate the 
performance of the hydrostatk bearing system. Effects on the 
oil film thkkness due to the following fa" tors were considered 
in each of (he three parametric studies: 

(I) The height o f the new concrete in the pede',al haunch 
area . 

(2) The di fferent moduli of elastic ity of the concrete in 
the pedestal wall and haunch area. 

(3) The hydrostatic bearing pad load increase due to the 
planned antenna aperture extension from 64-meter to 

70-meter. 

The results of thesl! parametric studies will be presented in 
Se"tian Ill. 

i 

i 

( 



ORIGINAL PAGE IE 
OF POOR QUALlTV 

II. Description of the 011 Film Computer 
Program 

The hydrostatic bearing computer program was developed 
by the Franklin Institute (philadelphia, Pa.) under contract 
with the Jet Propulsion Laboratory (Ref. 3). The program's 
original use was to support the design of the 64·m antenna. At 
that time, the program included a number of capabilities pre­
viously unavailable in other models. Among these capabilities 
was the ability to analyze nonuniform film thickness, tilting 
moments, and various lubricant supply modes. This program is 
used in conjunction Wilh the NASTRAN pedestal model to 
predict hydrostatic bearing oil film thicknesses under a variety 
of load conditions. In this section, a description of the 
Franklin program is presented to indicate how it was used for 
the 64-m antenna pedestal studies. 

The derivation of the mathematical equations used in the 
program is based on a number of assumptions. These assump· 
tions are; 

(I) Incompressible fluid. 

(2) Two·dimensionallaminar flow. 

(3) Steady-state conditions. 

For bearings with a negligible amount of relative motion, the 
Reynolds Equation becomes 

.E.. (h3 ap) + .E... (h3 ap) = a 
a~ ax ay ay (1) 

The program solves Eq. (1) in its dimensionless form. The 
dimensionless form is obtained using a characteristic length L, 
a characteristic oil film thickness c. and a characteristic pres­
sure Pro 

The result is: 

(a2p + a2p)+l(aHap +aHap) = a 
ax2 ayZ H ax ax ayay 

p- P
arm 

p '" p-p 
r arm 

H = hie 

x=~ 
L 

y .: E. 
L 

where Patm is the atmospheric pressure. 

(2) 

The program makes use of the fact that Eq. (2) is linear in 
pressure, P, in order to obtain a solution by superposition. 

c-3 

Superposition is obtained by assuming that each recess is pres­
surized in tum with the pressure at other recesses equal to zero 
(Fig. 3). The flnal pressure distribution can then be expressed 
as a linear combination of the individual solutions: 

P(X, Y) = }: "/ p/ (X, Y) 
/ 

(3) 

where Ctj is a dimensionless pressure weighting factor for each 
recess: 

(4) 

The program has the ability to solve for various lubricant 
supply schemes. with the following options: 

(1) Separate pumps feed each recess. 

(2) Separate pumps feed opposite pairs of recesses with 
capillary compensation. 

(3) A common manifold feeds all recesses with capillary 
compensation. 

For the work presented here, option (1) was used throughout, 
si!,ce that is the supply scheme on the 64'm antennas. Once 
the program obtains a pressure distribution map P(X, y), other 
quantities can be computed as well. In particular we are 
interested in the clearance distribution H(X, Y). 

The general shape of the clearance distribution can be 
obtained either by the evaluation of an appropriate analytic 
function or by point-by-point input. The program contains a 
number of coefficients, A l' A z >'" A Z3 that are used to 
specify possible functions for H(X, Y). The general formula is: 

H(X, Y) = AI +A zs+A/+A4 s2 +Ast' +A
6
st 

+A S3 +A t3 +A sZt+A stZ 
7 8 9 10 

+ A IS cos (A 16S) + A 17 cos (A 1St) 

+ A 19 cos (A 16S) cos (A 1St) 

+A {e-AZ1XCOS(A X) 
20 21 

+ e-A ZI(1-X) cos [A,I (1- X)] 

- 2e-AzJi2 cos (A 21 /2)} (5) 
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In this formula, the dimensionless coordinates sand t are given 
by: 

s=X-X =X-A o 22 
(6) 

t = Y- Y = Y- A o 23 

with Xo and Yo denoting the geometric center of the pad. As 
an example, for a uniform clearance distribution Al = con· 
stant and all Ai (i '" I) = O. A doubly·parabolic shape was 
assumed to approx~; :mte the actual runner deflection pattern 
and hence the clearance distribution, and has provided accept· 
able results. In terms ('~ the formula shown above, the result­
iog equation is: 

H(X, Y) = A + A S2 + A t' 
I 4 S 

(7) 

The tie-in between the input to the Franklin program and the 
NASTRAN pedestal model output is the runner deflection 
map. Given a sel of pedestal/bearing loads and elastic proper­
ties, the NASTRAN model predicts a deflection map for the 
runner area under the pad (Fig. 4). The deflections at the end 
points of the center line (s, t) = (O, 1/3), (0, - 1/3), (0.5, 0) and 
at the center point (0, 0) are used to find the coefficients A, in 
Eq. (5). Fitting these points gives a representation of the 
whole surface to within 5% of the actual deflections, which is 
considered sufficiently accurate. 

To obtain the actual oil film thickness, the A I coefficient is 
varied until the pad load computed by the Franklin program is 
equal to the actual load on the pad. For most of our work, we 
determined oil film thickness based on the pad 3 load of 
l.l X 106 kg (2.4 X 106 lb). For the planned 70·meter exten­
sion load analysis, we varied this load to a maximum of 
1.6 X 106 kg (3.6 X 106 lb). 

The flexibility of Eq. 5 allowed various other deflection 
configurations to be tried, in particular, the case of twist in the 
runner. The clearance equation for this case is given by 

or, for a simpler planar twist: 

(9) 

Note that this is taken as an extreme case of runner distress, 
reflecting actual profile measurements in the past. 

Another advantage of Eq. 5 is that it allows us to consider 
pad deflection. By reducing the S2 term in Eq. 5, for example, 
one can account for a parabolic deflection in the s-direction of 
the pad. The t-direction deflection was not considered because 
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most pad deflection occurred in the circumferential direction 
(s). The results showed that minimum oil film thickness 
occurred at the corners of the pad. Based on previous opera­
tional experience, a 0.13·mm (O.005-in.) oil film thickness at 
the pad corners is considered a minimum acceptable value. The 
flow chart of the Franklin computer program Is given in the 
Appendix and Ref. 3. 

III. Parametric Studies 
Three parametric studies were conducted to evaluate the 

operability of the large 64-meter antenna: 

(I) Effect on the oil film thickness due to the height varia­
tion of the new concrete in the pedestal haunch. 

(2) Effect on the oil film thickness due to the variation of 
concrete elastic moduli in the pedestal wall and haunch 
area. 

(3) Effect on the oil film thickness due to the pad load 
increase for an antenna aperture extension from 
64 meters to 70 meters. 

A NASTRAN pedestal model was used to obtain the 
pedestal top surface deflections. These in turn served as the 
input to the hydrostatic bearing computer program for deter­
mining the oil fIlm thickness between the hydrostatic bearing 
pad and the runner. 

Two design characteristics are used to evaluate the sensitiv­
ity of the hydrostatic bearing pad operation to the modulus of 
elasticity. The flrst characteristic is the maximum pad out·of­
flatness. Deflected shapes of the hydrostatic bearing pad and 
runner surface are illustrated in Fig. 2. Relative deflections 
within the hydrostatic bearing pad and within the runner sur­
face (from centerline to edge of pad) are shown as flp and fl" 
respectively. 

Design criteria (Ref. 4) require that the mismatch of de­
flected surfaces, fl5, be within 0.101 mm (0.004 in.). (This is 
the variation of the film height between the pad and the 
runner.) Out of this a maximum mismatch of deflected shapes 
of 0.076 mOl (0.003 in.) was established as the allowance for 
creep during construction before the bearing pads could be 
moved. The remaining 0.025 mm (0.00 I in.) was the design 
criteria for mismatch of elastic deformations (Ref. 4). Since 
creep strains have been compensated for by releveling of the 
runner, the maximum pad out-of-flatness, a fl5 of 0.101 mm 
(0.004 in.), can now all be accounted for by elastic deforma­
tions. These elastic deformations are part of the NASTRAN 
output. 
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The second characteristic used to evaluate the operability 
of the hydrostatic bearing is the minimum oil mm thickness 
between the pad and the runner. Based on prevIous opera­
tional experience. a minimum oil film thickness, h, of 
0.127 mm (0.005 in.) is considered necessary for safe opera· 
tion. Each of the three parametric studies is explained below. 

A. Height of New Concrete In the Pedestal Haunch 

In Ref. (I) we used the original pedestal model without 
including the pedestal haunch lip. The pedestal concrete, with 
an initial modulus of elasticity E of 2.1 X 1010 N/m2 
(3 X J06 psi), was replaced by n new concrete with the 
modulus of elasticity of 3.5 X J010 N/m2 (5 X J06 psi) at 
various heights from the top. 

In Ref. (2) we used the improved pedestal model, which 
included the pedestal haunch lip. As before, the pedestal can· 
crete with an initial modulus of elasticity E of 2.1 X J010 

N/m2 (3 X 106 psi) was replaced by a new concrete with the 
modulus of elasticity of 3.5 X 1010 N/m2 (5 X 106 psi) at 
different heights from the top. Results of this parametric 
study are shown in Tables 1 and 2, as well as in Figs. 5 and 6. 

B. Variation of Concrete Elastic Moduli In the Ped­
estal Wall and Haunch Area: 

The severity of the concrete deterioration with accompany­
ing reduction in compressive strength and modulus of elastic­
ity varies widely throughout the pedestal mass. Studies to date 
have shown that the most serious damage was in the haunch 
area. A height of 2.2 m (86 in.) of the concrete in the haunch 
area has been replaced as part of the rehabilitation ef!.orts. 

Portions of the remaining pedestal concrete not replaced 
have experienced moderate damage and are expected to drop 
further in strength and modulus of elasticity in the future 
since the alkali·aggregate reaction (the main reason of deterio· 
rations) is continuous, and not fully understood. Therefore, 
this study was made to evaluate the operability of the hydro, 
static bearing under these continuous deteriorations. The 
moduli of elasticity of the concrete in the pedestal wall and 
the haunch area were varied. This study was further subdivided 
into two parts: 

(1) The new haunch area down to a depth 2.2 m (86 in.) 
was assigned a fixed modulus of elasticity of 3.5 X 
J010 N/m2 (S X 106 psi), while the modulus of elastic· 
ity of the remaining wall was taken to be 2.1 X 1010 
N/m2 (3 X 106 psi), 1.4 X 1010 N/m2 (2 X 106 psi), 
and 0.7 X 1010 N/m' (1 X 106 psi), to simulate time 
deteriorations. Note that tests made on replaced can· 
crete showed E> 3.5 X 1010 NJm 2 (5 X 1016 psi). 

(2) The pedestal wall was assumed to have a fixed modulus 
of elasticity of 1.4 X 1010 N/m2 (2 X 106 psi), while 
the new haunch area was assigned a modulus of elastic· 
ity of 3.S X 1010 N/m2 (S X 106 psi), 3.15 X 1010 

N/m2 (4.S X 106 psi) and 2.8 X J010 N/m2 

(4 X J06 psi) to simulate different values of the 
replaced concrete. 

Results of this parametric study showing the effect on the 
oil mm thickness due to the variation of concrete elastic 
moduli are summarized in Tables 3 and 4. Figures 7 and 8 also 
give the results of this study. 

C. Pad Load Increase With an Antenna Aperture 
ExtensIon From 64-meters to 7D-meters 

This study investigates the effects of the increased pad load 
of the antenna with an aperture extension from 64 meters to 
70 meters on the pedestal deflection and the oil mm thickness. 
Pad 3 was assumed to have a load of 1.1 X 106 kg (2.4 X 
106 Ib). In this study, four loads of 1.1 X 106 kg (2.4 X 
106 Ib), 1.3 X 106 kg (2.8 X J06 Ib), 1.45 X 106 kg (3.2 X 
J06 Ib), and 1.6 X 106 kg (3.6 X 106 Ib) were considered for 
pad 3, which correspond to load factors of 1.00; 1.17; 1.33; 
and I.S0, respectively, relative to the estimated present 
64·meter pad 3 load. This load was based on integration of 
recess pressure readings. The modulus of elasticity was 
assumed to be 3.5 X 1010 N/m' (S X 106 psi) for both the 
pedestal wall and the haunch area. The maximum mm height 
variation, tJ.6. and the minimum mm thickness, II, are given 
in Table 5 for the four loads considered. The results are also 
shown in Fig. 9. 

IV. Conclusions 
In this study we reported on applications of the NASTRAN 

pedestal model to the hydrostatic bearing oil film for the large 
64·meter antenna. The NASTRAN model gave as one result 
the top surface deflections of the pedestal. These deflections 
formed the input for the hydrostatic bearing oil fIlm computer 
program to determine the minimum oil film thickness. 

The knowledge of the minimum oil film thickness between 
the hydrostatic bearing pad and the runner waS reqUired to 
conduct a variety of hydrostatic bearing rehab;litation studies. 

Based on results presented in this study, a height of 
2.2 meters (86 in.) of concrete in the top·most pedestal 
haunch area has been replaced in the DSS 14 as part of the 
rehabilitation efforts. For a new concrete with the modulus of 
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elasticity of 3.5 X 1010 N/m2 (5 X 106 psi), the study pre· 
dicted a safe oil film thickness of more than 0.13 mm 
(0.005 in.). 

70·meters was also Investigated. For a pad load Increase of up 
to 20%, the study predicted a safe oil film thickness. 

The effect on the oil film thickness due to the pad load 
increase for an antenna aperture extension from 64-meters to 

The techniques developed in this study will also be applic. 
able to future rehabilltation studies of the large 64·meter 
antennas in the DSSs 43 and 63. 
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Tlble 1. E_ on the 011 nlm IhJcllMu _10 the height YlrIIIIon 
of the IMW _In the .-.... hluncho,. 

Description. N/m 2. (psi) 

Entire pedestal: E = 2.1 X 10 10 

(3 X 106) 

Top 1.4 In (56 In.): E = 3.5 X 10
10 I 

(5 X 106) 
Remaining pedestal: E = 2.1 X 10 10 

(3 X 106) 

Top 2.2 m (86 in.): E = 3.5 X 10
10 

} 
(5 X 106) 

Remaining pcdcstlll: E = 2.1 X 10 10 

(3 X 106) 

USee Section 1ll.A. 

Film height 
vurintion .6.0. 

mm (in.) 

0.236 
(0.0093) 

0.158 
(0.0062) 

0.150 
(0.0059) 

bUnsed on the original pedestal model (Ref. I). 

Minimum 
all film 

thickness h. 
mm (in.) 

0.100 
(0.0042) 

0.190 
(0.0075) 

0.193 
(0.0076) 

Tlble 2. E_ on the 011 nlm 1hk:k1MU _ to the height variation 
of the IMW _In the ........ 1 hlUnch·,b 

Description, N/m2 (psi) 

Entire pedestal: E == 2.1 X 1010 

(3 X 106) 

Top 1.4 m (56 in.): E = 3.5 X 1010 } 
(5 X 106) 

Remaining pedestal: E == 2.1 X 1010 

(3 X 106) 

Top 2.2 m (86 in.): E = 3.5 X 1010 } 
(5 X 106) 

Remaining pedestal: E = 2.1 X 1010 

(3 X 106) 

USee Section UI.A. 

Film height 
variation Ao, 

mm (in.) 

0.147 
(0.0058) 

0.102 
(0.0040) 

0.097 
(0.0038) 

bBased on the improved pedestal model (Ref. 2). 

Minimum 
oil fIlm 

thickness lJ t 
mm (in.) 

0.132 
(0.0052) 

0.196 
(0.0077) 

0.191 
(0.0075) 

Tlble 3. EIffict of vory1l111the modu .... of ~ of the 

pednIot WI""· 
Modulus of elasticity Film height Minimum oil film 
of tlle pcdcstul waUl variation thickness It, 

N/m' (psi) Ali, mm (in.) mm (in.) 

2.1 X 1010 (3 X 106) 0.097 0.193 
(0.0038) (0.0076) 

1.4 X 1010 (2X 106) 0.102 0.191 
(0.0040) (0.0075) 

0.7X 1010 (1 X 106) 0.119 0.178 
(0.0047) (0.0070) 

USee Section I11.B. 
bTlte modulus of elasticity of the top 2.2 m (86 in.) in the haunch 

is considered to be fixed at 3.5 X 1010 N/m2 (5 X 106 psi). 

Tlble 4. Etr.ct of Virylllllthe modulul of..-Ity of the 
hlUnch_o,b 

Modulus of elasticity Film height Minimum oil film 
of the top 2.2 m variation thickness ". 

(86 in.) in the haunch. 
N/m' (psi) 

Ali. rom (in.) mm (in.) 

3.5 X 1010 (5 X 106) 0.102 0.191 
(0.0040) (0.0075) 

3.15 X 1010 (4.5 X 106) 0.112 0.152 
(0.0044) (0.0060) 

2.8 X 10 10 (4X 106) 0.125 0.152 
(0.0049) (0.0060) 

aSee Section IlI.B. 
bThe modulus of elasticity of the pedestal wall is assumed to be 

fixed at 1.4 X IO to N/m' (2 X 106 psi). 

Tible 5. Etr.ct of the pod IoH Incnta .. due 10 the 
_menn. exten.ion·,b 

Pad (No.3) 
Film height Minimum oil film 

load, kg (Ib) 
Load factor variation, thickness. It • 

Ali, 10m (in.) mm (in.) 

1.09 X 106 1.00 0.089 0.185 
(2.4 X 106) (0.0035) (0.0073) 

1.27 X 106 1.17 0.104 0.152 
(2.8 X 106) (0.0041) (0.0060) 

1.45 X 106 1.33 0.119 0.122 
(3.2 X 106) (0.0047) (0.0048) 

1.63 X 106 1.50 0.135 0.086 
(3.6 X 106) (0.0053) (0.0034) 

USee Section lII.e. 
bThe entire pedestal is assumed to have a modulus of elasticity of 

3.5 X 1010 N/m2 (5 X 106 psi) in all cases. 
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ORIGINAL. PAGE i9 
OF POOR QUAUTY 
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Appendix 

Oil Film Computer Program Flow Chart 

READ INpUTS: 
I. NUMBER OF RECESSES 
2. PtI0GRAM OPTIONS 

f 
CO TO OPTION CHOSEN 

I 
t • • • • OPTION I: OPTION 2: OPTION a. OPTION 4: OPTIONs: 

SOLVE FLOW 
ruMINATE SOLVE FLOW PROBLEM WITH SOLVE NEW TILT PREVIOUS 
RUN PROILEM ONLY BASIC SOLUTION PROIILEM CASE 

ALREADY IN 

• + t t 
READ INpUTS: 

CALL SUBROUTINE CALL SUBROUTINE CALL SUBROUTINE 
RECESS GEOMETRY "FLOW" "FORfv\H1I "TILTH" 
RECESS LOADS t t 
FLOWS IN EACH 
RECESS CALL SUBROUTINE CALL SUBROUTINE 

T "REYN" "REYN" 

CALL SUJROUTI NE • • "FLOWII 

CALL SUBROUTINE CALL SUJROUTI NE 

1 
IIFLOWIt "FLOW" 

• • 
RETURN RETURN RETURN RETURN 
-t- -r -. t 

Fig. A-1. Main pI"Ogl'llll 

READ INPUTS, 
I. BEARING GEOMETRY GRIDWORK 
2. PAD GEOMETRY 
3. COEFFICIENTS OF ANALYTICAL 

FUNCTION FOR CLEARANCE 
DISTRIBUTION 

1 
GENERATE CLEARANCE DISTRIBUTION, 
H (X, Y) 

Fig. )4.·2. Subroutine "FORM H" 
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ORIGINAL P;,G~ t~ 
OF POOR QUAU"fl! 

READ INPUTS: 
1. COO!1DINATES OF A POINT OF 

INVARIANT CLEARANcE 
2. COHPONENTS (X, y) OF THE 

TILT 

J 
TILTS BY ANY SPECIFIED AMOUNT 
THE CLEARANcE DISTRIBUTION 
ALREADY EXISTING IN CORE 
STORAGE 

Fig. A-3. Subroutine "TILTH" 

READ INPUTS: 
1. MAXIMUM NUMIER 

OF ITERATIONS 
2. TRUNcATION 

CONSTANT 

l 
:~~~:;~~~:~~~~~~~=~~~f(X, y) 

~~~~~~O~F :E~~~R~~~~R~~:::ES~i~ND 
FLOWS, Q

lI 

Fig. A-4. Subroutine "REYN" 

READ INPUTS: 
1. PUMP CONFIGURATION 
2. RESERVOIlt I'ttESSURE 
3. CAPILLARY FACTORS 
~. TOTAL FLOW OUT OF 

I·h RECESS 

l 
MATCH COt.'lONENT SOLUnONS WITH 
THE PROPER FEEDING EQUATIONS. 
EVALUATES CORRESPONDING I'ttESSURE 
DISJJUIUTION P(X, Y), LOAD, W, CENTER 
OFPRESSURE COORDINATES AND FLOWS 
OUT OF EACH RECESS FOR ANY SPECIFIED 
FEEDING CONFIGURATION 

Fig. A-5. Subroutine "FLOW" 
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N84 32639 

TDA Progress Report 42-78 

Availability of the DSN Telemetry Data System 
and Its Major Elements, Including 

the TWM Assemblies 
R. Stevens 

Telecommunications and Data Acquisition Office 

The DSN Discrepancy Report System records all outages of DSN Data Systems that 
occur during mission support operations. The recorded outages of the Telemetry Data 
System for 1981 through 1983 were tabulated and analyzed. The analysis developed 
availability characteristics of the Telemetry Data System and several of its major elements, 
including, in particular, the Traveling Wave Maser (TWM) Assemblies. The principal 
objective of the work was to provide a comparison of availability characteristics of the 
TWM Assemblies with those of other DSN subsystems and assemblies. 

For the three-year period, the Availability of the Telemetry Data System is 99.03%, 
and its Mean Time to Restore Service is 0.9 hours; the Availability of the TWM Assem­
blies is 99.83%, and their Mean Time to Restore Service is 2.5 hours. 

April-June 1984 

I. Introduction and Summary Table 1 contains the most significant results of the analysis. 

This article presents Mean Time Between Failures (MTBf), 
Mean Time to Restore Service (MTTRS), and Availability data 
of the Telemetry Data System and certain of its critical ele­
ments, including the Traveling Wave Maser (TWM) Assemblies. 
The results are based on analysis of Telemetry Data System 
outages recorded in the DSN Discrepancy Reports for 1981, 
1982, and 1983. 

The purpose of the article is to support a comprehensive 
study of TWM Assembly reliability. That study is reported in 
Ref. 1. 
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More than 100,000 station support hours are represented in 
the data of the table. The Antenna + Painting Subsystems and 
the TWM Assembly are the two leading eqUipment contribu­
tors to Telemetry Data System outage time. 

The most significant problem with the TWMs is their tbne­
to-restore-service charactenstics. Table 1 shows a relatively 
very long MTTRS (2.5 hours) for the TWMs. The results of a 
detailed analysis of the 1982 and 1983 DR Monthly Reports 
are more descriptive of the problem. That sample covers 
approximately 60K station hours. In that sample, there is a 



total of 22 times during the two years when telemetry was 
unavailable for most or all of a pass. Ten of those times were 
caused by TWM unavailability. The TWM Assembly is cur­
rently by far the worst offender in causing long telemetry 
outages. 

Averaged over the last three years, the performance of the 
Telemetry Data System meets the future MK IVA Availability 
requirements; it does not meet the future MK IVA service 
restoration requirements. 

The time trajectory of the Telemetry Data System Avail­
ability and the related outage hours for 10,000 station support 
hours are shown in Fig. 1. Station support hours represented 
by the points of Fig. 1 are: 1981 - SDK hours, 1982 - 30K 
hours, 1983 - 30K hours. As an example, the planned Voy­
ager Uranus encounter operations require approximately 
10,000 individual station support hours. Thus, if the 1986 MK 
IVA performance is no better than the 1981 - 83 MK III 
performance, about 100 hours of Uranus encounter telemetry 
will be lost or significantly degraded by DSN Telemetry Data 
System outages. 

II. Discussion of Analysis 

A. Data Source 

The raw data were taken from the monthly DSN Discrep· 
ancy Report (DR) System. During spacecraft mission support, 
any interruption in a DSN Data System service is documented 
by • DR. The DR identifies the faulty DSN Data System and 
its faulty subsystem and assembly. The DR also gives the dura­
tion of service outage. 

Data were taken from available monthly DRs for 1982-83 
and from the DR data archives for 1981. The 1981 through 
1983 period inclUdes support of the Voyager 2 Saturn en­
counter and subsequent SIC testing and preparations for the 
1986 Uranus encounter. The majority of other support was of 
SIC in extended mission cruise. Overall, the period must be 
characterized as much less demanding on DSN mission support 
than what lies ahead after mid-1985. 

The prime objective of this study is to compare operability 
characteristics of TWMs with operability characteristics of 
other SUbsystems or assemblies. That objective was met by 
tabulating and analyzing the outages of the Telemetry Data 
System. The Telemetry Data System includes the TWM 
Assembly and other major subsystems and assemblies. 

B. Results of Analysis 

The summary tabulation of the DR data and its analysis are 
in Table 2. Footnotes below the table explain the entries. 

Failures in the five Telemetry Data System elements that 
were analyzed, items 2-6 of Table 2, caused 80% of the total 
telemetry outage time during the three-year period (exclUding 
that caused by RFI). The remaining 20% of the outage time 
was caused by failures in several other subsystems/assemblies, 
the effects of adverse weather and procedural errors. No detail 
analysis of their individual contributions was done.' 

Figure 2 is a plot of the Table 2 MTBF and MTTRS data 
for the Telemetry Data System and the five of its system 
elements. Data for the individual years and for the entire 
period are plotted. Contours of constant availability are 
shown. MTBF/MTTRS time.trajectories that move to higher 
availabilities are generally good, and, conversely, those that 
move to lower ones are generally not good. 

C. Discussion of TWM MTBF and MTTRS 

The TWMs occupy a lonely position on Fig. I. They have a 
relatively high MTBF, but also a high MTTRS. Actually, the 
2.5 hour MTTRS shown is the average of a number of brief 
outages when backup systems restore service quickly and a 
number of very long outages when backup is not available and 
the failed maser has to be fIXed. 

That characteristic is further illustrated in Fig. 3 by plots of 
the percentage of telemetry function outage events (ordinate) 
for which service was restored in less than the indicated time 
(abscissa). Figure 2 shows the character of the Telemetry Data 
System and three of its major elements: the Antenna + Point­
ing Subsystems, the TWM Assembly, and the Telemetry Sub­
system. The relatively very high percentage oflong outages of 
the TWMs is evident. 

Incidentally, Fig. 2 shows that the median time to restore 
Telemetry Data System service is approximately 10 minutes. 
It also shows that 10% of the outages are of 2 hours or more 
duration. 

D. Outages from RR 

Telemetry outages from RFI were considerable, but they 
did not impact high priority mission support. During the three­
year period, RFI caused 251 Telemetry System outages total­
ing 141 hours - 8 hours in 1981, 23 hours in 1982, 110 hours 
in 1983 (cf. Table 2). 

Detailed analysis of the 1982 and 1983 DRs showed the 
following: Only missions in extended phase were affected 

IThe weather effects were analyzed for 1982 and 1983. The out­
ages were: Total- 25.2 hrs; frum wind - 19.4 hrs; from rain-
3.0 hrs (all X-band SIN degradation); from snow and ice-
2.8 hrs. 
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(pioneers 10, 11, 12); there were no X-band outages; essen­
tially all RFI was from external sources (only 17 minutes 
were identified as station intemal); approximately 80% of the 
events were predicted in advance. 

III. Availability, MTBF, and MTTRS: MK IVA 
Future Requirements vs Current 
Perfonnance 

A_ Requirements 

The DSN has two basic mission support reghnes: mission 
critical phase and mission cruise phase. An example of the 
former is Voyager 2 Uranus encounter; an example of the 
latter is Pioneer 10 extra-solar-system cruise. 

The Availability and MTTRS requirements for the MK IVA 
Telemetry Data System recognize the two support reghnes.2 

The basic requirements are: 

Spacecraft Tele. Tele. func!. 
support regime funct. avail. restore time 

Critical activity 99.0% 30 mins max; 
15 mins mean 

Normal (cruise) 96.0% 30mins max; 
activity 15 mills mean 

The requirements recognize that, realistically, performance 
may be impacted by critical system elements that sometimes 
cannot be restored to service in less than 30 minutes. Those 
are elements having inherently long repair times and lacking 
ready redundancy. The recognized inclusion of any such ele­
ments requires justification on a cost vs performance basis 
during the system design phase. 

B_ Discussion of Requirements 

1. Cruise support. The Availability requirement of 96% is 
probably as high as can be justified. Actually, the dominant 
factor in the support availability is the limited station track­
ing time that can be allocated to cruise missions. For the lower 
priority missions, that results in an average network support 
availability vs their SIRD requirements of about 50-80%. 
Providing a Data System Availability greater than the 96% 
specified would scarcely be felt by those users. Also, informal 
studies by the TDA Mission Support Office have shown that, 

2Deep Space Network System Requirements, MK IVA Telemetry 
System (1984 through 1986), JPL document 832-16 (preliminary), 
March 15, 1982. (Internal) 
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usually, the economical approach to providing a significant 
percentage increase in availability is via more station facili­
ties, rather than via increased system functional availability. 

Regarding restoration time - except for emergencies and 
scheduled special events support - the acquisition of cruise 
mission data is basically not time critical. Probably the require­
ment shown is more rigorous than need be, although it is a 
r.onunendable goal for a smoothly operating network. 

2. Critical support. The Availability requirement of 99% 
appears realistic. It has a historical foundation with deep space 
missions, because it appears that that is about what has been 
provided in the recent past. The figure applies to a single 
stream, and, in an arrayed configuration of N independent 
antennas, the Availability implicitly is approximately 0.99N. 
For example, the availability of the full capability of a three­
antenna array would be approximately 97%. Because the array 
configurations are applied to the most critical support activi­
ties, this suggests that a more ambitious Availability goal may 
be appropriate in the future. 

The Time-To-Restore-Service requirement appears appro­
priate from a mission support perspective. However, it will be 
very difficult to meet. If it is met, and the present MTBF is 
maintained, the single antenna system Availability will be 
approximately 99.7%. 

c. Discussion of Perfonnance 

The analysis did not differentiate between critical and 
cruise SIC support periods. During the time covered by the 
analysis, the majority of the support was for cruise phase 
missions. 

The average Telemetry Data System Availability deter­
mined for the three-year period is 99.0%. That meets the 
stated MK IVA requirement for critical support. 

The average MTTRS determined is 0.9 hours. The 1982-
1983 data show a significant number oflong outages: e.g., 10% 
of the outages are greater than 2 hours. These service restora­
tion characteristics are far off of the MK IVA mark. 

D. Discussion of the Findings 

The leverage on improving the Availability and service 
restoration performance of the Telemetry Data System is with 
the Antenna + Pointing Subsystems and the TWM Assemblies. 
They cause 31% and 18%, respectively, of the total system 
outage time. The TWMs cause .hnost half of the system out­
ages longer than 6 hours. 
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If the MIT RS of the TWMs were improved to the average 
of the other TelemetlY Data System elements examined 
(0.8 hrs), the System MTTRS would be reduced from 0.9 to 
0.8 hours, and its Availability would be increased from 99.0% 
to 99.2%. Achieving that TWM MITRS wili require full 
redundancy and exceptionally vigilant maintenance and use 
procedures. 

The current MTBF of the TWMs is veIY good, relative to 
other station equipment. It is belleved to be practical to dou­
ble it. Achieving that is especiaily important for critical event 
support when TWM redundancy is not available. 

Finally, the large antennas and the ability to point them 
correctly are in a special categaIY. An outage of the antenna 
causes an outage of all DSN Data Systems that are in uso for 
mission support, not only TelemellY. The subsystems that 
provide the function are large and complex, have mechanical 
and structural elements that are time consuming to replace or 
repair, and full and effective redundancy is very expensive. 
Nonetheless, their contribution to system outage is prominent, 
and any improvement that could be made In their availability 
characteristics would produce a significant improvement in 
the TelemetlY Data System Availability. That is probably also 
true for the Availability of the other DSN Data Systems. 

Reference 

1. Stevens, R .• and C. P. Wiggins, A Study ofDSN Traveling Wave Maser Reliability, The 
Telecommunications and Data Acquisition Progress Report 42-78, Jet Propulsion 
LaboratolY. Pasadena, California. August 15, 1984. 
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Table 1. AnalYlls of Talemetry Data SyataIn outages 

No. of Outage MTBF MTTRS Availabilitytl 
Syst/SS/assy outages hours (hrs) (hrs) % 

Tele Data Syst 1182 1044 90 0.9 99.03 
Antenna + Pointing SSs 354 322 300 0.9 99.70 
TWM Assy 75 186 1420 2.5 99.83 

aAvailability = MTBF/(MTBF+MTTRS) 
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Table 2. Summary 01 telemetry outage Bvent. and .... ultlng MTBF., MTTRSI, and Availabilities" 

5yst/5ubsyst/Assy Time Number of Total outage Station MTBF MITR5 Availability 
period Dntage eventsb (bours) hours (hours)c (hours)d for telemetry (%)c 

1. Telemetry Data System 1981 500 414 47,700 95 0.83 99.13 
(without RFI outages) 1982 362 294 30,100 83 0.81 99.03 

1983 320 336 29,000 91 1.05 98.86 
All Years 1182 1044 106,800 90 0.88 99.03 

2. Antenna + Pointing SSs 1981 138 107 346 0.78 99.78 
1982 129 109 233 0.84 99.64 
1983 ~ 106 .. 334 1.22 99.64 
All Years 354 322 .. 302 0.91 99.70 

3. TWMAssy 198/ 29 65 .. 1645 2.24 99.86 
1982 20 55 .. 1500 2.75 99.82 
1983 ~ 66 .. 1120 2.54 99.77 
All Years 75 -186 .. 1424 2.48 99.83 

4. Receiver S5 1981 80 77 .. 596 0.96 99.84 
1982 52 29 .. 578 0.56 99.90 
1983 58 59 .. 501 1.02 99.80 
All Years 190 165 562 0.87 99.85 

5. Telemetry 5S 1981 66 58 .. 723 0.88 99.88 
1982 36 42 835 1.17 99.86 
1983 47 13 618 0.28 99.95 
All Years 149 ill .. 717 0.76 99.89 

6. Facility 5S 1981 32 20 1491 0.63 99.96 
1982 14 14 2210 1.00 99.95 
1983 18 9 .. 1610 0.50 99.97 
All Years 64 "'43 .. 1669 0.67 99.96 

7a. Telemetry Data SYstem 1981 516 422 .. 92 0.82 99.12 
(with RFI outages) 1982 413 317 73 0.77 98.96 

1983 504 446 58 0.88 98.51 
All Years 1433 1185 .. 75 0.83 98.91 

7b. RFI Outages 1981 16 8 .. 2981 0.50 99.98 
1982 51 23 .. 589 0.45 99.92 
1983 184 110 .. 158 0.60 99.62 
All Years 251 141 425 0.56 99.87 

aFrom DSN DRs for 1981-83. Datu from 35 monthly DR reports are included in Table 2 - the September 1982 report was not available. 
bOnIY DRs that caused a recorded outage of the Telemetry Data System are included in the tabulation. The outages are recorded to the closest 
minute, so outages less than 1/2 minute are uncounted. For example, during 1982-83, there was a total of 46 DRs against the TWM Assy that 
resulted in telemetry outages - those 46 were included in the count. Also, there was a total of 16 Telemetry System DRs against the TWM Assy 
that did not cause recorded outages - those 16 were not included in Ute count. 

cne MTBFs shown are calculated as the number of station tracking hours divided by the number of telemetry outage events for the period con-
sidered. That approach implicitly assumes that station hours=telemetry hours, which is not quite true. For example, a small amount ofVLBI 
for mission support does not provide simultaneous telemetry. That results in telemetry hours less than station hours. Conversely, some telem-
etry is dual channel, which results in telemetry hours greater than station hours. The assumption was used for simplicityj it probably doesn't 
bias the MTBFs by more than a few percent. 

dThe MITRSs shown are calculated as the total outage time divided by the number of recorded outages for a period. 
erJte Telemetry Data System Availabilities are calculated as the MTBF divided by the sum of the MTBF plus the MITRS. 
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TDA Progress Report 42-7B April-June 1984 

A Study of DSN Traveling Wave Maser System Reliability 
R. Stevens 

Telecommunications and Data Acquisition Office 

C. P. Wiggins 
Telecommunications Science and Enginlilering Division 

This article report! 011 past and present reliability and availability characteristics of the 
DSN Traveling WQl'e Maser (TWM) Assemblies. For the years 1981 through 1983, the 
characteristics determined are: Mean Time Between Failures (MTBF) - 1200 hours;Mean 
Time to Restore Service (MTTRS) - 2.5 hours; and Availability - 99.83%. The TWM 
MTBF currently is very good relative to other DSN subsystems and assemblies; however, 
it has been significantly better in the past - in the late 1970s it was 3000 hours. The 
TWM MTTRS is currently about three times as long as the average of other DSN sub­
systems. 

The dominalll cause of TWM failures is contamination of the helium gas in the closed 
cycle refrigerators. Station configurations that do not provide TWM redundancy are 
subject to having reception outages for long periods of time. 

A number of recommendatiollS are made to improve the TWM Assembly availability 
characteristics for future mission support operations. Many of the recommendations 
result from a network-wide workshop ofTWM experts that was recelllly conducted at the 
Canberra Complex. 

I. Introduction and Summary 

A. Introduction 

The unique and critical attribute of the TWMs for deep 
space communications is the very small noise they introduce -
the latest models add no more noise than the cosmic back­
ground (3K). That has enabled total system temperatures of 
13 to 20K, increasing the reception capability of the DSN's 
large antennas by about a factor of two relative to that cur­
rently obtainable with any other amplifier approach. Other 

The Traveling Wave Maser (TWM) Assemblies used on the 
large DSN antennas are truly remarkable devices. Their techni­
cal performance in the field is essentially equivalent to the best 
attainable in a laboratory environment. 
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important attributes of the TWMs are: 40-45 dB gain over the 
S- and X-band frequencies assigned for deep space reception, 
excellent phase and amplitude stability, large dynamic range 
(greater than 100 dB), and immunity from damage by any 
reasonable input overload. 

However, achieving a high availability of the TWM Assem­
blies is a very demanding task. And high availability is essen­
tial, because a TWM outage results in loss of DSN reception 
capability until the function is restored. In recent years, the 
availability of the TWM Assemblies apparently has been 
degrading. This study was done to assess the situation. 

B. Summary of Study Findings 

The current Mean Time Between Failures (MTBF) of the 
nVM Assemblies is very good relative to other DSN station 
equipment. The MTBF has been, and can be, significantly 
better than it is now. The dominant cause of TWM Assembly 
failure is gas contamination in the helium refrigerator. 

The Mean Time to Restore Service (MTTRS) of the TWM 
Assemblies is about three times longer than the average of 
other station subsystems. The TWMs are the dominant cause 
of very long outages of station reception capability _ Unreliable 
single point of failure mechanisms must be reduced at the sta­
tions to improve the service restoration characteristics of the 
TWM Assemblies. 

The Availabilityl of the TWM Assemblies is approxhnately 
99.8%. The TWMs account for about 20% of the total outage 
time of the Telemetry Data System, and almost one-half of its 
outages that are longer than six hours_ It is practical to 
improve this performance significantly in the future. 

A DSN Maser Reliability Workshop was conducted. Maser 
experts from all of the complexes and from JPL participated. 
The Workshop report gives a prioritized set of recommenda­
tions to provide improved TWM Assembly maintenance and 
repair capability at the complexes. The report also gives 
recommendations for engineering development effort to pro­
vide improved TWM Assembly availability characteristics. 

C. Summary of Recommendations 

The recommendations from the study are, in order of 
priority: 

1. Implement the First Priority items as recommended in 
the Workshop report. 

The items pertain to use of best available field maintenance 
and repair techniques and to providing needed instrumenta-

lAvailability = MTBF/(MTBF+MTIRS) 

tion and logistic support at the complexes. Implementation will 
lead to significantly improved TWM MTBF_ It will also mini­
mize the risk of failures from maintenance or repair processes 
that have unperceived faults. Such faults can result in con­
current failures of both prime and back-up TWM Assemblies. 

2_ Provide on-line back-up configurations at supporting 
stations for all periods of critical SiC activity support. 

This will greatly improve the service restoration characteris­
tics of those Front End Areas (FEAs) currently lacking redun­
dant TWM A"embly configurations. Specifically, that includes 
redundant X-band TWMs for FEAs 12 and 42 by early 1985, 
and for FEAs 15,45, and 65 by 1988. 

3. Emphasize the care lavished on TWM Assemblies at 
FEAs that will be used for critical support but that will lack 
redundancy. 

This will maximize the MTBF of the non-redundant TWMs, 
and thus will decrease the likelihood of long reception outages. 
Specifically, that applies to FEAs IS and 45 at X-band for 
Voyager at Uranus. It also applies to FEAs 14,43, and 63 at 
S-band for International Cometary Explorer (ICE) critical 
telemetry and for Galileo crilical radio science - both require 
simultaneous use of the prime and the back-up TWMs. 

4. Implement the distributed ground fault protection in 
the TWM AC input power circuits at FEAs 14 and 12. 

Currently at the Goldstone Complex, AC input power 
ground fault protection circuitry is common to all individual 
TWM Assemblies. Thus, a single ground fault can cause all 
TWMs, primes and backups, to fail. Implementation of distri­
buted protection will lower the risk of long oUt'~dS at 
Goldstone. 

5. Undertake the High Priority Engineering Development 
Tasks, and implement the Second Priority Maintenance and 
Sustaining items cited in the Workshop report_ 

This will further improve MTBF and MTTRS and will 
reduce the effort required at the complexes to maintain a very 
high level ofTWM Assembly performance. 

II. Study Background 
The basic objectives of this study are: (I) to understand the 

availability characteristics, past and present, of the DSN TWM 
Assemblies, and (2) to identify actions that would hnprove 
their availability characteristics for future mission support. 
The study was started in June 1983. This report covers the 
complete study. 

193 



III. Availability Characteristics of 
TWM Assemblies 

The term, "Availability Characteristics," as used in this 
article, includes the MTBF; the service restoration properties, 
including the MTTRS; and the formal Availability that was 
previously defined. 

A. MTBF History 

Analysis of failure and DSN Discrepancy Report (DR) data 
gave the MTBF history shown in Table J. 

Approximately 1.8 million TWM operating hours are repre· 
sented in the table. 

B. Availability of the TWM Assembly vs Other 
Station EquIpment 

An analysis was done of the DSN Telemetry Data System 
outages for 1981 through 1983 (Ref. I). The outage data were 
obtained from the DSN DR System reports. The Telemetry 
Data System includes the TWM Assembly as well as other 
major assemblies and subsystems. By tabulating the specific 
causes of the System outages, a comparison of the availability 
characteristics of the TWMs vs other major System elements 
was obtained. 

The analysis of the Telemetry Data System outages gave the 
results shown in Table 2. 

Approximately 107,000 hours of scheduled Telemetry Data 
System support are represented in the table. 

The MTBF of the TWMs is relatively very good. However, 
the MTTRS of the TWMs is relatively very poor. Also, the data 
showed that the TWMs caused almost half of the Telemetry 
Data System outages that were longer than six hours. 

C. Causes of TWM Assembly Failures 

Analysis of the 1981-1983 DSN DRs to identify causes of 
TWM Assembly failures gave the results shown in Table 3. 

The DR data show that refrigerator contamination is the 
dominant cause of TWM Assembly failure. That is supported 
by analysis of failure data samples collected from the stations 
during the past ten years: Of a total of 376 failures, 218, or 
58%, were attributed to refrigerator contamination. 

IV. Maser Reliability Workshop 

A. Workshop Background 

A Maser Reliability Workshop was conducted in December 
1983, hosted by the Australian Complex. An agenda was pre· 
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pared in advance by the JPL Cognizant Operations Engineer 
(CaE) and the JPL Cognizant Development Engineer (CDE) 
with input and review by personnel from all of the complexes. 
A preliminary maser reliability improvement engineering pro. 
gram plan was prepared by the JPL Section 333 Microwave 
Electronics Group, including the CDE, and supplied to the 
Workshop participants for assessment. Maser experts from all 
complexes and maintenance facilities and the JPL CaE and 
CDE participated In the Workshop. 

B. Workshop Results 

A formal report of the Workshop activities was issued. 
The report gives recommfodations in three categories: 

I. First Priority Implement FY84 

II. Second Priority Implement FY85 

III. High Priority Development Tasks 

The Workshop attendees recommended that the Category I 
items be implemented prior to the Voyager encounter at 
Uranus. The Category I items abstracted from the Workshop 
report are: 

J. Implement new and upgraded maser operation and 
maintenance procedures (developed at the Workshop); 

2. Supply to each complex the necessary support eqUip· 
ment identified by the Workshop as required to perform Work· 
shop recommended procedures; 

3. Establish a special training course at each Complex 
Maintenance Facility for maser operation, maintenance, and 
repair personneL The course should embody the latest and 
best engineering and operating knowledge of the DSN TWM 
Assemblies; 

4. Implement the computer·based TWM-CCR monitoring 
and analysis system proposed in the preliminary reliability 
improvement engineering plan, previously noted, and include 
additional monitoring points as recommended by the Work· 
shop; and 

5. There are several engineering changes to the TWM 
Assemblies currently proposed. The following Engineering 
Change Orders (ECOs) are recommended by the Workshop as 
being top priority: 

a. Provide new extended range fiow meters for 
proper instrumentation of the Joule·Thompson valve return 
flow. 



b. Provide for constant flow through the storage tank 
of the helium compressor, and add a pressure relief valve to 
the helium storage tank. 

c. Provide a second stage oil injection iine fllter in 
the helium compressor. 

There are thirteen Category 11 (Second Priority Implemen· 
tation) items. They are considered by the Workshop attendees 
as being straightforward, of lower priority than Category I 
items, and they should b~ implemented as soon as practical 
after the Voyager Uranus encounter operations. The top four 
items on the list are: 

1. Provide a mechanism to bypass in·service flow meters 
so that they may be calibrated or replaced without interrupt· 
ing service. 

2. Provide a mechanism to replace in·service adsorbers 
without affecting maser operation. 

3. Refrigerator stage temperature monitoring sensors 
should be made available as soon as possible and added to all 
CCRs during routine repair cycling. 

4. A service loop should be put in the compressor plumb. 
ing between the first stage oil separator and the orifice block 
to overcome the vibration failure of this line. 

There are thirteen Category III (High Priority Develop· 
ment) items that the Workshop attendees recommended 
should be investigated as soon as possible. The top three items 
on the list are: 

I. Compressor upgrade to a 5hp motor. The compressors 
currently use a 3hp motor that is overloaded by the new 
TWMs. 

2. Develop field techniques for measurement of gaseous 
impurities in helium. 

3. Develop a thorough understanding of the behavior of 
the compressor oil at increased temperature. 

V. Goldstone Power Distribution Study 

A. TWM Assembly Outages Due to Power Failure 

Analysis of the 1981 through 1983 DSN DR records for 
TWM outages due to AC power failure gave the results shown 
in Table 4. 

Several of the outages at Goldstone were long. DSS 44 has 
been deactivated since the reported failures. 

B. Study of Goldstone Power for TWMs 

A consultant was engaged to assess the suitability of the 
power system that supplies the TWMs at Goldstone. The fol· 
lowing is extracted from the consultant's report: 

Four of the (Goldstone) outages were caused by an 
accidental ground contact and eleven of the outages were 
caused by the undesired placement of ground fault protec· 
tive equipment. The result was that a ground fault in any 
single compressor would cause loss of power to all other 
compressors served by the same "cryogenic" power panel. 
This condition has been recognized and ground fault pro· 
tective equipment for the individual compressors was 
purchased and portions have been received. The study 
RECOMMENDED that installalion of this equipment be 
given high priority. 

. .. Other methods of improving reliability of electric 
service were studied which included by·passing busses and 
panels to reduce exposure to equipment failure and the 
addition of "clean" or dedicated circuits between the 
power source and the cryogenic panels. Costs ranged from 
$3,250 to $68,000 for the possible incremental improve· 
ments to a basically reliable system. NO additions were 
RECOMMENDED. 

The study also examined the reliability of commercial 
pawer and the first level of redundancy which is the local 
station power. The adVisability of installing a second level 
of redundancy consisting of emergency generation located 
adjacent to cryogenic power panels was also examined. 
Costs ranged from $85,000 at DSS 12 & 15 to $143,000 at 
DSS 14. It was determined that the multiplicity of local sta· 
lion generators and the good record of automalic transfer 
from commercial power to station generation during com· 
mercial power outages provide adequate reliability of power 
service to the maser compressors. NO RECOMMENDA· 
TIONS were made. The transfer process should be given 
periodic and realistic tests. 

VI. TWM Assembly Redundanc~' and 
Spares 

A. Planned Operational Configurations 

The Mk IVA DSN will have TWMs conflgured as shown in 
Table 5. 

The "2" TWM configurations provide redundancy for all 
conventional support operations. Some non~conventional 
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support operations will be discussed in the next section. In 
summary, Table 5 shows that if current plans are imple­
mented, there will be TWM redundancy at aU FEAs except 15 
and 45 by 1985; by 1988 there will be no exceptions_ 

B. Consideration of Support Operations When 
Redundancy is Not Available 

When a TWM Assembly fails, it is aimost sure to be out of 
service for 12 hours or more_ Therefore, if there is not on-line 
redundancy available, a long reception outage is inevitable_ 

Here are three cases where on-line TWM redundancy is not 
available: 

I. The FEA has a single TWM. An example is FEAs 15 
and 45 used for X·Band support of Voyager at Uranus. AU 
FEAs at the complexes will be simultaneously in use for 
Voyager support, so that functional back.up will not exist. 

2. The mission support requires use of both prime and 
back-up TWMs. An example is support of ICE for a year begin­
ning in March 1985 with a one-day critical encounter in Sep­
tember. ICE requires use of both prime and back-up S·Band 
TWMs to enable combining of two carrier channels. The sup­
port will be provided by FEAs 14,43, and 63. 

Another example is support of polarization measurement of 
the Galileo S-Band signal. That measurement requires use of 
both prime and back.up TWMs. FEAs 14, 43, and 63 will be 
used. The measurements are critical to Jupiter environment 
radio science experiment support. They will be made for about 
one week in August of 1988, and intermittently on a pre­
defined schedule until April of 1990. 

3. A common failure node brings down both prime and 
back-up TWMs. Recent examples of this are faulty charcoal 
filter stock unknowingly used in maintenance of multiple 
TWMs, and extended power outage to the TWMs. 

Without TWM redundancy, lowering the risk of having an 
extended reception outage requires increasing the TWM 
MTBF. Although the TWM MTBF is good, it is believed that 
application of the use, maintenance, and repair practices 
recommended by the recent TWM Workshop will provide 
significant improvement. Also, healthy TWMs have the best 
chance of surviving AC power interruptions. 

Efforts to provide improvements should focus especially 
on preparations for critical siC support events. 
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VII. Improved Instrumentation of TWM 
Refrigerator Operating Parameters 

We believe that observation and analysis of the operating 
parameters of the TWM Closed Cycle Refrigerators (CCRs) can 
provide insight into CCR condition and can identify impend­
ing CCR failures before they occur. 

A. Previous Work on Instrumentation 

An early result of this study was the recommendation to 
develop and demonstrate a computer·based data collection and 
analysis system for the CCRs. The concept was endorsed by 
the TWM Workshop - it is Recommendation 4 of the Prior· 
ity I list (see Section lV.B.) Work was started but has been 
temporarily set aside on the design of a prototype. 

Meanwhile, attempts were made to analyze CCR parameter 
data previously collected by hand. The results could not vali· 
date the belief that reliable predictions of incipient failures 
could be obtained from the data. One problem with aU of the 
past data available is that the critical measurement of the 
Joule-Thompson stage return fiow is spoiled by a flowmeter 
that is saturated almost all of the time. That problem can be 
corrected for the future by the implementation of a planned 
ECO (refer to IVB, item 5a). 

B. Current Work on Instrumentation 

The TWM/CCRs at DSS 12 will be properly instrumented, 
and their operating parameter data will be systematically col­
lected for a period of several months. The data will be manu­
ally coUected and analyzed. Definition of the data collection 
regimen and the analyses of the data are under way. 

If the effort is successful, as we believe it must be, the 
results will be used to guide the future development of a 
computer-based prototype system. Also, the results will 
provide techniques for manual data coUection and analysis 
that can be used during the interim until the computer-based 
system is available to the network. 

VIII. Concluding Observations 

Reliable performance of the TWM Assemblies is essential, 
especiaUy during support of critical SIC activities. 

Both the MTBF and the MTTRS of the TWMs can be 
improved significantly by practical measures. The MTTRS 
probably needs the most attention, but when redundancy is 
lacking, improved MTBF is the only road to lowering the risk 
of long outage of reception capability. 
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Table 1. MTBF hIstory 

Time Period Approximate MTBF (hrs) 

Late 1960, 
Late 1970, 
Early 1980, 

1300 
3000 
1200 

Table 2. AnalysIs of Telemetry Data System outages 

Total 
MTBF MTTRS A vailabiIity 

SysttSStAssy Outage 
(brs) 

(brs) (brs) (%) 

Teie Data Syst 1044 90 0.9 99.03 
Antenna+APS SSs 322 300 0.9 99.70 
TWM Assy 186 1420 2.5 99.83 
Receiver S8 165 560 0.9 99.85 
Telemetry S8 113 720 0.8 99.89 
Facility S8 43 1670 0.7 99.96 

Table 3. Causes of TWM Assembly failures 

Area of Failure No. of %of 
Failures Total No. 

Helium Refrigerator 120 64 
Contamination (109) (58) 
Other (drive unit. etc,) (II) (6) 

Helium Compressor 14 7 
Miscellaneous (pump, MWV, eIectr,) 30 16 
AC Input Power 19 10 
Unidentified (DR not definitive) 6 3 

Total 189 100 
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Table 4. TWM outages due 10 AC power failure 

Complex-Station 

Goldstone-DSS 12 
Goldstone-DSS 14 
Canberra-DSS 44 

Total (refer to Table 3) 

No. ofTWM Outages 

3 
12 
4 

19 

Table 5. TWMS configurations 

Complex-FEA X·Band S·Band Comments 

Gold-12(34m) 1(2)a 2 (2) X by 1985 if I SPC·1Q 
spare instld as B/U. 

Gold-14(64m) 2 2 

Gold-15(34mHEF) 1(2) (2) planned by 1988. 
S-Band FET. 

Gold-IO(,pares) _2(1) 4 (1) X if spare instld as on~ 
line BtU at FEA-12. 

Au't-42(34m) 1(2) 2 (2) X by 1985 if I SPC-40 
spare instld as B/U. 

Aust-43(64m) 2 2 

Aust-45(34mHEF) 1(2) (2) planned by 1988. 
S-Band FET. 

Aust-40(sparcs) 2(1) 3 (l) X if spare instld as on~ 
line BtU at FEA-42. 

Spain-61(34m) 2 2 Spare X bas been instld as 
on-line B/U. 

Spain-63(64m) 2 2 

Spain-65(34mHEF) (2) (-) FEA on-line 1988. Gets 
2 X TWM, and S FET. 

Spain-60(spares) 2 

aNumbers in parentheses are changes to present confIgurations. 
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GCF Compatibility With Packets and Data Compression 
E. C. Posner 

Telecommunications and Data Acquisition Office 

P. Merkey 
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Some missions using packets and/or data compression may walll an IIndetected GCF 
block error rate of 1 0-6. Here we slzow Ilzalllze preselll GCF meels tlzis reqlliremenl. 

I. Introduction 
The DSN GCF High·Speed Data Lines and Wideband Data 

Lines use blocks of length 4800 bits, 22 of which are parity 
bits generated by the NASCOM polynomial (Ref. I): 

+X7+X5+X3+X+I (I) 

Of, in factored form. 

G(X) = (X+ 1)2 (X IO +X3 + I)(X IO +X3 +X2 +X+ I) 

A codeword or code block in this code is a block of 4800 
bits of 0 or I which is identified with a polynomial in X with 
o or I coefficients and modulo-2 addition. A codeword then 
is polynomial of degree at most 4799 divisible by G(X). 

If an error is detected by virtue of the fact that the reo 
ceived block, regarded as a polynomial, is not exactly divisible 
by G(X), an error is detected, and a retransmission may be 
requested depending on mission requirements (Ref. 2). Mea­
surements conducted for the TDA Engineering Office show 
that at most one block in 200 contains at least one bit error, 
so, without retransmissions, a throughput of 99.5% (or more) 

is obtained. The actual probability that a block contains an 
error will of course be slightly greater than this because of 
undetected errors. 

The undetected error rate is the probability that a block 
passes the divisibility test but nonetheless contalns an error. 
For packet telemetty systems (and all the more for packet 
telecommand) as well as for missions with image or other data 
compression, it may be necessaty to keep this undetected 
block error probability below 10-6 (Ref. 3). Is the block error 
probability below 1O-6 ? It is hard to measure directly with 
current instrumentation, but this article shows that the 
requirement is met anyway. 

II. Code Structure 
Reference 4, plus a little calculation, shows that a length-

4800 binary code with 22 check bits is at most single·error­
correcting. Since X + I is a divisor of G(X), the weights of 
the codewords are ali even, Hence our code has minimum 
distance 2 or 4. 

Actually, the minimum distance is only 2. This is because 
of the following argument. From Ref. 5, define M(l) (X) = 
X IO + X 3 + 1, a primitive polynomial, with root, say, a. Then 
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M(3) (X), defined as the irreducible polynomial with root 0 3 , 

also has degree 10 and is the second degree -10 factor in 
G(X) of Eq. (I). Thus: 

G(X) = (X + 1)2 M(I) (X) M(3) (X) 

Here M(I) (X) divides X '023 + I and no smaller binomial, by 
primitivity. The theory of equations shows that M(3) (X) 
divides X 341 + I and no smaIler (because 1023 = 3 X 341). 
So H(X) = (X + I) M(1) (X)M(3) (X) also divides X '023 + I 
and no smaIler binomial. Thus, G(X) = (X + I) H(X) divides 
(X1023 + 1)2 = X 2046 + I. But X 2046 + I is a codeword, 
being a multiple of G(X). Hence there are codewords of 
weight 2, and the code is of distance 2, not 4. 

We note in passing that the code generated by M(I) (X) • 
M(3) (X) alone, of degree 20 (20 check bits) generates a 
distance-5 BCH code of length 1023 (Ref. 6). The NASCOM 
code however uses (X + 1)2 times this, of degree 22, but, 
more importantly, out to length 4800. How many code· 
words of weight 2 are there in the NASCOM code? We need to 
know this to estimate error probabilities. 

If ceX) is a codeword of weight 2, then 

ceX) = (Xi + I) Xi 

for some non·negative integers with i + j at most 4799. Now 
G(X) divides ceX) since ceX) is a codeword, so G(X) divides 
Xl + I. All the mare,M(I) (X) divides Xi + I, so i is a mUltiple 
of 1023. Since (X + 1)2 must divide X' + I, i must be even. 
Since i + j is at most 4800, i = 2046 or 4092. 

If i = 2046, j can range from 0 to 4799 - 2046 = 2753. 
There are 2754 codewords XI+i + Xi with i = 2046. If i = 
4092, j can range from 0 to 4799 - 4092 = 707, so there are 
708 more codewards of weight 2. Altogether, the code has 
2754 + 708 = 3462 cadewords of weight 2. 

III. Independent Errors 

First suppose bit errors in a block occur independently. 
This is not necessarily the case. But, if it were, the input bit 
error probaDility is derivable from the fact that at most one 
block in 200 contains at least one errOr. If p is tlle bit error 
probability, it will be smaIl. So the block error probability r 
is about 4800p, and 

200 

I 
4800p = 200 

p = 0.96 X 10-6 

What then is the undetected block error probability of this 
code? We will upper·bound it as the probability of an unde· 
tected double error plus the probability of all quadruple (or 
higher) errors. We can ignore triple errors because tl,ey are of 
odd weight, hence detectable. The probability of a particular 
double error is 

b = p2 (J _ p)479B 

b = 9.174X 10- 13 

There are 3462 double errors which are cadewards, so the 
probability of an undetected double error is 3462 times b, or 
3.176X 10-9 • 

We can upper-bound the probability of quadruple or higher 
errors in the independent·errar case by the probability of 
quadruple errors alone, because p is so smaIl. This can be made 
quantitative using the "tail estimate" for the binomial distribu­
tion (Ref. 5, App. [A.5] , p.467), but we omit it. The prob­
ability of quadruple error is (4800 X 4799 X 4798 X 4797)/24 
times p4 (J _ p)4796 = 1.868 X 10- 11 . Addiog the previously 
derived probability of undetected double error, we find that 
an upper bound to the undetected block error probability 
when using the NASCOM 22-bit polynomial with inde­
pendent errors is 

3.195 X 10-9 

This more than meets the undetected block error probability 
requirements. 

IV. Arbitrary Error Structure 

Now suppose we know nothing of the error patterns, just 
that one block in 200 contains at least one detected error. 
This is almost the same as one block in 200 containing an 
error, detected or not, and it is this that we shaII actuaIly 
assume. Let us eVen a<:tsume, as the worst case, that every 
block with an error contains at least two errors. In fact, a 
little thought shows that the worst case is when all the errors 
are double errors. This is essentially because higher error 
patterns are so numerous that they tend to distribute them· 
selves randomly with respect to the code. Thus, approxi· 
mately 2-22 = 2.5 X 10-7 of the higher error patterns can be 
expected to be codewords. What is tlle exact fraction for 
double errors? 

There are (4800 X 4799)/2 = J.l52 X 107 error patterns of 
weight 2, but, as we have seen in Sec. II, only 3462 codewords 
of weight 2. If we assume, as we do, that all error patterns of 
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·1 
.. , 
t 

I 
" l:: 

• 



a given weight, in particular of weight 2, are equally likely to 
occur, the probability that a double error pattern is a codo­
word is 

2~0 X 3.006 X 10-4 = 1.503 X 10-6 

3462/1.J 52 X 107 = 3.006 X 10-4 

This is almost 1261 times as large as the T22 probability we 
would get if double error patterns distributed themselves 
randomly with respect to the entire code. 

This slightly exceeds the 10-6 undetected block error prob­
ability requirement. However, the assumptions under which 
we derived this high error probability are so extreme that we 
can consider that we do meet the 10-6 requirement. For 
example, if half the blocks in error contain a single error 
(which is, of course, detected) and half contain a double 
error, the above estimate drops by a factor of 2 to 7.5 X 10-7, 
and the requirement is met. 

The probability of undetected error in these strange circum­
stances can be found as follows. We start with 1/200, the 
probability that there is at least one (and so, by our assump­
tions, exactly two) errors in the block. We multiply this by 
the probability that the error pattern is a codeword and, 
hence, is undetected. Thus, the undetected block error prob­
ability is 

We restate here that if we monitor the links to make sure 
we are getting the 99.5% throughput, then we will also be 
confirming the 10-6 or less undetected block-error probability 
as well. The GCF with error detection by the NASCOM 
22-bit polynomial is compatible with the extremely low 
undetected GCF block error probabilities that some missions 
may want in the packet era. 
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Earth Orientation Effects on Mobile VLBI Baselines 
S. L. Allen 

Tracking Systems and Applications Section 

Improvemellts in data quality for the Mobile VLBI systems Itave placed Itiglter accu­
racy requirements on earth orientation calibrations. Errors ill these calibrations may give 
rise to systematic effects in tlte nonlength componellts of tlte baselines. In tltis work, 
various sources of earth orielltation data were investigated for calibration of Mobile VLBI 
baselines. Significant differences in quality were found between tlte several available 
sources of UTi-UTe. Tlte JPL Kalman-filtered space-technology data were found to be at 
least as good as any otlter and adequate to the needs of current Mobile VLBI systems and 
observing plans. For polar motion, the values from all services SUffice. In addition, the 
effect of earth-orielltation errors on tlte accuracy of differenced baselines (i.e., baselines 
between Mobile VLBI sites which were not simultaneously occupied) was investigated. 
This effect was found to be negligible for the current mobile systems and observing plan. 

I. Introduction 

The Mobile VLBI systems developed at JPL' have been 
producing high quality data since the beginning of 1980 
(Ref. I). Hardware upgrades made dUring this interval include 
conversion to wideband receivers, the Mark III data acqUisition 
system, and dual (8- and X-band) frequency capability. These 
improvements have resulted in single measurements of baseline 
length with formal errors ofless than 1 cm and repeatability of 
1 to 2 cm. 

To achieve similar accuracy in the measurement of non­
length components requires an additional calibration. This is 
due to the fact that the VLBI technique provides a very accu­
rate measurement of the baseline within the reference frame of 
the quasi-stellar radio sources (Ref. 2). However, measurement 

1 Allen, S. L., et aI., "Current Mobile VLBI Data Base," Submitted to 
the NASA Crustal Dynamics Data Information System, Goddard 
Space Flight Center, Greenbelt, Maryland, May 1984. 
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of the various components of these baselines in an earth-fIXed 
frame requires very precise knowledge of the orientation of 
the earth in space. 

II. Earth Orientation Calibration of 
Baselines 

By using a worldwide network of VLBI stations located in 
regions where local earth motion is not common, it would be 
possible to estimate the baselines and the earth orientation 
parameters from the same data set (Ref. 3). However, the 
Mobile VLBI baselines do not satisfy either of these criteria 
since they are measured between stations on the western 
U.S. coast. Furthermore, solving for earth orientation in an 
absolute sense requires placing some kind of constraint or 
model on the motion of the baselines. This risks the contami­
nation of earth motions by imposing a possibly incorrect 
model. Thus, it is necessary to use an external source for the 
values of UTI-UTe and polar motion (UTPM). 

I 
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A. Services Providing Earth Orientation Data 

In order to calibrate Ibe Mobile VLBI data it is desirable 
to have a self·conslstent. high'precision UTPM data set which 
spans Ibe entire history of Ibe mobile experiments. The 
highest precision techniques for measuring UTPM are lunar 
laser ranging (LLR) and VLBL Such measurements are pres· 
ently carried out by several independent groups. Unfortu· 
nately, neilber of Ibese techniques has a complete data span 
overlapping wilb Mobile VLBI. It is necessary to use UTPM 
data from a service which combines the raw data from several 
techniques. Four services provide such combined data: the 
U.S. Naval Observatory. Ibe International Time Bureau (BIH), 
Dr. Robert W. King (MIT Combination Solution; Ref. 4), 
and T. M. Eubanks (JPL Kalman·flItered space.technology 
data; Ref. 5). In the present work Ibe latter Ibree types have 
been applied to the Mobile VLBI data in order to evaluate 
Ibeir usefulness in removing systematic trends. 

Since a combination solution for UT and PM is typically 
only as accurate as its input data, it is instructive to consider 
the expected accuracies of several different services of UT and 
PM. These figures are given in Table 1. 

The values for Ibe first three services are derived from past 
performance (Refs. 4, 5). The values of the last service are 
predicted from a covariance analysis (Ref. 6). These represent 
Ibe accuracy of UTPM measurements which can be expected 
within Ibe next two years. 

The frequency of observation of Ibe earth orientation ser· 
vices is also of hnportance to the calculation of differenced 
baselines. Astrometric UT and polar motion are derived from 
many daily observations oflower precision Iban LLR or VLBI. 
Allbough the frequency of these observations is greater Iban 
Ibat of LLR or VLBI, Ibe smoothing which is required removes 
much of Ibe high·frequency signal. However, Ibe relatively 
quick data reduction of the astrometric data makes Ibem avail· 
able for services such as Ibe BIH Circular D. VLBI makes high· 
precision observations of UT and PM. but these are generally 
obtained at intervals of one week. LLR comes closest to pro· 
viding dally, high'precision values of earlb orientation. but 
even so, LLR cannot make observations for a week around 
new moon. To reCOVer a value of UT and PM at Ibe epoch of 
a Mobile VLBI experiement, it is necessary to interpolate or 
flIter. 

For polar motion the intelt-olation can be done simply and 
accurately because there are no large amplitude components 
with frequencies less Iban 2 weeks. This is not Ibe case for 
UT I·UTC. Recent investigations indicate Ibat even if UT 
were perfectly measured at 5·day intervals, Ibe one·sigma 
uncertainy in interpolating midway between Ibe measured 
points would be at least 0.5 ms (Ref. 7). As discussed in Sec· 

tion III, this has implications for the computation of differ· 
enced baselines. It requires appropriate deployment of mobile 
units and the use of base station. to minimize differencing 
errors. 

B. Results of Earth.()rlentatlon Calibrations 

The most often measured Mobile VLBI baselines are Ibose 
between JPL in Pasadena, Calif., Owens Valley Radio Observa· 
tory (OVRO), near Lone Pine, Calif., and DSS·13, at the 
NASA Goldstone complex (the JOG triangle). The baselines 
vary in lenglb from 171 km to 336 km. There are also many 
measurements of Ibe Owens Valley to Ft. Davis, Texas 
(HRAS) baseline. This baseline is 150B·km long; thus, its 
sensitivity to rotations is a factor of 5 greater Iban any JOG 
baseline. 

Deficiencies in UTPM calibration show up as scatter in Ibe 
nonlength components between one experhnent solution and 
anolber. On these relatively short, regional baselines, tlle verti· 
cal direction is nearly coincident for each station. This allows 
nonlenglb error sources to be relatively easily separated into 
two perpendicular components: transverse and vertical 

The scatter of points in the vertical direction is caused by 
unmodeled day·to·day changes in Ibe tropospheric palb delay. 
The uncertainties in Ibe troposphere calibration commonly 
cause lO·cm variations in Ibe baseline vertical component. This 
effect is larger Iban tile deficiencies in UTPM, and it masks 
any rotations along Ibis direction. Fortunately, the transverse 
baseline components are not affected by any large systematic 
errors except UTPM; Ibey provide a sensitive probe of UTPM. 

The Mobile VLBI data for Ibe JOG triangle are presented 
wilb three different calibrations in Figs. I, 2 and 3. These are 
plots of Ibe transverse component of Ibe baseline vs experl· 
ment date. For each plot, Ibe RMS deviation from a fitted line 
and Ibe chi·squared per degree of freedom are given. 

Wilb tlle BIH Circular D values of UTI·UTC, Ibe points 
which are closely spaced in time cluster quite well. These 
closely spaced points were obtained during the same mobile 
field exercise or "burst." However, from one cluster to another, 
shifts in Ibe transverse component are evident. These shifts are 
especially noticeable on Ibe OVRO !DSS· 13 baseline. The 
olber UTl·UTC series greatly reduces Ibe shift from one 
mobile burst to anolber. 

Figure 4 contains a shnilar comparison plot for Ibe OVRO! 
HRAS baseline. The effect of deficiencies in UTPM is much 
greater on this baseline. The first two points in this baseline 
are known to contain systematic errors unrelated to UTPM. 
(These points are labelled H and I, and Ibey are unhnportant 
to this discussion.) Again, on this baseline Ibe transverse 
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scatter is reduced by using the MIT and JPL values of 
UTI-UTC. 

Figure 5 presents the OVRO/HRAS baseline in another 
form. The ellipses are the projection onto the transverse­
vertical plane of the 3-D error ellipsoids obtained from each 
solution. Since this plane is perpendicular to the baseline, 
rotations of the baseline naturally show up as deflections on 
the plot. Of course, vertical deflections may also be caused 
by troposphere calibration errors. The inset vectors in each 
plot show the magnitude and direction of typical displace­
ments caused by variations in UTPM. Point C in the JPL plot 
(Fig. 5[b]) has a very large uncertainty in UTI-UTC due to 
gaps in the Kalman fIlter's input data. The BIH Circular D 
calibration is not shown because its scatter exceeds the bound­
aries of this plot. 

From Figs. I, 2, and 3 it is clear that the MIT and JPL 
UTI-UTC values give less scatter than the BIH Circular D. The 
two series produce results which are comparable in transverse 
scatter. The JPL Kalman-fIltered space data produce a slightly 
narrower vertical column of ellipses in Fig.5(b); however, 
further data will be required to draw definite conclusions 
about the relative merits of the JPL and MIT combination 
solutions. 

A similar investigation was carried out on these data using 
various sources of polar motion. In no case was the result of 
one polar motion calibration significantly better than any 
other. More data, preferably with longer baselines, will be 
required before Mobile VLBI data can be used to make a 
significant evaluation of polar motion data services. For pres­
ent purposes, BlH Circular D suffices for the calibration of 
polar motion. 

III. Differenced Baselines 
A differenced baseline is defined as a baseline between two 

mobile VLBI sites which were not occupied simultaneously. 
Unlike the simultaneously measured "direct" baselines, the 
length of a differenced baseline can be affected by deficiencies 
in UTPM calibration. Doubt regarding the size of this error and 
the model necessary to best remove the error has prevented 
the report of any differenced baselines before this time. The 
capability of producing differenced baselines would greatly 
increase the data yield of Mobile VLBI experiments, and it 
would permit a rethinking of the deployment strategy for the 
Mobile VLBI units. 

A. Error Sources 

Typically, a differenced baseline would be formed from 
two separate solutions involving VLBI networks operated on 
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different days. The mobile sites would not be the same for the 
two experiments, but at least one of the base stations would 
be identical. Differenced baselines would be trivial to compute 
given two assumptions: first, that no crustal motion occurs 
during the interval between occupations of the different sites; 
second, the earth orientation is known exactly for the occupa­
tions. The calculation would simply involve taking the differ­
ence of the vectors to each of the sites (hence the term "differ­
enced baseline") and adding the covariance matrices to com­
pute the errors. 

The possibility of actual motion of the sites between occu­
pations degrades the accuracy of a differenced baseline. Hence, 
we restrict calculation of differenced baselines to occupations 
in the same burst, with the maximum invervals between occu­
pations of the endpoints of a differenced baseline being about 
3 weeks. Even a baseline moving 6 cm per year would only 
move 5 mm in 3 weeks, and most measured baselines appear to 
be changing by less than 2 cm per year. Barring earthquakes, 
the uncertainty in the troposphere and ocean-loading correc­
tions is larger than this motion; hence, earth motion will be 
ignored here. Errors in earth orientation for the two days 
would cause a misalignment of tl,e two networks. More pre­
cisely, tlle solution on each day would be expressed in a dif­
ferent, slightiy rotated coordinate system. This would cause a 
systematic error in a differenced baseline produced from these 
solutions. 

B. Computation and Error Modeling 

The geometry involved in the computation of a differenced 
baseline is depicted in Fig. 6. :::igure 6(a) shows a scenario 
with one base station and a mobile station which occupies 
two sites on two different days. The uncertainty in the source 
of earth orientation on each day is represented as an error arc 
perpendicular to the baseline from base station to mobile site. 
The differenced baseline receives error contribution from each 
mobile site. Figure 6(b) depicts the geometry of a three-base­
station experiment. All three base stations are active on both 
observing days, and the mobile moves from one site to 
another. In this case the base-station network can be used 
to solve for the difference in eartil-orientation parameters 
between the two days, using the values obtained from an earth 
orientation service as a priori information. Only the baseline 
from each mobile site to the nearest base station is shown, 
though all are measured. This is done in order to emphasize 
that when earth orientation is not known exactly, the shortest 
baseline to the mobile units serves as the tightest constraint on 
their positions. 

The results of a differenced baseline calculation should be 
independent of the choice of reference station in the solution. 
Figure 6(c) shows another three-base-station scenario where 



both mobile sites are closest to the same base station. If the 
correlations between all stations were not included, then 
choosing different reference stations would produce different 
error estimates for the differenced baseline. This would be 
physically unreasonable. JPL's multiparameter least·squares 
fitting program MASTERFIT (Ref. 8) does handle all correla­
tions properly; differenced baselines produced by MASTER· 
FIT are independent of the choice of reference station. 

The results of a differenced baseline calculation should also 
be independent of arbitrary choices used to define UT and PM. 
Consider the effect in Fig. 6(a) if day I of the burst were 
chosen to have UT and PM fixed with zero error. Since the 
baseline on day 2 is much longer than the baseline on day I, 
its uncertainty is much larger. Although the post-fit error in 
the length of the differenced baseline is the same with either 
day chosen as reference, the error in the transverse compo~ 
nent is much larger if day I is fixed. This is also a nonphysical 
result caused by the assumption of perfect knowledge of the 
coordinate system on a particular day. 

The correct strategy for producing post-fit errors which are 
not dependent on arbitrary choices of a reference day is as fol· 
lows. Assume that earth-orientation services provide values 
which are correct but lacking in the high-frequency compo­
nents (i.e., periods of less than -5 days). Thus, the data from 
consecutive experiments with common base stations can still 
be quite useful for tracking the day-to-day differences which 
were not resolved by the UTPM service. For each experiment 
set Dr and PM to the values from the service, and assign 
a priori constraints equal to the errors quoted by the service. If 
possible, tile day-to·day correlations of the UTPM values 
should also be used. This will force the post-fit values of earth 
orientation to agree in the mean with the service supplying 
Dr and PM, but it will also allow the VLBI data to adjust 
the differences between one day and the next in order to 
remove misalignment of the networks. This use of both 
a priori and VLBI data correctly utilizes the available informa­
tion, and it is simple to implement in MASTERFIT. 

C_ Estimated Errors 

The errors which may be expected on differenced base­
lines are described below. These errors were calculated using 
the assumption that an individual baseline is measured with 
an uncertainty of 2 em in its length and transverse compo­
nents and 9 em in the vertical component. The values of the 
earth-orientation services' uncertainties were set a priori to the 
values given in Table 1 and constrained using the VLBI net­
work to determine the post-fit uncertainty in UT and PM. 
These uncertainties were propagated to the mobile stations 
along the shortest baseline from mobile to base station. 
Although this is not a full covariance analysis, it setves to set 

upper limits on the errors which will be encountered when 
actually reducing data. 

The tables and figures give the estimated errors in the 
"rational" coordinate system (in which the principle axes are 
along the baseline lengtll, vertical, and transverse directions) 
for various arrangements of base stations and mobile sites. 
I-<ote that when there are three or more base stations, the 
VLBI data alone are sufficient in principle to determine earth 
);ientation. However, due to the large vertical uncertainties 
on the baselines caused by troposphere, the earth-orientation 
value obtained from a service always serves as the tighter con­
strain t in the vertical direction. 

The additional error accrued quadratically to a differenced 
baseline due to UT and PM uncertainties is given in Tables 2 
through 5. Table 2 details the effects when four base stations 
are operated on both days of the experiment, including the 
antenna in Ft. Davis, Texas (HRAS). This network allows for 
very precise determination of earth-orientation differences 
using the Mobile VLBI data. The additional errors are tabu­
lated for several baselines in California using a priori errors for 
UT and PM from the various services described above. These 
errors are expressed in the rational coordinate system of com· 
ponents: the length, the component transverse to length, the 
vertical component, and the root sum of squares of ail three 
components. 

Table 3 gives the same figures when calculated without the 
presence of HRAS, and Tables 4 and 5 reduce the number of 
base stallons to 2 and I, respectively. It is clear that the pres­
ence of more and longer base-stallon baselines reduces the 
amount of error due to uncertainty in earth orientation. Plots 
of these errors are given in Figs. 7, 8, and 9 for a cross section 
of the data in the tables. 

The interpretation of these tables and plots must be made 
with the understanding that this is the extra error due only to 
UT and PM uncertainty. These must be combined with the 
other errors inherent in tile VLBI system to produce the full 
error. Figures 9 and 10 illustrate this point. Figure 9 shows the 
worst tabUlated case of differenced baseline error. There is 
only one reference station (OYRO). Figure 10 shows the very 
same errors with a VLBI system noise of 2 cm in the length 
and transverse added. Only in the case of the astrometric UT 
and PM is there a significant degradation of accuracy for the 
differenced baseline. 

Thus, differenced baselines within California do not suffer 
significant degradation due to uncertainties in earth orienta­
tion. However, the above analysis should not be taken to mean 
that only one base station is sufficient for the calculation of 
differenced baselines. It is very important that there be a base 
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station relatively near the mo"ile loaations; e.g., a base station 
in Massachusetts with mobile units in California gives very 
large errors for a differenced baseline. 

When more than one mobile unit is available and base sta· 
tions are nearby, each mobile unit can move between each 
experiment. In the simple case of one base station and two 
mobile stations, differencing increases the number of base· 
lines produced per burst of n site occupations from 3n to 
(n + 1) (n + 2)/2. When base stations are far away, two mobile 
units can work together to serve as base stations for each 
other. In this case each mobile unit remains at each site for 2 
experiments while the other moves. Each extra base station 
serves to decrease the VLBI system noise by providing more 
data. More importantly, redundancy in the base stations helps 
prevent errors such as those which can be seen in Figs. 11 
and 12. 

The February 1983 burst provided an opportunity to cal­
culate differenced baselines using real data. Experiments 
H83A and H83B shared the base stations OVRO, JPL, and 
Vandenberg. MV3 occupied Pearblossom and Pinyon Fiat on 
the two days, respectively. These experiments allowed for a 
solution of a differenced baseline using MASTERFIT. Fig­
ure 11 shows the results of the solution when all three base 
stations were used and when only pairs of the base stations 
were used. All of the solutions agree, although the solution 
with all three base stations has slightly smaller errors. Fig­
ure 12 shows the same experiment when only one base sta­
tion is used as a reference. The JPL-and-OVRO·only solutions 

206 

,===== -= 

still agree well with the full network solution; however, the 
Vandenberg-only solution differs by several sigma. 

IV. Conclusion 
For Mobile VLBI baselines with lengths less than 1000 km, 

it now is possible to remove all significant errors caused by 
uncertainties in earth orientation. This can be achieved using 
either the JPL or MIT combination solutions. The continued 
efforts to develop VLBI and laser systems for UTPM measure· 
ment should insure that this high accuracy is improved in the 
future. Thus, for regional work, earth orientation will no 
longer pose a problem, at least untll other system errors are 
reduced below a level of I cm. 

The occasionally measured longer baselines from the 
Mobile VLBI systems will continue to serve as indicators by 
which UTPM data sets can be evaluated. Calibration of the 
long baseline data will provide information on the systematic 
errors remaining in the UTPM combinations. 

The computation of differenced baselines is a simple and 
natural way to take full advantage of the data produced by the 
Mobile VLBI project. Their inclusion approximately doubles 
the number of baselines produced under the current deploy­
ment plan. The additional error encountered on these differ­
enced baselines will usually be small in comparison to the 
other errors in the VLBI error budget. The base-station base­
lines are also enhanced by the inclusion of more data into a 
single coherent solution. 
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Table 1. Typical errors for various sources of UT and PM 

Source 

Earth Lunar Laser 3 Station 
Orientation Astrometric Ranging VLBI "Super" :~LR 
Component (LLR) (Predicted) 

aUTl,ms 1.25 0.4 0.3 0.07 

a PMX, rnarcsec 7 7 3 2.0 

a PMY. marcsec 7 5 7 1.5 

Table 2. Differenced baseline error: Additional error (in cm) for differenced baselines dueto UT 
and PM OVRO, Mojave, Vandenberg, and HRAS as fixed ba ... stations 

Baseline Astrometric 

aL = 0.12 

Monument Peak - Quincy 
aT = 0.41 
aV 1.38 
RSS = 1.45 

aL = 0.16 

Pt. Reyes - Yllma 
aT = 0.46 
aV 1.59 
RSS = 1.66 

aL = 0.08 

Stn. Paula - Pearblossom aT = 0.14 
aV = 0.63 
RSS = 0.65 

Source of Earth Orientation 

LLR VLBI 

aL = O.W aL = 0.11 
aT = 0.37 aT = 0.37 
aV 1.06 aV 1.22 
RSS = 1.13 RSS = 1.28 

aL = 0.15 aL = 0.16 
aT = 0.41 aT = 0.42 
aV = 1.21 aV = 1.22 
RSS = 1.29 RSS = 1.30 

aL = 0.07 aL = 0.07 
aT = 0.13 aT = 0.14 
aV = 0.48 aV = 0.37 
RSS = 0.50 RSS = 0.40 

"Super" LLR 

a L = 0.06 
aT = 0.25 
a V = 0.33 
RSS = 0.42 

a L = 0.10 
aT = 0.29 
aV = 0.35 
RSS = 0.46 

aL = 0.05 
aT = 0.09 
aV = 0.13 
RSS = 0.16 
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Table 3. Differenced baseline error: AddHional error (in em) ford_ baselines due to UT 
and PM OVRD, Mojave, Vandenberg used as fixed base stations 

Source of Earth Orientation 

Baseline Astrometric LLR VLBI uSuper" LLR 

aL = 0.30 aL = 0.24 aL = 0.21 aL = 0.08 

Monument Peak - Quincy aT = 1.45 aT = 1.08 aT = 0.84 aT = 0.36 
aV = 1.93 aV = 1.20 aV = 1.44 aV = 0.33 
RSS = 2.43 RSS = 1.63 RSS = 1.68 RSS = 0.50 

aL = 0.49 aL = 0.41 aL = 0.33 aL = 0.14 

Pt. Reyes - Yuma 
a'l' = 1.62 aT = 1.24 aT = 0.96 aT = 0.41 
aV = 2.90 aV = 1.51 aV 1.49 a V = 0.36 
RSS = 3.36 RSS = 2.00 RSS = 1.80 RSS = 0.57 

aL = 0.27 aL = 0.21 aL = 0.16 aL = 0.Q7 

Stn. Paula - Pearblossom 
aT = 0.51 aT = 0.40 aT = 0.31 aT = 0.13 
aV 1.01 a V = 0.57 aV = 0.42 aV = 0.14 
RSS = 1.17 RSS = 0.72 RSS = 0.55 RSS = 0.20 

Table 4. Differenced baseline error: AddHional error (In em) for differenced baselines due to UT 
and PM Mojave and Vandenberg used as fixed base stations 

Source of Earth Orientation 

Baseline Astrometric LLR VLBI "Super" LLR 

aL = 1.13 aL = 0.73 aL = 0.52 aL = 0.21 
aT = 2.57 aT = 1.66 aT = 1.21 aT = 0.48 
aV = 2.26 aV = 1.74 aV = 2.02 aV = 0.52 

Monument Peak - Quincy 

RSS = 3.61 RSS = 2.51 RSS = 2.41 RSS = 0.73 

aL = 0.91 aL = 0.58 aL = 0.41 aL = 0.17 
aT = 2.23 aT = 1.47 aT = 1.06 aT = 0.43 
aV = 2.61 aV = 1.46 aV = 1.79 aV = 0.40 

Pt. Reyes - Yuma 

RSS = 3.55 RSS = 2.15 RSS = 2.12 RSS = 0.61 

aL = 0.37 aL = 0.24 aL = 0.18 aL = 0.07 
aT = 0.69 aT = 0.47 aT = 0.34 aT = 0.14 
aV = 1.12 aV = 0.57 a V = 0.43 aV = 0.14 

Stn. Paula - Pearblossom 

RSS = 1.37 RSS = 0.77 RSS = 0.57 RSS = 0.21 
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TableS. DlfferencsdbasellnelHfQC:AddIIIonalerrorQncm)fordlllenH1csd_lnesduelaUT 
and PM DVRD 30 uaed aa fixed _ ~ 

Source of Earth Orientation 

Baseline Astrometric LLR VLBI "Super" LLR 

aL = 0.49 .L = 0.27 .L = 0.22 .L = 0.07 

Monument Peak - Quincy aT = 3.81 .T = 1.96 .T = 1.33 .T = 0.51 
• V = 2.92 aV = 1.62 aV = 2.03 aV = 0.46 
RSS = 4.82 RSS = 2.56 RSS = 2.44 RSS = 0.69 

.L = /.23 .L = 0.69 .L = 0.50 .L = 0.19 

Pt. Reyes - Yuma 
aT = 4.14 .T = 2.17 aT = 1.46 aT = 0.56 
.V = 4.53 .V = /.96 aV = 2.14 aV = 0.49 
RSS = 6.26 RSS = 3.00 RSS = 2.64 RSS = 0.77 

aL = 2.57 aL = 1.33 .L = 0.91 aL = 0.34 

Sta. Paula - Pearblossom .T = 0.64 .T = 0.34 .T = 0.22 aT = 0.09 
.V = 1.58 .V = /.20 aV = 1.33 .V = 0.35 
RSS = 3.08 RSS = 1.82 RSS = 1.62 RSS = 0.50 
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Mojave Base Station Implementation 
C. G. Koscielski 

Mission Support and Operations Division 

A 12.2 meter (40 ft.) diameter X - Y moum antenna /zas been reconditioned for use by 
tlze Crustal Dynamics Project as a fixed base station. System capabilities and characteris­
tics are presented, as well as key performance parameters for subsystems. The implemen­
tation is complete and transfer to National Geodetic Survey/National Oceanic and Atmo­
spheric Administration (NGS/NOAA) is under way. 

I. Introduction 
Since the late 1960's, NASA has been using space technol­

ogy to develop new methods for making geodetic measure­
ments over large areas with high precision, high mobility, and 
minimum observation time. One of these technologies is 
microwave Very Long Baseline Interferometry (VLBI), which 
Uses extragalactic radio sources (quasars) as measurement 
reference points (Ref. I J. 

VLBI is used by NASA's Deep Space Network in the 
navigation of interplanetary spacecraft (Ref. 2). Its application 
to mobile geodetic systems is being accomplished with the 
collaboration of the radio astronomy community. 

A VLBI geodetic system consists of a pair of radio tele­
scopes at separate locations. Quasars emit large amounts of 
intense microwave radiation. The two stations simultaneously 
receive and record these random quasar signals, which arrive 
slightly sooner at One of the antennas, depending on which sta­
tion is closer to the radio wave front. By using ultraprecise 
atomic clocks, it is possible to measure the slight difference in 
the signal arrival times. The time difference and the pointing 
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angles of the two antennas are used geometrically to determine 
the baseline distance between the two stations (Ref. 3). 

If one of the stations is mobile, it can be positioned on the 
opposite side of an earthquake fault from a fixed station, and 
measurements can be made over a period of time. Such mea· 
surements can determine changes in the baseline in all three 
dimensions (longitude, latitude, and elevation) with sub­
decimeter precision (Ref. 4). 

The Mojave Base Station is the newest fixed station to join 
the network of fixed and mobile antennas. The 12.2 meter 
X-V mount antenna was built in 1962 to support the Relay I 

. communication satellite. Th, facility, operated by the 
Goddard Space Flight Center (GSFC), along with 7 other X-V 
type meter antennas located around the globe, formed the 
Data Acquisition Facility Network. These stations were a pro­
totype of modern satellite "earth stations." In 1976, after pro­
gram completion, the station was placed in standby status by 
GSFC. 

As early as 1978, JPL recognized the need for a dedicated 
VLBI base station facility at Goldstone. The Venus station had 
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served as the original base station, but many other commit· 
ments of the station caused serious schedule conflicts with the 
Crustal Dynamics Project (COP) requirements. An agreement 
was reached within NASA which provided for transfer of the 
12.2 meter antenna and the 12,000 square foot control build· 
ing to the COP. 

II. System Requirements 
A study team of JPL and GSFC engineers was formed to 

establish system requirements. See Table I for key system reo 
qUirements. See Fig. I for a Mojave Base Station detail block 
diagram. 

III. Implementation Plan 
The Bendix Field Engineering Corporation (BFEC) of 

Columbia, MD, was contlacted to plan and carry out the 
rehabilitation of the antenna and the control building. A 
detailed study was completed in December 1980 which called 
for sandblasting and painting the antenna and modifying and 
repainting a portion of the control building. The antenna work 
included stripping old cables and equipment from the antenna 
and removing the hydraulic subsystem which was no longer 
required. The antenna RF cassegrain housing was also 
removed. 

The design of the antenna dish surface does not allow for 
alignment of the surface tolerance, but the surface accuracy 
was measured at ±0.020 inches RMS as set by the original 
manufacturer. 

Antenna bearings and gears were inspected and lubricated. 
The orthogonality of the X and Y axes was checked. The align· 
ment of the X axis, parallel to the North-South meridian, was 
found to be in error by 30 arc minutes. It was determined that 
this error could be accommodated by the antenna pointing 
software. Therefore, no attempt was made to realign the X 
axis. 

Implementation of antenna electronic equipment began in 
November 1982 and continued into the Spring of 1983. 

The Receiver RF feed focus assembly was installed, the 
antenna electric drive servo motors and electronics were 
installed and the antenna position encoder assemblies were 
installed along with antenna position limit hardware. All asso· 
ciated cables were installed on the antenna and between the 
antenna and control room. 

After completion of rehabilitation of the control building 
in December 1982, the installation of electronic equipment 

racks began. The antenna controller, Hydrogen Maser fre· 
quency standard, Mark III data acquisition terminal, and 
Hewlett·Packard 1000 computer were installed and cabled. 

IV. Control Building Rehabilitation 
The main control building, M·8, on the Mojave Site was 

selected as the building to house the electronic equipment for 
the VLBI system. The building had been vacant or used for 
storage since 1976, when it was last used to support the ATS·6 
satellite. Aside from dirt which had collected over the ensuing 
6 years, the building was in good condition. The fire protec· 
tion system had been maintained regularly, the air·conditioning 
was operable and plumbing was functional. 

Modifications to the air·conditioning were contracted to a 
local vendor. Air ducts to unused areas were blocked and a 
cypass was installed to reduce the air flow through the system. 
lhese changes wel'e made to reduce energy usage. The system 
WdS balanced and tested: temperature varies ±3 degrees Faver 
a 24 hour period. The electric power distribution system was 
modified to meet the system requirements. Power meters were 
added to monitor the utility, technical and antenna buses. All 
rehabilitation work was completed by February 1983 and the 
building was occupied at that time. 

V. Electronic Equipment 
The electronic equipment for the VLBI system was pro· 

vided by GSFC. Several commercial vendors and Haystack 
Radio Obser,atory were responsible for the fabrication of 
various subsystems. The equipment was installed by a team of 
JPL, contractor, and GSFC personnel. 

A. Microwave and Receiver 

The Microwave and Receiver Assemblie" along with the 
phase calibration equipment, are located in a single housing 
and mounted on the Quadripod Structure of the antenna 
parabolic dish. The Monitor and Control Assembly monitors 
microwave and receiver functions and controls operation. Key 
characteristics of the Microwave and Receiver Assembly are 
shown in Table 2. 

B. Data Acquisition Terminal 

The Mark III VLBI Data Acquisition Terminal (OAT) is an 
integrated computer.controlled electronics/recording system 
which takes a broadband analog I.F. signal, converts selected 
frequency windows to video (baseband), separately clips, sam· 
pies and formats each video signal, and records the resulting 
time·tagged Mark III serial data streams in parallel on magnetic 
tape. The OAT includes the control computer and necessary 
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communication systems for complete computer control. Phase 
and cable calibration, data storage, tape read after write and 
reference frequency distribution facilities are included in the 
DAT. See Reference 5 for a detailed explanation of the Mark 
III DAT. 

C. Frequency and Timing 

A Hydrogen Maser frequency standard and clock assembly 
have been manufactured by the Applied Physics Laboratory of 
Johns Hopkins University in Baltimore, Maryland. The maser, 
Serial No. NR-7, embodies the latest technology. Frequency 
stability reqUirements are <1 X 10-14 parts for time period" 
>1 minute up to 1 day (24 hours).! The temperature envir­
onment of the unit is required to be stable within ±3 de­
grees F. Measurement of the clock offset to a known standard 
such as NBS is accomplished by the Goldstone Mobile timing 
standard. The Hydrogen Maser subsystem supplies 5 MHz and 
1 pps signals to other subsystems. 

D. Monitor and Control 

The Monitor and Control Subsystem (MCS) consists of the 
HP-I000 computer and software. The RS·232 and lEEE-4BB 
communications interfaces provide a central control point 
for station operation and the display of all station status and 
alarm messages. The monitor and control subsystem performs 
the following functions: 

(1) Provides a central control point for the station 

(2) Provides schedule input via floppy disk 

(3) Prepares the ancillary data record 

(4) Provides operator input-output and command via 
CRT terminal 

(5) Generates antenna pointing commands 

(6) Monitors subsystem performance 

E. Water Vapor Radiometer 

The Water Vapor Radiometer provides the sky apparent 
brightness temperature, which is used to calibrate delays due 
to water vapor content along the ray path from the radio 
source to the receiver. A thorough discussion of Water Vapor 
Radiometer requirements is proVided in Reference 4. 

F. Antenna Pointing Control and Drive 

The antenna pointing subsystem is comprised of several 
units mounted in various locations throughout the antenna 
structure and control room. 

lehiu, M., personal communication, January 1983. 
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1. Antenna Control Unit (ACU). The central assembly of 
the subsystem is the ACU which houses all the electronics to 
generate motor drive commands in all modes of operation. 
Motor commands are produced by the ACU as a result of 
input commands from the front panel rate controls (manual 
mode), the internal tracking routines (tracking mode), or the 
position commands (position designate and manual modes). 
The closed loop output of the ACU is a low voltage analog 
Signal proportional to the antenna position errOr for each axis. 
The X and Y axis motor controllers provide the interface 
between the command output of the antenna control unit and 
the high current requirements of the antenna drive electric 
motors. 

2. Antenna interlocks. Antenna protection and personnel 
safety are accomplished by the use of travel limiting switches 
and safety interlocks located at critical positions throughout 
the antenna. 

3. Angnlar Position Unit (APU). The angular position of 
the antenna is reported by the use of optical position 
encoder-transducers mounted on each axis and an interface­
decoder within the ACU. The transducer outputs Gray code 
which the ACU converts into binary digits. The binary posi· 
tion information is used in all tracking modes. 

Table 3 provides key characteristics of the Antenna Control 
Subsystem. 

G. Meteorology Data 

The Meteorology Data Subsystem (MDS) provides data 
which aids in the analysis of VLBI data. The atmospheric con­
ditions at a VLBI station present a source of error in measure­
ments which can be removed in final data processing. 

Functions of the Meteorology Data Subsystem are to: 

(1) Measure outside air temperature. 

(2) Measure atmospheric pressure. 

(3) Measure relative humidity. 

(4) Record meteorology parameters on the MCS. 

Table 4 presents the key characteristics of the MDS. 

VI. System Tests 
After installation of equipment and initial power-up tests, 

system tests were performed to verify system operation. Tests 
were performed in the following functional areas: 

(1) Receiver-Mark III Terminal Checkout 



(2) Antenna Pointing Tests 

(3) S- and X-band Performance Tests 

A_ Receiver and Mark III Terminal 

Except for initial cool-down problems with the cryogeni­
cally cooled GaAs-FEI' Low Noise Amplifiers, receiver tests 
were completed without trouble. Compatibility of the receiver 
unit which was fabricated at Haystack Radio Observatory and 
the air-cooler unit fabricated by a local vendor in Barstow, was 
a challenge. After minor difficulties, the unit operated and 
temperature tests indicated proper operation was obtained. 
Performance results are shown in Table 2. 

B. Determination of Pointing Corrections 

An antenna must be accurately pointed at quasi-stellar 
radio noise sources for successful VLBI experiments. Most 
pointing errors are caused by imperfections of the mechanical 
structure of the antenna and mounting of the RF feed 
assembly. 

D. B. Shaffer' of interferometries, Inc., provided a method­
ology for determining pointing corrections. The procedure 
describes some of the considerations for good pointing deter­
minations, contains a list of the best sources to be used for 
pointiog observations and gives some suggested observing 
plans. Pointing accuracy of the 12.2 meter antenna was deter­
mined by Shaffer to be .02 degrees at X-band. Performance 
results are shown in Table 3. 

C. S- and X-Band Performance 

During June 1983 RF performance of the 12.2 meter 
(40 foot) antenna was determined. Aperture efficiency and 
system temperature were measured by tracking radio star noise 

2Shaffcr, D. B.o personal communication, September 1983. 

sources (see Table 5). Observations were performed with two 
different front-end configurations: one configuration included 
uncooled amplifiers, whlle the other configuration used cooled 
GaAs-FEI' amplifiers." 

VII. Activities 
The Mojave Base Station (MBS) began VLBI observations in 

support of the Crustal Dynamics Project in June of 1983 and 
since then has participated in each observation session with the 
mobile vehicle antennas. The MBS has participated in several 
other special observations including the first baseline measure­
ments between the VLBI station at Kashima, Japan and the 
U.S. 

The original NASA Crustal Dynamics Project plan called for 
NASA to transfer a dedicated base station to the National 
Geodetic Survey/NOAA Branch of the Department of Com­
merce. The transfer of the Mojave Base Station will take place 
in 1984. GSFC is responsible for the transfer, but JPL has the 
task of operating the facility until transfer and of assisting 
GSFC with the transfer. Actual station operation is performed 
by Bendix Field Engineering Corporation personnel. 

The Mobile Vehicle (MY) stations will also be transferred to 
NOAA as planned beginning in 1984 with the transfer of the 
5-meter MV-3 antenna and electronic trailer van. The 4-meter 
(MV-2) and 9-meter (MV-l) facilities will be transferred in 
1985. MV 2 and 3 will be located and operated out of the 
Mojave Base Station. MV-I is permanently located at 
Vandenberg Air Force Base. 

A depot level maintenance facility has been located at the 
Mojave Base Station to support the MV's and to perform 
special ,engineering and testing functions. 

3Shaffer. D. B" personal communication, August 1983. 
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Table 1. Key system requirements 

Simultaneous Reception Bands: 818G-8580 MHz 
2235-2335 MHz 

Polarization: .Rep Both Bands 

Operating System Temperature: 1500 K max. (X-band) 
1000 K max. (S·band) 

System Instantaneous Bandwidth (1 dB): 400 MHz (X·band) 
100 MHz (S·band) 

IF F,equency: 100-500 MHz (X-band) 
215-315 MHz (S-b.nd) 

Signal Cable Calibration: Measure Delay to 10 pica sec, 

Data Acquisition Terminal: Mark III Compatible 

Data Recold Rate: 112MB/s 

Channels: 28 

Antenna Blind Point Accuracy: 0.1 Antenna Beamwidth at X-band 

Antenna Slew Rate: 1.0 degree/sec. 

Frequency Standard: Hydrogen Maser 

Water Vapor Radiometer: 2 Frequencies 

Meteorology: Measure Temperature, Humidity and 
Barometric Pressure 

Table 2. Microwave and receiver key characteristics 

Input Flequencies: X-band 8180-8580 MHz (-1 dB) 
S-band 2210-2350 MHz (-1 dB) 

Aperture Efficiency: ~.45 X-band 
;, .47 S-band 

Antenna Beamwidth: .205 degrees, X-band 
.745 degrees, S-band 

System Temperature: 60g K X-band (Cooled FET) 
(at Zenith) n'K S-band (Cooled FET) 

Intermediate Frequency: X~band 
Bandwidth 400 MHz Wide at -1 dB 

S-band 140 MHz Wide at -1 dB 

Phase Calibration Input: -30 dB coupler 

Table 3. Antenna pointing control key charaelerlstlcs 

Prime Mover: Electric Drive Motors, 2.5 Horsepower, 2 Per A.xis 

Elevator Limits: >80" from Zenith in nll Directions 

Maximum Velocity: 1.0 degrees/second Both Axes 

Pointing Accuracy! 0.02 degrees Both Axes 

Angle Readout: 

Accuracy 

Resolution 

0.01 degrees Both Axes 

0.00275 degrees Both Axes 

Tobie 4. Key characteristics of the Meteorology Data Subsystem 

Measure: 

1. Temperature 
2. Relative Humidity 
3. Barometric Pressure 

Readout Resolution 
Measurement Accuracy 

at Sea Level 

JOC 

5% 
< I millibar 

0.1 millibar 
.01% 

Table 5. Aperture eHlclency and system temperature 

Cooled FET 
Aperture Tsys 

OK Efficiency 

S·band 72 .47 

X-band 60 .45 
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