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SUMMARY

The CMC fluid mechanics computer program system is being developed to
transmit the theoretical evolution of finite element numerical solution
methodology, applied to nonlinear field problems into a versatile computer
code for comprehensive flowfield analysis. This report is Volume II of a
three volume set and presents data deck procedures for the CMC three-
dimensional Parabolic Navier-Stokes (PNS) algorithm. General data
procedures are introduced, followed by detajled description of a juncture
corner flow standard test case data deck. A complete 1isting of the data
deck is given in Appendix A, followed by a detailed explanation of grid
generation methodology in Appendix B. Subsequent appendices present
descriptive tubulations of all commands and variables available to the
user. These are in alphabetic order with cross-reference numbers which
refer to storage addresses. Volume I of this report is referenced for
details of the theoretical foundation, development of the finite element
3DPNS algorithm, and discussion of results for the juncture corner test
case. The CMC computer program structure and description are detailed in
Volume III.
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INTRODUCTION

Input facilities for the CMC computer program are highly sophisticated
and greatly simplify data deck preparation and modification. The program
sequentially scans data deck card images and operates on command name data as
encountered. Numerical data required for each command operation are input in
free format directly following the command card. Command operations can cause
vectors to be filled, initiate a series of solution operations or specify
output formats and titles. Command card sequence is quite flexible and care
has been taken to ensure that most operations which must be performed sequen-
tially are specifiable under one command name.

The CMC ~ data deck is divided into seven sections for description. Exclu-
sive of machine related job control statements, the seven sections consist of
a FORTRAN MAIN program and accompanying subroutines (specific to external
corner flows), namelist data, geometric description, output format specifica-
tion, boundary and initial condition data and solution directing commands, see
Figure 1. Each of these data and its suhset is preceded by a command card
image which directs a program activity, and upon completion returns control to
the next command data card. The program operates in a dynamic storage mode
and the function of MAIN (data deck section one) is to allocate sufficient
storage for the IZ array which is internally sized as a function of the number
of finite elements requested for a specific problem. The namelist section of
the deck (section two) is used to specify scalar, integer and floating point
data utilizing the FORTRAN namelist option, The data are read in namelists
NAMEQ1 and NAMEQ2, respectively, and stored in the arrays IARRAY and RARRAY.

The geometric description section (data deck section three) contains data
required to generate a finite element grid suitable for the solution. One-
dimensional and rectangular two-dimensional discretizations are formed by
specification of grid refinement along the coordinate axes. More complex
boundary shapes (nonrectangular) necessitate data specification along all domain
boundaries and certain interior subdomain boundaries. Generated data consist
of grid point coordinates for each generated node and a node connection table
which defines the finite element domains.
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CMC employs a highly adaptive output routine which allows for data
specification of the scalar and array variables to be printed, scale factors to
be applied to each variable and titling information to head each variable list.
Each is specified under a command name in the output section (Section four,

Fig. 1) of the data deck. The program operates in nondimensional units and

data specified scale factors are utilized to provide flexibility of print units.
A reference length parameter (REFL in NAMEO2) is also available to scale input
and output coordinate data to a problem reference length. In addition, command
names are available for specification of problem identifying titles to be printed
at various strategic locations i.e., at the beginning of each set of printed
output. The fifth section of the data deck contains the required boundary and
initial condition data which is specified at the solution nodes. The finite
element method easily handles mixed boundary conditions, hence, both fixed and
Neumann type are allowed. Parameter tables, which are a function of the marching
direction (i.e., axial pressure gradient) are specified in section six. Linear
interpolation of these tables determines the value of the parameter at each
computational station. The intended solution algorithm is input in Section

seven of the data deck. Variation in solution procedure is obtained through
command card input of the various program functional modules. Nonlinear,
repetitive solutions are readily handled by the Linkcall 1ist which is interro-
gated at each integration step.

The sections which follow give examples of some of the computer program
features which greatly simplify data specification and manipulation of computed
results. These are followed by a detailed description of the data requirements
peculiar to data deck major sections. The data deck description follows for the

specific juncture flow case., including sample print and plot data.

CMC DATA PROCEDURES

Program flow is controlled by sequentially scanning the data deck in 80
column increments. Subroutine BDINPT scans a card for a command name and
initiates a program function for the given command. A list of the allowed
acronyms is given in Appendix C. Eight columns are reserved for the command
names beginning in card column 1. Beyond column 8, other data such as non-
dimensionalizing scalars or control parameters associated with a specific name



may be specified. If the function of a particular command name is to read and
store a set of numerical or literal data, the cards containing the data must
directly follow the command card. Control is returned to BDINPT by terminating

a numerical data string with a "T" or a "blank card". Literal data are terminated
with the word "DONE" beginning in card column 1.

Most of the numerical and literal data, other than command data specified
in the CMC input deck, may be input in free format. Data delimiters may be
blanks or commas, thus allowing for esthetic and meaningful arrangement of
numerical data. Exceptions are namelist data which utilizes the standard
FORTRAN namelist option and certain special card types which combine literal
and numerical data. Several features which greatly simplify sequential and
repetitive data specification are available in free format. For example:

Repetitive Numbers 12. 5*%7. T
Fills Array 12. 7. 7. 7. 7. 7.
Repetitive Sequence 2(5. 2. 4.

(one per card only)

Fills Array 5. 2. 4. 5. 2. 4
Repetitive Blanks (a) 10. 12, 3* 22. T
Fills Array 10. 12. A A A 22.
Increment by a constant 5*I50 10 ' T
Fills Array 10 60 110 160 210
Exponential Notation 6. 10.E-2 14.E-4 T

Fills Array 6. .1 .0014




Solutions which proceed in marching integration fashion may be restarted
at specific intervals by allocating file space and specifying the command
SAVETAPE in the data deck prior to initiating integration. This command causes
all pertinent arrays to be written on the spacified file at each solution print
interval. File space is minimized by specifying a small repeat number which
rewinds the file following the specified number of writes. For example:

SAVETAPE 9 3 T Save data in unit 9

will cause the data arrays to be written on unit 9 at each print interval.

On the fourth write, the file will be rewound before writing, thus obliterating
the first three sets of data. A restart of the solution is accomplished by
issuing command RESTART. In this case the second integer indicates the data
file at which to start reading. For example:

RESTART 9 1 T Restart at first set of data

will cause the first set of array data on unit 9 to be read into the storage
arrays. Caution must be observed not to specify a restart set of data which
is beyond the last write indicated in the initial run.

DATA DECK STRUCTURE
Main Program : (CMC Deck Section I)

The function of MAIN (Fig. 2) is to dimensionalize and initialize the IZ,
IARRAY and RARRAY arrays and call the control subprogram BDINPT. The IZ array
resides in common block ARRAYS and contains all data array variables required
for intersubroutine communication. The size of IZ must be overestimated
initially since the arrays residing in it are dynamically set in the GO step
as a function of specific problem size and solution type. On subsequent runs
the size may be adjusted to fit the problem storage requirements. Actual
storage required by the program is computed and stored (DECIMAL) at Tocation
100 in the IARRAY array. The IARRAY and RARRAY arrays reside in common block
VARBLE and are utilized to communicate scalar integer and floating point data,
respectively, between subroutines and I/0. A1l 5QC Yocations in each of
these arrays are printed upon encountering command ICOND, thus permitting demand
review of the many keys and parameters utilized throughout the program.
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100

PROGRAM CORNERCINFUT»OUTFUT»RSTRTy TAPES=INPUT
% TAFE6=0UTFUT» TAPE3=RSTRT)
- =-=-0C - - M- -C - - -
COMMON / VARBLE / IARRAY(00500)y RARRAY(003500)
EQUIVALENCE ( IARRAY(00092)y IZSIZE )
COMMON / ARRAYS / IZ(110000)
COMMON LIST(200)
NZSIZE = 110000
CALL ERRSET ¢ 207, 500s -1y 1y Oy 217 )

CALL ZEROTK

CONTINUE

CALL RESET ( 00500, IARRAYr O )
CALL RESET ( 00500s RARRAY» 0.0 )
1ZSIZE = NZSIZE

CALL RESET ( IZSIZE» IZ» 0 )
CALL RESET ¢ 00200» LISTy O )
CALL ERDINPT

GO 7O 100

END

Figure 2. - CMC Main Program.




Namelist Control and Reference ( CMC. Deck Section II)

A1l scalar data of consequence érestored in the arrays IARRAY and RARRAY
(Appendix C). Many of these are FORTRAN namelist specifiable and are input
under &NAMEO1 and &NAMEO2,respectively. Namelist read is initiated through
command FENAME which initializes all storage locations to default values prior
to reading namelist. The namelist tables also contain the name IARRAY and
RARRAY, thus allowing data to be read into all 500 locations in each array
regardless of namelist name specification. For example, NEQKNN = 5, can
also be specified as IARRAY(58) = 5, under &NAMEO1 in Section II of the data
deck.

An alternative method of reading data into the scalar arrays is to use the
IARRAY and RARRAY command names. These can be inserted anywhere in the data
deck, external to namelist, and are useful for resetting print codes and dynam-
ically calculating scalars to be used in subsequent steps. For example:

RARRAY 23 1.5142 -3 T RESET TIME

stores a new value of 1.5142 = ALC into location RARRAY(23). The (-3) indicates
division by ALC which is the variable stored in RARRAY(3). Likewise for integer
data

IARRAY 281 5048, 282 0, 283 71, 284 72

stores 5048, 0, 71, and 72 in IARRAY locations 281 through 284,respectively.
Note that these data cannot be continued on followilig cards. This does not restrict
the method, however, since the next card could contain a similar command.

Dynamic dimersioning is accomplished by filling the IZ array using the size
specification NODE(decimal) as read under namelist NAMEO1l. The command for this
function is FEDIMN and it must be completed following NAMELIST read in Section
IT of the data deck. The dimensioning parameter NODE is discretization size
oriented and is set slightly larger than the number of grid points in the
solution. The starting addresses of the dimensioned variables in the IZ array
are stored in the first NIZS (in NAMEO}) locations in IZ and are printed in
decimal form if KDUMP = 1, in NAMEO1.



Geometric Description  (CMC Deck Section III)

Finite element discretization of the flow domain is automatically generated
from a coarse grid description.

The parabolic-elliptic form of PNS requires a grid of space dimension one
less than the solution geometry. The most complex grid description required,
therefore, is two dimensional. A solution is obtained by "marching" the entire
two-dimensional grid in a third space dimension with solution dependent step-
size forming a partial adaptive grid. Boundary shape changes are controlled by
geometric transformation parameters specified in data deck Section VI and are

reflected in the solution through differential equation metrics.

Simple Geometries

A rectangular domain having grid 1ines lying parallel to the coordinate axes
js the simplest geometry, and therefore, is simplest to input. Grid size vari-
ation in each direction is accomplished using a geometric progression of finite
element size in each direction. In the X2 direction for example:

" el (1)
Y., =Y +S ¢ P 1
i+l 0 j=2

where p is the specified geometric progression ratio and m is the number of
finite elements to be generated in the x, direction and scaled by S. Since i
in equation (1) is always positive, progression ratio greater than unity will
form a grid which becomes coarser as x, increases and p equal to unity forms a
uniformly spaced grid. The equation is applied piecewise over the elements

allowing different progression ratios over each segment. For two-dimensional

domains, equation (1) is applied similarily in the second direction.

The data description for rectangular discretizations proceeds by first
subdividing the domain into smaller rectangles (subdomains) each of which
may have a different progression ratio in each coordinate direction. The four
subdomain case. illustrated in Figure 3a admits a fine discretization along
the solid surface and in the tip region. Data for this case appear as follows.




LINK2 14

VX1SCL

-5.0, 5 0. .8, 10 1.0 1.25 T
VX2SCL

-4.0, 5 0. .8, 10 1.0 1.25 T
NDECRD

1 1o, 1 16, 0 T
ELEM
DONE

The first card is the discretization command card which effects a call to subr.
DSCRTZ. The VX2SCL and VX1SCL commands read the subdomain data for the res-
pective x3 and x. directions of Figure 3(a). Each data string contains first
coordinate, number of elements this subdomain, last coordinate this subdomain,
and, progression ratio. Since the subdomain must be contiguous, the first
coordtnate of subsequent subdomains coincides with the last coordinate of the
one preceding it and, therefore, is not repeated. The NDECRD command admits

a choice of grid refinement to be used for solution, and generates the grid
points. The data indicate first node in the x, direction (Fig. 3(a), last
node in the x> direction, first node in the x; direction, and last node in the
x3 direction. In the example, 15 elements are described in each direction
(VX1SCL) and (VX2SCL) and, hence, (1 16) will yield all elements described.
If, however. only the upper half of the discretization were desired for a
particular solution, the NDECRD data would appear as ( 6 16, 1, 16,

0 T). The ELEM command causes the finite element node connection table to be
formed. The number of elements and nodes generated (NELEM and NNODE) in IARRAY
are determined and stored automatically in the discretization process. The
number of generated nodes must be less than NODE specified in Namelist NAMEO1.

Complex Geometries

Secondary flow geometries having boundaries of general curvature and
multiple discontinuities require a more sophisticated approach. The CMC
multidimensional grid generator employs a local parametric coordinate trans-
formation technique over independent quadrilateral and triangular segments of
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the solution domain. A refined grid is generated over each local (single
curved) subdomain and transformed into the global geometry. Figure 3(b)
illustrates the method for a viscous corner flow problem where the potential
core forms a curved boundary. Here four isoparametric quadrilateral subdomains
having biquadratic variation are used to generate the two-dimensional triangu-
lar mesh (see Appendix B). This method requires the specification of only
coordinates in any order and a subdomain connection table. The connection

table order is: corner grid points, side grid points counter-clockwise starting
anywhere. A local coordinate convention is used to order the generated data.
The origin is the first grid point in the connection table, the abscissa runs
along side 1, between the first and second grid points in the table and the
ordinate runs along side 4 between the first and fourth grid points in the table.
The generated discretization is ordered in adjacent rows running between sides

4 and 2 beginning at the local origin. For example, if subdomain 1 in Figure
3(b) is numbered

15 1 3 17 R 10 2 11 16

and 5 elements per side were requested, the generated nodes would be numbered
1 thru 6 along side one (15 1), 7 thru 12 along the adjacent row, etc. Note
in Figure 3(b) that the number of generated elements along side (3b) must be
the same for subdomains I and II in order to maintain nodal connectivity among
the generated elements.

The nonuniform grid exhibited in Figure 3(b) is obtainable utilizing two
distinctly different approaches, The first method involves movement of the
subdomain side grid points (Fig.3(a)) toward the region of refinement, Since
the number of generated nodes is equally distributed about the side node, a
grid compression occurs for off-center side grid points resulting in a smoothly
skewed grid over an entire subdomain. This method allows for great flexibility
and control over spacial distributions of generated grid density with minimal
input. The second method involves additional specification of geometric pro-
gression ratios along subdomain sides and setting scalar variable JPR =1 in
the IARRAY array. This separates the grid refinement specifications from
geometry input, thus providing a means for changing grid refinement without
having to locate a new geometry point. It also overcomes, at little expense,
the further drawbacks of method 1, involving nonuniqueness and boundary shape
inaccuracies of highly skewed discretizations.

11



To use this option it is necessary to specify the number of subdomains
(NSELEM) and grid points (NSNODE) in Namelist NAMEOl. Node must also be set
in NAMEO1 larger than the number of nodes being generated.

Report Format Output  (CMC Deck Section IV)

The output section of the CMC data deck is devoted to organizing the
print formats. Several print command names are available, each having a
different function. Table 1 Tists the print commands and gives a brief des-
cription of the function of each. Cards following the COMTITLE command are
read and stored for print on command The command DESCRIPT 204 stores
problem identifying titles for print at the beginning of each output header.

The variable specified print formats in (MC allow the user to arbitrarily
select and title the scalar and array variables to be printed. Scalars are
normally grouped together in a header print which precedes print of the vari-
able arrays. The titles are input under command DESCRIPT 332 and are formatted
to fit 5 titles per card with 16 characters maximum per title. The scalar
variables associated with each title are input under command IONUMB, These
data consist of integers indicating the locations in RARRAY to be printed.
Multipliers to be applied to each printed number are likewise input as integer
RARRAY locations following the command MPARA. The example below illustrates
the input which prints velocity in the English, MKS, and CGS systems of units:

DESCRIPT 332

VELOCITY  FT/SEC METERS/SEC CENTIMETERS/SEC
DONE
IONUM -1
200,  3*27 T
MPARA -1

2*2, 164, 163 T

The DESCRIPT 332 command stores the four titles in the order read. The vari-
able to be printed under each title, in this case RARRAY (200) = 0.0 and RARRAY
(27) = U_ , are listed under the IONUM command and zeros are printed as blanks.

12




Table 1 Print Commands

Command

COMTITLE

DONE

DESCRIPT 204
DONE

DESCRIPT 332

MPARA -1

IONUMB -1

DESCRIPT 203

IOSAVE -1

IOMULT -1

Function

Reads title which is printed below the CMC:

symbol

Terminates literal data

Solution print heading

Same as above
Solution print parameter titles
RARRAY locations of multiplier

TO BE APPLIED TO PARAMETER PRINT

RARRAY locations of parameters
to be printed

Titles to head dependent variable
print

List of dependent variables to be
printed.

List of locations in RARRAY of multipliiers

to be applied to each dependent variable

13



The printed scalars are scaled by data in RARRAY locations specified under the
MPARA command. In the example, therefore, u_ is printed three times, scaled
by RARRAY(2) for print under heading FT/SEC, scaled by RARRAY(164) for print
under heading METERS/SEC, etc., where the multipliers are 1.0, feet to meters
and feet to centimeters conversion factors. A typical header print obtained
upon command LINKZ 6 is illustrated in Figure 4, together with data descrip-
tion which created it. Note that the (x-x-) in Figure 4 print is specified as
999 under command IONUMB.

Titles heading the print of array variables are input under command DESCRIPT
203. Input format is 16 columns per title, 5 titles per card; 1 title is
input for each variable to be printed. The arrays to be printed under each
heading are assumed NNODE long and follow command IOSAVE. The program array
variable/names are stored in the first NIZS locations of the IZ array and are
described in the Section V data deck description following. Multipliers used
to dimensionalize the print are specified for each variable following command
IOMULT. Integer specification of RARRAY locations is used as described above
for scalarddata print.

Print format control is obtained for array printing through namelist data
specification. The maximum number print digits are specified in IARRAY(20) =
NPRNT in NAMEO1. Output field size is controlled by specifying the required
digit accuracy in IARRAY(22). Output for a typical case having simple geometry
is illustrated in Figure 5, The format assumes leading decimal point mantissa
(not printed) and the exponent is printed once for each variable directly
following the array name.

The print form reflects problem geometry and approximate coordinates are
tabulated on the abscissaand ordinate of a Cartesian rectangular system for
each variable printed. Coordinate values are in reference units and are real
numbers with assumed leading decimal as described above.

14




DESCRIPT 332
REFERENCE
LENGTHooeeasons
VELOCITY s eoanes
DENSITYeoorvnse
TEMPERATURE « » o
ENTHALPYseovone
FROZ.SPEC,.HEAT.
VISCOSITY s vea0e
LOCAL FRESSURE.
LOCAL SOLUTION.
T2PFIXaevosseone
NWGEOM H’Sessee
X1/LREF.o0s0ese

T

IOPAR

ENGLISH-FT

FTeoeersnens

FT/S0sa0nes
+LBM/FT3,
«RANKINE .,
+BTU/LBM: oo
+«BTU/LBM-R. .
LBM/FT-S...
PSFeserenne
+MACH NO. ..o
H21 0000000
WH3leoesonne
+DX1/LREF ...

PARAMETER TITLES FOR OUTPUT,
ENGLISH-IN

eINevevoooes
NBssosstne
oNiAvesrssae
eNeAseessens

eNAc s eanr e
eNiAs s s v sses
N ennrnn
PSIesnnevce
WDPDX1sovnen
622000000

G320 000000

+EPSILON. .o

M-K-S

sMeversesnee

eM/Seecesens
KG/M3.setssee

.
.

KJI/KBososo
'KJ/KB-Keoso
oNT-S/H24000
KNT/M2e0va0s
+ENERGY s 00 v
eG230evrrnas

«G3Tesvenene
«DXIM/LREF ..

€-G-8

.C"Q....‘O.'
CM/Seareenn
G/CCevoens
ONQAOQOQCOOI
NeAcaosrses
eNeAcsessane
POISE.coses
+TORRe e s osvse
+INT. VAR...
WFlocoeosanes

Glesvoeosne

+REFL RE NO.

DONE
MPARA -1
52y 2 2 162 164 163  3IX2 1464 163, 3IX2 170 174,

3%x2 165 2y 2 ~173 3%2, 3%2 176 2» 3%2 177 178

2 2 169 168 167y 3%2 108 2¢v 5%2» 5%2, S5k2 T
IONUMB -1
999» 5%200» 999, 200 4343, 200 27 200 27 27»

200 10 200 10 10s
200 97 200 97 200,
200 38 200 38 38»
398 4%I1 186,

200 58 200 58 200,
200 30 200 30 200,

999, 39 4A%34y 300 154 100 135 122,
200 4AxI1 139, 11 12 14 A5 47 T

4(a). - Header Print Format Data.

REFERENCE ENGLISH-FT ENGLISH~IN M-K-S C-G-S

X=X -X=X=-X=%X=-X=X=-X=-X=-X=-X-X=X=X=X=X-=X-=X=X-=

LENGTHeoeosesee
VELOCITY s envsese
DENSITY ovvesee
TEMPERATURE « s+ »
ENTHALPY coveses
FROZ.SPEC.HEAT.

VISCOSITY.oes0s

X-X-X=-X-X-X=-X-X-X=-X-X=-X-X-

LOCAL FPRESSURE.
99564654E100
LOCAL SOLUTION,
0 €400
T2PFIXessesanes
o E+00
NWGEOM H'Sv0e s

X1/LREFsoorenon
1100000E-01

FTosrsosees
1000000E+01
FT/8cesvnnn
1000010E+03
«LEM/FT3400
2330814E-02
+RANKINE....
$300000E403
+BTU/LBM s
1760484E+04
+BTU/LBH-R. .
7721740E401
+LBM/FT-S...
4074412E-046

oFSFassnsnsn
2114800E404
«MACH NO....
8861539€-01
H21o 000 ev e
1000000E+01
eHIleeeoenns
1000000E+01
«DX1/LREF ...
1000000E-02

JINve oo esns
1200000E+02

WNeRssssanes
WNeAssesvees
NeAvooreooe
Y, BY. R
NeRcervoane

NeRevseoenn

FSIevernnne
1459906E402
[3¢]21) & WP
0 £+00
6224000000

0 E+00
632c0sveves
[+] E+00
{EFSTILON. 4
1000000E-01

sMecrveresena
3048000E+00
M/Sceverens
3048000E+02
KG/M3eeosnen
3733963E-01
+KELVIN. oo e
2944444E1+03
KJ/KGoswsss
4092533E404
KI/KG-Ks o0
3230784E402
+NT-S/H2....
6062725E-06

KNT/H2: 0000
1013524E406
«ENERGY ¢ v e
5847034E+00
G230 cerecces
o E+00
«G3Teevconns
o] E+00
«DXIM/LREF ..
0 £E+00

I3, PITI I
3048000E+02
eCM/Seevrene
3048000E+04
G/CCsvnnen
37339635E-04
eNeAvervoenae

NeAseoosone
NeAossasea

«FOISEseeess
6062725E~05

X=-X=-X=-X-X=-X=-X-=

«TORR:sev o
7601429E403
+INT. VAR..,
0 E+00
eFleserssones
(4] £4+00
eBleseocoess
2129497E-14
«REFL RE NO.
5720616E+06

- X - X=X -X-X=-X-X=-X-X-X-X-X-X-X-X-X=-X=X=X-=X-

X=X-X-X-X=-X=X=-X=X-~
N- N+ PASSES  PRINT oF
o o 1 ° 100

4(b). - Header Print.

Figure 4. - Typical Solution Header Data and Print.
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In addition to the flexible format print described above, other less
flexible print may be obtained which provides input validation and verifica-
tion of problem definition. Setting KDUMP = 1 in NAMEOl will effect a line by
line data deck reflection, including each command card and its associated data
as read. Figure 6 illustrates typical data verification print. Common data
errors such as not specifying "T" or blank card delimiters are easily detected
since the reader will continue to read cards, including command names, until
it encounters one of these. The print subsequently appears as continuous data
reflection of all the cards under the original command name.

Scalar data stored in the arrays RARRAY and IARRAY -are printed by inserting
the command ICOND. Figure 7 illustrates the print format. This print provides
verification of the namelist data specification, and program computed scalars
which are stored in these arrays.

Upon call to QKINT, a series of prints is initiated. The first, illustrated
in Figure 8, prints the variable numbers and types in the solution. If a re-
start unit is requested, the unit number is printed. The order of calls for
solution process is listed and identified, followed by the variables and mul-
tipliers to appear following the header page at each DELP solution print inter-
val. Following this print, a call to ICOND is initiated to print the RARRAY
and IARRAY scalar lists. This is followed by a node map print which matches
node numbers with their coordinates. A subsequent standard solution print, as
described above, is output which lists the specified and default initial
conditions.

Description of various debug print which is useful for verifying algorithm
correctness and debugging the program is given in Volume III, the Programmer's
guide.

Boundary and Initial Condition Specification (CMC Deck Section V)

CMC admits the simultaneous solution of multiple differential equations.
Dependent and parameter array variables are stored sequentially, beginning at
the address stored in 1Z(48) and are input in arbitrary order following command
IPINT. The number of differential equations, hence, number of dependent vari-
ables in a solution is specified by NEQKNN in NAMEOl, and the total number of
variables specified in IPINT is input in NEQ. Each specified variable is
actually a composite number which is decoded by the program for identification.
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STATUS OF IARRAY VALUES.
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Figure 7. - Scalar Arrays
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1 S

% VARIABLES BEING INTEGRATEL.
&

o)

8 VARIABLES IN SOLUTION.
2 3 7 8 9

ORDER OF CALLS AT END OF GRNUIN

LINK2( 4) - CONTES
PRINTOUT VARIABLES
1248 2248 3248 1247 $248 4248 7248 3271 4271 6271
6271 7271 8271
PRINTOUT VARIAEBLE MULTIPLIERS.
2 2 2 21 2 2 2 -2 2 2
-2 2 -2
FRINTOUT VARIABLE FACTORS. (N)
N .EQ. 1} STRAIGHT FRINT.
N JEQ., 2% MULYT. LAST VEC, BY THIS ONE - STORE IN LAST.
N .EQ, 33 ADD TO LAST VEC., - STORE IN LAST VEC. LOC.
N .GE. 47 RAISE ENTRIES TO (N-2) FOWER.
N LT, 03 TAKE NTH ROOT OF ENTRIES IF ,GT. 0.0
1 1 1 1 1 1 1 1 1 1

Figure 8. - Solution Sequence and Variable Definition Print




The composite consists of two parts:

0 000

The first digit string contains the variable number and is specified
only if the array appears as a variable under command IPINT.

The second digit string contains the indirect address of the variable.
The indirect address is the position in the address array which points
to the variable of concern plus, the integer constant IZBASE stored in
the IARRAY array.
For example, specification of variable 1248 would cause integration of depen-
dent variable No. 1 beginning at the address stored in 1Z(200 + 48) where
IZBASE is 200. Names and brief descriptions of the program variables are

given on page 32 and in Appendix E.

Boundary conditions are separated into two types for clarity of description.
The simplest to apply is fixed values of each dependent variable. The nodes
where the variable is to be fixed are specified following the command KBNO I,
where 1 is input beyond column 8 and is the number of the dependent variable
to which the boundary condition will apply. The boundary nodes may be speci-
fied as literal data, therefore, if actual node numbers are to be input they
must follow the literal data command ADD. For example, if nodes 1-5 are to
be fixed for dependent variable 5 the input would appear as:

KBNO 5

ADD
1, 2, 3, 4, 5 T

DONE

Note that a DONE command must be used to terminate literal data. For rectangu-
lar discretizations, the input is simplified by requiring only one name to
specify an entire side. The names BOTTOM, RIGHT, TOP,and LEFT identify the
side to be fixed. Interpretation of the names is associated with their appear-
ance for a geometry in the first quadrant of a 2D rectangular Cartesian coor-
dinate system. Input for the previous example would appear as follows if nodes
1 thru 5 represented the entire discretization along the abscissa.
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KBNO
BOTTOM
DONE

Solution domain gradient boundary conditions are specified at grid points
as a; and as coefficients as they appear in Volume I (Eq. 35). Data are
specified under the KBNO command as described above with special format to
allow for specification of the coefficients. On the KBNO card, a 1 follow-
ing the dependent variable number indicates that gradient boundary conditions
are being applied. The literal node specification cards, such as BOTTOM
contains the specified a; and a; coefficients. For example;

KBNO 1 1
BOTTOM 0 1 5, -.1 2, 0. 2
DONE

applies an a; coefficient of -.1 times RARRAY(2) and an a; of 0. times
RARRAY (2) to the nodes along the abscissa of a rectangular domain beginning
at the Teft boundary (0 displacement) and spanning the first five nodes. For
the case of viscous flow boundaries near a wall, an internally generated shear
stress is applied by specifying as = 1.234. By specifying a = 4.321 a second
internally generated gradient boundary condition is applied which essentially
satisfies the global continuity equation. Thus, for a two-dimensional flow
problem, a du, boundary condition is applied by simply letting as = dux

A x

Primary Flow Parameter Tables (COMOC Deck Section VI)

The Parabolic Navier-Stokes Equation system is marched in one direction
and hence the grid in the marching direction is determined by the solution
step size.
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Since the step size is bariable and completely unpredictable, a linear inter-
polation scheme is used to evaluate parameters which are a function of the
marching direction. As an example, external flows over curved boundaries
generate an axial pressure gradient in the flow direction. The pressure varia-
- tion may be solved for using an inviscid analysis and applied to a boundary
layer solution through tabular input. Since linear interpolation is utilized,
the table must contain sufficient data to effectively describe the pressure
curve. The abscissa locations are specified in free format under command VX3ST
and pressure levels are specified under command VPVSX.

0. .05 1 .15 .3 .5 T
VPVSX

1. -.6 -.5 -.3 -.1 -.05 T

The above data complete a table which is interrogated for pressure level upon
command LINK1 4. Note that NPVSX must be set to at least the table size in
Namelist NAMECI. (Vol. I, P. 16).

Piecewise linear tabulated coordinate data describing variable geometry in
the flow direction (Vol.I, P. 16) is input under commands VU3POS (x; direction
coordinates) and VU3VAL (F,; (x;) and Fp, (x;) coordinates). The tabular

functions are input in the order F,, , F,; as illustrated below.

VU3POS -1
1.0 1.05 1.1 1.2 2.0 T
VU3VAL -1

Table storage arrays for variable geometry coordinates are dimensioned by
setting NU2POS and NU3POS in namelist NAMEOl equal to the number of tab]e
values input (i.e., for the above case = 5). Note that variable geometry
requires a nonzero ALC which may either be specified in namelist NAMEOZ or
set internally by calling subroutine DIMEN (LINK3 4) prior to specifying
variable geometry data.
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Table look-up for the above is strictly interpolatory and, therefore,
requires data to span the entire solution domain. Solution need not begin or
end at the table endpoints, however.

Nonzero initial conditions must be specified for all variables in the IPINT
array not internally computed as a function of flow parameters.
This is done simpiy by using the commands VYY and VYYEND. As with other float-
ing point data, the VYY Command card may also contain multipliers expressed as
floating point numbers or integers pointing to locations in RARRAY. A negative
sign (-) on an integer indicates multiplication by the reciprocal. Since no
internal nondimensionalizing is performed on these arrays, the scale factors
are usually used for this purpose. The VYYEND card must contain the variable
number being initialized. For example:

VYY =27
210 * 300. T

VYYEND 1

Variable number 1 in the IPINT array is initialized to a velocity of 300 ft/sec,
nondimensionalized by U_ Tocated in RARRAY (27).

In addition to variables in the IPINT array, other arrays may be initialized
using the READ command. Starting address for storage in these arrays are stored
in IZ array locations given in Appendix E. For example, initialization of nodal
values of specific heat (see Appendix E), is accomplished by specifying variable 78
on the READ command card:

READ 5 300 78 0
300 * 0.24 T
The READ command above is interpreted as: READ 300 values from unit 5 and store
them at the address specified in IZ(78) plus 0. Similarly, data may be
written from an array into a file for print, punch for later interrogation using
the WRITE command.
Sclution Procedure (CMC. Deck Section VII)

COMOC employs a flexible solution scheme which, through command card speci-
fication, permits the user to call functional modules which perform sequences
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of operations pertinent to a particular set of equations. The heart of the
system 1ies mainly in the 5 link subroutines listed in Volume III.

The 3DPNS equations utilize many of these, such as: Thermodynamics (LINK2-9),
Turbulence Models (LINK5-6), Nonhomogeneous Laplacian Equation (LINK2-7), and
Gradient Boundary Conditions (LINK1-7), to name a few. The order of solution
for the 3DPNS equations proceeds by first calling DIMEN (LINK3-4) to compute
dimensionalizing parameters. This is followed by a call to GEOMFL (LINK1-3),
to generate the finite element data. Nonlinear coefficients in the equations
being integrated are evaluated at each integration step. The command LINKCALL
is utilized to input the sequence of subroutine calls to be issued at each step,
and the dataareinput in the form (1ink No., call 1ist). For example, a data
specification of:

L INKCALL -1
5 1, 2 9, 5 6, T

would cause the program to sequentially call the subroutines (LINK5(1),
LINK2(9), LINK5(6) prior to evaluating the derivatives at each integration
step. By simply changing the linkcall list, therefore, one can vary the degree
and type of nonlinearity in the solution. In the example, calling LINK5(1)
allows the geometry to vary according to the F21, F22 functions input under
commands VU3POS and VU3VAL as previously described.

TURBULENCE MODELING

The 3DPNS algorithm is structured to accommodate a variety of turbulence
closure models. The program presently addresses an algebraic mixing length model,
and a more general turbulence kinetic energy (TKE) model, solving two
differential equations written on TKE and dissipation functions (Vol. I, p. 11).
While the models appear straightforward in concept, a variety of coefficients
are required to support their application, thus complicating their usability.
Table 2 defines the pertinent coefficients and suggested values for general
3DPNS and boundary layer flows. The values are input as namelist data as
indicated in the table and three principal options of use are available;
mixing Tength theory, TKE, and a combination of both. Mixing length (MLT) is
simplest to implement. Setting NELE2 = 1 and ITKE = 0 will evaluate turbu-
lent viscosity at each solution node until the solution has marched to the
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Table 2

Turbulent Viscosity Models

Mé} Two Equation
""" TKE TKE - DISS MLT
ITKE 0 1 0
NE1E2 1 2 1
S
NEQKNN ADD 2 ADD 2 0 %
NEQADD SUB. 2 SUB. 2 0
CHEDSW x,(TKE) >TF >TF
C1KORE 1.0 1.0 NA
CK 1.0 1.0 NA
cD .09 .09 NA
YLTKE .435 .435 NA
ESCF 1.0 1.0 NA ~
C2KORE 1.0 1.0 NA g
PRDIS 1.3 1.3 NA =
C1DORF 1.44 1.44 NA
C2DORF 1.92 1.92 NA
Init. Cond. NA TKE, DISS NA
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station denoted by E1E2SW in (NAMEO2). The two equation (TKE-DISS) model is
implemented by setting the namelist values noted in the center column of Table 2.

In most instances, initial values of TKE and DISS are not available. They
can, however, be estimated using MLT. The input data for this option would
appear as in column one of Table 2. Initialization is accomplished on turbulent
assumption, and switches are preset in namelist NAMEO2 to initialize the TKE
and DISS profiles using MLT. At each step below C4EDSW, TKE and DISS are eval-
uated based upon the calculated mixing length. At station C4EDSW, ITKE is inter-
nally set to one and (-NEQADD) equations are switched from parameter status to
differential equation variables. This is internally accomplished by increasing
the NEQADD counter by two. Utilization of this option requires that variables
in the IPINT array be arranged such that the TKE & DISS variable numbers are at
the initial NEQINT ( =NEQKNN & NEQADD) + 1 and + 2 locations. For 3DPNS, turbu-
lent viscosities are evaluated in subroutine DFCFBL as coefficients for the
viscous diffusion term in each of the momentum equations.
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EXTERNAL JUNCTURE CORNER SAMPLE CASE DATA

The Juncture region test case consists of turbulent flow parallel to a
corner formed by the intersection of two 10 percent thick parabolic arcs with
coincident leading edge. Figure 9 illustrates the flow field geometry. For
parabolic Navier-Stokes, the solution is initiated at the origin, in Figure 9,
over a generated grid on the secondary flow plane (z,y). The turbulent momen-
tum equations with continuity constraint are subsequently integrated in the
positive X direction (Fig. 9) and under the influence of the three-dimensional
inviscid pressure field. Boundary conditions on the flow field include zero
velocities along the walls and free-stream conditions at the outer plane.

This section provides a detailed description of data requirements for the
juncture region test case configuration, fully described in Volume I (section
5). The data deck description parallels the decomposition noted in the previous
section and concentrates on description of specific pertinent variables. Each
subsection of the deck is listed with line numbers and footnote-like descrip-
tions of each line which follow immediately. A continuous listing of the com-
plete test case data deck is given in Appendix A.
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I1.1.

VONOUS G N

NAMELIST (Integer Scalar) Input

FENAME
SNAMEO1

NEQ = 9
NVAR = 3, IPHI = 1, NODE = 193y LCOL = 100y KROW = 100,

NDP = 10y

NDIM =
NOUTVC
NEGAV2
INOCRN
NWALLS
IWLSEP
KNTPAS

LPSUP =

$END
Command

FENAME
&NAMEO1
NEQ
NSNODE
NSELEM
ISIDE
NVAR

NODE
LCOL
KROW

NDP
NBAND
LG
NE1E2

NMOUT
NMBOUT
NC
NODES

NPVSX
JPR

NIZS = 250s NSNODE = 19y NSELEM = 2, ISIDE = 4y

NBAND = 23y LG = 32y NE1E2 = 1y NDERIV = 2,

200y NMOUT = 2, NMBOUT = 50y NC = 8s NOUTS = 1.

10» IBL = 1, NODES = 170r NPVUSX = 2660» NMDL = 8¢
1» NEQAV3 = 1, NPTS = 101, JPR = 1y

1y IDDXST = 2y NTABPT = 14y NLINE = 140,

4y ICORN = 1), NPUSXT = 10y NNROW = 9y

19y NEGKNN = 5 NEGADD = -4y NIMPLT = 1v»

200> NCNTIT = Os NCNADL = By

6y LPPNCH = 2

Command to initiate Namelist read

Integer Namelist Data Array Name

Number of dependent variable and parameter arrays
Number of subdomain qrid points specified

Number of subdomains specified

Maximum number of subdomain sides

Number of variables (including coordinates) input
for distribution over the refined grid

Slightly larger than the number of nodes in the
solution

Larger than the number of nodes along abscissa
(x3) coordinate

Larger than the number of nodes along the ordinate
(x,) coordinates

One greater than NEQ

Maximum bandwidth of Jacobian Matrix

Number of columns in solution field

0 > No Mixing length theory (MLT) used

1 > MLT used for diffusion coef.

2 - Delay using MLT until E1E2SW is set to 1

(3,2) Print output in (Geometric form, Tabular form)
Number of variables to be printed
Number of characters in print fields

Greater than maximum subdomain generated
node density

Number of pressures in P Versus X, table

1 indicates that geometric progression ratios
are input to form a nonuniform grid
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Line

N

12

14

I1.2.

15
16
17
18
19
20
21
22
23
24
25
26
27
28

Line

15
16

17

18
19

30

Command

NLINE
NEQKNN

NEQADD

KNTPAS
NCNADD

&END

- Lines output per page control

Number of ordinary differential equations solved =
NEQKNN + NEOADD

Number of ordinary differential equations
initially not solved (Negative)

Maximum number of integration steps between prints

Number of integration steps prior to integrating
secondary flow velocity equations

NAMELIST End

NAMELIST (Real Scalar) Input

ENAMEO2

UINF = 100.0,
DSTART = 1.0,
THULT = 1.21»
XMUINF = 0,0,
XNWGED =
CHIEPS =
ESCF =
gsusa =
AOMGEX = 2.0
RHSCAL = 1.0,

100'

CHITST = 10.0y»
HSINIT = 1.0E-4,»

LEND

Command

&NAMEOZ2
UINF
TOFINF
PINF
REFL
DSTART
E1E2SW
COMPX
COMPY
TMULT
XMUINF
ALC

EFMULT

1.» CAEDSW =
30E_4,
RUEDSW = 1.0y
1005"5’

TOFINF = 530.0y PINF = REFL = 1.0
E1E2SW = 10000.0» COMPX = 2.0 COMPY = 1.0»
TKEDGE = 1.0y PIBAR = 2.0y PALPH = 20.0:

0SG = 1.0y ALC = 1.0s BLTH = 1.0y EFMULT = 1.0

+001» DELMLT = 1.E-4» PCFACT = 1.

RHOIM = 1.» PRDIS = 1.3y GUMULT = 1.»

XLAM = 0.11y VCMULT = 1.5 VLDMLT = 1.,

OMEGXP = 1.5» XDELTA = 0.01, EPSMIN = 1,0E-5»

GAMFAC = 1,0E-20» GAMEXF = 9.0y BEXF = 4.0,
PPFACT = 1.0y U2STRS = 1.0y DELF = 101.0»
CHISTP = 5.0» TO = 0,011, SIMPLT = 0.011,

HMAX = 1.0y TSADD = 0.05»

2116.8y

Th = 0.58%

Real Namelist Data Array Name

Reference velocity

Reference temperature

Reference pressure level

Reference length

Initial step-size multiplier

Station at which to reset NE1E2

Geometric form print x3 compression factor
Geometric form print x, compression factor
Step size multiplier

Reference viscosity

Characteristic Finite Element Size
(minimum side length)

Maximum TKE initial level (ABS Value)



Line Command

20 CAEDSW Primary flow coordinate at which turbulence
differential equations evaluation begins
DELMLT Turbulence equations source term scale factor
21 CHIEPS ODE integration convergence factor
RHOIM Viscous wall damping factor
PRDIS Prandt1 number for dissipation function
22 ESCF Turbulence length scale factor
RUEDSW Boundary layer measure
XLAM Turbulence coefficient
VEMULT Secondary velocity convection term specifier
VLDMLT Secondary velocity laminar diffusion
23 0susqQ Minimum TKE Tevel
OMEGXP Turbulence parameter
XDELTA Convergence criteria factor
EPSMIN Minimum diffusion level factor
24 AOMGEX Exponent on wall damping factor
GAMFAC Diffusion factor
GAMEXP Diffusion factor
BEXP Diffusion factor
25 RHSCAL Additional Reynolds stress turbulence model terms
PPFACT Implements the perturbation pressure in
secondary flow velocity equations
U2STRS Implements Reynolds stress terms in secondary
flow equations
DELP Print interval (% of total primary flow coord. Dim.)
26 CHITST Maximum iteration count before step-size decrease
CHISTP Minimum iteration count before step size increase
TO Initial primary flow direction coordinate
27 HSINIT Initial integration step size
D Primary flow coordinate total length
HMAX Maximum step size (% of TD)
TSADD Implements additional perturbation pressure terms
28 &END
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I1.3 DYNAMIC ARRAY DIMENSIONING AND DEPENDENT VARIABLE SPECIFICATION

29 FEDINMN

30 IPINT -1
31 15623789060, 000 750> 10511 1 T
Line Command
29 FEDIMN Dimension arrays to fit problem size
30 IPINT Cards following specify dependent variable

and parameter arrays
Variable 1 primary flow velocity

2 Secondary flow velocity (vertical)
Secondary flow velocity (horizontal)
Turbulence kinetic energy
Dissipation function
Perturbation pressure (pp)
Complementary pressure (p.)
Continuity equation potential (¢i)

W 0O N O v W

Dependent variables and parameter arrays are
stored in sequential arrays each of which is

NODE Tong

In NAMEO1

NDP is the number of arrays for space allocation
NEQ is the number of equations to be integrated

NEQADD is the number of equations to begin inte-
grating following initialization
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ITI. FLOW-FIELD GEOMETRY, Nondimensionalizatiom:and Finite Element Matricies,: -

32 LINK4 9
33 IARRAY 450 250
34 PSIBD -1
35 1 -2 7
36 IARRAY 61 0
37 LINK2 14
38 NETA
39 ? 9 T
40 NEPS
a1 9 9 T
42 STYPE
43 2%4 T
44 SELCN
45 9 10 3 1 12 13 19 2,
46 1 3 14 15 19 16 17 18 T
47 DEPVAR 289 290 1248 T  TRANS. COORD.» NORMAL COORD.s Ui VEL.
48 0.0 0.869565 0.01918 5%0.0 0.0999 0.0999
49 0.0 1.20 ,869565 ,01918 0.0 1.15 1,20 1.15 1.20
50 0.0 0.0 .01918 5%0.0 0.0 .01918
51 3%0.0 .0999 .0999 4%0.0
52 0.0 0.0 .758 S5%0.0 0.0 .783 3%0.0 .783 0.0 4%0.0 T
53 DONE
54 READ 5 63 -26
55 1112, 2 12 11 T TURN DIAGONAL IN LOWER RIGHT CORNER.
56 READ 5 63 -26 918
57 181 171 182, 171 172 182 T TURN DIAGONAL IN UPPER LEFT CORNER.
s8 READ 5 63 -26 972
59 110 100 90 T ADD TRIAGLE TO OUTSIDE CORNER.
60 IARRAY 14 325 T ADD 1 TO ELEMENT COUNT. - NELEM = 325
Line Command
32 LINK4 9 Dynamically Dimensions Discretizer Arrays
33 IARRAY Reset location 450 in the scalar integer array
to the value 250
34 PSIBD Set diagonals, each subdomain
37 LINK2 14 Initiates discretizer
38 NETA Number of dimensions in the local coordinate
system direction for each subdomain
40 NEPS Coordinate system direction for each subdomain
Number of divisionsin the ¢ local coordinate
system direction for each subdcmain
42 STYPE Number of corner verticies on each subdomain
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Line

44

45

53

55

60

34

Command

SELCN

DEPVAR

DONE

READ

IARRAY

Grid point numbering for subdomain local
coordinate definition

1. Order is:

Corner grid points counter-clockwise followed
by side grid points counter-clockwise

2. Corner grid points 1 and 2 define the local
abscissa direction

Corner grid points 1 and 4 define the local
ordinate direction

3. Nodes are generated in rows sweeping from the
origin to the maximum ordinate

Numbers on this card define the relative addresses
for storage of coarse grid data following:

289 indicates abscissa coordinate values
290 indicates ordinate coordinate values
1248 indicates primary flow velocity data

Signifies end of discretizer data and causes the
grid refinement to occur and primary flow velocity
values to be distributed over the refined grid

Reads integer data from unit 5 (card reader) into
array beginning at relative address 63 (generated
finite element numbers). The data are displaced
in the array 918 words from the beginning

Reset the generated finite element count to 325

In NAMEOL

NSELEM is the number of subdomains specified
NSNODE is the number of specified grid points
ISIDE is the maximum number of sides

NODES dimensionalizes discretizer generated node-
Tength arrays. Must be jreater than.the
maximum number of nodes to be generated in
a subdomain:- ' s

NVAR  is the‘number of arrays to be parametrically
distributed



Iv.

98
101

TITLES AND HEADINGS

ol
62
63
64
&5
66
&7
&8
69
70
721
72
73
74
75
76
77
78
79
80
81
82
83
84
85
86
87
88
89
90
9?1
?2
?3
?4
95
26
?7
78
99
100
101
102

vEDLKAF] LUS

WING / FUSELAGE JUNCTURE FLOW.

DONE
COMTITLE

WING / FUSELAGE JUNCTURE FLOW.

DONE

DESCRIPT 332
REFERENCE
LENGTHe s o v ossee
VELOCITYeseonee
DENSITY oo sooes
TEMPERATURE ¢ o 4 »
ENTHALPY o000 e
FROZ.SPEC.HEAT.
VISCOSITY:esose
L OCAL PRESSURE.
LOCAL SOLUTION.
T2PFIXesosoesns
NWGEOM H’'Sseees
X1/LREFeosv 0o

I0PAR
ENGLISH-FT

sFTooeessnns

WFT/S80000000
LBM/FT3e0ss
+RANKINE. oo
+BTU/LBMs oo
+BTU/LBH-R. .
«LBM/FT-S.us
ePSFoesssnns
«MACH NO.ooo
eH2lieveonns
eHIleoovosne
+DX31/LREF ...

eINsossesnns
NeAsssossee
NeAso
eNeAoerosess
QNOAOOOOOOOO

seee

NeAsoosovon

LI TR

ePSLevovanss
«IPDX1sss0es
06224000000
eG324000000s
+EPSILON, s

PARAMETER TITLES FOR OUTPUT.

ENGLISH-IN M-K-S

eMesosvoonne

oM/Seeernses
KG/M3eesenee
+KELVINsoos oo
oKJ/KBesosos
«KJ/KG-Koo o
NT-S/M2404
KNT/M2e000s0
+ENERGY o0
eG23s 000000

¢G3Besesrens
+«DX1M/LREF ..

€C-G~S

CMeseeronss

CM/Ssesennse
G/CCeconne

eNsAcsvoosas
NeAcssossoe
oNeAvesosnee
+POISEsseess
«TORRe e s ss e
«INT. VAR...

eFlessosssren

eGleceoovens

+REFL RE NO.

DONE
MPARA -1
Sk2y 2 2 162 164

3%x2 1465 2»

IONUMB -1
999

UL /UREF
DISS/DISSREF
v’

DONE

I0SAVE -1

1248 2248 3248 1247 5248,
6271 7271 8271

IOMULT -1

-175 3%2»
2 2 169 168 167,

5%200
200 10 200 10 10»
200 97 200 97 200»
200 38 200 38 38»

398 4%11 186,

DESCRIPT 203

999» 200 4%43,»

200 4xI1 139, 11 12 14
T TITLES FOR OQUTPUT DEPENDENT VARIABLES.
U2/UREF

163, 3%2 164 163,
3Ix2 176 2»
3%x2 108 2» S5%2y

3%2 170 174,
3%2 177 178,
S5%2y Sx2 T

200 27 200 27 27,

200 58 200 58 200»

200 30 200 30 200y

999 39 4%x346y 300 154 100 135 122,
RS 47 T

U3/UREF NU/NUREF TKE/TKER
PP / PSTAG u’ uv Uuw
ul

6248 7248 3271 4271 5271,

3x2 21 3%2 -2 22 -2 2 -2, 13k1_ T

Command

DESCRIPT 204
COMTITLE
DESCRIPT 332
MPARA

IONUMB
DESCRIPT 203
I0SAVE
IOMULT

Std print titles
Problem identifying titles
Std output header labels

Scalar parameter print multipliers

Scalar parameter print locations

Dependent variable print labels

Dependent variable print locations*

Dependent variable print multipliers (RARRAY LOC.)

*Note in line 99 that the dependent variables are identified by decoding each
number specified (i.e. 1248 is stored in the first NODE locations beginning at
the address in 1Z(248); Variable 2, 2248, is directly behind Variable 1 since
it is stored in the second NODE locations beginning at the address stored in
12(248); etc.).
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V.1 BOUNDARY CONDITIONS

162 IBORD -1
163 10%I1 1» 174110 20, 10%I-1 190, 18%I-10 171 T
164 KBNO 1
165 ADD DONE
166 19%110 1 T FIX WALL NODES.
167 KBNO 2
168 ADD DONE :
169 19%110 1 T FIX WALL NODES
170 KENO 3
171 ADD DONE
172 19%I110 1 T FIX WALL NODES.
173 KBNO 7
174 ADD DONE
175 19%110 1 T FIX MWALL ONLY FOR PP
176 KBNO 8
177 ADD DONE
178 19%110 10 T
179 KBNO 9
180 ADD DONE
181 9%xI10 10, 9%I10 110 T FIX OUTSIDE BOUNDARY - BUT NOT CORNER»
182 WHICH IS NOW INTERIOR.
Line Command
162 IBORD List of adjacent domain boundary nodes
164 KBNO 1 Nodes where u; is held constant (wall nodes)
167 KBNO 2 Nodes where u, is held constant (wall nodes)
170 KBNO 3 Nodes where u; is held constant (wall nodes)
173 KBNO 7 Nodes where perturbation pressure held at intial state
176 KBNO 8 Nodes where complementary pressure held at initial state
179 KBNO 9 Nodes where equation potential (¢) is held at zero

Named-side cards are formatted [4(A8, I8, 4X)]

Boundary conditions are applied to secondary flow plane.

Positive direction is counter-

X2
clockwise (ie. [-RIGHT 2] fixes ?
the right column and node numbers. P
Node numbers are stored beginning left Q right
at the second row from the top and
] bottom
proceeding toward the bottom row). T X3
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V.2

Line

184
186
187
188
190
193
194
195
196
199
201
202
203

INITIAL CONDITIONS

47
4
250 0 T
3

30 T
-1

19
IPHI IN GEOMFL

NODFCP

-1
17T
47
2
11 T
10 T
11T
1
1

19

NODPPR
TBL INP
NODPPR
374
390
3

90
+0
43 1.0
15
3
é
15
3
b
95 0.9E-3
A
107 O T SET NE1E2 = O
5
DONE
1, 10
é

19%I10 T FIX WALL AND FREESTREAM NODES.

DONE

1» 19%I10 10 T FIX WALL AND FREESTREAM NODES,

Compute the nondimensionalizing parameters

Compute the finite element matrix coefficients

Compute the complementary pressure from Cp table

Reset the nodal subset string lengths

Reset the nodal subset strings

Generate finite element-node g16ba1 connection table
Evaluate initial distributed complementary pressure (Pc)
Generate the primary flow velocities

Re-evaluate initial distributed complementary pressure (Pc)
Evaluate wall skin friction effects

Evaluate effective boundary layer integral parameters

Evaluate wall skin friction effects

183 IARRAY
184 LINK3
185 IARRAY
186 LINK1
187 LINK2
188 CNTPTS
189 19%10 T
190 CNTNDS
191 190%11
192 IARRAY
193 LINK1
194 LINK1
195 LINK2
194 LINK1
197 IARRAY
198 RARRAY
199 LINK2
200 RARRAY
201 LINK2
202 LINK2
203 LINKS
204 LINK2
205 LINK2
206 LINKS
207 RARRAY
208 LINKS
209 IARRAY
210 KBNO
211 ADD
212 19%I10
. 213 KBNO
214 ADD
215 19%I110
Command
LINK3 4
LINK1 3
LINK2 30
CNTPTS
CNTNDS
LINK1 2
LINK1 11
LINK2 10
LINK1 11
LINKZ2 3
LINKZ 15
LINKZ2 3
LINKS

Evaluate initial turbulence diffusion coefficients
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V.1 PRIMARY FLOW PARAMETER TABLES

103 CNTPTS -1
104 19 19 T
105 CNTNDS -1
1046 10%I-10 100, 9%I-1 95 10%I10 100, 9xI-1 189 T
107 LARRAY 47 2
108 LINK2 23 T CALL CPSTUP TO READ IN CP DATA.
109 C.0 £.,02784 0.04731 0.0714S 0.10210 0.14010 0,19000
110 0.26870 0.41840 0.76770 1.51600 3.,01300 6.00800 9.00200
111 0.,00999
112 0.46940 0,46940 0.42770 0.38980 0.346030 0.336%90 0.31740
113 0.29980 0.28560 0.28160 0.28580 0.29330 0.33690 0.29710
114 ’ 0.01914
115 0.38290 0.38290 0.35650 0.32150 0.29170  0.246730  0,24480
116 0.22830 0.21340 0.20940 0.21440 0,21980 0.24730  0.22400
117 0.,03126
118 0.29870 0.29870 0.28500 0.25710 0,22970 0,20600 0,18540
119 0.16700 0,15260 0.14910 0.15500 0,16010 0.17520 0.16440
120 0.04429
121 0.21490 0.21490 0,21020 0.,19090 0.16830 0.14700 0.12800
122 0.11040 0.09699 0,09488 0.10170 0,10680 0.11750 0.11180
123 0.06409
124 0.131%0 0.,13190 0,13350 0.12220 0.10560 0.08826 0.07195
125 0.054642 0.04%503 0.04494 0,05295 0.05821 0.06638 0.,06353
1246 0.0RASA
127 0305079 0.05079 0.05659 0,05191 004182 0.02944 0.01691
128 0.00491 =~0,00370 =-0.00108 0.00823 0.01375 ©0.02055 0,01944
129 0.13310
130 ~0.10500 =-0.10500 -0.09411 -0.08947 =-0.08799 -0.08917 -0,09175
131 ~0,09444 -0.09397 -0.08425 -0.07182 -0.06549 -0.06010 -0,05904
132 0.1609
133 -0.1788 -0.1788 ~-0.1664 -0.,1584 -0.1522 -0,148 -0.1451 0.
134 "100 -100 -100 -1'0 -100 "100 "100 00
135 0,2224
136 -003151 ‘003151 -003012 -002879 —002739 —002601 ‘002466 02
137 -1.0 -1.0 -1.0 -1.0 -1.0 -1.0 ~1.0 o.
138 042908
139 -0.4296 -0,4296 -0,4155 -0.3982 -0.3783 -0.3571 -0.334S o
140 -1.0 -1.0 _100 '100 —100 —100 ‘100 00
141 0440250
142 ~0.54460 -0.54460 -0,53120 -0.51030 -0.48480 -0.45640 -0,42500
143 ~0.38670 -0.34020 -0.29330 -0.26800 -0,25890 -0,25390 =-0,25000
144 0.50
145 ~0.57430 -0.57430 -0.56140 ~0.53960 -0.51270 -0.48250 -0.44880
146 ~0.,40740 -0,35480 -0,30640 -0.28000 -0,27070 =-0.26570 =-0.26170
147 0.5975
148 -+5446 -.5446 -.5312 -.5103 -.4848 -.4567 ~.425 .5
149 -100 "100 -1