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SUMMARY 

STATUS AND PROSPECTS OF COMPUTATIONAL FLUID DYNAMICS FOR UNSTEADY TRANSONIC VISCOUS FLOWS 
W J McCroskey, P Kutler, and J 0 Brldgeman 

Ames Research Center, Moffett Fleld, Callfornla 94035 

Appllcatlons of computatlonal aerodynamlcs to aeronautlcal research, deslgn, and analysls have 
lncreased rapldly over the past decade, and these appllcatlons offer slgnlflcant beneflts to aeroelas­
tlclans ThlS paper traces the past developments by means of a number of speclflc examples, and prOJects 
the trends over the next several years The cruclal factors that 11mlt the present capabl1ltles for 
unsteady analyses are ldentlfled, they lnclude computer speed and memory, algorlthm and Solutl0n methods, 
grld generatlon, turbulence model lng, vortex modellng, data processlng, and coupllng of the aerodynamlc 
and structural dynamlc analyses. The prospects for overcomlng these 11mltations are presented, and many 
lmprovements appear to be readl1y attalnable. If so, a complete and rellable numerlcal slmulatl0n of the 
unsteady, transonlC V1SCOUS flow around a reallstlc flghter alrcraft conflguratlon could become posslble 
wlthln the next decade The posslbl1ltles of uSlng artlflclal lntelllgence concepts to hasten the achleve­
ment of thlS goal are also dlscussed. 

INTRODUCTION 

The extraordlnary growth In computer technology of the past two decades has revolutl0nlzed the deslgn 
of modern alrcraft, especlally alrcraft that crUlse or maneuver In the transonlC flow reglme There lS no 
need to belabor the contrlbutlons of computatl0nal fluld dynamlcs (CFD) to solvlng aeronautlcal problems, 
as a large number of reVlew papers have been wrltten on thlS subJect, Refs 1-7 are but a small sample 
Sufflce It to say that the requlrements and potentlal beneflts for predlctlng the performance and steady 
alrloads of advanced alrcraft have been a maJor drlvlng force In the development of eXlstlng CFD technology 
and contemporary supercomputers, and that, as a result, lmpreSSlve capabl1ltles eXlst today ThlS paper 
addresses the current status and the prospects for developlng new CFD methodology to predlct the aeroelas­
tlC behavlor of future advanced alrcraft. We wl11 focus on the prlnclpal factors that wl11 determlne the 
success or fallure of computatl0nal aerodynamlcs to meet the needs of aeroelastlclans, and on the future 
developments that mlght be expected to alter these factors. 

The demands of the aeroelastlclty communlty on aerodynamlclsts are staggerlng. For dozens or even 
hundreds of cases, they are asked to provlde the three-dlmenslonal, unsteady alrloads on complex geometrles 
(lncludlng external stores) at transonlC fllght condltl0ns for WhlCh V1SCOUS effects are lmportant, and to 
couple these aerodynamlC characterlstlcs wlth the complex structural-dynamlc behavl0r of the alrframe 
Furthermore, these results are to be obtalned qUlckly, and wlthout slgnlflcantly lncreaslng the natlonal 
debt Thus, calculatlng the flutter boundarles of flexlble alrcraft flYlng at transonlc speeds lS at least 
an order of magnltude more dlfflcult than the more wldely publlclzed task of predlctlng the performance of 
aerodynamlc conflguratl0ns In steady fllght Flnally, aeroelastlc calculatl0ns are more speclallzed, and 
fewer people are worklng In thlS area, than In steady aerodynamlcs. Fortunately, there lS clear eVldence 
In the 16 papers of th1S Spec1allsts' Meetlng, and elsewhere, that conslderable progress has been and lS 
belng made toward adapt1ng and extendlng the latest CFD methodology for steady flows lnto the unsteady 
domaln However, we wl11 demonstrate that new thrusts, new ldeas, and new levels of effort w111 be 
requlred to meet the aeroelast1c1ans' future requ1rements. 

One way to Vlew the task of determln1ng flutter behavl0r lS to thlnk of lt as an exerc1se In slmula­
tl0n That lS, we want to avo1d unacceptable catastrophes In real 11fe by analyzlng approprlate r1sk-free 
slmulat10ns of the phenomena One may note, 1n passlng, that thlS concept lS more akln to the lssues 
faclng the nuclear power lndustry than to those of predlct1ng alrcraft performance. The pOlnt lS that we 
wlsh to slmulate a complex dynam1cs problem 1n SOlld mechan1cs Wh1Ch lS dr1ven by compl1cated, boundary­
dependent, and nonllnear aerodynamlc forclng functlons. We now have aval1able to us hlghly developed 
technlques for phys1cal slmulatl0ns (WhlCh we call wlnd-tunnel testlng) and rapldly develop1ng technlques 
for numer1cal slmulatl0n (WhlCh can comb1ne large sC1entlflc computers, structural-dynamlc analyses, and 
computatl0nal aerodynamlcs) Each type of slmulatl0n has ltS strengths and ltS 11mltatlons, as lndlcated 
In Flg 1. The relat1ve merlts are frequently debated, but we shall not dwell on these lssues here, except 
to argue for the JUdlCl0US use both of experlment and computatl0n to complement each other 

As dlscussed In Sectlon 3, our proJectl0n lS that complete and rellable numerlcal slmulatlons wll1 
become posslble wlth1n the next decade for complex conflguratl0ns, and that h1gh-qual1ty phys1cal experl­
ments wll1 play cruc1al roles 1n develop1ng and valldat1ng these numerlcal slmulat10ns However, the cost 
of the complete slmulatlons may well be exceSSlve for the hundreds of comblnatlons of flow parameters, 
structural frequencles and mode shapes, and w1ng-store conflguratlons that aeroelast1clans wll1 probably 
want to analyze Therefore, there wl11 clearly be an ongolng need for less costly, more approxlmate Slmu­
latl0n methods, even though some accuracy may be sacr1f1ced. The development and valldat10n of such eng1-
neerlng slmulatl0ns wl11 be greatly enhanced by an lntelllgent comblnat10n of the large-scale numerlcal 
and physlcal slmulatl0ns 

The maln thrusts of thlS paper, then, are to demonstrate the rap1d and contlnulng growth of computa­
tl0nal aerodynamlcs, to lndlcate the prlnclpal areas that must be further developed lf computatlonal aero­
dynamlclsts are to provlde slgn1flcantly better tools for aeroelastlc1ans, and to examlne the requlrements 
for a complete, tlme-accurate numerlcal slmulatlon of the unsteady, transonlC V1SCOUS flows around a 
real1stlc flghter a1rcraft conflguratl0n Th1S paper should be consldered to be complementary to the 
broader, companlon revlew of V. L Peterson, ent1tled "Trends In Computatl0nal Capab111tles for Fluld 
Dynamlcs" (Ref 8), glven earller at thlS Speclallsts' Meet1ng. No attempt has been made to reVlew com­
prehens1vely the large and rapldly growlng body of 11terature on unsteady computat10nal aerodynam1cs 
Rather, our somewhat random and parochlal cholce of representatlve examples largely reflects the research 
wlth WhlCh we are most fam111ar and the results WhlCh are most readlly avallable to us 

Presented at the AGARD Structures and Materlals Panel Speclallsts' Meetlng on "Transonlc Unsteady 
Aerodynamlcs and Its Aeroelastlc Appllcatlons," September 3-5, 1984 
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~ COMMAnONAC EXPERIMENTATION 

PROCEDURES 

I ADVANTAGES I 
• EASILY APPLIED 

• FEWEST RESTRICTIVE ASSUMPTIONS 

• OPTIMIZATION LINK POSSIBLE 

• COMPLETE FLOW FIELD DEFINITION 

• TREATMENT OF COMPLICATED 
CONFIGURATIONS 

• NO MACH NO OR REYNOLDS NO 
LIMITATIONS 

• COST EFFECTIVE 

• EASY TO CHANGE GEOMETRY 

• REPRESENTATIVE OR ACTUAL 
CONFIGURATION 

• REPRESENTATIVE AERODYNAMIC DATA 

• OBSERVATION OF NEW FLOW PHENOMENA 

• EASY TO CHANGE FLOW PARAMETERS 

DISADVANTAGES I 
• INADEQUATE TURBULENCE 

MODELS 
• COSTLY MODELS AND TUNNEL TIME 

• LACK OF COMPUTER STORAGE 
AND SPEED 

• TUNNEL DEPENDENT FLOW 
CONDITIONS (WALLS, IMPURITIES, 
TURBULENCE, DISTORTION) 

• ACCURACY OF FINITE -
DIFFERENCE REPRESENTATIONS 

• LIMITED AMOUNT OF DATA 

• ACCURACY OF DATA OBTAINED 
• EXPENSIVE FOR MANY RUNS • SCALING (VISCOUS EFFECTS, 

CHEMICAL NONEQUILIBRIUM, etc) 

USE BOTH TOGETHER 

F1g 1 Complementary tools for aeronaut1ca1 des1gn 

2 THE GROWTH OF CFD CAPABILITIES 

An overall g11mpse of the development of Computat1ona1 F1u1d Dynam1cs over the past 30 years. espe­
c1a11y as app11ed to unsteady. external aerodynam1cs. lS glven 1n Table 1 Generally as new capab111t1es 
develop for treat1ng non11near aerodynam1cs. the1r app11cat1on to spec1a11zed unsteady problems (such as 
flutter) tends to lag beh1nd the correspond1ng steady app11cat1ons by about a decade. Th1S lS due partly 
to the add1t1ona1 d1ff1cu1t1es of perform1ng t1me-accurate ca1cu1at10ns. as opposed to determ1n1ng the 
harmon1C components of the aerodynam1c force coeff1c1ents by uS1ng 11near theory. partly to the extra com­
p11cat10n of coup11ng the unsteady alr10ads wlth the structural deformatlons of the vehlc1e. and partly to 
the re1at1ve1y h1gher level of effort that has been expended toward pred1ct1ng steady a1r1oads and 
performance. 

TABLE 1. STAGES OF COMPUTATIONAL AERODYNAMICS DEVELOPMENT 
INCLUDING UNSTEADY EFFECTS 

In1t1at1on t1me per10d 
Approx1mat1on level Capab111ty 

Research App11cat1ons 

I L 1 nearl zed Subson1c/superson1c 
1nvlsc1d Pressure d1str1but10ns 

Vortex and wave drag 19505 19605 
Fl utter 

II Non11 near Above plus 
1nV1SC1d Transomc 1960s 1970s 

Hyperson1c 1970s* 1980s* 

III Re-averaged Above plus 
Nav1er-Stokes Total drag 1970s 1980s model Separated flow 
turbulence Stall/buffet 1980s* 1980s* 

L1m1tat10ns Computer Slze and speed 
Turbulence mode11ng 
Structural coup11ng* 
Manpower* 

*Inc1ud1ng unsteady effects 

Before trac1ng the growth of speclf1c CFD capabl11t1es over the past decade. lt lS useful to bear 1n 
m1nd some of the spec1a1 aerodynamlc features of flutter problems. as 111ustrated 1n F1g 2 For a glven 
level of geometr1ca1 comp1ex1ty. the most d1fflcu1t problems tend to occur 1n the transon1C f11ght reglme. 
where non11near aerodynam1cs must be cons1dered Furthermore. the d1ff1cu1t1es are generally compounded 
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DECREASING COMPLEXITY 
FOR FLUTTER CALCULATIONS 

o 0 0 .. ~ ..... --LARGE- - -SMALL NEGLIGIBLE 
SHOCK SHOCK SHOCK 
MOTION MOTION MOTION 

REDUCED FREQUENCY 

MACH NO 

CD QUASI STEADY 
HIGHLY NONLINEAR 

0 UNSTEADY NONLINEAR 
COMPLEX FLOW 
SLOW ALGORITHMS 

0 TIME LINEAR 

0 FULLY LINEAR 

Flg 2. Unsteady flow reglmes for transonlC wlngs. 

at lower reduced frequencles, where the shock-wave motlon lS the largest and the resultant unsteady aspects 
of the fluld phYS1CS are the most complex. 

Unfortunately, the current computatlonal-aerodynamlcs codes that mlght be capable of capturlng these 
low-frequency complexltles tend to have severe stablllty llmltatlons wlth respect to the maXlmum tlme step 
that can be used. ThlS translates lnto long computatlonal tlmes per cycle of osclllatl0n. In addltl0n to 
purely flnanclal reasons, long CPU tlme lmpedes progress In several ways Flrst, lt dlscourages new users 
from trYlng unfamlllar codes and becomlng comfortable wlth them, second, lt dlscourages experlenced users 
from experlmentlng wlth the codes In new appllcatlons, and thlrd, lt llmlts code developers In thelr efforts 
to reflne, tune, and extend the methods. 

An lmpractlcal concluslon that could be drawn from Flg. 2 lS that aeroelastlc analyses would be slmpll­
fled lf the vehlcles were restrlcted to subsonlc speeds, or lf the natural frequencles of the structures 
could be lncreased by an order of magnltude 

2.1 RepresentatlVe Calculatlons-1974 and 1984 

A better understandlng of the current trends In computatlonal aerodynamlcs can be obtalned by traclng 
the growth ln capabll1tles that has occurred over the past decade In thlS sectlon we wlll note a few 
examples that were partlcularly noteworthy as state-of-the-art Clrca 1974, and dlSCUSS the correspondlng 
capabll1tles today. 

2.1.1 Steady flow, complex geometrles 

For many years, llnear panel methods have been the prlmary tool for analyzlng complete vehlcles of 
complex geometry Flgure 3 lllustrates the degree of SOphlstlcatl0n that has been and lS posslble. Larger 
computers have enabled the use of more panels, wlth a correspondlng lmprovement In the resolutlon of the 
surface alrloads. However, the prlmary advance In panel methods Slnce 1974 lS the present capablllty to 
treat supersonlC problems wlth the same surface representatl0n that before could be done only for subsonlC 
cases. Flgure 4 shows representatlve results (Ref 9) for a flghter conflguratlon wlth canards. The 11ft 
of the alrcraft lS well predlcted, but further lmprovements are requlred for predlctlng the drag. 

Insofar as nonllnear methods are concerned, three-dlmenslonal transonlc small-dlsturbance calculatl0ns 
of wlng-body comblnatl0ns were posslble wlth the Balley-Ballhaus code (Ref. 10) a decade ago. More compll­
cated conflguratlons are routlnely analyzed wlth full potentlal methods today, and Euler methods are comlng 
to the forefront, e.g., Refs. 11-13. Flgure 5 shows the recent calculatl0ns of Jameson and Baker (Ref 11) 
These results have not been verlfled by lndependent calculatl0ns or comparlson wlth experlment, and the 
very coarse grld on the tall surfaces lS probably lnadequate for resolvlng the flow In that regl0n. How­
ever, the lnfluence of the body and tall on the flow over the wlng lS probably captured accurately enough 
In thlS slmulatl0n. 

2.1.2 Complex steady flow, slmple aerodynamlc shapes 

Jameson's FL06 transonlc potentlal-flow code (Ref 14) for alrfolls wlth shock waves came lnto general 
use In the early 1970s, and by 1974, weak V1SCOUS correctlons had been added (Ref 15) Wlth regard to 
vlscous-domlnated flows, In that era Mehta (Ref. 16) treated the fully separated flow of an alrfoll at hlgh 
angle of attack uSlng the lamlnar Navler-Stokes equatlons, and computed the self-lnduced fluctuatl0ns as 
well as the mean alrloads. Today the stalled alrfoll at hlgh Reynolds numbers remalns an unsolved problem, 
but thlS lS malnly because of the turbulence model lng, and not because of the computatl0nal barrlers. 

A decade ago Delwert (Ref. 17) treated shock-lnduced separatl0n on a nonllftlng alrfoll wlth the 
Reynolds-averaged Navler-Stokes equatl0ns, uSlng an algebralc mlxlng-length model of the turbulence. That 
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MEAN SURFACE 
MODEL 

SUPERSONIC 1970's 

ACTUAL SURFACE 
MODEL 

SUBSONIC 1970's 
SUPERSONIC 1980's 

Flg 3 Surface panel geometrles for 11near calculatl0ns. 
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Flg 4 Panel methods applled to a supersonlC flghter alrcraft (Ref 9). 

WING SURFACE PRESSURES SURFACE GRID 

x/c x/c 

Flg. 5 Euler calculatlons of a wlng-body-tal1 comblnatl0n (Ref 11), 
~ = 0.84, a = 2.44°, 96 x 16 x 16 grld. 
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capab111ty has S1nce been extended to a 11ft1ng transon1C w1ng by Mansour (Ref. 18), 1nclud1ng both shock 
waves and tip vortex format10n (F1g. 6), and to afterbodies w1th propulsive Jets by De1wert and Rothmund 
(Ref. 19) (F1g. 7). 

FIg 6. 
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Flg. 7. Thln-layer, Reynolds-averaged NaVler-Stokes calculatlons of a conlca1 afterbody wlth a propu1slve 
Jet (Ref. 19), ~ = 2.0, a = 6°, MJ = 2.5, Re = 1.5 x 10 6 ,140 x 100 x 20 gr1d. 

Although Mansour's wing calculations were performed on a relatively coarse grld, several hours of CPU 
tlme were requlred to obtaln the results shown In Flg. 6. Furthermore, the agreement wlth the experlmenta1 
data lS only falr, and probably 10 tlmes as many grld pOlnts would be requlred to resolve the detal1s of 
the flow. Nevertheless, thls lnvestlgation represents a ml1estone In ana1yzlng VlSCOUS wlng flows. 

The afterbody ca1culatlons shown In Flg. 7 provlde a remarkable amount of detal1 by uSlng only a 
modest number of grld pOlnts. Thls capablllty stems from a hlgh degree of specla1lzed experlence wlth 
this partlcu1ar code and thls partlcu1ar class of problems, and It lllustrates the value of havlng skl11ed 
experts to work wlth a faml1y of codes Even so, dlfflcu1t cases wlth larger separatlon zones stl11 glve 
problems (Ref. 20). 

2 1.3 Unsteady lnvlscld flow 

One of the showcase results of the mld-1970s was the calculatlon of Magnus and Yoshlhara (Ref. 21) 
for an oscll1atlng alrfol1 wlth a strong shock wave, uSlng an exp1lclt Euler method (Flg 8). Another 
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FIg 8 Euler ca1cu1atlons of a transonlC oscl11atlng alrfol1 (Ref. 21), 
NACA 64A-410 alrfol1, M = 0 72, wc/U~ = 0.20. 

ploneerlng set of results was obtalned by Caradonna and Isom (Ref. 22), uSlng a three-dlmenslonal, unsteady 
transonIc small-dIsturbance code, shown In Flg. 9. The two-dimens10nal small-dIsturbance code LTRAN2 
(Ref. 23) also became avallab1e soon afterward, and It has been used extensively ever Slnce Each of 
these helped pave the way for the computational capablllties that eXlst today, and they provlded lnslghts 
Into unsteady effects that could not have been obtalned eIther by llnear theory or by experlments. 

t Vooi'nR=04 

TWO DIMENSIONAL 
~ 
~"r 

166 THREE·DIMENSIONAL 

o 10 
x/c 

x/c 

Flg 9. Transonlc small-dlsturbance calcu1atlons of a nonliftlng helIcopter blade tlP (Ref. 22) 

The unsteady transonlC small-dlsturbance method has Slnce achleved a hlgh level of maturlty in both 
two and three dlmenSlons. Also, approxlmate VlSCOUS correctIons have been added, and the aerodynamlc cal­
cu1atlons have been coupled wlth the structure (Refs. 24-27). FIgure 10 shows the results of Guruswamy and 
GoorJlan (Ref. 27) for a low-aspect-ratlo osclllatlng wlng These calculatlons, uSlng 51,200 grld pOlnts 
and 1024 tlme steps per cycle, requlred about 30 mln of CPU tlme on a Cray XMP computer to compute three 
cycles of osclllatlon. 
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Flg. 10. Transonlc small-dlsturbance calculatlons of the oscl11atlng F-5 wlng (Ref. 27), 
M = 0 90, K = wc/U~ = 0 55. 

The full-potentlal results of Malone et al. (Ref 28) for the same oscl11atlng wlng are shown In 
Flg. 11. In thlS case, only 18,000 grld pOlnts were used, wlth correspondlngly less resolutl0n. The cal­
culatlons requlred several hours on a VAX 11/780 computer Flnally, the full-potentlal calculatlons by 
Isogal and Suetsugu (Ref 29), for wlngs wlth part-span oscillatlng flaps, may also be mentl0ned to 111us­
trate the current capabl1ltles for lnV1SCld flows. 

2.14 Unsteady V1SCOUS flow 

Although unsteady effects on turbulent boundary layers were computed by several lnvestlgators In the 
early 1970s, there were essent1ally no unsteady V1SCOUS results ava11able 10 years ago that were of d1rect 
lnterest to aeroelast1cians Today we can p01nt to stud1es of oscl11at1ng alrfol1s and flaps uSlng the 
Reynolds-averaged Nav1er-Stokes equatl0ns w1th slmple eddy-vlSCoslty turbulence models that can be run In 
an hour or less on modern supercomputers. As an example, the calculatl0ns of Horlut1 et al. (Ref. 30) are 
shown In Flg. 12. ThlS 1nvest1gatlon also lncludes a study of the effects of w1nd-tunnel walls, WhlCh can 
s1gnlflcantly alter the phase of the unsteady pressure d1str1butl0n beh1nd the shock wave. 

Another recent Navler-Stokes calculat10n at transon1c speed and a h1gh Reynolds number (Flg 13), 
from Ishl1 and Kuwahara (Ref. 31), l11ustrates the grow1ng CFD capabl11ty In Japan. It lS lnterestlng to 
note that these results, which have not been va11dated by exper1mental compar1sons, were obta1ned w1th no 
turbulence model at all. Finally, the recent reVlew of compress1ble Nav1er-Stokes solut10ns by Shang 
(Ref. 32) may be consulted for further examples and for a comprehenslve blb110graphy. 

2 2 Cost and Capability Trends 

The preced1ng examples lndlcate the grow1ng capabl1ltles to solve chal1englng aerodynamlcs problems. 
Much of thlS progress can be traced directly to the extraordlnary growth In computer technology, as dlS­
cussed In Refs. 1-8. Computer speed, memory S1ze, and cost are all lmportant factors In assess1ng the 
present and future capabl11t1es for performlng complex aeroelast1c analyses An overVlew of the trends 
for these factors lS g1ven 1n FlgS 14-16, from Peterson (Ref 8) 

Flgures 14 and 15 show that speed and memory capaclty cont1nue to grow more rap1d1y than the costs of 
the mach1nes. Consequently, the relatlve cost of performlng aerodynamlc calculatl0ns lS decreas1ng dramatl­
cally (Fig. 16). The lmprovements In algor1thms and methods of analysls are more d1fflcu1t to quantlfy than 
are those In hardware, but the general trends are clear, and researchers are conf1dent of further galns. 
The net result 1S that the cost of performlng a glven computatl0n has decreased three or more orders of 
magn1tude per decade (Refs. 6-8), and thlS trend lS proJected to contlnue for some t1me. 
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Flg 11. Unsteady fu11-potentla1 ca1cu1atlons of the oscl11atlng F-S wlng (Ref 28), 
M = 0.90, K = wc/U~ = 0.55. 

An even more important trend, which lS difficult to portray graphlca11y, is the strong tendency to 
attack lncreaslng1y difflcu1t problems (and wlth greater confldence) as speed, memory, numerlca1 methods, 
and physical mode11ng lmprove. To paraphrase the oral verSl0n of Ref. 3, concernlng the lmpact of CFO on 
commercla1 aircraft deslgn, 

The total costs of computing have gone up, not down-we Just do a lot more CFO than ever before 
ln the quest for superl0r, innovatlve deslgns. 

ThlS trend lS also lmp11clt in MacCormack's prediction (Ref. 33) that a Reynolds-averaged Navler-Stokes 
Solutlon for a complete alrcraft wl11 be obtained ln 1985. 

2.3 Summary of Current Status 

The growth of CFO over the past decade has glven us adequate capabl11tles to model compresslb1e flows 
with 1mbedded shock waves and weak V1SCOUS effects (i.e., at low angle of attack and wlthout shock-lnduced 
separatl0n). This can be done on slmple, but practlca1, bodles undergolng small-amplitude motions, ln 
free alr or Solld-wa11 wlnd tunnels. However, many of the codes have not been adequately vall dated and 
ca11brated. Also, we stl11 have, at best, only marglna1 capabl11ties for strong vortlces, strong turbulent 
V1SCOUS effects, complex geometrles ln the transonlc reglme, or slmu1ation of ventl1ated-wal1 wlnd tunnels. 

The comblned hardware and software costs of computlng today's problems are not trlvla1, especlal1y 
when user-manpower costs are lnc1uded. However, the relative costs of computatlons have dropped steadl1y 
by a factor of about 1000 per decade over the past 20 years In addltl0n, the growth ln capabl11ty and 
the reductl0n ln turn-around tlme for a tYPlcal calculatl0n are even more lmportant than the cost trends 
to many segments of the alrcraft lndustry. Except for the 11mltatlons of turbulence mode11ng, the show­
case problems of 1974 can be solved routlne1y In 1984. 
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3. THE CHALLENGES FOR AEROELASTIC APPLICATIONS 

Despite the progress that has been made 1n computat10nal aerodynamics, there are defin1te 11m1ts to 
what can be done pract1cally, espec1ally 1n aeroelast1c appl1cat10ns. Also, the computlng cost for the 
aerodynamlcs part of a typical flutter slmulat10n for a complex veh1cle flY1ng at transonlC speeds could 
exceed the structural-dynamics part by a cons1derable marg1n. In th1S section, we turn to some of the 
pac1ng items and current 11m1tat10ns of CFD as they relate to aeroelastlc problems. We shall also cons1der 
the extent to Wh1Ch some of these 11m1tat10ns m1ght be relaxed or el1m1nated, and 1nd1cate some areas 1n 
Wh1Ch new developments could pay r1ch d1v1dends. 

3.1 Lim1ting Factors for Computat10nal Aerodynam1cs 

F1gure 17 111ustrates the most 1mportant pac1ng 1tems 1n applY1ng computat10nal aerodynam1cs to aero­
elast1c problems. Gr1d generat10n, turbulence model1ng, and computer hardware and software were 1dent1f1ed 
1n Refs. 5 and 6 as pr1mary pac1ng 1tems, and th1S w111 rema1n true for the foreseeable future 1n almost 
all areas of CFD Current app11cat10ns are 11m1ted by both computer speed and memory, the re1at1ve 1mpor­
tance of each can be debated for a1rcraft performance pred1ct10ns and des1gn. However, as we shall see, 
the roles of the algor1thm and solution methodology tend to be more 1mportant 1n t1me-dependent problems 
than 1n steady-flow pred1ct10ns. This 1S because smaller t1me steps are often needed for stab111ty con­
slderat10ns than for accurately captur1ng the unsteady features of the flow. 

GRID GENERATION TURBULENCE MODELING COMPUTER POWER ----, 
SOLUTION METHODOLOGIES AND ALGORITHM DEVELOPMENT 

~/ ... 

~
"-\ THIN·LAYER ~ 

NAVIER STOKES ~ 
::E 

EULER ~ 

FULL POTENTIAL 

/ 
STABILITY / 

/ 
/ 

/ 
GRID SPACING 

AEROELASTICITY - LACK Of' CFD SKILLED ENGINEERS AND MANAGERS 

F1g. 17. Pac1ng 1tems in computat10nal flu1d dynam1cs. 

/ 

Another novel aspect of aeroe1asticity 1S less of a techn1cal 1ssue than a management one, namely, 
the shortage of eng1neers and research sC1entists who are spec1al1sts 1n both computational flu1d dynam1cs 
and structural dynam1cs. To a certa1n extent, the rate of progress can be expected to be proport10na1 to 
the level of effort expended and to the Sk111s of the people exert1ng the effort. In add1t10n, there are 
even fewer managers who have been tra1ned 1n both these d1sc1p11nes 

Ins1ghts 1nto the magn1tude of the challenges, and prospects for non11near aeroe1ast1c app11cat1ons, 
can be obta1ned by ana1yz1ng the factors that determ1ne the Solut10n t1mes, or CPU requ1rements, for a tYP1-
cal t1me-accurate, unsteady a1r10ads ca1culat10n For most CFD methods, the CPU t1me can be expressed as 

CPU = A x WGT x ~ x Nr/FLOPS 

where 

A = "numerlcal lnefflc1ency" factor 

WGT = number of operat10ns per gr1d p01nt per t1me step 

NG = number of gr1d p01nts 

m = 1 for f1n1te-difference, ~2 for panel methods 

number of t1me steps = (number of t1me steps/cycle) x (number of cycles) 
lengths/cycle) x (number of cyc1es)/~T 

~T = nond1mens1ona1 time step = U ~t/L 

FLOPS = number of f10at1ng-po1nt ar1thmet1c operat10ns per un1t t1me 
11 
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Here we Introduce the effIcIency factor A, to emphasize that the code may not take full advantage of 
the computer beIng used, In practIce It is a functIon of the programming efficIency, the degree of vectori­
zatlon, the couplIng between the grId and the solutIon algorithm, the user experience, etc. Ideally, its 
value should approach unIty, but especIally wIth the advent of supercomputers with novel architecture, It 
could be much larger 

The number of arIthmetIc operatIons per grId pOInt per tIme step, WGT, IS a strong function of the 
numerIcal method, that IS, of the flow equations, the boundary condItions, the solutIon algorithm, and the 
grId. The quantIty NG represents the number of grid pOInts for a finIte-dIfference method, the number 
of elements for a fInIte-element method, or the number of panels for a panel method. Consequently, WGTNG 
represents the number of arIthmetic operatIons that must be performed at each iteratIon or time step, 
although, In some Instances WIth panel methods, NG log NG IS a more accurate representatIon than Na 

Ideally for aeroelastlc applIcatIons, the total number of tIme steps, NT, would SImply be the number 
of tIme steps per cycle multIplIed by the number of cycles needed to determine the flutter characterIstIcs. 
However, many nonlInear aerodynamICs codes have stabIlIty or accuracy lImIts that are determIned by a non­
dImensIonal tIme step, ~T = U ~t/L. Thus the maxImum permISSIble value of ~T typically depends upon the 
compleXIty of the problem, the algorIthm, the grId, and the deSIred accuracy. 

FInally, the computIng speed, FLOPS, IS a function of the computer clock speed and architecture, the 
data management technIques of the code, the memory requIrements (In-core or external memory), and the solu­
tIon algorIthm Thus It IS clear that many different factors determIne the CPU tIme, and the cost, of an 
aerodynamIC calculatIon 

EstImates have been made of the solutIon tImes that would be required to run a WIde range of contem­
porary tIme-accurate methods on modern supercomputers. Table 2 shows a breakdown of the factors In Eq. (1) 
for a wIng of moderate compleXIty undergOIng three cycles of OSCIllatory motIon and 25 chord lengths of 
travel per cycle, runnIng on a computer WIth a nomInal sustaIned rate of 80 mIllion floating-pOInt opera­
tIons per second. By "moderate complexity," we mean somethIng a bIt more complIcated than the wIng shown 
In FIg. 6. ThIS mIght Include, for example, a relatIvely clean WIng-body combInation, a wIng with a flap, 
a wIng WIth a tIP tank or tIp-mounted rocket, etc., but not a wing WIth multIple external stores. Other 
assumptIons are noted In the notes to Table 2. 

TABLE 2. COMPUTATIONAL REQUIREMENTS FOR COMPLEX OSCILLATING WINGS 

Flow model WGT NG ~T 
CPU, Memory, Notes ffilnutes ffillli on words 

Nonllnear panel WGT x ~ ;; 2 x 108 o 05 60 2.0 a,e 

Small disturbance 100 10 5 0.06 8 0.6 b,d 

Full potential 600 10 5 0.04 23 2.0 d,e 

Fu 11 potentl a 1 
and Integral B L 630 10 5 o 02 50 2 0 d,e,f 

Euler 3000 10 5 0.01 450 3.0 d,e 

Euler and fInIte 
dIfference B L. 2000 2 x 10 5 a 01 600 6 a d,e,g 

ThIn-layer 
Navier-Stokes 3600 la' 0.005 11 ,000 30 d,e 

Reynolds-averaged 
10' NaVler-Stokes 4500 2 x 0.004 35,000 60 d,e 

Notes a. A = 2 
b. A = 3 
e ~T for tIme accuracy 
d ~T for stabIlIty lImItatIons 
e. W~T Includes 100 for grId generation 
f· 5 Increase 1 n WGT for boundary layer 
g. WGT = 500 In VISCOUS layer, 3000 In lnvlsCld regIon 

It should be mentIoned that a tIme step lImit of ~T = a as has been assumed as a rather subjectIve 
estImate of what IS reqUIred to resolve accurately unsteady transonIc effects, Including SIgnIfIcant shock 
wave motIon. For cases whIch can be considered as almost lInear perturbatIons about a nonlInear mean flow, 
much larger values mIght suffice. We also acknowledge that our estImates of the stabIlity lImItatIons on 
~T are very approximate, and the numbers gIven are Intended to gIve a sense more of the relatIve values of 
the varIous methods than of the absolute values The Important pOInt IS that, currently, the more sophIS­
tIcated the method, the more severe IS the stabIlIty restrIction on ~T for hIghly nonlInear problems. 

The solutIon-tIme requIrements are compared graphIcally In FIg. 18. We note agaIn that all of these 
results are very apprOXImate, accurate to one SIgnifIcant fIgure at best. In FIg. 18, the "tlme-llnearlzed" 
estImate refers to any of the numerous methods that are avaIlable for obtaInIng the harmonIC components of 
the unsteady alrloads as a lInear perturbatIon about a nonlInear mean-flow condItIon, I.e, RegIme 3 In 
FIg 2 The estImates for the nonlInear panel methods (whIch are based on Refs 34-36, and prIvate con­
versatIons WIth Forrester Johnson of the BoeIng MIlItary AIrplane Company and Larry ErIckson of NASA Ames) 
are even more apprOXImate, as these methods have not yet been used to calculate the tIme-accurate evolutIon 
of transonIc flow fields. 
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Flg lS Solut10n tlmes for a w1ng of moderate complex1ty, 75 chords travel/case, 19S4 algorlthms, 
SO mflops. 

Slmllarly, the est1mates for comb1ning an Euler method and flnlte-difference boundary layer are purely 
speculatlve. They are based on the work of Van Dalsem and Steger (Ref 37) wlth the steady full-potentlal 
equat10n, and prlvate conversat10ns wlth them, however, thlS approach has yet to be lmplemented In an 
actual unsteady, three-dlmens10nal code. The baS1C concept lS very attract1ve, however. The add1t10nal 
number of gr1d pOlnts In the V1SCOUS layer and wake lS assumed to be the same as the number In the lnV1SCld 
f1eld, but the number of arlthmet1c operat10ns per V1SCOUS gr1d p01nt lS only about 600. Therefore, the 
average value of WGT decreases for the coupled system of equatlons, and the product of WGT and NG 
lncreases only about 30%. 

The lnformat10n In Table 2 and Flg. lS lmpl1es that lf the transon1C effects are m1ld enough to fall 
wlthln the scope of the time-l1near1zed methods, then extenslve flutter analyses are probably affordable 
now. But tlme-accuracy lS expenslve today for any nonllnear method, and lS probably proh1blt1vely so for 
anyth1ng more SOph1st1cated than the potent1al methods. Th1S ra1ses the questlon of what can be done, or 
what lS llkely to be done, over the next few years to br1ng the costs of all the methods down to acceptable 
levels 

3 2 Targets of Opportunlty 

Independent of the efforts of the CFD and aeroelast1c1ty communlt1es, supercomputer technology can be 
expected to lncrease the computatl0n speeds from BO to 250 mflops or more, wlthln the next 3 years, and to 
provlde adequate memory to meet the reqUlrements llsted ln Table 2. In add1t10n, a number of spec1flc 
lmprovements can be read1ly foreseen ln computat10nal aerodynam1cs. Although many of these lmprovements 
wll1 take slgnlflcant amounts of t1me and effort to develop and to valldate, they represent advances that 
are wlthin our grasp 

3.2.1 Algor1thm and numer1cal techn1que lmprovements 

Equation (1) prov1des the bas1s for assess1ng the poss1b111t1es of slgn1f1cantly reduc1ng the CPU t1mes 
for the var10US tlme-accurate methods. The maln thrusts should ObVl0usly be to reduce the total number of 
floatlng-polnt operatlons for each t1me step, as lnd1cated In Table 3, and to decrease the total number of 
tlme steps by lncreas1ng 6T (Table 4). In the follow1ng d1Scussl0n, lt wlll be assumed that the prev10us 
upper llm1t of 6T = 0.05, based on accuracy conslderatl0ns, can be 1ncreased to 0 10 by a comblnatl0n of 
exper1ence and lmproved gr1d techn1ques. 

Nonll near anel methods - These methods have been under development for steady flows, where mult1-grl d 
technlques are use u Refs. 34 and 36). They would seem to be candidates for slgnlficant reductlons 1n 
the number of lteratlons requ1red per tlmr ~tep, and for reduclng the dependence on the number of surface 
panels or fleld grld pOlnts to perhaps NG· or NG log NG, lnstead of N2 Also, lt should be posslble to 
lncrease the tlme step lim1t to 0.1, as noted above, and to remove the stabl1lty restr1ctl0ns that seem to 
affect current lntegral boundary-layer treatments of V1SCOUS effects. 

Transomc small d1sturbance methods-On the other hand, thlS approach has already matured to the pOlnt 
where the number of ar1thmet1c operatlons requlred lS not 11kely to decrease slgnlflcantly below current 
levels. Room for lmprovement eXlsts prlmar11y In decreaslng A to unlty by rewrltlng the eXlstlng codes 
(Refs. 24 and 26), and by lncreaslng 6T, as above ThlS can probably be done by treatlng more of the 
"secondary" terms lmpl1Cltly lnstead of expllc1tly. Wlth add1tl0nal experlence, the same accuracy can 
probably be attalned wlth a 30-50% reductl0n In the total number of grld pOlnts, w1th a corresponding 
reductl0n In CPU tlme. 
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TABLE 3. REDUCING COMPUTATION TIMES 
~ x WGT x N~ = effect1ve total operat10ns/time step 

Flow model Today Future ops/time step 

Nonl1near panel 2 x 108 Reduce m 
Reduce WGT to 1 iteration/tIme step 

Small dIsturbance 3 x 10 7 Reduce A to 1.0 
Full potentIal 6 x 10 7 Reduce Nr, by 50% wIth gr1d adapt10n 
Euler ImplIcIt 3 x 10 8 Reduce WGT by algorithm 
Euler ImplIcit plus boundary 
layer 4 x 10 8 Reduce NG by grId adaption 
Euler explIcit 0.8 x 108 Reduce Nt:: by gr1d adapt10n 
ThIn-layer Navler-Stokes 4 x 10 9 Reduce WGT by algorIthm 
Reynolds-averaged Navler-Stokes 9 x 10 9 Reduce NG by grId adaption and zona 1 mode 11 ng 

Flow solver 

NonlInear panel 
Small DIsturbance 
Full potent1al 
Euler ImplIcIt (Includes B.L ) 
Euler explIcIt 
Navler-Stokes ImplIcIt 

TABLE 4. REDUCING COMPUTATION TIMES 
NR/aT = total number of t1me steps 

aT today Future Improvements 

0.05 InVlSC1d Increase to 0.1 by experIence and 
0.02 B.L. 

0.02 (stabIlity) o 10 (remove stabIlity lImIt) 
0.01 (stab11Ity) 0.02 (1ncrease ax) 
0.005 (stabIlity) 0.1 (remove stab11lty 11mlt) 

grId adaptlon 

Full potentIal methods-The two ma1n ways to Improve th1s approach are to reduce the number of grId 
pOInts requ1red by uSIng solutIon-adaptIve grIds, WIthout IncreasIng WGT, and to Increase aT by means of 
the better gr1ds. A lIkely add1tlonal Improvement WIll be to Include an 1ntegral unsteady boundary layer 
formulat10n, w1th neglIgIble Increase 1n WGT and WIth no stabl11ty restrlct10n on aT. 

Euler methods-It may be possIble to reduce the value of WGT by about a thIrd for thIs approach, and 
to halve NG by the use of solution-adaptIve grIds, as d1scussed below. For the Impl1clt methods, the 
severe tIme-step stab111ty 11mitat10n should d1sappear. For the expl1clt methods, however, 1t IS Inherent 
and w111 remaIn a severe hand1cap. On the other hand, the successful couplIng of f1nlte-dlfference boundary­
layer methods, as discussed above, seems lIkely, and thIS addlt10nal capabIlIty WIll undoubtedly be very 
attractIve to future users. 

Thl n-l ayer and full Reyno Ids-averaged Navl er-Stokes methods - These methods are consl dered together 
because of theIr SImIlar numerIcal characterIstics. The maIn dIfference IS that the thIn-layer approxIma­
tIon neglects the second derlvat1ves In the streamw1se flow d1rect10n, thereby redUCIng WGT by about 20% 
It should be noted that any techn1ques for redUCIng WGT and NG that are developed for the ImplICIt Euler 
methods above probably would be applIcable here, too However, the greatest gaIns w111 come from removIng 
the stabIlIty llm1t on aT, Wh1ch could then be 1ncreased by up to two orders of magnItude 

In practIce, the prlnc1pal reason for gOIng to the full Navler-Stokes method would be to capture some 
separatIon phenomenon for wh1ch a fIner grId 1n the streamwlse directIon would be reqUIred. Th1S IS 
reflected In the larger value of NG' Wh1Ch 1S the ma1n factor that makes the CPU tIme for full Navler­
Stokes so much greater than for the thIn-layer approach 

FIgure 19 shows the reduct10ns 1n CPU t1mes that could accrue from the algorIthm Improvements outlIned 
above, plus the effect of IncreaSing FLOPS from 80 mIllIon to 250 m11110n. In all cases, the number of 
grId pOInts has been halved, and the lImIt on aT has been Increased to 0.10. 

It appears that the nonlInear potent1al-flow methods WIll become very economIcal, and that the more 
sOphlst1cated methods w111 no longer be out of the quest10n for spec1allzed aeroelastlc analyses. Of 
course, FIg. 19 does not show the Important factor of how rapIdly the Improvements can be realIzed In prac­
t1ce. For example, the potentIal Improvements of the small-d1sturbance approach are less, but they can be 
attaIned much qU1cker, than those of the Euler and Navler-Stokes methods. Therefore, we must reIterate 
that the range of flow models descrIbed above represents w1dely d1fferent levels of maturIty and, hence, 
levels of confIdence that aeroelast1clans are lIkely to ascrIbe to them In practIcal applIcatIons ThIS 
would seem to suggest that the small-d1sturbance and full-potentIal codes WIll remaIn much more popular for 
the next few years, despIte the growth In speed and memory of the new supercomputers. 

However, once they have been validated, the Euler and Navler-Stokes codes WIll help to provide new 
understand1ng of and InsIghts 1nto complex flow phenomena, as well as to generate data bases whIch can be 
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F1g 19 ProJected Solut10n t1mes for a w1ng of moderate comp1ex1ty, 75 chords travel/case, 
1mproved algorithms, 250 mflops. 

used to develop greater conf1dence 1n any of the more approx1mate methods If th1S new capab1l1ty lS 
properly comb1ned w1th careful w1nd tunnel exper1ments, a maJor surge 1n unsteady computat10na1 aerodynam-
1CS can be expected 1n the late 1980s, and the proJect10ns 11sted 1n Table 1 w1ll turn out to be pess1m1st1c. 

3.2.2 Gr1d generat10n 1mprovements 

An essent1a1 step 1n solv1ng three-d1mens10na1 aerodynam1c problems lS the generat10n of a sU1tab1e 
gr1d. Th1S 15 one of the most rap1d1y grow1ng areas of CFD, and there have been several meet1ngs 1n recent 
years devoted exc1us1ve1y to gr1d generat10n, e.g., Refs 38 and 39 The recent survey by Thompson 
(Ref 40) 1S part1cu1ar1y noteworthy, and a broader overV1ew can be found 1n Ref. 5 

Several contemporary concepts for generat1ng gr1ds are 11lustrated 1n F1g. 20. A slgn1ficant advan­
tage of some panel methods, and of the transon1c smal1-d1sturbance method, 1S that the appropr1ate boundary 
cond1t10ns can be app11ed on nona11gned gr1ds, however, most of the more SOph1st1cated methods rely on 
body-conform1ng gr1ds. The zonal mode11ng, or mu1t1-block concept, appears espec1a1ly attract1ve for com­
plex conf1gurat10ns. 

The schemes for generat1ng gr1ds can be c1ass1f1ed 1nto two categor1es, a1gebra1c and d1fferent1a1, 
based on the types of equat10ns that are used to compute the 10cat10ns of the gr1d p01nts. Although the 
comp1ex1ty may vary greatly, the a1gebra1c methods are direct approaches. The d1fferent1a1 methods 1nvo1ve 
the Solut10n of e1ther the e111pt1c, hyperbolic, or parabo11c part1al d1fferent1a1 equat10ns, th1S 1S done 
1terat1ve1y 1n the e111pt1c schemes. or non1terative1y 1n the hyperbol1c and parabo11c schemes Refer­
ences 5 and 40 1nclude discusslons on the degree of control that each method prov1des for varY1ng the mesh 
spac1ng, cell volumes and proport10ns, and skewness of the grld 11nes The e1l1pt1c and "nonconforma1" 
a1gebra1c schemes allow except10na11y h1gh-qua11ty gr1ds to be generated about very general body shapes, 
but they are the most computationally 1ntens1ve and expens1ve For th1S reason, the more slmp1e types of 
a1gebra1c schemes and hyperbo11c schemes seem better sU1ted to the class of unsteady problems that requ1res 
regenerat1ng the gr1d at each t1me step 

The concept of adapt1ng the gr1d to some feature of the Solut10n, such as c1uster1ng gr1d p01nts 1n 
reg10ns of large grad1ents, has cons1derab1e potent1a1 for obta1n1ng the maX1mum accuracy w1th the least 
number of gr1d p01nts. Therefore, th1S lS an area of act1ve research 1n the CFD commun1ty. As an example, 
F1g, 21 shows a Solut10n-adapted grid and the assoc1ated 1am1nar Nav1er-Stokes results (Ref. 41) for an 
unusual bluff body. The hyperbolic scheme that was used 1n adapt1ng the 1nner gr1d to the deve10p1ng vor­
tlC1ty f1e1d requlred only a small 1ncrease 1n the CPU t1me, due to the re1at1ve1y small 1ncrease 1n WGT' 
but 1t permitted considerably better resolution of the flow field to be achleved near the corner of the 
body. It lS work of th1S type that leads us to be11eve that the gr1d p01nt requ1rements, and hence the 
CPU t1mes, can be reduced by a factor of two or more w1thout sacr1f1c1ng accuracy, as presented 1n Sec­
t10n 3,2.1. 

3.2.3 Turbulence mode11ng 

The slmu1at10n of the dynam1cs of turbulence rema1ns the foremost challenge 1n f1u1d dynam1cs today. 
and turbulence mode11ng 15 probably the weakest 11nk 1n the cha1n of computat10na1 aerodynam1cs technology 
The computat10nal power ava11ab1e 1n the foreseeable future, 1n terms of both speed and storage, w111 pre­
clude adequate reso1ut10n of the broad range of 1nteract1ng turbulent scales (both spat1a11y and temporally) 
assoc1ated w1th most aerodynam1c flow f1e1ds at f11ght Reynolds numbers. As a result. turbulence mode11ng 
has taken the approach of slng1e-polnt closure of the Reynolds-averaged Nav1er-Stokes equat10ns. and no 
slng1e turbulence model eX1sts that can be app11ed to a general var1ety of flows 
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Fig 21 Solutl0n-adaptive grid for Navler-Stokes calculat10ns of the flow past a parachute (Ref 41). 

As shown 1n Table 2 and Fig. 18, enormous computer resources are requ1red to solve t1me-dependent 
problems with f1n1te-difference slmu1at1ons of the Reynolds-averaged Nav1er-Stokes equat10ns Even the 
solutions that have been published for steady flows have used gr1ds whose f1ne spac1ng 1S 1im1ted to the 
slng1e d1rect1on nearly normal to the body, and hence fall wlthln the sp1r1t of the th1n-1ayer approxlma­
t1on. Th1S result1ng computat1onal process qua11tat1vely simulates separated flows and flows w1th large­
scale unsteady behav1ors, but the accuracy of such slmulat10ns lS st111 controverslal. 

The recent survey papers on turbulence mode11ng for computat1onal aerodynam1cs by Marv1n (Ref 42) and 
Lomax and Mehta (Ref 43) and the Proceedings of the 1980-81 AFOSR-HTTM-Stanford Conference on Complex 
Turbulent Flows (Ref 44) 1ndicate the current state of the art 1n th1S area, as well as what w1ll be 
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required in the future. Since no un"iversal model exists, most researchers are now focusing their atten­
t"iOIl on creating a catalog of models based on fundamental building block experiments, and most of these 
models are being carefully tested computationally to determine their capabilities and limitations. 

An overview of turbulence models, ranging from essentially no modeling at all to the hypothetical full 
simulation of turbulence, is given in Table 5. For unsteady flows of interest to aeroelasticians, only the 
viscous-wedge representation of shock-wave boundary-layer interaction, integral boundary layer (velocity­
profile modeling). and zero-equation eddy-viscosity models have been used up to now. In the larger domain 
of steady flows. the primary research attention has turned to mUltiple-equation eddy-viscosity and 

Model 

Viscous wedge 
Integral B.L. 

Eddy viscosity 
Zero eqn 

2-eqn 

TABLE 5. TURBULENCE MODELS 

Physical Numerical 
Generality Compatibility 

Very low 
Low 

Low 

Very high 
High 

High 

Remarks 

Shock-B.L. interaction 
Very good when highly tuned 

Needs more tuning 

Reynolds stress equations 
Large eddy 

Medium 
High 
Very high 
Complete 

Low to high 
Low 
Low (?) 

~WGT ~ 20%, ~T = ? 
3-D separation? 
Guidelines for above 

Complete simulation nth generation supercomputers 

Reynolds-stress-equation models. Today, both experiments and specialized large-eddy simulation calcula­
tions (Ref. (45) provide guidance. However, the current calculations of practical flows use turbulence 
models that are "tuned" in conjunction with the numerical procedure for a specific class of flow problems. 
As a result, validations by means of experimental comparisons are mandatory, and confidence in the absolute 
values of the numerical predictions remains low. 

in principle, the more general models should cover a wider range of flows with less "tuning," but users 
of the large aerodynamics codes may not always feel that "bigger is better." Nevertheless, it would seem 
that many of the nonlinear aeroelasticity problems will involve some degree of flow separation, and in three 
dimensions. In such cases, the two-equation eddy-viscosity models may turn out to be the best compromise 
between simplicity and generality. Some of the models in this category lead to stiff equations, and this 
raises again the problem of restY'ictive values of AT. However, progress is being made to overcome this 
limitation (Ref. 46). 

From this brief overview, it is clear that turbulence modeling will remain a primary pacing item in 
computational aerodynamics over the next decade, for both steady and unsteady applications. 

3,2.4 Vortical flow modeling 

Whereas the treatment of shock waves in transonic flow was a major focal point for computational aero­
dynamics in the 19705, compressible flow fields with embedded regions of concentrated vorticity will prob­
ably gain prominence in the coming decade. Figure 22 illustrates some typical cases where vortices interact 
with components of the vehicle. Such nonuniformities in the flow can be expected to alter the steady and 
unsteady loading and, hence, to have aeroelastic consequences. 

FINITE - DIFFERENCE VORTEX CAPTURING 

• GRID PROBLEMS 

• NUMERICAL DISSIPATION 

Fig. 22. Vortex interactions. 
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Vortlces shed from sharp leadlng edges have been computed by a varlety of methods, representative 
examples can be found ln the Proceedlngs of the recent AGARO Symposlum on Aerodynamics of Vortical Type 
Flows ln Three Oimenslons (Ref. 47). Wlthln the context of the present emphasis on finite-dlfference CFO 
methods, the dlrect approach (e.g., RizZl and Erlksson (Ref. 48) and Krause et al. (Ref. 49)) may be 
thought of as vortex capturlng. That lS, thlS approach lS analogous ln some sense to the more common 
shock-capturing methods that are used in many computatlonal aerodynamics codes. As ln shock capturlng, 
the detalls of the actual phenomenon are smeared over several grld pOlnts, thus, the solution In that 
reglon is artlflclally grld-dependent and susceptible to the effects of numerlcal dissipation. In the 
case of concentrated tlP vortlces, for example, the numerlcal disslpatlon may destroy the core structure 
and ltS large gradients faster than would physlcal disslpatlon (Ref. 50). 

Two alternate methods for modellng vortex flows are shown In Flg. 23. By analogy wlth shock fitting 
In transonlC flows, these may be thought of as vortex flttlng. The upper part of the figure portrays the 
method of Caradonna et al. (Ref. 51), WhlCh permlts concentrated vortlces to be lntroduced lnto potentlal­
flow formulatlons. The prescrlbed vortex method shown 1n the lower half of the flgure 1S due to Stelnhoff 
(Ref. 52), and 1t has also been used successfully by Srlnlvasan and McCroskey (Ref. 53) for potentlal, 
Euler, and th1n-layer Navler-Stokes analyses of unsteady alrfoll-vortex 1nteractlons In these appllca­
t10ns, the structure of the vortex 1S prescrlbed, but 1tS path ln space develops as part of the Solut10n. 

WAKE SHEET 

BRANCH CUT 
TO DEFINE 
VORTEX, [<Ill = r y -~ 

(a) POTENTIAL - FLOW VORTEX FITTING 

~ 'y CALCULATED (FORCE FREE PATH) 

(b) PRESCRIBED - DISTURBANCE VORTEX FITTING 

F1g 23 Alternate methods of model1ng vortex flows 

L1near panel methods (e 9 , Maskew (Ref 54)) and vortex-f1lament methods (e.g., Rehbach (Ref 55) and 
Leonard (Ref 56)) have been used to treat vortex-dom1nated flows. However, these techn1ques have not been 
appl1ed to compress1ble flows up to now. The comb1nat10n of shock waves and reg10ns of concentrated vor­
t1C1ty represents a challeng1ng but frultful area of research over the next few years 

3.2 5 Aerodynamlc/structural coupl1ng 

It 1S somet1mes d1fflcult for computat10nal aerodynamlclsts to real1ze that the1r lmpreSSlve results 
are merely the forc1ng functlons for complex dynam1c systems, and that aeroelast1c analyses are often dOm1-
nated by structural conslderat10ns and calculatlon methods that are qU1te allen to the world of CFO And 
as we have noted prevlously, few spec1al1sts are hlghly sk1lled both 1n computatlonal aerodynam1cs and 
structural dynam1cs. 

The trad1tlonal method of predlctlng flutter boundarles has been to determlne, f1rst, the unsteady 
alrloads V1a aerodynam1c 1nfluence coeff1c1ents. These could be computed from llnear theory as funct10ns 
of the geometry of the w1ng, the Mach number, the reduced frequency, and the slmple, uncoupled mot10n of 
the wlng. Th1S relat1vely slmple approach can st1ll be used 1n the transon1c reg1me, 1f the aerodynam1cs 
can be cons1dered as "tlme llnearlZed," and relatively modest comput1ng power 1S requlred. 

If the unsteady components of the a1rloads depend nonl1nearly on the structural mot10n, then some sort 
of d1rect coupl1ng lS reqU1red and tlme-accurate calculatlons must be performed, as lnd1cated 1n F1g. 24 
In th1S case, the computer-resource requ1rements rlse sharply Two-dlmens1onal calculatlons of th1S type, 
1n Wh1Ch the structural equat10ns of mot10n and the transon1C small-dlsturbance equat10ns were 1ntegrated 
slmultaneously, have been reported by Guruswamy and Yang (Ref. 57), for example. 

If the ser1es or sequent1al coupllng techn1que of F1g. 24 1S used, several 1terat10n cycles for each 
fl1ght cond1t10n may be requ1red to determlne the flutter boundar1es. The results can be obta1ned faster 
1f vector process1ng or p1pel1n1ng technlques are used, but the Solutlon methodolog1es for the structural 
and aerodynamlc parts can be d1fferent. On the other hand, 1f parallel coupl1ng were used w1thln each 
tlme step, the number of 1terat10ns would probably be less. However, the two parts of the program would 
have to be totally compat1ble and would have to be coded very carefully lf the computer resources were to 
be util1zed effectlvely 

At least for the next few years, f1n1te-d1fference methods are llkely to rema1n the prlmary tool for 
ana1yzlng complex unsteady flow flelds and f1n1te-element methods for analyzlng complex structures, and 
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AEROELASTIC STABILITY ANALYSES TECHNIQUES 

• TRADITIONAL APPROACH UNCOUPLED 

• SERIES/SEQUENTIAL COUPLING 

• PARALLEL COUPLING 

SOLVE AERO EONS 

SOLVE STRUCT EONS 

COMPUTER RESOURCES USED 

~~--
NUMERICAL AERODYNAMIC SIMULATION SYSTEM 

F1g. 24 Coupl1ng of aerodynam1c and structural-dynam1c analyses. 

the compat1b1l1ty of these two approaches may be a problem. A poss1ble strategy that would allow both 
computat10nal aerodynam1c1sts and structural dynam1c1sts to concentrate more 1n the1r own spec1alt1es lS 
shown 1n F1g 25 Th1S approach would use mult1processor supercomputers, one processor solves the aero­
dynam1c equat10ns by whatever method lS the most eff1c1ent and appropr1ate, wh1le the other processor lS 
work1ng on the structural equat10ns, and they would (perhaps) share the large, common memory of the central 
computer fac1l1ty In any case, the general lssue of eff1c1ently coupl1ng the aerodynam1c and structural 
parts of the flutter problem w1ll rema1n a maJor challenge for the foreseeable future. 

o 

APPLIED 
COMPUTATIONAL 

AERODYNAMICIST 

I CONTROL I 
UNIT 

~ 

M 
PROCESSOR I E PROCESSOR II 

M 
AERO 0 STRUCTURES 
EONS R 

Y -
MULTIPROCESSOR 
SUPERCOMPUTER 

EONS 

o 

STRUCTURES 
ENGINEER 

F1g 25 Aerodynam1c/structural coupl1ng uS1ng mult1processor supercomputers. 

3.2.6 D1splay and pre- and post-process1ng of data 

Slmply def1n1ng the geometry of a complex a1rcraft conf1gurat10n can be a form1dable task, as attested 
to by a recent sympos1um on th1S subJect (Ref 58) In add1t10n, the Solut10n of three-d1menS10nal 
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aeroelastlc problems lnvolves the management of enormous amounts of data, especlally output data. ThlS can 
slgnlflcantly affect the productlvlty of the analyst who has to consume that data, make declslons about lt, 
and formulate new avenues of approach. Therefore, the need to dlgest efflclently thlS quantity of data 
makes the development of optlmal pre- and post-data processlng procedures absolutely essential Pre-, 
lntermediate-, and post-processlng of bulk data can only be done effectively uSlng hlgh-resolutlon, hlgh­
throughput computer graphlcs deVlces. Thus, the efflclent use of on-slte supercomputers wlll necessltate 
networklng them wlth perlpheral mlnlcomputers WhlCh are llnked with SOphlstlcated lnteractlve graphlcs work 
statlons, as lndlcated In Flg. 26. 

x/c 

Flg 26 Data processlng and analysls 

Generatlon of three-dlmenslonal, tlme-varYlng data poses yet another slgnlflcant problem for the aero­
elastlclan, namely, how to dlsplay the data meanlngfully for optlmum understandlng and analysls. Modern 
graphlcs dlsplays are lmprovlng at a rapld pace, and two- and three-dlmenslonal, computer-generated color 
photographs can be used to great advantage (Refs. 59 and 60) Flgure 27 lS representatlve of current capa­
bllltles The wlnd tunnel model (Flg 27a) lS flrst represented by the Wlre frame wlth hldden llnes 
removed (Flg 27b) However, the shaded panel, faceted surface representatlon (Flg. 27c) lS much more 
valuable In vlsuallzlng the model and In spottlng errors In the surface representatl0n Flnally, the 
color-shadlng representatlon of the computed pressure dlstrlbutlon on the surface (Flg 27d) lS an lmpor­
tant ald In examlnlng the Solutlon. 

Graphlcal dlsplay devlces and supportlng software are now avallable to generate three-dlmenslonal 
color mOVles, In both fllm and vldeo. These can be lnvaluable for vlsuallzlng an evolvlng sequence of 
aerodynamlc events, such as flutter, and for effectlvely presentlng and descrlblng these events to the 
technlcal communlty. 

In addltl0n, machlnes are also avallable for lnstantaneously produclng hardcopy dlrectly from the 
graphlcs deVlce for a slngle color copy or for lnstant vlewlng of a color movle from vldeo dlSk or tape. 
However, the productl0n of such color movles lS expenslve. Although full color, three-dlmenslonal hldden 
llne movles wlll reqUlre slgnlflcant computer tlme, It may be lnslgnlflcant when compared to the computer 
tlme requlred to generate the data from WhlCh the mOVle lS made. Furthermore, the beneflts to be gal ned 
from such a mOVle Justlfy ltS productlon cost 

3.2.7 Artlflclal lntelllgence, knowledge-based expert systems 

In the precedlng sectlons, we have dlscussed the computer hardware and software, the complex algorlthms, 
the grlds, the physlcal model lng, the aerodynamlc/structural coupllng, and the data processlng that wlll be 
lnvolved In aeroelastlc slmulatlons In the future In short, these slmulatlons wlll reqUlre vast expertlse 
and enormous resources In terms of both human analysts and computer capaclty The aeroelastlclan wlll need 
hlghly developed Skllls In the dlsclpllnes of numerlcal analysls, aerodynamlcs, structural dynamlcs, com­
puter SClence, and tlme management To thlS end, some of the concepts of artlflclal lntelllgence (AI) can 
be applled, especlally the concept of expert systems technology, as suggested In Refs 61 and 62 

Expert systems are knowledge-based computer programs that can perform speclallzed tasks at, or perhaps 
beyond, the level of a human expert ThlS hlgh level of performance lS a result of "domaln-speclflc" knowl­
edge and strategles, expert systems are not "generallsts." Expert systems are dlstlngulshed from other 
artlflClal lntelllgence programs, and computer programs ln general, by thelr ablllty to reason about thelr 
own processes of lnference, and to furnlsh explanatlons regardlng those processes These dlstlngulshlng 
characterlstlcs are made posslble by the underlYlng archltecture common to most expert systems As lndl­
cated ln Flg. 28, the two maJor components are a knowledge base, WhlCh conslsts of domaln-dependent facts, 
rules, and heurlstlcs, and a separate lnference procedure that allows the system to proceed efflclently 
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(c) (d) 
Fig. 27. Computer graphics rerwesentation of an aircraft and the surface pressure field. (a) Wind tunnel 

model; (b) wire frame computer model; (c) shaded panel; (d) surface pressure distribution. 

Fig. 28. Applications of al'tificial intelligence--an expert system for aeroelasticity. 

through a maze of possible paths to a solution. Knowledge acquisition and input/output components are 
usually included in the system. 

Expert systems are particulay'ly well suited to two generic types of problems. The first includes the 
problems in which pUY'suit of an exact or optimal solut'ion would lead to a combinatorial explosion of compu­
tations; second are the prob'lems requir'ing interpretation of a large amount of data. In addition, applica­
ti on of expert systems technology is most appropri ate in those f'j e 1 ds in whi eh "the diffi cult choi ces, the 
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matters that set experts apart from beglnners, are Symb011C, lnferentla1, and rooted In experlentla1 
knowledge" (Ref 63). As lndlcated In Flg. 28, three-dlmenslona1 grld generatlon, non11near flutter 
ana1ysls, and data processing are three areas that seem qUlte compatlb1e wlth these characteristics. 

The knowledge base for such app11catlons would conslst of facts (such as flow solvers, structures 
solvers, turbulence models, vortex models, and grld-generation schemes) and heurlstlcs (l.e., experlence 
and good Judgment concernlng flutter characterlstlcs of alrcraft). The lnference procedures, WhlCh cannot 
be deflned preclse1y at thls pOlnt, would process the lnformatlon that lS calculated by the varlOUS stages 
of the program and would make declslons and draw conclusions based on the succeSSlve accumu1atl0n of new 
facts, startlng wlth prevlous Solutlons An lmportant feature of the expert system lS ltS abl11ty to 
process lnformatlon from many "outslde" experts, as lOdicated ln Flg. 28 

It must be emphaslzed that constructlng an expert system requlres a substantial lnvestment of tlme 
and manpower Estlmates vary anywhere from less than a year for slmp1e systems In a frlend1y enVlronment 
wlth eXlstlng tools, to 15 years for complex systems In demandlng enVlronments where fundamental research 
and development lS requlred. Furthermore, the level of performance of varlOUS systems varles greatly. 
Some of the systems that already have been bUl1t now routlne1y solve practlca1 problems, whl1e others have 
never made lt beyond the research stage. A necessJry, but not sufflclent, condltlon for success seems to 
be that experlenced researchers and mature techno10g1es must be used for bUl1ding almost any expert system. 
In any case, the potentla1 payoff from the use of expert systems In the numerlca1 aeroe1astic slmu1ation 
process lS worthy of attentlon, and lt warrants the a110catlon of resources as an lnvestment in the future. 

4 SUMMARY AND CONCLUSIONS 

Computatlona1 aerodynamlcs lS now a we11-estab11shed tool that lS used throughout the world In the 
deslgn and ana1ysls of modern f11ght vehlc1es. The past decade has seen lmpreSSlve growth In the capabl11-
tles for predlctlng statlc performance and alr10ads over a wlde range of condltlons, as eVldenced In the 
examples glven In Sectlon 2. Furthermore, thlS growth seems to be sustalnlng ltse1f, both In terms of com­
puter speed and memory and In the numerlca1 methods Except for the 11mitatlons of turbulence model lng, 
the showcase problems of 1974 can be solved routlnely today Progress ln the more specla11zed areas of 
unsteady aerodynamlcs and flutter analysis has tended to lag the developments In steady aerodynamlcs, but 
the pace lS qUlckenlng, and the potentla1 for further lmprovements now seems to be even greater. 

The prlmary factors that 11mlt computatlona1 aerodynamlcs In ltS app11catlons to aeroe1astlc analyses 
are the costs of performlng a large number of non11near ca1cu1atlons, and the va11dlty of the numerlca1 
slmu1atlons The va11dlty lS essentla11y determlned by the turbulence model lng, by the abl11ty of the grld 
to resolve the relevant detal1s of the flow fle1d, and by the accuracy of the flnlte-dlfference Solutlons 
In representlng the physlca1 flow The cost of the ca1cu1atlons lS determlned by the computer hardware and 
software, by the manpower requlred to lmp1ement the codes and to dlgest the results, and, In tYPlca1 
unsteady ca1cu1atlons, by the stabl11ty restrlctlons on the tlme step that can be used for the more SOphlS­
tlcated methods of ana1ysls. 

Fortunately, the trends are hlgh1y favorable for most of these 11mltlng factors The area of turbu­
lence mode11ng lS probably the one wlth the least optlmlsm, although the manpower 11mltatlons are of con­
cern. The ana1ysls In Sectlon 3 lndlcates that a complete, and perhaps quantltatlve, slmu1atl0n of the 
transonlC V1SCOUS flow over complex conflguratlons wl11 become posslb1e wlthln the next decade ThlS goal 
wl11 be achleved, however, only wlth the ald of hlgh-qua11ty physlca1 experlments. That lS, detal1ed 
experlments wl11 have to play crucla1 roles In lmprovlng the turbulence and vortex mode11ng and In gUldlng 
and valldatlng the numerlcal simulatlons, whatever thelr levels of comp1exlty 

However, the cost to calculate hundredS of comblnatlons of flow parameters, structural frequencles and 
mode shapes, and wlng-store conflguratlons wl11 be hlgh enough so that aeroe1astlclans wl11 contlnue to 
want more approxlmate "englneenng" methods The development of better, and less costly, more approxlmate 
technlques wl11 be greatly enhanced by an lnte111gent comblnatlon of the large-scale numerlca1 slmu1atlons 
and wlnd-tunne1 experlments Flna11y, the expert-system concept of artlflcla1 lnte111gence could posslb1y 
hasten the achlevement of the aeroe1astlclans' goals. 
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