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CHAPTER 1.

INTRODUCTION

1.1 Background

The Space Shuttle will be carrying on many of its
missions a facility called Spacelab to support scientifie
investigabion;. Spacelab is a set of equipment installed in
the Shuttle payload bay (as shown in figure 1) which
transforms the Shuttle intc an orbiting laboratory for space
science. Spacelab will be equipped with computers to
support operations of the Spacelab equipment and its
gsecientific payload of experiments. The software that the
computers use is stored on a magnetic tape storage device
called a Mass Memory Unit or MMU.

The Spacelab design [25] was established in the
mid-1970s, #nd in turn, the flight-qualified computer
systems were constrained to computers with only 65,536

aixteen~bit word memories and the magnetic tape mass storage
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device, Because of the small memory size, and the large
number of functions supported by the expuriment computer,
software must be retrieved frequently frow the MMU tape.
Since the MHU'tape drive is the only space flight qualified
mass storage device available, the time required to access
software czn be large by today's standards. Software access
times will vary with the tape travel necessary to reposition
from one software module to another. That is, the greater
the distance between two software modules on the tape, the
longer the time needed to access one and then the other. It
is, therefore, desirable to minimize the tape travel, and
thus the software access time.

The accesses of MMU software modules, commonly called
data-sets, are made to support hundreds of ¢operations during
a Spacelab flight. These operations may involve setting up
an experiment, ceonducting an experiment, displaying
information teo the Spacelab astronauts, and many other
functions. Because of the potential ﬁbr large MMU acceas
times, there are concerns that these software operations
might take longer to perform than is expected or necessary.
Unexpectedly long dccess times might even resault in
operations performed incorrectly or at the wrong time.
Spacelab missions may have apecific operations which need
small access times. It may also be desired that tape travel
is minimized for all of the operations performed. Thus, the

definition of good tape positions for the data-sets will

&
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vary with the needs of the 3specific mission.

In the past, the tape poaitions of the data-sets have
been selected in the following manner (see Figure 2%: A
list of all the data-sets and their sirzes was made by the -
flight software developer, IBM. This list was provided to a
person at the National Aeronautics and Space Administration
(NASA) who was familiar with the Spacelab flight operations
and software. Using his best judgement, this person ordered
this 1ist so that the data-sets called close together 1in
time during the Spacelab flight would appear close together
in the 1ist. The reordered list was then returned to IgSM,
IBM then used the reordered list as an iaput to an algorithm
Wwhich determines the data-~sets' tape nositions. The
algorithm packs the data-sets on the tape as densely as
possible when it is loaded before launch. The loaded MMU
tape must be integrated into Spacelab and checked to assure
it is operational. While the MMU is installed, it is not
posaible to revise the tape layout. There are no preflight
tests of the Spacelab that exercise the MMU as is expected

during the flight.

I8M NASA IBM

iList a11 ! iorder | 'Reordered | MMU .
{MMU Data- {-=> |data-set [--=> jlist into ! -=>TAPE

isets ; tlist ; jalgorithm | LAYOUT

— - e e o - - A - un A - e

Figure 2. Tape Layout Process



1.2 Preoblem Definition

The current method of selecting the MMU tape layout
does not provide adequate assurance that MMU tape travel
will be minimized. This is due to several reasons. First,
the data-set utilization has not been systematically
examined by the NASA person before he or she orders the
data-set list, Next, the NASA person does not have
immediate knowledge of the layout algorithm logic. Also,
IBM is not knowledgable on Spacelab operations which require
MMU accesses. Thus, the list order is an educated guess by

NASA.

1.3 Selution Approach

The problem must be approached using the existing
laycut algorithm so there will be no change to the IBM
activities. Thus, improving NASA's method of ordering the
data-set list is required. A rigorous method of ordering
the input to the layout algorithm will be developed such
that the resulting tape layout will minimize tape travel for
expected sequences of data-set accesses.

To do thia, three questions must be:-addressed:
1. When are data-sets expected to be used?

2. Will large MMU tape movements occur for a tape layout
given the expected data-set utilization? If so, what

are the associated data-sets?
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3. Can a proposed data-set list be ordered #ifferently to

decrease tape travel?

To answer these questions in a rigorous way, the following

actiona will be performed: First, the utilization of the -
MMU data-sets will be systematically identified. This

utilization will be correlated to Spacelab coperations

involving data-sets. HNext, the tape travel output variable

will be modeled using a sequence of data-set accesases as the
independent variable and the layout algorithm input list as

the decision variable. This modal will be used to evaluate

the tape travel associated with different orders of the ;
data-set 1list that is input to IBM's layout algorithm.

Measures of performance Wwill be established for comparing

tape travel of different tape layouts.

1.4 Summary ‘»_

Spacelab I information will be used in this study.
This First Spacelab fiight was a multi-discipline mission
involving over forty experiments in solar physics, life
sclences, Space plasma physics, earth observations,
astronomy, and material secience studies. To support this
large number and variety of experiments, Spacelab I had 182
data-sets of different sizes to be positioned in 8192
possible tape locations. This indicates the large number of -
potential list orders. The Spacecelab I MMU layout was

determined using the simulation discussed herein. The

-y



effectiveness of the solution methods was demonstrated by
the flight of Spacelab I and will be discussed,

The experiment operations on Spacelab I are typically
sensitive to MMU access time, By studying this problem for
Spacelab I the possibility of the loss of science data was
decreased. Future Spacelab missions should be able to use
the techniques described herein to decrease their MMU tape

travel.

\;)
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CHAPTER 2.

SYSTEM DEFINITION

This chapter will identify and deseribe the overall
system and environment involved with the MMU access problem,
A "black box" overview will be presented showing the input,
decision variable, process, and output of the system. Each

of these components will be discussed in detail.

2.1 3ystem Qverview

Figure 3 is a black box overview of the overall syatem.
This figure shows that before launch a list of MMU data-sets
is made. This list is input to an algorithm whiech selects
tape positigns for the data-sets. The data-set positions
can be contrelled indirectly by changing the order of the -
data-sets list. Thus, the order of this list is the system
decision variable. Before the Shuttle launch, the data-sets

are loaded onto the MMU tape in the positions allocated by

-
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the layout algorithm. The MMU tape then becomes a component

in the command and data management subsystem (CDMS3S) on

Spacelab.
i ORDERED |}
| LIST OF |
! DATA-SETS|
| |
—
,‘I’
i LaYOUT |
| ALGORITHM |
[} |
| R 1
BEFORE v f
LAUNCH | MMU ! i
i TAPE i F
I LAYOUT | ‘
{ i
e e e e e e e e e e e e e e e e e e e e - 2 - -
BURING FLIGHT |
3
I
SCHEDULED =-==->! v .
OPERATIONS i CDMS i I OMMU MMY P
D >} CDMS |-=w-- fmemmm > :
| OPERATIONS | i RESPONSE 1
UNSCHEDULED -->1} ;
OPERATIONS ;
Figure 3. System Overview

The CDMS ccnsists of many components, including the
MMU. The CDMS hardware and acoftware support a variety of
mission coperatiens during a Spacelab flight. The CDMS alsc
provides a variety of interfaces for the flight and ground
crews through which MMU operations may be initiated.

CDMS3 operations are the input to the overall system
which cannot be controlled. CDMS operations can be divided

into twe groups. The first group is the set of operations
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scheduled at specific times during the Spacelab flight. The
second group is the set of operations which oc¢cur on an
unscheduled basis, i.e., at times not known before flight,.
As both groups of CDMS operations occur during a flight,
requests to retrieve software from the MMU will be made.
The system output of interest is the delay incurred
while retrieving software from the MMU. If an MMU access
delay is larger than expected, the operation supported by
the software might not be performed correctly or on time,
This might lead to a loss of scientific data., This delay
varies with the amount of tape travel between successive

data~set accesses.

2.2 Command and Data Management Subsystem

The Command and Data Management Subsystem (CPMS) is the
hardware and software that provides command and data
capabilities to the astronauts and ground control personnel
in the operation of Spacelab and its payload of experiments
{24]1. The primary elements of the CDMS are Aepicted in
figure 4 and described below. These descriptions are
provided to assist the reader's understanding of how MMU

data is used in the system,

1. Mass Memory Unit (MMU): The Mass Memory Unit is the
mass storage device for the CDMS. It is a magnebtic tape
drive which uses a tape with one control track and eight

data tracks [4,14], As figure 5 shows, the eight

R g
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parallel data tracks are divided into eight files
consisting of eight subfiles each. Each subfile jsa 32
blocks long and each block contains 512 sixteen bit
words. The even tracks (0, 2, 4, and 6) are considered
as primary and the odd tracks (1, 3, 5, and 7) as
backups. Data on the primary tracks must be duplicated
on the backup tracks [4]. Therefore, 8192 different

data blocks may be stored on the MMU.

Experiment Computer: The experiment computer may be
used in the operation of Spacelab experiments. On

Spacelab I, the majority of MMU accesses are inititated

through this computer. It will recall application
programs, crew display formats, data files, files of
time-tagged commands, and memory lcads feor dedicated
experiment processors., Also, data may be written to the

MMU tape from the experiment computer [4,5].

Experiment Computer Input/Output Unit (ECIO Unit): The
ECIO unit interfaces the experiment computer to other

CDMS components [24].

Subsystem Computer: The subsystem computer is used in
the operation of Spacelab subsystems. On Spacelab I,
the subsystem computer interfaces with the MMU when it

is initialized and when commanded from the ground
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[20,21]. Initialization of this computer should occcur
once at the beginning of the mission. The ground will
command the subsystem computer to acceas MMU data

approximately 155 times.

Subsvystem Computer Input/Qutput Unit (SSIO Unit): The
5510 unit interfaces the subsystem computer to other

CDMS components.

Data Display System (DDS): The Data Display System is a
display and keybecard which provides acecess to the
subsystem and experiment computers by the Spacelab
astronauts. As a result of commands through the DBS,

MMU data will be accessed [4,5,23].

Multiplexer Demultiplexer (MDM): The Multiplexer
Demultiplexer provides access to the computers and MMU
from the Shuttle orbiter and Payload Operations Control
Center (POCC) E4,5,24]. In the POCC, experimenters and
engineers can send commands through the MDM when there
is a need to change an MMU data-set's contents. On
Spacelab I, frequent data-set updates through the MDM

are anticipated.

2.3 MMU Data-sets

The MMU tape contains ths software data-sets for both

the subsystem computer and experiment coemputer. The

subsystem computer software represents only a small portion
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of the data-sets on the tape for Spacelab I. It includes
the subsystem computer executive and support software and
the High Rate Multiplexer (HAM) telemetry formats.

Most of the software stored on the Spacelab I tape 1is
used by the experiment computer., It may be divided into two
main groups, system and payload. System software consists
of the pngram code and data tables that support the entire
Spacelab payload rather than one specific experiment [4¥,5].
Payload software generally supports one experiment during
the time it is scheduled to operate. Five types of software
are used to support experiment operations [(20,21,23]:
application tasks, displays, user data-sets, Experiment
Computer Cperating System (EC0S) timelines, and dedicated
experiment processor loads. Table 1 summarizes the types of
experiment computer data-sets used on Spacelab I. The first g

character of the data-set name identifies its type.

Table 1. Experiment Computer Data-set Types

L R e e e e e e T e e e

Type Description 1st Char.
Task Executable program code A or X
Display Crew display formats T

Ubs User data files u

ECOS TL Time~tagged command sequences M or S
DEP Load Dedicated Exp't Proceasor 5/W o]

e A W e} A gt MR e e o S e % m SR ke B b S v o e e TER e ER N TR R A e S SR R R S e

Application tasks are the first type of software, They
are computer programs used to monitor and control
experiments., There are twoe special tasks which support the
ECOS timelines described later. These special tasks have

names beginning with an "X".

—
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Another type «f MMU data-set is a crew display.
Display format definiticens for the DDS terminals are defined
by this type of data-set. Some displays are designed to
work within the capabilities of the operating system and are
available on the DDS terminal at any time. Qther displays
depend upon an application task for support. These display -
data-sets will be accessed when a task is run or an
astronaut requests the display while the task is executing.

User data-sets (UDSs) are another type of data-set
which its used to store general blocks of data. Through the
experiment computer, thes¢ data-sets may be read or written
by an applicaticon task or by ground command. Typicall&,
instrument settings or timing vaiues are stored in UDSs and
will need revision based upon the review of experiment
telemetry data. Most of these updates will made by using y
commands sent from the POGCC through the MDM,

Another type of data-set stored on the MMU consists of
time-tagged command sequences called ECOS timelines. These
sequences come in two forms, master timelines (MTLs) anad
subordinate timelines (8STLs). MTLs initiate experiment
operations by sending commands directly to the experiment
or, more commonly, by initiating a subordinate timeline.
STLs typically contain commands dedicated to a specifiec -
experiment. The timing of MTL and STL commands is
determinéd by the Spacelab experiment and the operations
scheduling. Like UDSs, MTLs and STLs will be revised

frequently due to zhanges in the scheduling of experiments
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or the need to change experiment settings.

The last type of data-set is called a dedicated
experiment processor (DEP) load. Program loads for
microprocessors that are provided by the experiment may be
stored on the MMU and loaded into those processors via the
experiment computer,

Often when one data-set is called, other data-sets must
be salled to support an operation. For example, when an
application task is rum, a root segment may call other
program segments, a display data-set, user data~get, and/or
an ECOS timeline. This sequence of software calls is the

same for each performance of an operation.

2.4 QOperations Inveolvipg MMU Data-sets

The Spacelab CDMS operations are the drivers of MMU
data-set accesses, Many operations are scheduled at
specific times [22], but unscheduled events may also cause
data-set accesses. C(DMS operations may be divided into two
types, scheduled and unscheduled. Scheduled operations have
predefined timas of occurrence. Unscheduled operations
oceur at undefined times and are associated with routine
activities or contingencies. The following paragraphs
describe the relationships between CDMS operations and the
use of MMU data-sets.

The operations of the Spacelab experimenta are
carefully scheduled to assure that the Spacelab resources

will be available to study a seientific phenomenon when it

N BT Y
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is apparent [22]. Some of these phenomenon are apparent at
a precise time and for only a short time. Thus, any delay
in experiment performance could preclude the collection of
scientific data.

Spacelab operations are scheduled in the following
manner. . First, the flight time is divided and allocated to
different experiment disciplines as shown in Figure 6. The
time slices are selected such that the conditions arc
ecnducive to supiort the experiment operationa. At these
timesa, the Shuttle and Spacelab will be operated according
tec the experiment needs. As examples, the Shuttle payload
bay will be pointed to the sun for solar physics
experiments, to the earth for esarth observation experiments,
and to varicus galaxies and stars for astronomy experiments.
The solar and earth observation exnsriments will be
scheduled during the sunlit portions of the orbits while the
astronomy experiments will typically be scheduled in
darkness. During these time slices, experiments sharing an
interest in the scienvific phenomenon may be operated in
parallel and sequentially.

Before a Spacelab flight, individual operations are
identified and encoded into a mission planning computer
system [22]. In this ground computer, a data-base is
defined wherein each scheduled function is given a label and
broken into numbered steps. Each step represents an
operation in the performance of a functional objective. The

mission planning system software c¢reates a file scheduling

k4
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these operations at specific times.

Table II shows a segment of the Spacelab I mission
schedule stored in the mission planning system. From left
to right, the table identifies which astronauts are to
support the operation atep, the coperation label and step
numnber, a descripfion of the step, and the scheduled zhart
and completion times for the operation. A scheduled
operation may or may not require that software be accessed
on the MMU according to the operation's procedures. This
Lable shows that twenty two operations are scheduled between
hours 38 and 39. For this hour, thirteen of these
operations will involve data-zet accesses.

Some of the software stored on the MMU tape supports
cperations which do not appear in the mission schedule.
Routine unscheduled functions and some contingencies may
involve data-set accesses, These accesses will occur during
& flight with some estimated frequency distribution. ECOS
timeline maintenance, user data-set maintenance, and crew

display calls are exanmples of unscheduled operaticns.

2.5 Data-set Positioning on the Tape

The position of each data-set on the MMU tape is
selected by an MMU tape allccalion program normally run by
the Spacelab software integration contractor. This progranm

reads down a list of the MMU data-sets and allocates tape
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positions for each. Table 3 shows a portion of this list

which identifies the data-set name, deseription,

size,

initial position (if fixed), and whether its position is

fixed or variable. By changing the order of the data-set

input list, different MMU tape layouts result.

Table 3. A Partial Liat of Data-sets

—— A o ——— T —— . — T —— - — o —

Name Deseription (1) T F S
SBOOTP SCOS BOOTSTRAP PRIME 2 000
SBOOTR SC0S BOOTSTRAP REDUNDANT 2 077
SCOSAM SC0S IPL AMI 126 0 0 0
SSCDIR SCDS MMU DIRECTORY 1 010
518 ECGS 39 000
s1c ECOS : 138 0 0 O
A13D0 £COS . 3 000
T13D ECOS 2 000
A13E0 ECOS ¥ 000
T13E ECOS 2 000
(1) Number of 512 word blocks.

(2) T = Track; F = File; § = Subfile; B = Block

In the algorithm, rules on the positioning of

are as follows:

data-sets

1. Interface agreements and system requirements constrain

some software to occupy specifie tape positions. These

data-sets are said to be fixed on the MMU tape,.

must be allocated to fixed data-sets first.

Tape

The

remainder of the data-sets will be positioned in any

tape blocks not .already alleccated. The first four
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entries in Table 3 are examples of "fixed" data-sets.

2. 0dd numbered tracks must contain redundant versions of
the even numbered tracks. For example, the data on

4

track 1 is identical to track 0.

1

3. Data-sets which are larger than a file (256 blocks) must

be positioned at the start of a file.

4, Data-sets larger than a subfile but smaller than a file

must be positioned at the start of a subfile.

5. Data-sets smaller than a subfile must be contained
completely within a subfile., That is, a data-set less

than 32 blocks long may not cross subfile boundaries.

(=)

Experiment computer displays may not be positioned in

subfiles 0, 1, 6, or 7 of any file,

7. Data-sets should be positioned such that tape movement

across the boundary of files 3 and 4 is minimized.

The allocation algorithm sequentially reads each
data-set in the order listed and allocates tape positions
for each data-set within the above constraints. The search
for unallocated tape is started at file 6, subfile 0, bleck
0, track 0. As soon as a valid poesition is found for a
data-set, the algorithm permanently allocates that space to
it. The program searches the files in the order &, 5, 7, 4,
3, 2, 1, 0. If the file number is greater than 5, the

subfile search order is 0 te 7 and the bleek order is 0 to

A3
R
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31. Otherwise, the order is 7 to 0 and 31 to 0,
respectively. The even tracks are always searched in the

order 0, 2, 4, 6.

2.6 MMU Respanse_to Data-set Accesses

The MMU response to data-set accesses is the system
ocoutput variable of interest. The way that the MMU performs
data-set accesses determines the access times and is
described below [H4,14].

Wh2n a data-set is read, the tape moves from its
current position to the closest biock of the desired
data-set and then reads the MMU tape blocks to the end of
the data-set. As an example, suppose the data-sets named

A3HR0 and T14A are positioned on the tape as shown in Table

4,

Table 4§, Example Data-set Tape Fositions
Data-set Size Track File Subfile Blocks
A34R0 12 6 6 1 15-26
T1UA 1 2 5 5 30

o T oy B Al e T R e ey U b b W e R e A AR b A R Ak oy T S S MR L ey BT AW ef e AN e

If data-set A3IUR0 is read from track 6 in the forward
direction, the tape Wwill stop moving positioned at file 6,
subfile 1, bloeck 28, To read another data-set, T14A, the
tape will skip 124 blocks while moving to file 5, subfile 5,

bloek 30 te read from track 3 in the reverse direction.
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When a data-set is accessed, the startup and steop time of
the tape movement is about 550 milliseconds., Approximately
26 milliseconds are required to read a block. To skip an
entire subfile, 820 milliseconds are required [14].

Only one factor can be controlled that affects data-set
access times. It is the tape positions of the data-sets.
Thus, to minimize the access time, two data-sets that are
often sequentially accessed should be positioned close

together on the tape for minimal tape travel,.

ny

.7 Sunmmary of System Characteristics

The overall system consists of the MMU tape layout
process, the operations inputs, tle CDMS system (including
the MMU tape) and the MMU tape movement., The system input
is the scheduled and unscheduled operations that require

data to be retrisved frem the MMU. The CDMS processes these

cperations. It consists eof many interfacing components
including the MMU. The tape positions of software data-sets
are determined before flight. The data~-set positions on the

tape can be contrelled by changing their input order to the
MMU tape layeut algorithm. The overall asystem output of
interest is the response time of the MMU. The MMU access
time will vary with the tape travel between data-set
aceesses, By minimizing tape travel, the probability of
lafge access times which adversely impaet seience data

collection will be decreased during 3Spacelab flights.
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CHAPTER 3.

SELECTION OF A SOLUTION APPROACH

In this chapter, the problem will be generalized and
classified to ldentify a selution approaech. The
relationship Setween the independent, decision, and output
variables will be examined. Potential solution methods will
be assessed that will provide an acceptable solution in

reasonable time.

3.1 Generzsl Problem Statement

To access a data-set, the MMU tape must be moved to the
data-~set. If the tape should happen toc be positioned at
that data-set already, then no time delay will occur due to
repositioning of the tape. Thus, if two data-sets are
accessed together, they should be positioned together on the
tape. Often within an operation, several data-sets are

always accessed sequentially. Since these accesses always
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occur together, the distance between them on the tape should
be minimized., In a similar way, several operations will
always occur together. If these operations have data-set
accesses, the data-sets associated with this group of
operations should be positioned closely together. The
objective will be to find a tape layout that minimizes tape
travel for all data-~set accesses within and between
operations.

Tape travel can be examined in several ways according
to the operations the data-set accesses are associated with.
As an zxample, measurements could be made on tape travel for
gach data-set access within an operation. The tape travel
within an operation would indicate the operation's delay
times due to data-set accesses, Also, the tape travel i
between operations could be measured. This travel would be
indicative of the wait time to start a new operation,

Any two arbitrarily selected data-~sets could be
po3itioned together on the MMU 30 that there could be no
travel between them. But on Spacelab I, there are 166
data-sets to be positioned that will support ene or more of
over 1000 operations. The objective is to find a "balanced"
tape layout that minimizes tape travel for all the
operations' data-set accesses expeected during a flight. To
evaluate whether a layout i=s "balanced," averages of the
maximum travel within an operation and between operations
can be calculated. Various tape layouts can be compared

using these averages so the best layocut can be chesen for
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use,

For Spacelab 1, let us identify tape travel measures
MTI and ATB where, over the flight, MTI is the average of
the maximum travel for a data-set access within any
operation, and ATB is the average travel between gperaticns,
Tnese will be the syatem outputs of interest [10,11,19,27].

Let us represent them collectively by the set O where
0 = [MTI, ATB}.

If MTI is minimized, the average time to complete a
CDMS operation will be minimized. If ATB is decreased, the
travel between cperations is decreased which decreases the
average delay incurred at the start of an operation,
The independent variable is the time of occurrence of
CDMS operations that require data-set accessesa. Many of
these coperations are scheduled for a Spacelab flight and are
to be performed at their scheduled times. The times of
these operations may be considered deterministiec 1if no
deviations from the operations schedule arsz agssumed. Thus,
if we were given only these cperations, the sequence of
data-set accesses would be completely known. Let us
represent these scheduled operations by the time ordered set
{12]
W o= {w(i)} i=1tom
where -
w{i) is the ith of m scheduled operations,
Note that an operation, let it be called s, may be scheduléd

more than once so
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s = w(i) = w(j) is possible for 1t € i,j < m,

For Spacelab I, m is about 400.

As noted in Chapter 2, a significant portion of CDMS
operations can be expected to occur on an unscheduled basis,
i.e., at.random points in time, interleaved with the
scheduled operations, Let the unscheduled operations bhe
represented by the time ordered set

v = {v{(i)} i=1¢ton

Wnere
v(i) is the ith of n unscheduled operations.

Note that an unscheduled cperation, let it be called u, may

be occur more than once so
u = v(i) = v{J) is possible for 1 £ i,j £ n.

The number of unscheduled operations, n, for Spacelab 1 is
eatimated to be over 600.
Now, the total set of CDMS3 operations can be given by

the time ordered set, I, where

=
n
L
o
-}

whieh contains m + n total operations., Because the times
that unscheduled operatiorns occcur are random, the seguence
of all operations (i.e, phe order of I} is stochastie.

The decision varliable is the order of the data-set list

input toe the layocut algorithm. The 1list ecan be ﬁepreéented

Ll BRI, e b b 12 i

i
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as an ordered set
DV = {d(i)}

wnere d(i) is data-set i of X data-sets having variable tape
positions. The order of the list of data~-sets is the
decision varjable because different list orders determine
different tape layouts, Each d(i}) has two attributes, a(i),
the data-set type; and b(i), the data-sebt size, that affect
Wwhere a data-set may be positioned by the tape layout
algorithm. Since the algorithm assigns tape positions for
the data-sets in the order the data-sets are listed (i.e.,
the order of DV}, the sizes and typea2 of all the data-sets
listed tefore a specifiec data-set can affect where that
data-set will be positioned. So, the position of any one

data-set can be given by
Pd(1}] = g{(DV)

where the function, g, 13 not a mathematical relationship
but the set of rules and contraints incorporated into the
tape layout computer program.

Now, the tape travel represented by the set of outputs,
0, will be a function of the sequence of inputs, I, and the

order of the data-set 1ist, DV. That is,

0 = £(1,DV3.

The general problem is to find a DV related to I that

achieves an objective funetion of the set of cutputs, 0.

o
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3.2 Solution Approach Asgsessment

The general problem atatement gives an insight into the
problem type and the possible techniques available to solve
it. As noted before, the positioning of the data-sets is
determined by an algorithm that does not have a typical
mathematical representation. Also, the tape travel is
related to a discrete ordering of the data-sets and a
stochastic, time-related sequence of operations. The
problem cannot easily be formulated as a linear programming
{e.g., the transportation or assignment problems) or
queueing theory problem [10] 30 that an analytical solution
could be attempted. This is because there are a large
number of variables and constraints that can readily change
and/or are not immediately apparent. Also, the system had
not ever been observed in operation before the firsat
Spacelab flight. Thus, the model must be able to predict
the system response and allow the system to be investigated
under varying conditions.

Methods are needed to (1) predict MMU tape travel for a
candidate data-set list, and (2) determine a good order for
the list that minimizes tape travel, ,

There are two ways to reliably predict the tape travel
before a Spacelab flight. One would involve using the
flight hardware and operating it on the ground as it is
expected to be operated during flight and meazuring the
actual tape motion. There would be many programmatic and

logiatical problems involved with experimenting with the

[
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flight systems. Alao, the turnaround time would be
excessive for changing tape layouts., The alternative is to
simulate the tape motion with a computer model of the tape
layout and CDMS operations. Because using the flight
hardware is not a viable solution, a simulation will be
required.

A technique must be selected to solve problem (2),
i.e., to find a good input order, DV, One possible
technique would be to use exhaustive enumeration [27]
wherein all possible 1list orders were evaluated. This would
not be feasible for Spacelab I which has 166 data-sets that
could be listed in 166 factorial different orders.
Therefore, a good ordered set, DV, will need to be found in
a limited subset of all possible DV.

The number ovaV evaluations must be restricted in a
reasonable way. If the layout algorithm is examined, the
general tape position of a data-set, d(i), in DV can be
spredicted according to the position of d(i) in DV. Feor
example, data~szsets listed near the top of the list will be
positioned close to file 6, subfile 0. Also, it is
reasonable teo assume that any two consecutive data-zets in
DV will be assigned positions close together on the tape.
But due to the constraints in the algorithm associéted with
data-set size and type, these intuitive predictions are not
very accurate, This can be illustrated by interchanging the
list positions of two data-sets in the list. Potentially,

the positions of 211 of the data-sets may change depending

P T
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on the sizes, types, and liat positions of the two data-sets

selected.
With this inaccurate but usable predictability, one can

reasonably assume that by starting with a DV ordered

according toc some prior knowledge of data-set utilization, g

tape layout will result that is better than one using an

arbitrarily ordered DV, To determine how to best order the

list of data-sets, the aimulation can be used to determine

the sensitivity of tape travel to different methods of

ordering. By using the sensitivity knowledge, the number of

possible orderings cau be constrained reasconably. Then,

experiments can be performed with different but contrained

orderings to deterwine one that provides good tape travel

measures compared with orders selected without the

sengitivity information. i
Each different data-set list order will need to be )

compared with other list orders. &8lso, the potential for

further tape travel improvement needs to be examined. This |

can be done by comparing the outputs, 0, for a layout with

other layouts evaluated. If after zome number of 1ist order

evaluations thercs is no tape travel improvement, then an

Toptimal" (quotes indicating that this is not a rigorous

optimization) layout has been found.

3.3 Solution Method Selection

Simulation techniques are diverse and may be applied to

a broad range of problems [1,3,6,11, 16,17,19,27]. Computer
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simuylation is good technique for evaluating MMU tape motion.
Shannon (19} cites advantages for using simulation that
apply to this problem. Ay noted previously, use of the
flight hardware has severa)l disadvantages, such as
disrupting the preparation for flight and excessive
operational cost which does not allow much opportunity for
experimentation. Also, simulation allows the MMU
utilization over a typical seven-day flight to be compressed
into minutes. Finally, another advantage of computer
simuiation is the accessibility of existing computer data
and routines. The simulation can be designed ko access the
mission schedule data-base directly. By using it directly,

data translation errors cannot occur.

3.4 Simulation Method Selection

Given the above reasons for using simulation, the next
question is one of simulation method. Simulations may be
written in generzl purpcese or special purpose languages
(19). General purpose lLanguages like FORTRAN [19,25,26] or
PL/I may be used in a wide range of applications besides
simulation. Special purpose languages [1,3,11,16,17]. suech
as GP35, SIMSCRIPT, SIMULA, or SLAM , have been developed
specifically for simulation work. There are advantages and
disadvantages for each language category [19]. For thia
problem, FORTRAN was selected because it is the most
familiar and acceszsible language, the problem does not

require any complex random variate routines, and many
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FORTRAN routines already exist that may be used in the

simulation.

3.5 Summary

To find a good tape layout, the following approach will
be taken. First, a computer simulation of the MMU tape and
its motion in response to CDMS operations will he developed.
Then for the Spacelab I data-set list, an investigation will
be performed on how tape travel varies with revisions to the
order of data-set list. The simulation will then be used to
gxperiment with different list orders, but the variations in
the ordering will be constrained using the results of the
investigation. This experiment with different list orders
will ccntinue until the ability to improve the tape travel
is difficult to achieve. The list that yields the best

simulated tape travel will be selected for use.

#*)
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CHAPTER 4,

SIMULATION MODEL

This chapter describes the computer simulation model of
the MMU tape and its motion in response to CDMS operations.
The simulation creates @z tape layout with the layout
algorithm using a candidate data-sebs list. The zimulation
alsec uses inputs that define the sequences of CDMS
cperations and the data-setbts accessed during these
operations., MMU tape travel within and between these CDMS3
operations is measured for analysis. The tape motion is
summarized by averaging the tape movements and identifying
the ten largest tape movements, Figure 7 shows an overview
of the simulation. A complete listing of the FORTRAN 77

[25,26] program is provided in Appendix A,

D e TEREE NIC YAV
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—~— QRDERED DATA-SET LIST
—MISSTION TIMELINE DATA-BASE
~—— SCHEDULED CPERATIONS' USE OF DATA-SETS
~— UNSCHEDULED DATA-SET OPLRATIONS
— RANDOM NUMBER GENERATOR SEEDS INPUTS
VY W W ;
SIMULATION
\
DATA-SET POSITION MMU TAPE TAPE
LIST ASSIGNMENTS MAP LAYOUT
REPORTS
| )
TAPE TRAVEL TAPE TRAVEL TAPE TRAVEL
TRACE SUMMARY REPORTS
(One pair per
simulated
flight)

FICURE 7. SIMULATION OVERVIEW

<
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4,1 Input Datsa

MMU data-set accesses are associated with scheduled and
unscheduled CDMS operations that oeccur during a Spacelab
flight. The tape travel between data-set accesses is a
function of the sequencing of the operations, the sequencing
of the data-set acccesses within each operation, and the
data~set positions on the tape. The following sections

describe and discuss the simulation inputs.

4.1.1 Scheduled Qperabions

The scheduled CDMS operations that require data-set
accesses are a subset of the mission timeline data-base of
all scheduled operations. This data-base was used to define
the sequence of scheduled CDMS operations by identifying the
pertinent subset of these operations that have data-set
accesses, In addition, the sequence of data-set accesses
during these operations had to be identified asince this is
not a part of the mission timeline data-base.

Persons familiar with the flight operations and
software can most readily identify the operations that have
data-set accesses and the sequence of data-set accesses.
Spacelab I experts were able teoe efficiently identify the
data-sets to be accessed during the flight with a minimal

review of the operations procedures and software design,

§ %
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Someone with 1ittle understanding of the fFflight software
cperations can be expected to have a more difficult time
identifying the data. For the Spacelab I problem, the

following procedure was performed to define the data-set

accesses associated with scheduled operations:

1. A printout of all the scheduled operations in the
mission timeline data-base was received from the mission

planners.

2. The procedures for each operation were reviewed with the
flight operations experts to determine if any data-set

accesses are to occur during the operation,

3. If data-set accesses are expected, the sequence of
data-set accesses within the operation was determined
from the the operations proeocedures and the design of the

software involved and verified by the operations

experts.

Examples of the data defined with these'steps are shown in

Table 5.

e . m
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Table 5. Example Data-Set Access Sequences
for Scheduled Operations .
Scheduled 1at 2nd 3rd
Operation, Data-set Data-set Data-~set e e . e e
Step Accessed Accessed Accessed
N1Fg748,2 518 51¢C
N2C/QF01,3 502 AD240 AO2A01 TQ2A TO2G
013-F01,5 313 A13a0 A13A01 T134 U13APC

e - — . —— A S M S B e M R AR R S e e W e W vk b A S e w WS W TS M W M s e M G e e

This esiample shows that during scheduled operation N1F9TAS,
step 2, data-set 315 will be accesged first and then S1C.
The simulation allows up to fifteen data-sets to be
correlated to a given step. (Though it is possible for more
than fifteen acceéesses to occur during a given coperation, the
maximum number for Spacelab I was ten.) The complete set of

this data for Spacelab I is given in Appendix B.3.

4,1.2 Unscheduled Cperations

Many data-set accesses are associabted with operations
that are not scheduled in the mission timeline. Again, the
Spacelab I unscheduled operaticns are best determined by
Spacelab ogperations and flight software experts. It would
be desirable to determine this input based on the experience
of previous Spacelab flights, as well, but this was not
possible for Spacelab I since it was the first Spacelab
flight. The following procedure was used to define data

relevant to these operations:
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1. The list of data-sets was reviewed to identify the ones
that support unscheduled operations. (Note that a
data-set that supports a scheduled operation may also be

accessed on an unscheduled basis.)

2. A set of unscheduled operations were defined where each
operation was represented by a sequence of data-set
accesses. The sequence was determined by the flight
software design and procedures for the unscheduled

operations.

3. For each unscheduled operation, a frequency and earliesat

and latest times of occurrence were estimated.

Examples of this data are given in Table 6.

e e e o R et o A e e i e W A g mp EE P e A R M e e AR e A S s AS G S s S R AR e e S e

Table 6. Example Input for Unscheduled Operations ;

Fre- Start End 18t 2nd 3rd
quen- time time Data-set Data-set Data-set .o .
cy (hra) (hrs) Accessed Accessed Accesased
155 4.0 i59.0 TMEM
4y 4.0 159.0 MMA
7T 4.0 159.0 XTLMO XTLMO1 XTLMOZ TTLM
il 4.0 159.0 XTMNO TTMN
28 4.0 159.0 AOFDO TOFD UOSPMU
14 24.0 144.0 318
24,90 144.0 S1C

- — . e e FE MR U W M s W Em e W M R A M WM S M e Em A s e R s e R T R R ey W A SR A

This example shows seven different unscheduled operatiens.
The first one represents the flight crew's request for the
experiment coeomputer memory management display, data~set
TMEM. It is expected to be accessed 155 times after 4.0 and

befoere 159.0 hours into the flight. The second unseneduiled

@€y
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operation represents the use and revisicn of the master
timeline (MIL), data-set MMA. The simulation allows up to
fifteen accesses to define a single unscheduled cperation.
(Again, it is possible to have more, but the maximum
encountered on Spacelab I was four.) The complete set for

Spacelab I is given in Appendix B.Y,

4.1.3 MMU Daka-gets List

To sxamine MMU tape travel, the data-set tape positions
are needed, The data-set positions are determined by the
tape layout azlgorithm as a function of the order of the
data-sets list. This ordered list is the decision variable,
DV, of Chapter 3. The 1ist identifies all of the data-sets
that will be loaded on the MMU tape according to the
mission's flight software requirements [20,21], Each
data-set's size and whether it has a fixed or variable
position are specified. A complete Spacelab I list of
data-sets as it is input to the simulation is shown in

Appendix B.1.

y.2 Simylation Process

The simulation processing of the inputs was broken into
several phases to be detailed in this section. In the first
phase, the MMU tape layout was determined. In the next
phase, a set of unscheduled operations was defined in time

order. In the third phase, these unscheduled operations and



§3

the scheduled operations were processed in time order to
determine the data-set accesses. The Lape travel was
computed for the data-~set accesses associated with the
operations. Finaliy, when every operation had been

examined, the tape motion was summarized.

4.2.1 Tape Layoult Prgcess

The positions of the MMU data-sets are determined by
the tape layout algorithm using the input of the data-sets
list. The layout algorithm models the MMU tape as a large
array in which each element of the array represents an MMU
block. The algorithm sequentially reads the data-set list
and assigns the data-sets to unused array elements. As the
block assignments are made, each data~azet's astarting
pesition on the tape is stored. Once the assignments are
made for all of the data-sets in the list, the stored
starting positions can be used to model the MMU tape in the
simulatiocon.

A listing of IBM's PL/I program that lays out the MMU
was received and translated to FORTRAN 77 for the
simulation. The translated program uses the same data-set
list and generates the key reports of the PL/I program.
(See appendices B.1 and C.1, C.2, and C.3 for examples.) To
assure no discrepencies arose 1n translation, a test using
identical inputs assured the reports frcm boeth versions were

the same.

e



gl
h.2.2 Determination of Unscheduled Operations

A sequence of unscheduled operations is defined using
the unscheduled operations input data. For each one of
these operations, a set of times is selected at random
between the earliest and latest times, The number of times
selected is equal to the expected frequency of occurrence
specified. Random times are selected for all of the
unscheduled operatlions and integrated into a single,
time-ordered file. This file then defines the sequence of
all unscheduled operations and the sequence of data-sets

accessed during each operation.

4.2.3 Determination of Scheduled CDMS QOperatigns

To determine the sequence of scheduled CDM3 operations,
each scheduled operation in the mission timeline data-pase
is examined and checked against the list of operations that
have data-set accesses. 1If the operation is in the list,
then the sequence of data-sets defined in the 1list can be
used to determine the sequence of MMU accesses. This, in
turn, defines the positions the tape must travel to at the
start of the operation, within the operation, and after the

cperation is completed.

b,2.4 Tape Travel Computation

fAfter a time-ordered set of scheduled operations and a

time-ordered set of unscheduled operations have been
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defined, the tape btravel for data-set accesses was
determined as follows:

The simulation starts assuming the tape is positioned
at file 6, subrfile 0, block 0. (Note that the track number
does neot affect tape travel since tracks are side-by-side on
the tape.) This position was assumed because it will be
close to the data-sets (i.e., it is the firat tape position
assigned). This avoided a large Ltape movement that could
have masked the jidentification of a large movement during
the simulation.

The first simulated CDMS operation to occur in flignt,
scneduled or unscheduled, is then selected from the defined
sequences. As described in sections 4.1.1 and 4.1.2, each
operation will have one to fifteen data-set accesses
identified in order. The&e simulation computes the number of
blocks skipped to reposition the tape from its current
position to the closest block of the first data-gset accessed
during the operation. (The closest block may be used since
data-sets may be accessed in either direction.) Let us call
this number NSK(1). Then, the tape is repositioned to the
next block past the end of the data-set as it would bDe after
the access 1s completed.

figure 8 depicts a po;tion of the MMU tape to show an
example of how Gthe travel is computed, If the firat
data-set to be accessed is in file &, subfile 1, blocks 0
through 4, NSK(1) would be 32 since there are 32 blocks in

subfile G to be skipped to reach the data-set, In the
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figure this rcpresents a move from position A to position B.
ihe data-set &ccess is simulated by the move over blocks 0 -
4 in subfile 1 to a position at the start of block 5, i.e.,

from position b to position C.

File 6

Subnfile 0 Subfile 1

Block Ne.=10 1 2 3........- e e, 310 1 2 3 4 5 6......
T Y R T L s
R T N T R T T A
VT ST SO SN R e
{ww=~=32 bleocks skipped----> (Access->

Position A B C

Figure 8. Example Tape Pozitions

1f another data-set is tc be accessed within the
operation, the simulation computes #he number of MMU bliocks
skipped to get to the next data-set. Let this number be
KSKIP1(1). 1If k data-sets { k > 1 ) are accessed within the
operation, KSKIPI(2), KSKIPI(3), through KSKIFI(k-1) are
computed. The simulaticn will keep track of the largest
value of KSKIP]l computed within an operation., Let this

number be KSX(1) where
KSK(1) = max (KSKIPI(1), KSKLPI(2), ..., KSKIPI(k-1)}}.

By summing these values of KSKIPI, the total number of
blocks skipped within this operaticn can be computed. Let

this number, J4S5K(1), be given by the following equation:

JSK(1) = KSKIPI(1) + KSkIP1(2) + ... 4 KSKIPI(k-1)
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If only one data-set is accessed during the operation, JSK
is not defined for that operation.

Now, the next operaticn to occur during the flight is
selected from the sequences of operations and NSK(2) and
JSK(2) are computed as before. This process continues until
all m scheduled operations and all n unscheduled operations
have been simulated. Thus, m + n values of NSK and ¢ values
of J3X (where ¢ £ (m + n} and represents the number of
operations where k > 1) are determined for the simulated
flight.

Replications of the mission simulation using the same
tape layout and scheduled operations with another set of
randomly selected unscheduled operations can be requested.
The number of replications is determined by the number of
random number seed values stored in another input file.
(Appendix B.5 defines the format of this file called
SEEDS.DAT.) To stop the simulation replicaticns, a aeed

value of zero should be specified.

4.3 Reports

The simulation generates reports that permitted the
evaluation of the tape layout. Three reports are generated
to show the pertinent tape layout information. The first
report iz a listing of the data-set input file. The next
report lists each data-set's name, description, size,
assigned track, file, subfile, and block, and whether its

position was fixed or variable. The data-sets are l1isted in
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the same order as they were input and processed. The third
report is an overview of the MMU tape after all the
data-sets have been positiomed. It indicates the number of
bloeks used in each subfile where the characters "., 1, 2,

., U, VvV, and WY correspond te 0, 1, 2, ..., 30, 31, and 32
blocks used. These reports are shown in Appendix C.1, C.2,
and €C.3, respectively. They permitted the examination of
the data-set positions assigned by the layout algorithm.

The remaining two reports are related to the simulation
of tape travel. The fourth report traces chronclogically
both scheduled and unscheduled operations and their Etape
Eravel. Scheduled operations are identified with the
mission timeline model name and step number. Unscheduled
cperatiuns are identified with the nage of the first
data-set accessed {(i.e., there is no comma and number at the
end}. For each operation, the bloecks skipped from the last
operation (NSK) and the bloecks skipped within the operation
(i8%) are shown. Also, the tape poéition (fiLe, subfile,
and block) after the operation is complete is listed, also.
(4n example page from this report is shown in Appendix C.4.)

The fifth report is produced at the completion of each
simulated mission and consists of tables that summarize the
data-set accesses, This report is shown in Appendix C.5.
The mission run number for the tape layout proposal 1is
listed in the title line followed by the date and time of
the simulation. Next, the ten largest values of N3K(i) (the

blocks skipped between operations), JSK(i) (the total blocks
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skipped within an operation), and XSK(i) (the maximum travel
for a single access within an operation) are listed. These
three tables give the time of the operation, the operation
identifier, and the number of blocks skipped. At the bottom
of each table, the total number of blocks skipped and number
of observations over the mission are 1listed. Finally, the
mean, variance, and coefficient of variation [15] of NSK,

JSK, and KS3K are given for the simulated migsion,.

4.4 Summary

The simulation uses the following data:

1. The list of MMU data-sets.

N

Unscheduled operations data.

3. The mission timeline data-base of all scheduled

operations.
4., Data-set access sequences for scheduled operations.
5. A randem number seed for each simulation replication.

The simulation starts by creating a candidate tape
layout based on the list of data-sets. This is achieved via
IBM's tape layout algorithm developed to define the data-set
- positions. Next, a set of unscheduled operations are
randomly scheduled within the appropriate time windows and
with the frequencies defined by the flight operations

experts., These operations represent the predicted use of

SRR - . '_——_—r@
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the MMU that is not scheduled in the mission timeline. The
sequence of scheduled operations is derived from the mission
timeline data-baze of all scheduled operations. A sequence
of data-set accesses are identified for each of these
operations that need data-set accesses. The simulated tape
layout is then used to determine the tape travel between the
operations and within the operations. Replications using
the same tape layoubt and different times for the unscheduled
operations can be made. The number of replications is
specified by the number of random number seeds provided.
Reports are generated that will permit the Lape layoubt and

the tape travel to be reviewed and analyzed for improvement.
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CHAPTER 5.

STRATEGY AND TACTICS OF MODEL OPERATION

This chapter defines how the computer simulation was
used to select a "good" order for the list of Spacelab T
data-sets, For Spacelab I, there were 166 data-sets to be
positioned on the tape which results in 166 factorial
possible list orders. Since the simulation typically uses
about an hour to simulate five flights for a candidate list,
only a selected subset of possible input orders can be
examined. This chapter describes how a reduced set of lists
were identified for evaluation based upon experience gained
using the simulation. The following aspects will be
discussed:

First, measures of performance will be established so
different tape layouts can be quantitatively compared. A
criteria function based upon these measures will be defined
to evaluate the tape travel expected for a tape layout.

Second, the factors that affect tape travel will be

R S
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investigated using the simulation. This is needed because
Spacelab MMU tape Etravel has not been studied before and
these factors have not been well understood,

Third, using the knowledge gained from this
investigation, the list ordering factors will be categorized
as to which ones should be experimentally varied and which
ones should be held constant.

Fourth, a procedure will be defined to group data-sets
using the prior knowledge of data-set utilization within
operations. By fixing the orders within the groups, the
order of the complete data-set 1list will be constrained.

Finally, 2 heuristic will be defined in which the
experimental factors to be varied will be investigated. The
experiment results should identify a data-set 1list that

results in less tape travel than other lists evaluated.

5.1 Measurgs of Perf{ormance

The measures of performance for Spacelab I MMU tape
travel were established in Chapter 3 as MTI and ATB where,
MTI1 is an average over the flight of the maximum travel
within each operation and ATB is an average of the travel
between each of the flight operations. For a given tape
layoutbt, these measures a%e found in the simulation summary
tables report for each simulation replication. For example,
using the summary table report given in Table 7, MTI is 28.6
blocks and ATB is 61.7 blocks.

Since the sequence of CDMS operations ias stoehastie,
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replications of the simulated flight should be performed to
gather several samples of the measures of MTI and ATB. The
narrowing of the confidence intervals with increased samples
was balanced against the additional simulation time required
per sample. The confidence intervals were computed using
the fixed sample size procedure described by Law and Kelton
{i1] assuming the measures are normally distributed random
variables. The general formula for the confidence interval

is given by

- s{n)
X{n) + tn~l,l—ad2 —?ET
whero
L{n) is the sample mean
s(n) is the sample standard deviation
n is the sample size
and t ;. iz the value of a Student-<t
n-1,]-a/2

distribution for n-1 degrees of
freedom and a (1-uwW/2) degres of
confidence.

A test run of five mission replications was made which took
55 minutes to complete. The data-set list order was defined
in the same way NASA has previocusly determined the list
order, that is, without tape travel evaluations and list
oerder revisions. The results of this tesl are shown in

Table 8.

—~



Table 7. Example Statistical Summary Report

TEN LARGEST "S3KIP TO"
HRS MODEL, STEP

23.98 019-F1/2,2
52.42 TMEM

38.98 013-F2/3,1
45.32 o022-F02C,2
144,00 U13APS
85.57 013-F2/3,8
96.47 017-FO1B,1
116.57 U3Y4AST
100.35 N2F09/8C,1
10.83 MMA

TOTAL "SKIP TOY:
NO. OF 0BS.:
MEAN

TEN LARGEST

HRS

MODEL, STEP

54

"SKIP INY

- ——— [ el e e L R

BLK
byt 82
374 32
331 4o
320 76
352 84
331 64
372 10
384 61
416 34
288 51
65078 T0

1084

61.7

VARIANCE: 3514.7

CV(%):

96.0

TAL
N

022-F0O2K, 1
N1FO7TB3Y,2
022-F02C, 1
022-FO2M, 1
005-FO1A,1
021-F1/2,1
033-F1/4,2
N1FOTA6B,2
013-F2/3,2
005-F01C,3

WSKIP INY:
c. OF 0DBS.:
MEAN
VARIANCE:
cv(g):

TEN LARGEST MAX TRAVEL IN (MTI)

BLKS ACC

A o AW Ak e e W M MR A b ey R am lin ik e e R b A R e

HAS MOBEL,STEP
BY, 16 0Q5-FO014,1
34.56 013-F2/3,2
64.38 021-F1/2,1
82 .43 (22.F02K,1
32.98 HNIiFQTB34,2
61.45 NIFOTABB,2
10.63 033-F1/4,2
51.18 005-FQ1C,3
40.7 P22-F02C,1
76 .87 022-F02M,1

TGTAL MTIL
NO. OF OBS.:

MEAN
VARIANCE:
cCvig):

0
(Un]
VT U s D TN = Ol

6855
240
28.6
k2.2
76.1

13094
2o
54,6
3774.3
112,56

:@E
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Table B. Test Data for Confidence Intervals

Replication MTI ATB
1 32.5 56.7
2 32.6 57.5
3 32.1 55.6
y 31.7 57.0
5 32.9 56.3
Mean 32.4 56.6
5td. Dev. 0.47 .72
Deg. of Confidence 0.98 0.98

Confidence
Interval 32.85+0.7 56,6+1.1

. o R e b r o R MR EE e Mg e e N S e T S W AR AR e e e S e L AR e

A 98 percent degree of confidence for each measure was
selected. The confidence levels were chosen such that o,
the overall degree of confidence for both measures'
confidence intervals, would be less than 0.05, This

confidence level is given by [11]

100(1 - «) percent = 1 = (&, + Xaly ).

Thus,
100(1 -~ o) = 1 - (0.02 + 0.02) = 96 percent.

To put these intervals in perspective, a range of one
block is equivalent to about 0.05 seconds in aeccess time
which is imperceptively small. Thus, there is reasonable
assurance that the means computed using five simulation
replications will be represzntative of the true means of the
measures MTI and ATB, So, for each layout determined by a
candidate data-set 1list, the means of MTI and ATB oever five

simulation replications will pe used to measure the list's
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performance.

5.2 Criterja_FfFunegtion

Using the measures of performance, a criteria function
can be established to compare data-set lists., This function
was defined with both MTI and ATB but with greater
importance given to MTI. This is achieved by using a

scoring Ffunetion [2,6,18] which is defined as follows:

(BETA) MTI(i) (1_- BETA) ATB(i)
—_— + ———
MTI(0) ATB(O)

Sc

where

MTI(i) is the mean of MTI for 5 replications for layout i,
EE?(O) is the mean of MTI for 5 replications for layout 0,
KEE(i) is the mean of ATB for 5 replications for layout i,
ATB(0) is the mean of ATB for 5 replications for layout 0

BETA is a weighting factor for the relative importance of

MTi versus K;g.

The weighting factor, BETA, was set to 0.75 for Spacelab T
to favor the MTI measure of performance.

This function uses an initial layout, called layout 0,
for comparison purposes. The score of the initial layout
will be 1.0 by definition. If SC for a layout is iess than
1.0, it is better than the initial layocut. A perfect layout

would have an SC score of zero. The initial layout
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represents the best possible guess at the list order NASa
would have made without the benefit of'the simulation. So
any improvement from this candidate represents an
improvement over the way the layout was previously
determined by NASA. The method of selecting the initial

order will be discussed later.

5.3 Investigation of the Factors Affecting Tape Travel

MMU tape travel will vary with many factors -- some
that can be controlled and others that cannot. To
investigate the sensitivity of tape travel to these factors,
several exploratory simulation runs were made. These runs
indicated that the factors listed in Table 9 affected the
tape travel within an operation and between operations.
Each of these factors were categorized as suggested by
Bartee [2]:

A -~ A boundary condition (to be held constant in the
experiment).

B - Ap unmeasured experimental factor contributing to
experimental error. (In this case, the experimental
error is the variation in MTI and ATB bDetween flight
replications.)

C ~ A measured factor in the experiment,

I"l’!’j



58

Table 9. Factors Affecting Data-set
Positioning and Tape Travel

- e e . e e  Ew Er mr b T e = Te W WS T e b B e b b b B WS AR AL A LS W W e e e e

FACTOR CATEGORY
1. Total number of data-set blocks A
2. Data~-set size A
3. Data-set type A
4y, Sequence of unscheduled operations B
5 Sequence of scheduled operations A
6 The relative list positions of data-sets

accessed during an cperation A
7. The relative list positions of data-set

groups associated with an experiment A
4. The relative list positions of data-sets

groups associated with experiment disciplines C
9. The list position of data-sets shared by

several experiments Cc
10, The list order of the discipline groups

of data-sets A
11. The direction of tape access B
12. The number of data-sets listed before the

first "T" bype data=-setl A

- P EE = b e A . R R T R T e b e B AW AS b A A e A -

Factors 1, 2, and 3 are determined by the flight software
requirements. Factor 4 is determined by the schedule of
operations and can be assumed to be a boundary condition if
one assumes the performance of the operations is per the
schedule. Factors 5 and 11 fluctuate with the random
occurrence of unscheduled operations. Factors 6 through 10
and 12 are 2ll associated with the order of the data-sets.
It was found that by constraining the order of the data-sets
according to the sequence of accesses expected during CDMS
operationa, the tape travel could be decreased. The
ordering faetors 6 and 7 will be controlled by fixing the
‘order of groups of data-sets according to their sequence of
access during an operation. Factor 10 can be fixed based

upon the time eritiecality of the disciplines' operations.
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Factor 12 will be held constant by liasting enough data-sets
before the first display data-set (type "T") to fill file 6,
subfiles 0 and 1. This leaves factors B and 9 as the ones

to be varied during the experiment,

Hypothesis Statement

Assuming the data-sets are grouped and sufficient
data-scts are listed before the first display data-set is
listed, the tape travel as measured by SC is dependent upon
the list positions of data-sets shared by several operations
arnd the order of the experiment data-set groups within each

discipline group.

5.4 Grouping of Data-sets

To group the data-sets by experiment and discipline,
each one was assigned a three character code where the first
character identified the discipline that the data-set
supports and the second and third characters identified the
experiment or function it supports. Table 10 summarizes the
codes., The discipline identified as "common" represents
those data-sets that may be called at any time. The
"remainder" discipline represents data-sets that are not
expected te be accessed during experiment operations. These
assignments were then included in the description field of

the data-set list. (See Appendix B.1. as an example.)
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Table 10, Data-set Grouping Codes

Disecipline Codes

Solar Physics 516 S21

Astropomy AR5 A22

Plasma Physics P02 P03 P19 P20
Earth Observation E13 E1T7T E33 E3U
Common COF C99 CTL CTM
Remainder REM

A T A S e I M MR M A G e e wr T R A TR MR R e v omr mm r S mh o W S AR et ey S —

With the codes assigned, data-sets having the same code
were gfouped together in the order they are accessed during
the operations. Then, the experiment groups were collechted
together by discipline. The common and remainder
disciplines groups need not be collected together as they
highly independent of one another. The following procedure

was used to define the initial ordering:

1. Each scheduled operation's sequence of data-set accesses

was reviewed and its data-sets were assigned a grouping

code.

2. If more than one data-s=t is accessed during the

operabtion, those data-sets were grouped together.

3. Steps 1 and 2 were repeated for the unscheduled

operations,

4, The remaining data-sets were assigned te the "remainder"

discipline.
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5. With the operations groups of data-sets now defined, any
groups or individually accessed data-sets that support

different operations of the same experiment were merged.

6. The experiment groups were then combined into discipline

groups.

7. The total number of blocks for the data-sets listed
before the first display data-set was determined. When
this total is less than 256 (4 tracks x 2 subfiles x 32
blocks), enough data-sets should be placed before this :
display data-set to assure the first two subfiles are
filled. Data~sets ldentified as "common" should he

used, if possible.

8. The remaining data-sets that have nct been grouped up

till now were added to the bottom of the 1liat.

Let us democnstrate this proeedure with an example using
Tables 11 and 12. Table 11 shows a portion of the sequence
of data-set accesses that are expected during scheduled
operations. For the operatlions identified as 034-FC3, steps
1 through 7, the data~sets were grouped as shawn in Table
12, Note that this same group will support several
operations, i.e., 034-FC3, 034-FCh, 034-FCH, and 034-FCT.
The complete list of data-sets ordered usaing this procedure

is given in Appendix B. 7.

£



Table 11.

034-FC3,1
O3u_FC3r3
034-FC3,5
034-FC3,7
034-FCl,1
034-FC4,3
034-FCL4,5
034-FCH, 7
034-FCH,1
034-FC6,3
034-FC6,5
034-FC7,1
034-FC7,3
Q34-FC7,5
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Example Scheduled Data-set Access Sequences

. A i L ok W ER MR A N R AR A i W AR o e S LA o M b M T ER AR m T e W A am AR e e
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S34 A3I4RO U34aLM

534 A34RO
U34AST

U34asT -
U34AST

534 A34RO
U34AST

U34AST

334 L34R0 U34aLM

U34AST )
U3dasST

U34aLm

U3ddaLM

- — T T L AN Sy g S - —— ——_ e —— S
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ECOS E34 15 0
ECOS E34 12 0
ECOS E34 1 0
EC0OS E34 100 O

AW e e

To s2how that selecting the initial order as described i

above will yield a2 good tape layout,
performed.
and the means of MTI and ATB were computed,

will be assumed to be the initial layout,

the following test was
The data-sets were listed as prescribed above
This'layout

so 8SC = 1.00. Two

alternative lists were made by ordering them in other ways

to compare the values of SC for each,.

The first alternative -

list was ordered alphabetically starting with the first

character of the data-set name.
was ordered alphabetically starting with the second

character of the data-set name.

The sec¢ond alternative list

A comparison of the results ?
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is tabulated in Table 13. This table shows Lhat
gsignificantly lower tape travel was experienced when using

the grouping procedure.

Table 13. Comparison of Initial Ordering Methods

s R A A W A R L WY Ak Mk NN AN A e e N N Ak e e e S A ke S N MR M S N W i W AN A e e

Grouping Alphabetic by Alphabetic by
Method: Procedure 1at Character 2nd Character
Value of 8C: 1.00 6.43 2.8%4

A heuristie [19] will be used to decrease the number of
layout evaluations. In this method, a candidate layout will

be compared with previously evaluated layout candidates

using the heuristic rules, The heuristic is defined as
follows: ﬁ,
1. Define an initial input order for the list of data-sets

per the grouping procedure given above.

2. Run the simulation and compute the meana of MTI and ATB

for the five flight replications.

(N

After reviewing the simulation reports, revise the order
of the data-set groups that have the greatest tape
travel., Use the revision strategy as given in the next

section.

e rr——
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4., With the revised list, run the simulation and compute SC

for the new tape layout.

5. Compare SC for the revised order with the minimum value

of S5C computed for all of the previous candidate orders:

Let
SC(n) be SC for candidate list n, )
and SC(min) be the minimum value of SC for all
previous candidates.
If SC(n) < Sc{min), then go to step 3. If =2C{(n) 2 ]

SC{min), then increment a value NNI by 1 where NNI
represents the number of 1ist order revisions that have

not improved since SC{min) was found.

6. If NNI < 5 then go to step 3.

7. STOP. Select the list with the minimum value of SC. ¢

5.6 Strategy of Revising the GList Order

After the simulation is run, the simulation reports
were reviewed to determine how the input order might be
changed to decrease the blocks skipped between data-set
accesses. The statistical summary was reviewed to defbermine
which operations skip the largest number of blocks within
the operation. Then, the tape positions of the data-sets
accessed during these operations was reviewed to determine
why the number of blocks skipped was comparatively larger.

The position of data-sets shared across diseciplines
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should be tested firat and most thoroughly. Varying the
order of experiment groups within a discipline group should
be tested next. Several groups may be reordered in a single

revision to minimize the number of list evaluations.

5.7 Example of a List QOrder Revision

To demonstrate how the list order was revised, examine
the statistical summary in Table 7 shown earlier. Note the
seventh entry of the ten largest values in the table for
"MAX TRAVEL IN (MTI)" is associated with the data-set
accesses of operation 033-F1/4,2. The operation/data-set
correlation input data in Appendix B.3 shows these
operations involve the data-sets 533, A33A0, T33A, and
U33ACC. Table 14 shows that U33ACC 1s positicned in file 5,
subfile 0 and the others are in file 6, subfiles 3 and 4.

It would be better 1f these data-sets were posgsitioned more
closely to file 5. This was accomplished by revising the
input order as shown in the optimized input file in Appendix
B.2. By moving these dataz-sets up in the list, they were
positioned jin subfiles 1 and 2 of file 6 as shown in Table

15.

-
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Table 1H4. Initial Earth Observation Data-set Positions

———— - e e S WP SR e g b S A e e AR R e b R AR b S A b

Name Description {1) T F S B treol
313 ECOS E13 18 6 6 2 11 VAR
A1340 ECOS ET13 12 0 6 3 0 VAR
A13A01 EC0S E13 4y 0 6 3 12 VAR
A13A02 EC0OS E13 5 06 3 16 VAR
A13403 ECOS E13 5 0 6 3 21 VAR
A13A04 ECOS EI13 3 4 6 1 29 VAR
A13406 ECOS E13 4 & 6 3 26 VAR
T134 ECOS E13 2 6 6 2 29 VAR
U13APC ECOS Ei13 1 06 1 31 VAR
U13APS ECOS E13 9 y 5 3 0 VAR
A13G0 ECOS E13 y 4 6 3 9 VAR
Ti3G ECOS 13 3 46 3 13 VAR
A134A05 ECOS E13 y 4 6 3 16 VAR
S17 ECQOS E17 11 4y 6 3 20 VAR
A1TAD ECO8 E17 6 6 6 3 0 VAR
T1TA ECOS E17 2 06 3 30 VAR
U17401 ECOS8 EI7 8 & 6 3 3] VAR
533 EC0OS E33 by 0 6 4 0 VAR
A33A0 ECOS E33 6 6 6 3 14 VAR
T33A ECOS E33 2 b6 6 3 20 VAR
U33acCcC EC0O3 E33 25¢ Q0 5 0 0 VAR
534 EC0OS E3Y 15 2 6 4 10 VAR
A34RO EC0OS E34 12 4 6 4 ] VAR
U34ALM ECO5S E3N | 0 6 2 31 VAR
U34AST ECOS E34 100 6 6 4 ] VAR
{1) Number of %12 word blocks.

(2) T = Track; F = File; S = Subfile; B = Block

SwTE Y

8y
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Table 15. Revised Earth Observation Data-~set Positions

o =y WP AP HE e e AR N Al i R e R e e R e v S S W e R G mr em mm am T ) AR S e e W Y SR S e D e

Size Pos.(2) Con-
Name Description (1) T F S B trol
333 EC0OS E33 4 4 6 1 O VAR
A33A0 ECOS E33 6 6 6 1 0 VAR
T334 EC0OS E33 2 0 6 2 4 VAR
U33ACC ECOS E33 250 0 5 0 0 VAR
517 EC0OS E17 11 6 6 1 & VAR
A1TAO ECOS E17 6 6 6 1 17 VAR
Ti1TA ECOS E17 2 06 2 6 VAR
Ut17TAO1 ECOS E17 B 6 6 1 23 VAR
534 EC0OS E34 15 0 6 2 8 VAR
A34RO EC0S E34 12 4 6 2 12 VAR
U34ALM ECOS E34 1 6 6 1 31 VAR
UIUAST ECOS E34 100 6 6 2 0 VAR
513 EC0OS E13 18 0 6 3 0 VAR
A13A0 ECOS E13 12 0 6 3 18 VAR
A13401 ECOS E13 4 o 6 2 23 VAR
A13402 ECOS E13 5 0 6 2 27 VAR
A13A03 ECOS E13 5 L4 6 2 24 VAR
A13A04 ECOS E13 3 4 6 2 29 VAR
A13A06 ECOS E1i3 4 4§ 6 3 0 VAR
T134 ECOS E13 2 0 6 3 30 VAR
U13APC ECOS E13 1 4 6 3 4 VAR
U13APS EC0OS E13 9 % 6 3 5 VAR
A13G0 ECOS E13 4 4 6 3 14 VAR
T13G ECO3 E13 3 4 6 3 18 VAR
A13A05 EC0OS E13 4 4 6 3 21 VAR

- S e MR W mm MR e e AN o e e M A A s e S W T W A e MR SN SN AN e m =R e W ek NS S S A e W S S e e e e e

(1) Number of 512 word blocks.
{2 T = Track; F = File; S = Subfile; B = Block
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CHAPTER 6.

EXPERIMENT RESULTS, CGNCLUSICNS, AND RECOMMENDATIONS

In this chapter, the results of the simulation -
experiment will be summarized. Taps travel data will be
presented for the data-set input orders evaluated, the best
input order will be discussed, and conclusions will be made
concerning %tre computer simulation and the data-set list
ordering for Spacelab I. Finally, recommendations will be
made for improving the simulatioen and using it to order

data-set lists for other Spacelab flights.

6.1 Experiment Data

After the expleratory runs to determine the sensitivity
of the tape travel to the ordering of the data-sets,
fourteen different list erders were evaluated in the
experiment, The initial order was determined using the -

grouping procedure derived after the investigation of
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ordering variations and is given in Appendix B,1. Table 16
tabulates the measures of performance for the tape layouts
evaluated, The first two revisions of the }list order
resulted in greater tape travel than the initial order. 1In
these orders an experiment group became s3plit between files
6 and 5. This indicates that the tape travel may increase
greatly if groups are split between different files. These
two list orders were discarded as unreasonable. The order
of the data-sets 1list was then revised eleven more times per
the experiment procedure. Revisions 6 and 7 had the same
value of 3C s0 NNI was determined by sSelecting the order
with the lower MTI mean. The eighth revision resuited in
the minimum value of SC, This list order was selected as

the best one evaluated and is shown in Appendix B.2Z2.

e . . ——— —a AR  h A e S e G A W e A o AR oy b o A b A e AR W

TABLE 16 Measures of Performance Values
QRDER MTI ATB SC NNI
0 28.7 62.8 1.00 0
1 92.9 56.3 2.65 (Note 1)
2 93.2 102.9 2.85 (Note 1)
3 22.0 55.6 0.80 Q
4 27.3 56.1 0.94 T
5 26.6 565.1 g.91 0
6 18.8 50.6 0.69 0
T 17.9 56 .4 .69 1 (Note 2)
B * 11.9 55.4 0.53 D
9 13.4 56.5 0.58 1
10 15.4 55,7 0.62 2
11 18.4 52.3 0.69 3
12 12.1 55.8 0.54 y
13 18.4 52.3 0.69 5

Nete 1: Discarded as an unreasonable order,
wote 2: Tie broken by selecting minimum mean of MTI.
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6.2 Discussion of the Best Qrder

The tape travel data for the eighth list order 1is

detailed in Table 17.

Table 17. "Best" Order Tape Travel Statistics
Replication MTIT ATB
1 12.0 53.8
2 11.9 54.6
3 11.9 56.0
I 10.6 54.7
5 13.0 58.1
Mean 1.9 55.4
Std. Deviation 0.85 1.68
Cocefficient of
Variation 7.2 % 3.0 %
984% Confidence
Interval 11.9+7.3 55.442.6

Some important attributes can be identified in order 8,
the besat order, that help minimize tape travel. First, the
large, "common" group data-sets, excluding the "T" type are
listed closer to the top of the list to fill subfiles 0 and
1 in file 6. With these subfiles filled, experiment groups
will not be separated when they include "T" type data-sets,
Seceond, within the same discipline, the experiment groups
with large data-sets are listed before groups with smaller
data~-sets. In this case, more contigucus tape space is
avallable to position the large data-sets and the smallier
data~sets then fill in the smaller, unallocated gaps
remaining. Third, the data-set U33ACC, which is 250 blocks
large, was listed so it was positioned in file 5. This

permitted the remaining experiment ard "common" data-get
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groups to be positicred in file 6. Fourth, the more
frequently accessed data-sets are positioned toward the
center of the list. This tends to distribute as many
data-sets to the left as to the right of them on the MMU
tape. Finally, the data-set UO5PMU was listed with the S21
group. In this position it was centered on the tape

relative to the different groups that include its access,

6.3 Sensitkivity Analysig

To jinvestigate the sensitivity of changes in the
assumptions made about MMU use, several test cases were
definerd, In the test vcases described below, the "bheat"®
order*s simuylation input data was changed in ways that might
actually oceur. Table 18 summarizes the statistical data

for the best order and each test case.

Cage A: Unexpecfed MMU Aqcesses

For the best order, an unscheduled set of operations
that seemed likely to cccur and cause MMU accesses was
simulated. In this test case, the sensitivity of tape
travel to additional unscheduled operations was examined.
(This situation occurred during Spacelab I and will be noted
later.) This case was defined by adding 28 unsecheduled
accesses of {he data-sets TVTR and TVID. As Table 18 below

shows, the simulation prediets an inerease in travel between

operations (ATB) with little change in travel within the

P
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operations (MTI).

Case B: Ffewer Data-sets [isted Before the Firgt Digplay
Data-set

In the best order, enough data-seta were listed before
the first display data-set (type "T")} to keep the display
data~-zset positioned close to the cother members of its
experiment group. In this test case some of the data-sets
listed before the first display data-set were moved down in
the list. The simulation predicts, in this case, that the
average travel within an operation increased while the

travel between operations remained nearly the same,

CLase C: Change List Posjtiong of the Common Ziscipline

Group

Another assumption made to reduce the number of list
evaluations was that the ordsr of the discipline data-set
groups could be fixed. Consistent with this, the data-sets
identified as "common" i.e., not belonging to one
diseipline, were listed centrally between the other
disciplines. 1In this test case, these "common" discipline
data-set groups were moved ahead of the astronomy discipline
data-sets. The tape travel within Lhe operations increased

while the travel between operations decreased sli ;htly.
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Case D: Data-set Size Changes

The sizes of the data-sets were assumed to be given and
unable to be changed. Actually, data-set sizes can be
changed early in the flight software development period. To
investigate the effect of a size change, the data-set U3I3ACC
was decreased from 250 to 25 blocks. When this was done,
U33ACC was positioned in file & rather than file 5. The
average btape travel within an operation within an operation
increased significantly while the travel between operations

decreased,

Case E: Deleticon of Qperations

Contingencies can cccur immediately before or in flight
Ehat coculd cause szome scheduled operations to be canceled.
This is a deviation from the assumpticn that the operations
would be performed per the schedule. This zituation was
tested by deleting the data-set accesses asscciated with an
experiment, The simulation indicated no significant change

in tape travel in this case.

Case F: Changes to the Order of Dabta-set Accesges

The sequence of data-set accesses associated with an
operation could possibly change if the operation's
procedures change. To test the sensitivity of tape travel
to changes in the assumed sequences, the data-aets

asspociated with an experiment were re-ordered in the

i
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data-set list. The order of the data-sets in the list was
then different from the operation's defined order of

accesses. The simulation predicts an increase in average
travel within operations with no change in travel between

operations.

Table 18. Sensitivity Anslysis Summary

A b A e g —— A o . — T e - . e — -

98% Confidence Intervals

MTI ATB
"Best" Order 11.9+1.3 55.4+2.6
Case A 10.9+1.5 64 .5+7.1
Case B 18.2+41.1 53.3+2.5
Case C 19.5+1.2 51.842.1
Case D 21.340.5 51.0+1.9
Case E 11.8+1.3 55.4+2.6
Case F T4.141.3 55.9+2.6

6.4 Weighting of the Measures of FPerformance

A change in the weighting factor, BETA, could affect
which list order was selected. The variation of SC with
changes in BETA was investigated using the fourteen
candidates' measures of performance. Table 19 shows how SC
varied for BETA = 0.25, 0.50, 0.65, 0.75 and 0.85. The data

indicates that the same data-set list order would be

selected for all values of BETA tested except when BETA

0.25.



75

Table 19. 5C Computed for Various Values of BETA

o e A A g T b o A MR W e e S st A M W W BN M e M EE T ey 4B A Mk M EE A P P ER NP LM M R A SR R YR e

1.00 1.00 1.00 1.00 1.00

0
1
2
3
4
5 0.89 0.90 0.91 0.91 0.92
6
Z
9

» .17 0.65 0.58 0.53 0.48
0.79 0.68 0.62 0.58 0.53

10 0.79 o.M 0.66 n.62 G.59
1M 0.78 0.7H4 0.71 0.69 0.67
2 0.77 0.66 0.99 0.54 0.49
13 0.78 0.74 0.71 0.69 G.67

- — b - b o ——— -

6.5 MMU Operations During Spagelabd I

The Spacelab I flight took place November 28 through
December 8, 1983, The layout for the flight MMU tape was
determined using a preliminary version of the computer
simulation discussed in this thesis. Tape layout studies
similar to the ones discussed herein were done but a
different schedule of experiment operations was used. After
the tape layocutbt was determined based upon a schedule for a
September 30, 1983 launch date, the flight was delayed to
the November 28, 1983 and a revised schedule of experiment
operations had te be produced by the mission planners. The
MMU layout was unable Lo be revised using the new schedule
because the MMU had already been integrated into the
Spacelab and thus could not be reformatted.

Even though a different schedule was used in the

simulation te determine the flight MMU layout, the MMU
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acsess btimes during the flight were satisfactory except for
two cases, In one-c¢case, an experiment operation was not
performed as planned because of an unexpected access of a
data-set poslitioned far from the experiment data-sets
resulted in the next access taking significantly longer than
expected. This incident demonstrated that timely MMU
accesses can be important, The second case was a complaint
by the astronauts during post-flight debriefings that the
¢rew displays defined by data-sets TVID and TVTR took
exceptionally long to tbtecome available when requested. This
was because the astronauts used these displays more often
than expected. The simulation input data did not reflect
that these displays would ever be used and thus bthey were
positioned sowe distance ifrom the other data-sets. This
demonstrated that the frequency of use of each data-set must

be carefully estimated.

6.0 Conelusions

As 2 result of this study, the following conclusions
can be made concerning the simulation and the 1list ordering
of the Spacelab I data-sets for detreased MMU tape travel,.
The computer program provided an independent means for NASA
to determine a tape layout by ordering the list of data-sets
for the flight software integration contractor. As a part
of the simulation, the tape travel that would be expected
for the resulting tape layeout is predicted using the

schedule of Spacelab operations and simulated unscheduled

LTS
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cperations. The integration of the MU layout algorithm,
the data-base of scheduled operations, and the simulated
unscheduled operations into a single computer program
provided a rapid way of assessing various data-set lists.
With the capability to quickly assess an ordered list of
data-sets, various data-set 1list orders could be
investigated to determine ordering strategies. Grouping the
data-sets by experiment and science discipline reduced
travel and restricted the possible list orderings.
Simulation experiments were performed based on these
strategies and a better liét order was determinsd to defire
the MMU layout for flight.

The sinulation wag used vo determine thes MMU tape
layout for Spacelab I. The data-set access times were
satisfactory during the flight with the exception of the tweo
display data-sets discussed earlier., The aimulation would
have indicated this flight preoblem had the frequency cof

these display accesses been predicted correctly.

5.7 Recommendations

+

The following recommendations are made regarding the
simulation and data-set list ordering for future Spacelabs.
Firat, the simulation's trace report should be made optional
to decrease the printemt produced for slimulation runs that
de not require the detailed data. Next, understanding the
factors that will affect tape travel is particularly .

important teo determine good ordering strategies. Thus, a

+

—
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generous number of simulation runs should be allocated to

studying these factoars., It is also recommended that the

data which correlates data-sets to operations be thoroughly

reviewed and defined with operations personnel familiar with

varicus aspeclts of the Spaceliab flight. This data will bGe

critical to the validity of the the simulation results. .
Finally, the simulation should routinely be used to perform

data-set ordering analyses for Spacelab flights with a

significant volume of MMU accesses (especially if astronaut

initiated) or with accesses that must be timely.
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APPENDIX A
PROGRAM LISTINGS
This appendix contains listings of the simulation
program, Tne program consists of seventeen FORTRAN 77
routines. The converted MMU allocation program 1is
represented by the main program and the first five
subroutines. The remaining subroutines were developed to

suppert the simulation of data~-set accesses.



e e el T

o
oyl
Juos
upvs
guus
Quos
Quu?
ogus
uouy
opio
omi
uaie
uol3
Jula
guis
0216
ooy
IV Y]
uuly
VIR
ou2i
ould
ouas
(HIF23
guzs
Duls
ouer
budd
uuly
Qu3o
QU3
o3
DS

CZ3656789 12345678 123456789 123456789 123456789 123456789 1234567890 12

laNaRnisl

C

c

¢y

B3

STMT 2-24
HMU ALLOCATION PROGRAM

HMUALL PROGRAM SPECIFICATION STYATEMENTS
INTEGER NUMBLOCKS{Z00),TRACK(300),FILEC3DD),SUBFILEC3OD)
INTEGER SLOCK{300) ,NUMENTRIES,MMUHAPCT16384)
CHARACTER OSNAMELSD0)*3,0ESCRIPTION(I00) *30,RELOCATABLECIDO) 45
CHARACTER COMMENTS(300)%10,DUMMEP(AD0D)*Y
COMMON /3LK1/NUMBLOCKS,TRACK,FILE,SUBFILE,2L0CK
COMMON /3LKZ/NUAENTRIES-HHUNAP
COMMON /BLK3/DSNAME,DESCRIPTION,RELOCATABLE,COMBENTS,DUMMEP
QPENCUNIT=5,READONLY,TYPE="0LD")
OPENCUNIT=6,TYPE="NEW"»
*CARRTAGECONTROL="FCRTRAN")
ALL BLOCKS ARES FLAGGEZD AS AVAILASLE

CALL L&aD 'LOAD INPUT DIRECTORY

CALL MAPFIXED YFLAG FDRCED ALLUCATIONS IN MMUMAP

CALL ASSIUGN YALLOCATE DATA SETS BY ALGORITHH

CALL PRINT 'PRINT DIRECTORY IN SAKE ORDER A5 INPUT
CALL PRINTHMAP 1PRINT MAP OF MMYU UTILIZATION

CLOSECUNIT=3)
THE FCLLOWING ROGUTINES PROVIDE FOR THE SIMULATION
CALL REAQMODINM
CALL UNSCHUISTOPY
IFCISTOP.EQL1IGCTOY
CALL STHM(NSK NSKZ,NTO,INSKIP,INSQ,IN,MSKIP HSSG-HN)
CALL SUMRY(NSK-NSKZ2,/NTO-rINSKIP,INSG,INsMSKRIP-MSSQ,MN)
GoTe 1
cLosc(y)
CLOSECUNIT=6)
STOP “END OF MMU LAYQUT PROGRAM”
END
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C
c ----- - e e — —
L STMT 25-32
SUBROUTINE LOAD 1LCAD INITIAL INPUT DIRECTORY
c MMUALL PROGRAM SPFECTIFICATION STATEKMENTS

INTEGER NUMBLOCKS(300).TRACK(IUD),FILE(300),SUSFILELIOD)
INTZGER BLOCK(3IDO) A NUMENTRIES,MHUMAPLIATELY

CHARACTER DSNANE(3UU)«d,CESCRIPTIONC(SOU)*30,RELOCATABLE(SQO) *5
CHARACTER COMMENTS(3DC)»1D0-DUMMEP(AOU) »9

COMMON /BLK1/NUMSLOCKS,TRACK,FILE,SUBFILE,BLOCK

COMMON fOLK2/NUMENTRIES, MM4UMAP

COMHEON /BLK3/DSNAMELDESCRIPTION,RELOCATABLE,COMMENTS» DUMMEP
NUMENTRIES=0D

10 HUMENTRIES=NUMENTRIES+H]

INK=NUMENTRIES
READC(S5,100D,END=P0O)DSNAME{INK )} DESCRIPTIONCINK] »
«NUMBLOCKSCINKY » TRACKSINK) A FILZCINK) 1 SUSFILECINK)Y ~
*BLOCKUINK) /RELDCATABLE{INK) »COMMENTS{INK) , DUMMEP LINK)

100 FORMATLAB 1% /h30,2Y, T2, 2XoT 11001121 X0 8T, 1K022-1%,85-1X,010,49)
HRITZ(0,10T)DSNAMECINK)  DESCRIPTIONCINK) »

cNUMBLOCKSCINK)Y , TRACEKCINKY A FILECINK) » SUBFILECINKY
*S5LO0CK{INK) A RELCCATABLECINK) »COMMENTS CINKD ,DUMMEP CINK)

101 FORMAT(IX A8, 1%, 830, 2%, 13,2221, 1%, 11X, IV - 1K, 12 TR, A5-1X 810,A9)
IF(DESCRIPTIONCINRICTI =3 . NE.TEND”)IGOTD 10
NUMENTRIES=NUMENTRIES—1

Y0 RETURN
END
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anmo

100

r

c‘.-a

STMT 33-40

SUDRJDUTINE MAPFIXED
MMUALL PROGRAM SPECIFICATION STATEMENTS
INTEGER NUMBLOCKS(300),TRACK(300),FILEC300),SUBFILECSD0)
INTEGER 3LOLK(3U0)} - NUMENTRIES,MMUMAP(16384)
CHARACTER DSNAMECSCU)*B8,DESCRIPYIONCSDUI*30,RELDCATASLECIDO) +S
CHARALTER COMMENTI(300)«10,0UNHBEP(30U) Y
CUMMON /73LXT/NUMSLOCKS - TRACK,FILE,SUBFILELBLOCK
COMMON /7BLKZ2/NUMENTILIES, MHUNAP
COMMON /BLXKS/DSNAME,DESCRIPTION,RELOCATABLE,COMMENTS , DUMMEP
00 E=1,NUMERTRIES
IF(RELOCATABLE(I).EQ."FIXED" I THEN
CALL avartL(r.IouTm)
IF(IQUT.EQ.O)THEN
HAITELS,100)DSNANECT)
FORMAT(TX, " 2ZRu2MMU ADDRESSING ERROR FOR ",Ad)
ELSE
CALL RESERVE(I) !UPDATE MMUMAP FOR FORCED DATA
END IF
END IF
END DO
RETURN
END

C STHY &41-45

[

100

SUBRCUTINE RESERVE(ID) ISUBR TO UPDATE MMUMAP FOR ASSIGNMENT

MMUALL PROGRAM SPECIFICATION STATEMENTS

INTEGER NUMBLOCKE(300),TRACK(3DD}-FILECIDD),SUBFILE(300)

INTEGER SLOCK(3UQ),NUMENTRIES-MMUMAP(T16384)

CHARACTER DSYAMEL30U)«8,DESCRIPTIONCSODY *30,RELOCATABLE(3ING) #5

CHARACTER COMMENTS(3OD)*10,DUMMEP(30D)F

COMMON /8LKRT/NUMELOCKS, TRACK,FILE,SUSFILE,BLOCK

COMMON FBLKZ/NUMENTRIES,MMUNAP

COMMON /BLKS/BSNAME,DCESCRIPTION,RELUCATABLE,COHMENTS,DUMMEP

IF(FILE(I).EQ.Q.AND.SUBFILE(I).EQ.QO. AND.BLOCK(I).EQ.0

* AND.TRACK(I).EG.6) THEN ILAST MMU ADORESS MEAMS NO SPACE

WRITELH6,TO00I0OSNAME(L)
FORMATCIX, "S$SIIMMU SPACE NOT AVAILABLE FOR ",AB)

ELSE
CO J=1,NUMBLOCKSLI)
MMUMAP{TRACK (L) 204B+FILECI) #2956 ¢SUBFILE(I) 32+ J+BLOCK(T) )}
ENR DD

END IF

RETURN

END

) -
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SUBROUTING AVAIL(I,ICQUT)Y ISUBR TO TEST AVAILABILITY 3 ADDRESSING
MMUALL PROGRAM SPECIFICATION STATEHCNTS
INTEGER NUMBLOCKS(3IUN),TRACK(SV0),FILE(30D) ,SUBFILECIDO)
INTEGER SLOCK{30U) ,NUHENTRAISS, MMUMAP LT 6ZB4)
CHARGCTER DSNAME(SCU)*3,DESCRIPTIONCSOUI*S0,-RELOCATABLEC300) 4S5
CHARACTER COMMENTS(300)«10,0UMMEP(SUU} T
COMMON /BLKY/NUMBLCCKS,TRACK,FILE,SUBFILE,BLOCK
COMMON /BLKZ/RUHENTRIES,MMUMAP
COMMON /B3LKL/DSNAME,DESCRIPTION,RELOCATABLE,COMMENTSOUMMEP
IF(DESCRIPTIONCII(1:4).EQ."ECOS” -AND.
DSNAKECID(1:1).EQ."T  .AND.
SUBFILE(I) .NE.2.AND.
SUBFILE(LIY.NE.3.AND.
SUBFILE{I).NE,. 4. AND.
SUSFILECI).NE.S)THEN YALLOC ECOS DISPLAYS ONLY IN SF 2-5
IouT=0
RETURN

> & » » ¥

END IF
IF(HUMBLOCKS(I).GT.255) THEN I0aT4a SEY .6T. FILE
ASSURE START OF FILE AND RODM ON TAPE
IFC(SUBFILE(L) .EQ.O,AND ALOCK{TI).EQ-OLAND. CFILE(II 256
" +NUMALOCKS(I)) s LE.2048).EQ,..FALSELITHEN
IguUT=0
RETURN
END IF
ELSE IF(NUMBLOCKS(IJ}.GT.32)THEN !.LE. FILE
IF((BLOCK(I).EQ.O.AND. {SUBFILE(L)*S2+NUMBLOCKS(I))
*  LLE.258).EQ.-FALSS,)THEN

I0UT=0D
RETURN
END IF
ELSE IF{BLOCK(I)+NUMBLOCKS{(I).GT.32)THEN
I1ouT=0
RETURN
END IF

DS II=1,NUHILOCKS(D)
IF(MMUMAP (TRACK{I) #2054 8+FILEC(T) «256+SUBFILECI)

* «l2*BLDCK(IY*+TI).NE.D)THEN
Ecur=9o
RETURN
END IF
END DO
Ioyt=1
RETURN

END
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STHMT &3-YH4&

SU3RDUTINE ASSIGN
MAUALL PROGRAM SPECIFICATION STATEMENTS
INTEGER NUMBLOCKS(30D),YRACK(3I00),FILEC3ID0),SUBFILE(300)
INTEGER BLOCK{SUD) NUMENTRIEI-MMUMAP(16384)
CHARACTER OSNAMEC(SO0C)»B8,DESCRIPTION(SD0) 30, RELGCATABLE(3ION) =5
CHARACTZR COMMENTSC300)+10,DUMMEPLS0U)»9
INTEGER JORDER(H)
COMMON /BLK1/NUMBLGCKS,TRACKAFTLE,SUSFILE,BLOCK
COMMON /S5LKZ/NUMENTRIES, MMUHAP
COMMIN /7BLKS/DSNAME,DESCRIPTION,RELOCATASLE,CCMMENTS,, DUMNEP
DATA JOSDER/S5,5+7-44322-1,07 'FILE ALLOCATION ORDER
DO I=1-NUMENTRIES
TF(RELICATABLE(TI(2:4) LEG."YARTITHEN !SKIP FIXED ASSIGNMENTS

B0 NN=1.,.8

FILECIY=JOROER(NN)

00 K=0Q,7

FFCJORDER(NN) .GELH)THEN
SUBFILE(T)=K

ELSE
SUSFILE(I)=T~K
END IF
00 L=0,6,2
TRACKLI)=L
D0 M=0-351
IF(JORDER(NN) .GE.H)THEN
BLOCKL{I)=NM
ELSE
BLUGCK(I)=3T—N
END IF
CALL AVAIL(I-IOUT)
IFCIOUT.EQ.T)THEN
CALL RESERVE(I)
G0 Y0 10
END IF
END DD
END DO
END DO
END 0O
END IF
CONTINUE
END DO
RETURN
END



88

U1 c .
[HIJ4 ¥ (e st e — e e “—m—— - -
ouos [ STHT 85-98

guus SUSRQUYIHE PRINT IPRINT DIRECTORY

Quusy C HrUALL PROGRAM SPECIFICATYON STATEMEHTS

uto INTEGER MNUM3LDCKEC(IGD)» TRACK(IUDI,FELECIUN) ,SUBFILEC(SOD)
bau/s INTEGER BLOCKC(3IUD), NUMENTRIES,MNBUMAP(143H4L)

vuus CHARACTER OSNAME(SCUI*3,DESCRIPTIONL{I0D) « 0, ARELOCATABLECION) »5
ouuy CHARACTER COMHENTS(300) «10,DUMMEP (5009

PIEaEH COMMON /73LKT/NUMBLOCKS,TRACK,FILE,SUBFILE,ALOCK

IR COVMON /ELK2/NUMTHNTRISS - MMUHAP

1138 I COMMODN JBLKS/OSNAME,DESCRIPTION,RELOCAYLBLE,COMMENTS r DUMMEP
pu1s WRITZ(4&,102)

Duis 104 FORMATI{"1ALLOCATED DIRECTORY /)

QU5 D0 INK=1,NUMENTRIES+]

gules WAITE(S5,TU1)DSNAMELINK) ,DESCRIPTIONCINK)

QulT? tNUMBLOCKSCENK) A TRACK(CEINK) A FILECINK) »3USFILECINKD »

U1y *SLOCKCINK) A RELOCATABLECINK) COMMENTS LINKD) o DUMHEP (THNX)
July 101 FORMATCIX,AB,1X ASO-,2Xr 1322 Xe 11, 1Xr I, 1%,T101%, 121X, A5,1%2,410,49)
guiu EXD DO

0u21 RETURN

0a2e END

UL L [«

I e s ——

QUUS L STHT 125-147

s SUBROUTINE PRINTMAP

ouus CHRRALTER MMUAUSY(B,8)%1/64x" ~/J

uude C HHU MaP WITH ONE CHARACYEZR PER SUBFILE

Jud7 CHARACTER BLCCRCOUNTS(33)«1

guous INTZGER SUBFILESTIE,MMUMAPL{T63E4L)

ouoe COMMON /BLKZ2/NUMENTRIES,MMUMAP

[$J1RAV] CATA BLOCKCOUNTS/ " u” s 1 s 2" s 3 s 4" s "S5 i "6 4" T s B 4" %"
U1l LA SRS - DPRE R MR WA AR 2R PR GIP RS MRS SaP LS s MFAS '
oule LI Bl R PR AP PSP | Rl A

A1V WRITE(A,100)

DU« 100 FORMAT( 17 ,11X,"FILe O FILE FILE 2 FELE 3 “r
Uty FILE & +LLE 5 FILE & FILE 77)

Uule 0O 19 I=1.4,2 ICOMPUTE AND PRINT B LINZS, 1/TRACK
o7 Do 20 J=%,3 SCOMPUTE B FILES OR EACH LINE (TRACK}
Dutg 20 30 K=1.38 ICOMPUTE B SURFILES FOR EACH FILE
guly C

uo2u SUSFILESIZIE=D VINITTALIZE TO LERQ

vue OO &4C L=1,3¢ YCHECK &LL BLGCKS WITHIN SUBFILE

oude ISUA=CI-12o 2048+ J=T) 256+ (K=7)m32+L

Oues IriMusUMaP{LSUB) . NELD) THEN

QU4 SUBFILESIIE=SUBFILESTIE*1

voes Eng IF

uuaeé 40 CONTINUE

Quir HHMUBUSY (X,J)=BLOCKCOUNTS(3UBFILESIZIE+1)

ouss 39 CONTINUE

HJ2Yy 20 CONTINUE

gu sy WHRITZ(S-101)(I-1),MHUBUSY

Uusl 101 FOSMAT(® TRACK “,I1,3Xr,8(BA1,1X))

ouse WRITZ(A,T101) 1, HMU3USY

ouss 00 40 I1=1.8

US4 00 &0 JJ=1.8

gu3s 60 MMUBUSY(II, JH)=" °

Duse 30 CONTINUE

gui?z RETURN

uoss END



89
ouu1 SUBROUTINE READMOOIN
ouue CHARACTER HMOOST*i2.05N(15)~10
Qups N=0
VUL OPEN(2,STATUS="SCRATCH ,ORGANIIATICN="INDEXED  »
vuuS *ACCESS="KEYED L RECORDIYPE="VARIABLE  , FORM="UNFORMATTED",
uuus *RECL=LY1,KEY={1:12:CHARACTERY)
quir? OPENCS, NAME="MSDS,DaT",5T4TUS="0LD " »IEAJONLY)
ouuy OPEN{?/NAME: "SEECS.DAT «STATUS="0L0" »READONLY)
ouoy 1 K=H+3
HITATH] READC3-10,END=P0)MGD3TADSN
vl 10 FORMaT(a12,15410)
oul2 WAITE(2,ERR=91)IM0DST,DSN
Uuis GoTo 1
ouls F1 HRITE(4,20)N,¥00ST,0SNK
ouls dU FORMAT(/1X,"»++ERR0R WRITING MOGEL FILE LINE:"»
Quie CI1Xe L5 1,812,810/ 17X,6A10/ 17X, 35410}
oul7 GoTo 1
ould 90 CLOSE(3)
0a1y REYURN
auzo END
Qoo C
Bone C -——— e e ————
tyus C
oo SURROUTINE UNSCHLISTOP)
ooy CHARACTER=1U DSN{15)
gudé COMMON /BLKS/ISEED
ouu? C WRITE(1,150)
uuLs C 150 FORMAT{1X., INPUT & LARGE ODD INTEGER FOR A SEED(B7654321):",3)
ouuy REAG(9,151,END=Y2) 1SEED
up10 151 FORMAT(1ID)
oull IF(ISEEN.EQ.O)THEN
oute v2 ISTOP=1
guis RETURN
o014 END IF
ouls WRAITE(6,152) ISEED
(HIRYS 1582 FGRMATC(/ /- NEXT S5SED VALUE=",I102
gul? GPEN{&,STATUS="SCRATCH  »ORGANIZATION=" INDEXED " »
guty wACCESS="KEYED " RECORDTYPE="VARIABLE  +RECL=39,KEY~(124:INTEGER)
voly *FORM="UNFOIMATTED")
ou2y OPEN(T  NAKE="UNSCHE DAT  »,3TATUS="0LD" ~READCNLY?
vu21 20 READ(7,10,END=YUIN,START,END-DSN
ouZe 10 FORMAT(I4,2FB.3,15A10)
oues DO II=1.N
wuZs CALL UNIFRMUSTART,END,TIME)
Ques TIME=TIME=3600,
(THPES ISECTIFIX(TINE)
uul7 70 HRITE(L,IOSTAT=IERRIISEC,DSN
puds THRS=TIME/3400.
ooy IF(IERR.S0.50)THEN
Qusw WRITE(H,60)THRS
wuil 60 FORMATL™ 2230I4G: DUPLICATE UNSCHED TIME=",FB8.2," HRS")
Upse ISEC=ISEC+1
uuss GoTo 70
TE ELSE IF(IOSTAT.NE,D)THEN
uuis WRITE(S,11)
buie 1 FORMAT(" s#«ERROR IN WRIVTING UNSCHELCULED ACCESSES FILE")
LWITEYS END IF
ouls END DD
Jusy GG TO 20
ous0 90 CLOSE(?)
Uust KETURN
Du&l ENE

£
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SUSROUTINE UNIFRM(4,8,X)
COWMOR /3LK5/I5EED
RNSRAN{ISZED)
X=4+(B-31)#QN

RETURN

€40

SUSRQUTINE ENCMODSTC(OATA,HODSTY
CHARACTER+12 MODSY-MODEL3,STEP*4
REALeS DATZ2(15)

CALL TRANR_C(DATA,S5-46,MOGEL)

CALL TRANR_C(DATA,7,7,S5TcP)

20 fr=2.3%

IFCSTEPLII:IIY.NE.” ")GOTO 3O

END OO

GOTD 1,2,3X(11-1)
MODSY=MOOQEL// ", //STEPLLILz4)
RETURN
MOUST=MCORELS/ "+~ //STEP(ILz4)/F" °
RZTURN
MODST=ROREL/ 7" # "7 /STEPLITzGD)I/" -
RETURN

END

v e e

*
SUBROUTINE TRAMR_C(DATA,ISTW,IENDW,STRING)
CHARACTER STRINGe(#)
REAL«4 QATAC1S)
ISTW=START WORD OF OATA(15)~-—T1ENDW=END WORD.
NOW=(IENDW-ISTW¢1)
L=NOWes ‘ -
ENCODE(LA101,SYRINGUI:L)Y (DATACD),I=IS5TW-IENDW)
FORKATCCSNOW>AL)

RETURN
END v
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SUSROUTINS SIMINSE,NSKZAHTO,INSKIP,INSO-,IN,HSKIP, M550, MN)
CHARACTER OSHN(15)#10,M0D5T*12,F10(3)ab
REAL*L CATA(1S),NSKZ,INSQ

CCMMON 73LK571ISEED

DATA FID/"MMUA®A"LL.PR",“RT ~/

NiK=D

N5 2=0.

NTO=0

INSKIP=0

INSQ=0.

IN=D

M3XIP=0]

MS5Q=0

Hu=D

NEXT=1

NREAB==1

WRITE(4,50)

SU FORMAY( T ,10X,"5S I M UL AT EOD M ISSION 0 F*,

T M MU U s E R PX T R N

. |—mm——e BLOCKS SKIPPED~—=--—- =]

-

'

. MET OPERATION | BEFORE | TOTAL | MAX ON |7~
«° LAST POSITION"/

«~  (HRS) (MODEL-STEP) JACCESS M| IN | IN ACCESS#1°.
«°  FILE SF BLK™}

LF=6

LSF=0

L3=0

OPEM(B,NAME="EXPERIMNT.FIN",STATUS="0LD"
*,READOQNLY,ACCESS="DIRECT " ,RECORDSTIE=135)

90 CONTINUE

IF{NREAD.SQ.~1)ThEN
CALL READOF({B,FIC,S,NEXT,NS,DATA,=1199)
READ{&L REYGE=(,KEYIO=0D,END=9F)ISEC,DIN

LFORT-W=-INVENDKEY, Invalid END= keyword, ignored
LEYID=O,END=99)] in modula SIM at line 36

ous/
MIARY.
QU sy
Duay
oues
11V L]
0043
Uuss
D0&s

oND IF
IF(NREAD.EQ.OICALL READOF{(B,FIDsS/NEXT,NS,DATA,*1199)
IF(NREAD.EQ.1)READ(4L,END=FY)ISEC,DSN
SHRS=0ATAL2)
UHRS5=ISEC/ 3600,
IF(SHRS,LE.UHRSITHEN
NREAD=0
CALL ENCMODSYC(OATA,MODST)
READ(Z-REY=MOOST,KEYID=0,ERR=90D,END=Y0)MODST,DSN

XFORT~W—-INVENDOKEY, Invalid END= keyword, lonored
LERR=Y0,END=90)] in module SIM at line 45

QU& %
- oue?
41013
ousy

GO TQ 20
ELSE
NREAD=1Y
READ (4 XEY=ISEC,KEYID=C,END=99) ISEC,DSN

LFORT-W=-INVENOKEY, Invalid END= keywords ignored
LEYID=0,END=99}2 in module S5IM at line &9

91
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00U
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ousy
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D062
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gusv
gusg
ouey
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ourvTs
DUz74
Quzs
Ou7é
our7
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ouss
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busT
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Duyy
'R RHH
0101
grpz
SR RVE
D104

20

c

10
c
T

30
21
D
o 5¢
1199

99

KOD3T=DSN{1)/2/" *
END IF
CALL SKIPPEDILF,LSF,LB,NSKIPT,DSN(1))
NSK=NSK+NSKIPT
NSK2=NSK2+ (FLOAT(NSKIPT)I) e
NTO=NTO+?
DO 1I=2,.15
IF(OSN(II).EQ." “JGOTO 10
CALL SKIPPED{(LF,LSF,LB,KSKIPI,0OSN(II))

IFC(RSKIPI.GY.K3K) THER
KSK=XKSKIPL
KAC=II
END IF
JIK=JSK+KSKIPI
END D0
IF{TII.EQ.2)THEN
KAC=D
J5K=0
GoTo 30
END IF
INSKIP=INSKLIP#JSK
INSQ=INSOQ+(FLOAT(JSK) ) eul
IN=IN#T

MSKIP=MSKIP+KSK
MSSQ=HMSSQ+(FLOAT(K3K)Iww2
MNTMN+1

CONTINUE
IF{N?ZAD.EQ.DITHEN
HRS=3HRS
ELSE
HRS=UHRS
END IF

CaLL COMPARC(MODST NSKIPT-JSK,HRS, {5K,KAC)
HRITE(6r51)HRS:MOOST;NSKIPT:JS(:KSK:KAC:LF:LSF:LB
FORMAT(IX»Fo.2seXrA12,3XsI5-5%,15,506X,13))

WRIVE(S5,52INTU-NSKX,NSK2Z,IN-INSKIP,INSQ
FORMATO  +7 , 60X 20I6- 14,18, 1XLE13.8,2X))
NP=NP+1
IF(NP.EQ-51)THEN
WRITEL5-50)
NP =0
END IF
JSK=0
XAC=0
KSK=0
GO TO0 YO
NREAD=1
GoTD 90
CLOSECH)
CLOSS (&)
RETURN
END

92
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i0

SUSROUTINE SKIPPED(LF,LSF,LB,NSK,DSH}
CHARACTER+«10 OJSN,C05NH
MMUALL PROGRAM SPECLFICATION STAYEMENTS

INTEGER NUMBLOCXS(302),TRACK(IOUM L FILECIQO) SUBFILECINO)

INTEGER BLOCK(3IU0) NUMENTRIES,MHUMAPLT63E4)

93

CHARACTER DSNAME(SOU)*8,DESCRIPTIONCSOU) »30,RELOCATABLE(3ICD) #5

CHARACTER COMMENTS(S500)+10,DUMMEP(I0U) «7
COMMON /3LXT1/NUMBLOCKS-TRACK,FILE,SUSFILELBLOLK
COMMON /BLKZ/NUMENTRILS,HMUNAP

COMMIN fBLK3/0DSNAHE,DESCRIPTION,RELOCATABLE,COMMENTS-DUMNEP

IF(DISNLEQ.DSNIGOTD 10
DO I=7.300
IF(DSNAKE(I) (EQ.DSNCT:8Y)G0 TO 10
END DO
MRITE(&,100305H
FORMAT(® »#»xDAT& SET: ",A10.,° NOT IN Tadre!t!-)
RETURN
IFOS=FILE(I)#256+SUBFILE(I)~32+2L0CK I
LPOS=LF*256+L5F»32+L B

IF{IPOS.LT.LPUS)ITHEN TREAD RT TD LEFT
NSK=IAB5S(LPOS~IPOS~NUHEBLOCASCI?]
IEND=IPOS

ELSE fREAD LEFY YO RY

NSK=IPQS—-LPOS
IZNO=IPOS*NUMBLOCKS(])
END 1F
ODSK=D3N
LF=1END/258
IEND=IENG~LF#256
LSF=IEND/ER
LB IEND~LSFe32
RETURK
END
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[HERR]
guily
Duzo
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puso
ousy
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(VAR
tuse
(VR
GU3b
QU7
guia
ousy
QusLu
ousy
DU4Z
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Guss
U488
vusy
00s0
0051
D0><
buss
Jus &
0u55
ouse
Qus7
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SUBROUTINE COMPARE(MODSTANSKIPT,JSK,HRS,K3K,KAC)
CHARACTER MDDSTw12,TMODSTLI0) =12, IPODSTCIDI =12, KH0ODST(I0) =12
INTEGER LSTCI0)LSTCI102,LAK(10),LS5PET0)
REAL THRSOID), XHRSC(10)KHRS(10)
COMMON /3LX&47THMODST,IMODST,KMOOST
COMMON /BLKG/LST,LSI THRS,XHAS-LSK/KHRSALSP
C DETERMINE IF ENTRY I5 ALREADY IN TABLE
Do J=1.10
IF(MCOST.EQ.THOOSTLJSIIGOTD 20
END DO
JJ=1
MIN=LST(1)
C FIND SMALLEST ENTRY IN THE TaBLE
Ba %=1,%0
IF{LST(K}.LE.MIN)THEN
JJ=K
HIN=LST(K)
END IF
END DO
IF(NSKIPT.GY.MIN)THEN
LST{JJII=NSKIPT
THODST{JJI=MODST
THRSCJJ)I=HAS
END IF
GOTO 100
F4s] IFINSKIPTLGTLLST(J)ITHEN
LSTCII=NSKIPT
THRS{J)=HRS
END IF
100 Do J=1.10
IF(MODST.EQ.INOODSTLJ))IGOTO 120
END DO
JJ=1
MIN=LSI(1)
=-=————————w==-=—FIND SHALLEST ENTRY IN TAHBLE
DO X=1,10
IF(LSIC(KY.LE.MINITHEN
JJ=K
MIN=LSI(K)
END 1IF
END DO
IF{JS5K.GY.HINYTHEN
LSTCIII=USNK
IMODSTCJII=HODST
LHRSCJFI=HRS
END [F
GOTD 2100
120 IFCJSK.GT.LSTICIIITHEN
LSI(JI=J5K
XHRS (J)=HRS
TND IF
o
c TASLES FOR MAX BLOCKS SKIPPED IN AN OPERATION
2100 00 J=1,.10

“

[



COMPARE

Bus3
QU9
[1]7-1}]
ouél
Qusz
ouss
410174
Oues
OUos
Duaz
[0 ). Y. ]
Quey
uu7o
gors
oure
uurs
ogre
ou7rs
o7
ugr?
oov7s
ooy
LuBL
[STAE-R

<4140

IF{MOO0ST.EQ-KNOD3T(42IGOTOD 2120
END DO
Jd=1
HIN=LSK(1)

------------ FIND SMALLEST ENTRY IN TABLE

00 K=T.10
IF(LSE(K) LE.MINITHEN
JJ=K
MIN=L5K (K>
END IF
END DO _
IF(KSK-GT.MIN) THEN
LER(JII=K3K
KMODSTC(JJ)Y=MODST
KHRS{JJ}=HRS
LSPLJJ)Y=KAC
END IF
RETURH
IF(KSK.GT.LSK(JI)THEN
LSE{J)=K3K
KHRS(J)=HRS
END 1IF
RETURN
END
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= e —————— . ko e o o
C
SUHRIUTINE SUMRY(NSK-NSKZ,NTO,INSKIP,INSQ, INLHSKIP-MSSQ-HN]
CHARACTER ROATESP,RTIKEeH, MOO5T (1) w12, IM005T(102¢12
CHARALTTR TMODST(I10)«12,KHODST(TUY =1L
IHTEGER LSTOIU),LSICIMALSKEIM)ALSPOID)
REAL N5SKZ2,INS5Q,THRS(ID),XHRSC10)-KHRSCT10)
COMMOIN /3LK&/THDDST-INODSTAKMODST
COHMON 73LKS/L5T,LSI+THRS, XHRS,LSKAKHRS,LSP
IRUN=IRUN+T
CALL DATE(RDATZ)
CaLlL TIMEC(RTIHED
AVET=FLOAT{NSK)/FLOAT{(NTO)
AVTI=FLOATU(INSKIP)/FLOAT(IN)
AVEK=FLOAT{MSKIP)/FLOAT(HN)
VART=(FLOAT(NIO)«NSKZ—{FLOAT(NSK)) ¢} /FLOAT(NTO®{(NTO~T))
VARIS(FLOATC(IN) *INSQ-(FLOAT(INSKIP))#al)/FLOAT(IN®{IN=-1}))
VARR=(FLOAT(HH) *HSSQ-(FLOATC(HSKIP) ) e 2) /FLOAT{MN*(RN=1))
CYT=S5QRT(VART)}/AVET=10D.
CVI=30RT(VARI}savclati0Q.
CYK=3QRT(VARX) FAVEX~100.
WAITE(S,200) IRUN-RDATE,RTINE
200 FURMAT(™1 S ¥ A YT I ST I C4AL™S

L SUMHAARY RUNTSIASXAA9,4%,8871XeT2("="2114Xs
*"TEN LARGEST "SKIP 10" -9¥X, "TEN LARGEST "S5KIP IN""/
*2(7X,"HRS MODEL,STEP N3LAT ),/ :
wLX,2BC ") AX,26(7-7)

20 4 =1,.10

WRITZ(6,30)THRS(JI-THODSTLUI FLSTLU),XHRSCID A IMODSTCS) A LSTLI)
30 FORMAT(TIX,FP.2,2Xr012,2Xs 14, T XsFPu2,2Xs012,2%,141)

END DO
[
WRITE(6,40INSK,INSKIP,NTO,INsAVET AVEL/VARTFVARL,CVT,LVI
40 FORMATC(///S5X,"TOTAL "3KIFP YO": “,I8,5X,"TYOTAL "SKIP IN":"-1X,IB
/9%, "NO. OF 085.: ",IB,9X,-"NO. OF 08S5.: “,I8.
/15X, "HEAN : “eT5.1,15X,"MERN & T LFS.17
*T2%,"VARTANCE: “,FB.1,12X,"VARIANCE: “,FB.1/
15X, CV{X): TrFS.T1215X,7CV(XD “sF5.1)
=
WRITE(&,50)
50 FORMAT(//,20X,"TEN LARGEST MAX TRAVEL IN (MTI1)}"/
- 20X-° HRS MODEL,STEFP NBLKS ACCH™/Z0X,32("="))
00 J=1,10
WRITE(A,31IKHRS LY A KMODSTLL)ALSKLD)LLSPLD)
11 FORMAT (10X, FP.2,2X,A12,2Xs14r2X 10}
ENO DO
WRITE(S, 4TI MSKIP,HN,AVEK+VARK,CVK
41 FORMATC/ S I ZIX" TOTAL MTI =z “-,IH
v/ 24%,"NO. OF QB8S.: “,18
«/30X,"MEAN = Wa-rali
w2TX, "YARLIANCEZ: “,F8.1/
*30X,"CVL{X): “sF5.7)
00 I=1.,10
TMODST(I)=" -
IMODST(I)=" .
KMODST(L)="
LST(IY=0
LSI(I)=0
LSK{I)=0
THRS(I)=0.
XHRS5(1)=0.
KHRS5(I)=0.
END 40O
RETURN
END

[P —
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APPENDIX B

INPUT DATA FILES

This appendix contains listings of the input files used
by the simﬁlation computer program, The MMU allocation
program input files are are given for the initial order and
for the improved order. The inputs needed by the mission

simulation portion of the program are also included,
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B.1 INITIAL DATA-SET LIST INPUT FILE

Data~set Description Size T F § B Pos.
Name (Blk)

SCOSAM SC0S IPL AMI 126 0 0 0 2 FIXED
ECOSAM EC03 IPL AMI 6 4 1 7 0 FIXED
UECosz2 ECOS IPL AMI 16 4 2 1 0 FIXED
UECOSS EC0OS IPL AMI 16 4 2 7 0 FIXED
UECOSY EC0S IPL AMI 16 4 2 5 0 FIXED
UECDS33 ECOS IPL AMI 16 4 2 3 0 FIXED
UECOS6H ECOS IPL AMI 16 4 31 0 FIXED
UECOSS ECOS IPL AMI 14 4 3 5 0 FIXED
UECOST ECOS IPL AMI 16 4 3 3 0 FIXED
SSCDIR SC03 MMU DIRECTORY 1 0 1T 0 0 FIXED
EXCDIR EC0S DIRECTORY 1ST LEVEL 1 437 0 FIXED
TEST ECOS TEST DATA S8ET 1 4% 37T 1 FIXED
EBOOCT ECOS BOOTSTRAP 2 004 0 FIXED
EBOOTR ECOS BOOTSTRAP 2 073 0 FIXED
SBOOTR SC0S BOOTSTRAP REDUNDANT 2 07T 7 0 FIXED
SBOOTP SCOS BOOTSTRAP PRIME 2 000 0 FIXED
513 ECOS €99 39 000 0 VAR

31C EC0O3S €99 138 0 0 0 0 VAR

D02A01 ECOS REM 47 0 0 0O 0 VAR

AZ24R0 ECO3 C99 1 000 0O VAR

A34aA0 ECOS REM 4 0 0 0 0 VAR

A3UED ECOS REM ¥ 0 00 0O VAR

MMA ECO3 C99 32 000 0 VAR

SQP ECOS €99 130 0 0 0 0O VAR

599 ECOS C99 i8 000 0 VAR

HRMFMT SC0s5 €99 HRM FORMATS 3 000 0 VAR

A03B0 ECOS REM 1 000 0 VAR

A34B0O ECOS REM 4 0 0 0 O VAR

A19EQ ECOS REM 3 000 0 VAR

305 EC0OS REM 1 000 G VAR

A16GO ECOS REM 4 0 0 0 0 VAR

AZGED ECOS REM 4 0 0 0 0 VAR

A16A0 ECOS S16 4 0 0 0 0 VAR

Ti6A ECOS 8186 2 000 0O VAR

521 ECOS S21 23 0 0 0 0O VAR

A21A0 ECOS S21 & 0 ¢ 0 0 VAR

T214A ECOS 821 2 000 0 VAR

322 ECOS AZ22 26 0 0 0 O VAR

AZ22R0 ECOS A22 6 000 0 VAR

T22A ECO3 A22 2 000 0 VAR

AOSAQ ECOS AQ5 5 000 0 VAR

TO5A ECOS AQS 2 000 0 VAR

UOS5TGL ECOS A0S 2 000 0 VAR

UQS5PMU ECOS A05 E13 s21 1 0 00 0 VAR

TQFD ECOS COF 2 000 0 VAR

AOFDOD EC0O3 COF 4 0 0 0 0 VAR

313 ECO3 E13 18 0 0 0 0 VAR

A13A0 ECCS E13 12 000 0 VAR

A134A01 EC0S E13 4 0 0 0 0 VAR

A13A02 ECOS E13 5 000 0 VAR

g



B.1
Data~-set
Name
A13A03
A13A04
A13A06
T13A
U13APC
U13APS
A13GO
T13G
A13A05%
517
A1TAO
T17A
UTTAQ
533
A33A0
T334
U33ACC
S34
A3URO
U3NALM
U3LAST
TMEM
TEJB
TDEM
TVFI
TPTC
TNBD
TPLS
T2TA
XTLMO
XTLMO1
XTLMOZ
TTLM
XTMNO
TTMN
AQ2AD
AD2A02
TOZA
TO2G
AQ2AD1
T02S8
302
AOQ3AQ
TO3A

"THRZ
AMAGO
A19G0O
519
T18G
A19A0

INITIAL DATA-SET LIST INPUT FILE (CONTINUED)

Description Size
{(Blk)

- A D ey mm B —— AR A R Em W e e ab g deb o A P -

ECOS E13 5

= m
(9} ]
o (o]
A [72)
m 5]
") -
w -3
= =1
MO EE@N = ITW IS0 =W EW

mEEmm
aoaon
OO0 0O0
v w
FEEEm
e L L L
ErEEEW
—- N
O —aawum
O=Nnwumo

EC0OS CY99 PO3
ECOS £99 PD2 P03 P20

1]
(g}
Q
n
"
o
n
-

ECOS P19

T

OOOOOOOOOODODOCJC‘JOOOODOOOOOOOODOOOOOOQOOOOOOOOOOOOOl

F

DOGOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOl
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OOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOODOOOOOOOOOOOOOOOOl
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£
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Pos.

P e

VAR
VAR
VAR
VAR
VAR
VAR
VAR
VAR
VAR
VAR
VAR
VAR
VAR
VAR
VAR
VAR
VAR
VAR
VAR
VAR
VAR
VAR
VAR
VAR
VAR
VAR
VAR
VAR
VAR
VAR
VAR
VAR
VAR
VAR
VAR
VAR
VAR
VAR
VAR
VAR
VAR
VAR
VAR -
VAR
VAR
VAR
VAR
VAR
VAR
VAR

G Gt
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B.1 INITIAL DATA-SET LIST INPUT FILE (CONTINUED)

Data-set Description Size T F S B Pos.
Name (Blk)

G19401 ¥7058 P19 1 000 0 VAR
T19A &C0S P19 2 000 0 VAR
S520 ECOS P20 9 000 0 VAR
T20A EC0OS P20 2 000 0 VAR
U20A01 ECOS P20 9 000 0 VAR
A20A0 ECQOS P20 5 000 0 VAR
A3HAQ EC0S C99 3 000 0 VAR
T3HA ECOS €99 2 000 0O VAR
p300a4 ECOS €99 58 0 0 0 0 VAR
A13ED EC0OS REM ¥ 000 0 VAR
A13D0 ECOS REM 3 000 0 VAR
413C0 ECOS REM b 0 0 0 0 VAR
T20E ECOS REM 2 000 0 VAR
Tibha ECOS REM 1 000 0 VAR
TVYID EC0OS REM 2 000 0 VAR
IVTR EC0O5 REM 2 000 0 VAR
y16G01 ECOS REM 1T 0 00 0 VAR
T13E ECOS REM 2 000 O VAR
T19E ECOS REM 2 090 0 0 VAR
DG3ACT ECOS REM 76 0 0 0 O VAR
T34E ECOS REM 2 000 0 VAR
T16G ECOS REM 2 000 0 VAR
T344 ECOS REM 2 000 0 VAR
T13D EC0OS REM 2 00 0C 0 VAR
T13C ECOS REM 2 000 0 VAR
T34B ECOS REM 2 000 0 VAR
TITM ECGS REM 1 000 0 VAR
TVRE ECOS REM 1000 0 VAR
524 ECOS REM 8 0 00 0 VAR
VER101 ECOS REM 5 000 0 VAR
p3o00cC ECOS REM 58 0 0 0 0 VAR
F1 ECOS REM 2 0 00 0 VAR
TCDT ECOS REM 1 000 0 VAR
TVR7 EC0OS REM 1 00 0 0 VAR
TVR3 ECOS REM 1 0 0 0 0 VAR
VER102 ECOS REM 1 000 0 VAR
XBUGO ECOS REM E 0 0 0 0 VAR
VER103 ECOS REM 1 000 0 VAR
VER104 ECOS REM 5 000 0 VAR
TVR2 ECOS REM 2 000 0 VAR
TVREB ECOS REM T 000 0 VAR
TXB2 ECOS REM T 0 0 0 0 VAR
TVRY ECOS REM 1 000 © VAR
TVRS ECOS REM Tt 000 0 VAR
TVRY ECOS REM 1 000 0 VAR
VER10O ECO3 REM ¢ 0 00 0 VAR
TXB1 ECOS REM 1 000 0 VAR
TXB1 ECOS REM i 000 0O VAR
TYRA EC0OS REM 1 000 0 VAR
TVR1 ECOS REM 2 00 G¢G 0 VAR

AT TR T

e o e



B.1
Data-set
Name

TMA
MCONO2
TEFDOD
MCONO1
FFDSSC
FCORIV
SEW
MMJINT
AUD
MC1AMIS

INITIAL DATA-SET LIST INPUT FILE (CONTINUED)

Desgription Size
(Blk)

W -

m
Ly
<
[#]
o s
2]
=
—_

[=5]
Q
]
[¢2]
=)
=
=
un

EC0O3 REM

SC0S FC02, DISPLAY
SC0S FCO2, MC(2 DIRECTORY
SC0S8 FCO2, G-AMI

SC0S FCO1 DIRECTORY
3C0S5 FCO02 DIRECTORY
SC0S FC02, G-AMI

SCO0S FCO2, DISPLAY
S5C0S FCO01 DIRECTORY
5C0S FC02, DISPLAY
S5C0S FCO1, MCO1 AMI'S

m
Q
o
[#2]
=]
o]
=
(W §] - N
IR = omd b ok =t ) = ) ek DY CRLA) 2 o B e WL OV = O M ) -

T

[=NeoNoN«NoNsNoloRoNeNololaeNoNolaleNaNolleNalaoloeRojolesRollolaRy)

F

[=NaoNeR=NeNoNoRolaoNeNollaNeNoluNoloNoloeNaooNajoRolaNalloaReNolle )

S

[+ BoNeNeNololoBoellaoNeNeRoNalolaNoloNoReRelejellololsjoleNolele ey

B

00O LOOOLOCOOOOOOOOOOORODOLROOO

Poa

1

- - -

VAR
VAR
VAR
VAR
VAR
VAK
VAR
VAR
VAR
VAR
VAR
VAR
VAR
VAR
VAR
VAR
VAR
VAR
VAR
VAR
VAR
VAR
VAR
VAR
VAR
VAR
VAR
VAR
VAR
VAR
VAR
VAR



Data~set
Name
SCOSAH
ECOSAM
UECOS2
UECOSS
UECOSY
UECOS3
UECOSH
UECOS8
UECOST
SSCDIR
EXCDIR
TEST
EBOQT
EBOQTR
SBOOTRH
SBOOTP
318
S1¢C
MMA
S0P
599
A34BO
A34aD
A3LED
AO3BO
824R0
MCOND2
1

505
XTLMO
XTLMO?
XTLMOZ
TTLM
XTMNO
TTMN
533
A13A0
T334
U33ACC
ST
A1TAC
T1T7A
U1TAO01
534
A3Y4RO
J34ALM
UI4AST
313
A13A0
A13A01

B.2

OPTIMIZED DATA-SET LIST INPUT FILE

Description

IPL AMI

MMU DIRECTGRY

DIRECTORY
TEST DATA
BOOTSTRAP
BOOTSTRAP
BOOQTSTRAP
BOOTSTRAP
€99
c99
c99
g9
€99
REM
REM
REM
REM
c99
Fcoz,
REM
REM
CTL
CTL
CTL
CTL
CTM
CTM
E33
E33
E33
E33
E17
E1T
E17
E17
E3
£34
E34
E34
E13
E13
E13

1ST LEVEL
SET

REDUNDANT
PRIb .

MC0Z DIRECTORY

Size
(Blk)
126
6

16
16
16
16
16
14
16

L=

o)
-l
N Ve O ARENDWRONNNIE =2 2 e o s

o
- W

ino

-
o

12

T

e RoleNelolelcloNaNefvleleleRoReReNeleReNeNo ol o N el RalleNeReRelelelelellelelelF il i iE Cgb ot Sl Sl i |

b

COoO0000O0O000DO0LAOCOOLOoO000C0COO0OOOO0O0=-T-1T0WWSWWWhMNMN 2O

4]

COoO0000O00COoOCO0OMO000000C0C00000OOOOOOOIWE~I~NOoOWUM—LU-—=-30I|

B

OO o000 DO0CO0O00 00000000 C0O0000COO00OO0OLALLL0 000000 COOoON
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Pos.

- -

FIXED
FIXED
FIXED
FIXED
FIXED
FIXED
FIXED
FIXED
FIXED
FIXED
FIXED
FIXED
FIXED
FIXED
FIXED
FIXED
VAR
VAR
VAR
VAR
VAR
VAR
VAR
VAR
VAR
VAR
VAR
VAR
VAR
VAR
VAR
VAR
VAR
VAR
VAR
VAR
VAR
VAR
VAR
VAR
VAR
VAR
VAR
VAR
VAR
VAR
VAR
VAR
VAR
VAR

en s

P



BE.2 OPTIMIZED DATA-SET LIST INPUT FILE ({/ONTINUED)

Data-set Description Size T F S B
Name (Blk)

A134A02 EC0O03 E13 5 000 0
A13A03 ECOS E13 5 000 0
A13A04 ECOS E13 3 000 0
A13A06 EC0OS E13 y c o0 0
T13A EC0S E13 2 000 0
Ut3APC EC0S E13 1 000 O
U13APS EC0OS E13 g 000 O
A13G0O EC0S E13 y 000 0
T13G EC0OS E13 3 900 0O
A13A05 ECOS E13 4 000 O
TOFD ECOS CoOF 2 000 0
AQOFDO EC0S CoOF 4 000 O
322 EC0OS A22 26 0 0 0 0
A22A0 ECOS 4A22 6 0 00 0
T224 ECQO3 A22 2 0 00 O
ACHAD EC0OS A0S 5 0 00 0
TO5A EC0OS A0S 2 000 0o
UOSTGL ECOS A0S 2 000 O
321 ECOS S21 23 000 O
A21A0 ECQS 521 & 000 0
T214 EC0OS 821 2 000 0
UospMU ECOS AQ5 E13 321 1 0060 0
A16A0 EC0S S16 4 000G 0
T16A EC0OS 316 2 000 0
HRMEMT SC0s C99 HRM FORMATS 3 00O O
THEM EZ0S €949 2 000 0O
TEJB EC0s €99 1 000 0
TDPM ECOS C99 2 000 0
TYFI EC0s €99 1 000 O
TPTC EC0OS C99 2 000 0
TNBD ECOS Cg9 1 000 O
TPLS ECOos €95 2 000 O
T2TA ECOS €99 1 000 O
A19G0O ECOS P19 5 000 0
5149 ECQS P19 1 0 0 0 0
T19G ECOS P19 2 000 0
A19A0 EC0OS P19 6 000 O
U19A01 EC0OS P19 i 0 00 Y]
T19A ECOS P19 2 000 0
520 ECOS P20 g (N 0
TZ0A EC0OS P20 2 0 00 G
U20A01 ECOS P20 9 200 0
A20A0 ECOS P20 5 000 1]
THRZ EC0OS €99 PO3 i 00co0 O
AMAGO EC0OS €99 P02 PO3 P20 2 000 O
AG3AD EC0OS PO3 5 000 0
TO3A EC0OS PO3 2 000 0
502 ECOS P02 33 000 @
L0240 EC0OS PO2 10 000 0
AO2A01 ECOS P02 1 000 O

103
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B.2
Data-set
Name
AO2A02
TOZ24
TO2G
TO23
A3HAO
T3HA
D300A
A19E0Q
Ti14A
TVID
TVTR
Do24a01
A13EQ
A13D0
A13C0
A16G0
A20EQ
T20E
016G01
T13E
T19E
D034a01
T34E
T16G
T344
T13D
T13C
T34B
TITM
TVRG
S24
VER101
D300C
TCDT
TVRT
TVR3
VERiIOZ2
XBUGO
VER103
VER104
TVRZ
TVREB
TXB2
TVRO
TVRE
TVRY
VER10
TXB1
TXB1
TVRA

PDescription Size
(Blk)

(=23
o]
o
w
=l
m
=
—_eah e D et ad cd mdk A O] m T e S MU @D =R RNNMOMRRNAOAN RN, SR E=INN =W N

T

ODCJOOOOOOOOC}DOC)OC‘JDOOOCJOC)OOOOOOOOOOOOOOOOOOODOOOOOOI

F

OOOOOOODOOOOOOOOOOOOOOOOODOOC_JOOOOOOOODOOODDDOOOOOOI

c
=

OO0 0000 0C 0000000000000 0000LOODOLDOOOCoO00DODOLLOoODOOO!

OPTIMIZED DATA~SET LLST INPUT FILE (CORTINUED)

B

OO ONO 0000000000000 COoOODNOOoOODOoOoDOO00OOO000CQOOOoOOOal
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Pos.

VAR
VAR
VAR
VAR
VAR
VAR
VAR
VAR
VAR
VAR
VAR
VAR
VAR
VAR
VAR
VAR
VAR
VAR
VAR
VAR
VAR
VAR
VAR
VAR
VAR
VAR
VAR
VAR
VAR
VAR
VAR
VAR
VAR
VAR
VAR
VAR
VAR
VAR
VAR
VAR
VAR
VAR
VAR
VAR
VAR
VAR
VAR
VAR
VAR
VAR
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]

=NegaNoNoleNaoNeNoNoNoNeNoloNeNRaRoRalle Rl oo NejielooeNoRe ool

B.2 OPTIMIZED DATA-SET LIST INPUT FILE (CONTINUED)
Data-3et Description Size
Name (Blk)
TVR1 ECOS REM 2
TAC1 EC0OS REM 1
TDEP EC0OS RHEM 2
TAC2 ECOS REM 1
TGRP ECOS REM 2
532 ECOS HEM y
TGMC ECQS REM 2
831 ECQOS REM 8
QRTHN ECOS REM 5
Fe ECOS REM 1
QRTN ECOS REM 5
508 ECOS REM 16
TAPP ECDOS REM 3
EPPI10 ECCS REM 3
TFC3 ECOS REM 1
D30O0OB ECOS REM 58
FED1 ECOS REM 18
TXB2 ECOS REM 1
TVRS ECOS REM 1
FCDP ECO5 REM 3
MM 1 ECOS8 REM 56
TADO £C0S REM 2
THPS ECOS REM 1
THA SCO0S FCO02, DISPLAY 3
TFFDOC 3C03 FC02, G-AMI 2
MCONO1 SC0S FCOl DIRECTORY 1
FFDSSC SC0S FC02 DIRECTORY 1
FCDRIV SC05 FCO02, G-AMI 1
SHW SC0S FCO02, DISPLAY 1
MMUINI SC0S FC01 DIRECTORY 1
AUD SC0S FC02, DISPLAY 2
MCTAMIS SCOS FCO1, MCO1 AMI'=S 35

END
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B.3 DATA-3SET TO MISSION TIMELINE CORRELATION DATA

The data file shown in this section defines the

sequence of data-set accesses associated with individual

scheduled operations. Each scheduled cperation that will
have data-set accesses should have an input record. Each
record must contain the flight operation label and step
number delimited by a comma, left Jjustified in characters 1
- 12. The data-set rames to be called during the step must
be left justified and kegin in positions 12, 22, 32, ...,

152. The order of the input records is not important.

F S

e g
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DATA

CIRRSLATION

LV

TS
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sy
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trysvLate
slrveselate
PrivegNLIe
t1 vesvale
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P ENLOdIR
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otiEdinala
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slzagudln
s'Eeioais
r'ilodie
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¥ le0dln
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Tossiosriet
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LATION DATA

CIRRE

FIMZILINE

LaN

ALS3

DAPA-SED [0

3.3

ool

"Hod

Yol

vigld

¥eold

Q2T ¥

p-11-F)

1411

141

L4

1411

1473

2Eol

orel

sral

24 H

YEgd

"ok

ol

wol

¥iol

viol

viali

vrol

ol

ol

tovkow

({21041

Toviey

toveoy
tavein
toveoy
iaveIn

141341

[-114] )

tovzagw

Lovzoy

10¥Coy

taycor

ravtoy

toveor
st
fovzov
LAY

tavzoy

tovEQy

1314

111341

evLoy

avdly

cYLoY

ovtay

h13 5

Ay

AL

mne

ais

s

i3

Litvandtn
TiEvacaEN
LRSI
T IvEO4LN

L0 OF‘2N/40420
BEOL  I'OR/404TN

o8 E1CLPAVESTN

Lof  1'Le8NEALA
(3T T YT T
15 €'v04LiLa
SEY Tieousiem
Lot pieddgadw
Lot e'C0dZiln
LT Y T
tot  t'CodTiEN
Eof o tudiils
SEAL  L'TOJIILR
LS  T'TOdIEIw
Tos  »'T040iEN
kLol L'i0doile
2ak 1" 10A0LEN
ST8 ('Ri=Gdls

g t'rreadmm
M slel=0ite
ate Ctol=0dte
I8 1gl-0dta
*g=0dtn
ats [P 6edln

E
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CORRELATION DATA

SLINE

MIS3TOW TCIM

TJ

-33r

JATA

B.J

[CLIgl] Mrtia

aanqin aawgin Awdg#

Y 2dvin fizdson
210

Yiok orroy el
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B.4 UNSCHEDULED DATA-SETS UTILIZATION DATA
This input file defines the expected unscheduled
operations. For each operation, the number of times it is

expected to occur, the time period in whieh it expected, and
the data-sets accessed during the operation are defined. Up
to fifteen accesses may be defined to occur in one

unscheduled operation.

No.
of Start End Data-sets . . . . . . . . .
Perf.{Hrs) (Hrs)
155 4.0 159.0 TMEM
By 4.0 159.0 MMA
T 4.0 159.0 TDPEM
7 4.0 159.0 XTLMO XTLMO 1 ITLMO2 TTLM
14 4.0 159.0 XTMNO TTMN
28 4.0 159.0 AQFDO TOFD UOS5PMU
7 4.0 159.0 TPLS
7 4.0 159.0 TPTC
7 4.0 156.0 TEJB
T 4.0 159.0 TNBD
15 4.0 159.0 Uo05PMU
14 24.0 144,90 8518
14 24,0 184.0 51cC

14 24,0 144.,0 S13
14 24.0 144.0 533
15 24.0 144.,0 S34
0 S17
.0 520
14 24,0 144.,0 599
0 UJT3APS
.0 B17A01
14 24.0 144.0 20401
i4 12.0 144.0 U33AacCC
14 12,0 i44.0 U34AST
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B.5 RANDOM NUMBER SEEDS FILE

This input file defines the random number seed for each
simulation run. The number of simulation runs is also
determined by the number of seeds included in the file. The
file is named SEEDS.DAT.

The random numbers are generated by a subroutine that
provides a uniformly distributed set of values., This
subroutine uses the VAX 11/780 computer provided random
number generator. This generatcr uses the multiplicative
congruent method for the number generation [25]. Each seed
value must be a large odd integer number.

To assure the random number streams are consistant from
one layout proposal to arother, the same seed values were
used on each replication. The seed values below were used

for each layout proposal,.

Random Number Seeds File e
1 2
COLUMN= 12345678901234567890
SEED 1= BT7654321
SEED 2= 99335427
SEED 3= 85736459
SEED 4= 79827411
SEED 5= 39475893
STOP = 00000000

T
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APPENDIX C

SIMULATION REPORTS

This appendix shows examples of the reports generated
by the computer program. The first three reporta indicate
the how the MMU tape has been laid out for the list of
data-sets. These reports are in C.1, C.2, and C.3. The
remaining reports are asgociated with the simulation of the
data-set accesses using the tape layout. They are in C.4

and C.5.
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LISTING OF THE MMJ DATA-SEDY
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ALLOCATED DIRECTORY
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APPENDIX D

OPERATING THE SIMULATION

This appendix defines ho? to run the simulation. The
simulation model is designed to run on the Digital Equipment
Corporation (DEC)} VAX 11/780 computer with FORTRAN 77. The
data, command, and program files required and their
directory locations will be given. Procedures are prezented

for setting up the simulation and for running it.

Establighing the Files

The model is currently established in MSFC's VAXY
computer in account QS1:[EL121.NONEMAN]. The input files
should reside with the program in the same directory or

subdirectory. They should be defined as desribed in Table

20.

T
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Table 20. User Defined Files

File Name Contenta Record Format

MMUALL.DAT Data-set Definitions AB,1X,A30,2X,13,2%,

3(11,1X),12,1X,110,13

MSDS.DAT Mission Timeline/

Ppata-set Correlations A12,15410

UNSCHE.DAT Unscheduled Data-sets

Utilizations I4,2F8.3,15410

SEEDS.DAT Random Number Seeds 18

The following procedure should be followed to set up

for simulation runs:

1.

Copy the data-set definition data from the MMU

generation information into MMUALL.DAT.

Define the mission timeline/ data-sets correlation data

in fiie MSDS.DAT.

Define the unscheduled data-sets uytilization data in

file UNSCHE.DAT,

Define the random number seeds in SEEDS.DAT. One
mission sinulation will be performed for each seed
entered. The last record of this file must contalin a

seed value set £o zero bto stop the simulation.

Copy the time-ordered mission timeline experiment ON/OFF
file defined by the mission planners to

QSA1:[EL121.NONEMANIEXPERIMNT.FIN.

—\
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Bunning the Sigulation

Once the files are established, the simulation may be
run from the terminal or in a bateh mode. All of the
reporta are directed to diak files which may be reviewed
after the run at the terminal or from a line printer
listing. 38ince the run time of the simulation for five
misaions typically i3 greater than fifteen minutes
interactively, the batch mode is often preferred. To invoke

the model interactively, enter the follouwing command:

$ @MMUALL

A batech run may be submitted at the terminal by entering the

command,

$ SUBMIT MMUALL

By either method, the command file MMUALL.CCOM, listed

‘below will be executed.

SET DEF [EL121.NONEMAN]
ASSIGN MMUALL.DAT FQROOS:
ASSIGN MMUALL.PRT FORODG6:
ASSIGN TT: FOROO1:

RUN MMUALL

PRINT MMUALL.PRT

PRINT MSDS.DAT,UNSCHE.DAT

o Y o A 40 B G

This command file runs the program and prints the reports
file. It 1a assumed that the executable file MMUALL.EXE

exists in the same directory containing the input files.

P ] e o
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Erogramg Source

Should there be any reason to modify the simulation
code, the program sources are defined as follows, The
modified MMU allocation source is in MMUALL.FOR. The
simulation routines which supplement this code are in
MMUSUB.FOR. When the programs are linked the subroutine,
READOF, whioh reads the mission timeline sachedule file, must
be included by using the object library
QS1:LEL127.EST]ESS.OLB. The link command is in MMULNK.COM

iisted below.

$ LINK MMUALL,MMUSUB,QS1:[EL121.ESTI]ESS/LIB
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