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PREFACE

This publication is a compilation of the papers prepared for the Space
Shuttle Technical Conference held at the NASA Lyndon B. Johnson Space
Center, Houston, Texas, June 28-30, 1983. The purpose of this conference
was to provide an archival publication for the retrospective presentation
and documentation of the key scientific and engineering achievements of the
Space Shuttle Program following the attainment of full operational status by
the National Space Transportation System.

To provide technical disciplinary focus, the conference was organized around
10 technical topic areas: (1) Integrated Avionics, (2) Guidance,
Navigation, and Control, (3) Aerodynamics, (4) Structures, (5) Life Support,
Environmental Control, and Crew Station, (6) Ground Operations, (7)
Propulsion and Power, (8) Communications and Tracking, (9) Mechanisms and
Mechanical Systems, and (10) Thermal and Contamination Environments and
Protection Systems.

The papers in each technical topic which were presented over the 3-day
conference period provide a historical overview of the key technical
problems and challenges which were met and overcome during the development
phase of the Space Shuttle Program. Taken as a whole, these papers provide
a valuable archival reference to the magnitude and scope of this major
national achievement.

Because of the large volume of material prepared for the conference, this
publication is divided into two parts.

This publication was prepared through the efforts of the staff of the

Technical Information Branch, Management Services Division, Johnson Space
Center.



FOREWORD

The achievement of operational status of the National Space Transportation
System represented a historic accomplishment for the National Aeronautics
and Space Administration (NASA), its contractors, and for the United States.
To recognize this accomplishment, NASA organized a technical conference fo-
cusing on the design and development phase of the Space Shuttle Program.

The purpose of the conference was to permit a presentation by key members of
the NASA-Industry-Department of Defense team of the outstanding achievements
of the program. Toward this end, the conference theme "The Space Shuttle
Program: From Challenge to Achievement" was selected.

To provide a comprehensive and balanced program for the conference, the Con-
ference Organizing Committee selected 10 broad, technical topic areas for
which papers were invited from individuals who played key technical roles in
the success of the design and development program. An extraordinarily fine
selection of 91 papers was submitted for the conference representing the
contributions of 6 NASA field centers, the Department of Defense, 2 univer-
sities, and 27 industrial organizations. Over the 3-day period of June 28-
30, 1983, these papers were presented at the Lyndon B. Johnson Space Center
in a format of multiple, parallel technical sessions, fully satisfying the
"Achievement" portion of the conference theme.

The "Challenge" aspect of the conference theme was provided by Lieutenant
General James A. Abrahamson, NASA Associate Administrator for Space Flight,
who presented the conference keynote address; and by Dr. Maxime A. Faget,
President of Space Industries Incorporated and former Director of Engineer-
ing and Development at the Johnson Space Center, who organized and moderated
the discussions of a panel of distinguished government and industry execu-
tives who presided over the early days of the program. Excellent retrospec-
tive presentations were also made by Dr. Glynn S. Lunney, Manager of the Na-
tional Space Transportation System Program, and by Donald K. (Deke) Slayton,
President and Vice Chairman of Space Services Incorporated of America and
former NASA astronaut and management official. The complementary combina-
tion of technical papers, addresses, and panel discussions provided a satis-
fying, synergistic package for the more than 1200 conference attendees.

As former Manager of the Orbiter Project, it was my privilege to serve as
General Chairman of the Space Shuttle Technical Conference and to recognize

and honor the team of men and women responsible for this historic accom-
plishment.

I am grateful for the help and support of the other members of the Con-
ference Organizing Committee: Elwood W. Land, Jr. (NASA Headquarters);
James E. Kingsbury (Marshall Space Flight Center); and Peter A. Minderman
(Kennedy Space Center); and to Norman H. Chaffee (Johnson Space Center) who
served as Conference Arrangements Chairman.

Aaron Cohen
General Chairman
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EVOLUTION OF SHUTTLE AVIONICS REDUNDANCY MANAGEMENT/FAULT TOLERANCE

Jack C. Boykin and Joseph R. Thibodeau
NASA Lyndon B. Johnson Space Center
Houston, Texas

and

Henry E. Schneider
McDonne11-Douglas Technical Services Company
Houston, Texas

ABSTRACT

The challenge of providing redundancy management (RM) and fault tolerance to meet the Shuttle
Program requirements of fail operational/fail safe for the avionics systems was complicated by the
critical program constraints of weight, cost, and schedule. This paper addresses the basic and
sometimes false effectivity of less than pure RM designs. Evolution of the multiple input selection
filter (the heart of the RM function) is discussed with emphasis on the subtle interactions of the
flight control system that were found to be potentially catastrophic. Several other general RM devel-
opment problems are discussed, with particular emphasis on the inertial measurement unit RM, indic-
ative of the complexity of managing that three-string system and its critical interfaces with the
guidance and control systems.

PROGRAM REQUIREMENTS AFFECTING FAULT TOLERANCE/RM

Space Shuttle Program requirements dictate fault tolerance in all systems other than primary
structure, thermal protection, and pressure vessels. In the case of avionics systems, those require-
ments are specified to be two-fault tolerant, or fail operational/fail safe (FO/FS) (ref. 1) as com-
monly referred to in Shuttle terms. Considering the design 1ife goals of 100 missions and 10 years
or more operational span, this FO/FS requirement not only appears reasonable but almost minimally man-
datory. Given a free hand in hardware provisioning, meeting the FO/FS requirement may have been ob-
tainable. As would be expected in a program heavily pressed with cost and weight constraints, the
avionics designers' hands were not so free.

Providing FO/FS fault tolerance with no holes or subtle escapes would most easily be accom-
plished by providing independent five-string operation with independent data inputs to each of the
five strings and command functions requiring three out of five votes before execution. This approach
would obviously be costly in weight and cost of wiring and avionics components but does offer an
FO/FS design approach that could be void of in-flight failure effects concerns for two failures. It
would also eliminate the historically complex hardware/software requirements for fault detection and
isolation since the first two failures would be transparent. This five-string approach is indeed
being implemented in the flight-critical interfaces of the Centaur payloads with the Orbiter. The ap-
proach was never seriously considered for Shuttle/Orbiter design because of the obvious systems
weight and cost impacts, yet the FO/FS requirement was maintained.

The first step down from the five-string design to meet FO/FS is to provide four-string opera-
tion with fault detection and isolation of at least the first fault. Various schemes can be im-
plemented at the four-string level to choose proper data or perform the proper command function, but
the susceptibility to the second failure requires a fault detection and isolation scheme to eliminate
the first failure before occurrence of the second failure in order to be FO/FS. Two simultaneous or
near-simultaneous (within the timespan required to detect and isolate the first failure) failures
will defeat this approach; however, Shuttle Program management has granted detection and reconfig-
uration time in its FO/FS requirement provided the detection is reasonably assured of working. In
this scheme, the second failure is then tolerated by selecting the middle valued data of the remain-
ing three inputs and voting two of three for command functions or providing enough muscle in the two
good command channels to override the second failure channel. This four-level approach was selected
for a major portion of the Shuttle avionics and has fared well with the possible exception of null
failures in sensors normally operating about their null, thereby hindering the fault detection of
either the first or the second null failure.

The next step down in redundancy while maintaining FO/FS fault tolerance is to provide three-
string operation in conjunction with fault detection and isolation of both the first and second fail-
ures in the system. Detecting and isolating the first failure in a three-string system is not overly
complex and detecting the second failure through two-level comparison of inputs or outputs is straight-
forward. The difficulty in this approach comes in isolating the second failure. Disagreement be-
tween only two inputs requires a decisionmaking vote that is often costly and still not 100 percent




certain, such as built-in test equipment (BITE), self-tests, or reasonableness tests. In the cases
where isolation is still lacking, a crew "guesstimate" and manual reconfiguration may be used to sup-
plement the auto RM. This approach can also be costly and Teaves room for errors. This second fault
isolation problem was a primary factor in the basic four-string avionics design in the Shuttle with
the Orbiter inertial measurement units (IMU's) being the most notable exception. The basis for this
exception, as with the other three-string systems, included weight and cost, reliability background
and history of similar hardware, and projected BITE capabilities to cover second failure isolation.
Treatment of the second failure detection and isolation of the IMU's has involved such extensive ef-
forts in analysis, verification, software changes, and flight procedures development that the possi-
bility of adding a fourth IMU to the Orbiter is still under consideration. Indeed, the complexities
of timely detection and isolation of two-level IMU faults and the capabilities and Timitations of the
IMU BITE design are sufficient to warrant treatment as an individual paper, accounting for the large
portion of this paper being dedicated to IMU RM. A considerable amount of the IMU RM design change
activity deals with fine tuning of the data to minimize errors passed to the guidance and control
systems; however, the final fault tolerance assessment accounting for the two-levei isolation problems
results in no capability to isolate approximately 0.7 percent of the second faults and an even more
disconc§rt1ng 0.15 percent of the second faults which can result in selection of the failed IMU

(ref. 2).

Any further reduction in redundancy level below three strings obviously fails to meet the
avionics FO/FS requirement unless, of course, the function itself is not required and is then by defi-
nition FS after the second failure. The net result is that Shuttle avionics basically evolved as a
three- and four-string design attempting to provide fault detection and isolation capability to make
these redundancy levels equal to the five-string design required to be purely FO/FS. The success of
this design is not easily measured; however, there are several key data points to recount when con-
sidering Shuttle redundancy design versus a blanket FO/FS requirement. First, the Orbiter avionics
alone has officially documented some 255 critical-items 1ists (CIL) exceptions to the FO/FS require-
ment. Secondly, in striving to meet the blanket FO/FS requirement, the less than pure approach has
resulted in an analysis and verification program of staggering proportions. As former astronaut and
Orbital Flight Test Manager Donald K. Slayton stated (ref. 3), though possibly too Tate to influence
the Shuttle Program direction, there is an unpredictable but "high cost of worrying improbable pos-
sibilities."” Because of the second fault tolerance requirement and the fault detection and isola-
tion deficiencies (delays in isolation and/or various degrees of escapes), every combination of
failures, however improbable, must be analyzed and verified as acceptable. This is then magnified
by reconfiguration actions planned to optimize the postfailure system configuration, each of these
obviously requiring verification. In this process, as is its objective, escapes from the FO/FS re-
quirement are sometimes discovered, leading to software, hardware, and/or procedural changes which,
of course, add to the verification work. Quantification of such changes is nearly impossible but
some understanding of the problem can be evidenced by the ever-present hardware and software change
boards, the approximately 700 pages of crew malfunction procedures, the more than 1000 pages of off-
nominal crew procedures, the libraries full of off-nominal verification procedures and test reports,
and the more than 250 software change requests which have currently been approved to the RM Flight
System Software Requirements (FSSR) alone (ref. 4).

Mr. Slayton's approach to the problem was proposed basically as drawing a line in the sand
defining some failure criticality not based on a blanket FO/FS requirement but rather based on the
probability of that failure (or combination of failures) to occur. If the failure probability is de-
termined to be lower than that 1ine, the design would not have to accommodate changes to meet the
FO/FS requirement. The obvious problems of choosing the acceptable failure probability and the
mechanization of determining the probability of potential failures are admittedly nontrivial; how-
ever, Mr. Slayton cites the success of the Saturn 5 program as a working example of this approach.

An alternate approach that has essentially been described earlier is to provide a five-string op-
eration with data and command selection, based on the middle value of the five or voted to require
three of the five data or command statuses to produce a functional response. The aforementioned
weight and cost penalties of such a system are understandably undesirable and easily considered
unjustified in the preliminary stages of system design. Considering the historically costly change
traffic and verification activities that go with the attempted development of less than pure redun-
dancy matching requirements, the initial acceptance of the additional string weight and cost may have
been an effective overall decision for the Shuttle/Orbiter Program.

IMPACTS OF SUBSYSTEM PERFORMANCE CHARACTERISTICS ON RM

The Shuttle RM involves both hardware and software functional implementations, the extent of
each determined by the design and response characteristics of the individual subsystem element. As
with any development program on the Tevel of sophistication and gross technical expansion of func-
tional capabilities such as in the Shuttle Program, the potentials for hardware and software design




deficiencies are not few. Adding the scheduling demands typically forced on NASA programs compli-
cates the situation by requiring parallel development of subsystem hardware and the associated appli-
cations and RM software. This parallel RM design does not then allow for an individual line replace-
able unit (LRU) performance understanding beyond that established as design requirements in the pro-
curement specifications. Additionally, the benefits of failure modes and effects analyses on the
LRU's cannot be utilized in initial designs, since these analyses are not completed sufficiently
until final design and/or design verification testing has been completed. Finally, the performance
of the LRU's within the system as a whole cannot be adequately anticipated until integrated systems
simulations and/or verification programs are underway involving flight hardware/software designs and
sophisticated models of environments, aerodynamic effects, and vehicle dynamic models. Development
of the RM schemes under these handicaps can and did result in many initial assumptions that turned
out to be invalid or at least not sufficient to provide totally acceptable RM.

A primary example of this programmatic dilemma occurred in the Orbiter flight control system
(FCS) interface with the redundant FCS sensor systems. Providing the FCS with the best available
rate and acceleration data from a quad redundant sensor set at first glance appeared trivial. The
program had provided the fourth sensor set after only three had been initially proposed because it
was recognized that isolation of the second failure in dynamic periods of flight could not be
guaranteed within FCS control 1imits. The formulation and use of a software-derived fourth input
was too complex and laced with its own shortcomings.

The selection of the "best" data input from this set was considered to be a simple extension of
the three-sensor method; i.e., provide a software selection filter (SF) which dealt with the first
three inputs by simply selecting the middle valued input for use by the FCS, substituting the fourth
sensor input only after one of the original three had been determined to be failed (fig. 1). This SF
design was baselined and implemented in the software RM along with a fault detection, isolation, and
reconfiguration (FDIR) scheme that used a unit-to-unit comparison test to determine whether a unit
had failed. On the surface, this approach was simple and foolproof; in final application, it was not
so simple and indeed inadequate. Two key conditions combined to defeat this original approach: (1)
to eliminate or 1imit false alarm exposure, the magnitude of the differences between units had to be
significantly large enough to account for unfailed unit normal deviations (30), system noise, and
transients; and (2) the FCS control laws and vehicle responses aimed toward and generally achieved
stable flight conditions within the 1imits of times and/or magnitudes established to prevent the
false alarms. The interaction of these two factors resulted in a general inability to detect and iso-
late a null failed sensor (fig. 2).
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For the first null failure experienced, this was an insignificant event since the SF still pro-
vided a good output in the form of the smaller of the two remaining good units or the null if the two
remaining good units were operating near to and bracketing the null failure. With the first null
failure included in the SF set, however, the effects of the second null failure became catastrophic.
With a second null failure in the set, the middle value in the SF will always obviously be a null. As
vehicle stability deviates from this point, the FCS will not see the change and quickly becomes unsta-
ble. An additional irony is that the RM will actually declare a failure against the only good sensor
input in the SF as its output builds, deselect that sensor, and replace it with the fourth (good)
sensor, only to have it defeated just as the first good sensor was. The recognition of the inability
of the baselined RM to deal with this dual null scenario was not possible until the hardware and sys-
tems models were completed and evaluation and verification test facilities could be used. Verifica-
tion analyses showed the dual null system effects to be an unstable vehicle in ascent and entry mis-
sion phases for the pitch, roll, or yaw rate gyros and severe violation of the load relief and g
limits for such loss of the normal or lateral accelerometers.

The risk associated with the dual null deficiency in the RM was considered to be extremely small
considering the relatively short period of use of the rate gyros and accelerometers. This could be
further minimized by performing stim tests just before lift-off and again just before entry, thereby
detecting nulls and allowing proper reconfiguration. The risk was not zero, however, and a proposed
fix to obtain the highly desirable FO/FS status which involved a software modification only was de-
veloped. The impact of this software change was evaluated as an increase in CPU requirements for the
SF from 0.875 to 1.46 percent, an increase in memory requirements for the SF from 75 to 90 words, and
a decrease in memory requirements for the FDIR from 229 to 200 words. At this point in the program,
the new quad midvalue select (QMVS) SF was accepted as the resolution of the dual null failure con-
cerns for the rate gyros and accelerometers. Since that time, the body flap position feedbacks and
the solid rocket booster (SRB) rate-gyro assemblies (RGA's) have also been improved by application of
the four active inputs SF (QMVS) in place of the three active with a standby.

For flight control and dynamic response limitations, the QMVS eventually proved to be adequate.
However, the verification analyses with dynamic flight models discovered yet another sophisticated es-
cape. The QMVS SF was observed in these verification activities as meeting the flight control stabil-
ity requirements with dual nulls present. However, an unexpected increase in reaction control system
(RCS) jet activity was resulting in significant increases in RCS propellant consumption. Refinement
of these cases determined that with the dual null failures and reasonable biases on the remaining two
sensors, RCS propellant consumption could increase by as much as a factor of four (ref. 5). The con-
tribution of the QMVS SF to this phenomenon is illustrated in figure 3.
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The QMVS basically works as illustrated in figures 3(a) and 3(b) in that the SF logic evaluates
all four inputs, determines the two middle valued inputs, and selects one of them based on a test of
their difference between each other (the "C" value). The "C" value is fixed based on the reasonably
expected null offsets between good gyros, null offsets between good multiplexer/demultiplexer (MDM)
channels, and MDM nonlinearity. It is designed to prevent discontinuous SF outputs caused by
switching between signal A and signal B for the no-fault case and yet provide satisfactory rate
outputs with undetected single or dual null failures. Figures 3(c), 3(d), and 3(e) illustrate the
QMVS performance with single and dual undetected null features. Because of the fine-tuned FCS and ve-
hicle responses and the typical operation at near null vehicle rates, the illustrated nonlinearities
in the sensed vehicle rates can result in residual oscillations and attendant RCS propellant consump-
tion as previously described. Evaluation test cases indicated that under the dual null conditions,
sufficient propellant consumption could result in depletion and loss of control unless the condition

was recognized and crew intervention was timely.



As another escape from the FO/FS design requirement, however limited in probability, changes
were developed as candidate solutions and evaluated in flight performance simulators to eliminate
this Tast caveat from the FCS RM verification status. With the weakness of the QMVS being the
deficiency of the FDIR to detect and isolate null failures in the Shuttle FCS environment, one obvi-
ous approach was to bias the SF to choose the more active midvalue parameter and stay with it until
fault conditions indicated that the other midvalue parameter was significantly more active. The term
used to describe this SF approach is interchangeable midvalue selection (IMVS). The IMVS operation
under nominal, single, and dual null failure conditions is presented in figure 4. The primary differ-
ence in the IMVS and the QMVS is that once the two middle valued parameters of the four-parameter set
have been determined (identically in both approaches), the SF chooses the largest of these two values
and sticks with that selection until fault conditions are detected and then switches one time only to
the other midvalued parameter. Remember that the QMVS selected the highest of the middle valued pa-
rameters for dispersions greater than a present value "C" and the smaller middle value for disper-
sions less than "C," resulting in undesirable discontinuities being provided to the SF user. As
previously described, the discontinuities and nonlinearities of the QMVS SF in the presence of dual
undetected null failures results in unacceptable propellant consumption. As shown in figure 4, the
IMVS eliminates these discontinuities and reduces the nonlinearities, thereby improving FCS effi-
ciency. Evaluation test cases showed propellant consumption reduction compared to the QMVS ranging
from 62 to 1100 pounds, depending on the axis containing the null faults, the point of fault inser-
tion, and the biases assigned to the remaining two good parameters.

The IMVS has been approved for Shuttle implementation, providing resolution to the current RM de-
sign caveat. It will likewise serve as a verified approach in future four-string design activ-
ities. One can only wonder again whether the costs of the changes from MVS to QMVS to IMVS and
the associated analysis and verification activities might have compared to initial design implemen-
tation of a five-string system.

FAULT TOLERANCE ASSESSMENT OF INTEGRATED SYSTEMS

It has already been pointed out that design of the Shuttle avionics systems to the FO/FS program
requirement under the weight and cost constraints which drove designers to not demand the pure five-
string approach is at best a complex and difficult task. Several of the major exceptions to full-up
redundancy in the Shuttle avionics interfaces are especially noteworthy, specifically the universal
servicing systems such as electrical power distribution, cooling, and instrumentation. Of these, pos-
sibly the key factor in concern for integrated systems failure tolerance turned out to be the three-
string electrical power distribution system. Obviously, with only three sources of power to spread
to up to four user interfaces, cross-strapping of power to some or all of the components in critical
functions was a necessity. Providing the visibility and assessment of the effects of this and other
cross-strapping proved to be the weakness of the avionic fault tolerance assessment.

The typical programmatic tools to assess failure modes and effects were employed, including indi-
vidual subsystem analyses and some level of integrated systems fault testing in facilities such as
the Flight Systems Laboratory (FSL) and the Shuttle Avionics Integration Laboratory (SAIL). Some
fault tolerance escapes were discovered through the subsystem analysis, and test programs periodi-
cally resulted in unexpected problems under fault or off-nominal conditions which could be cata-
strophic if occurring in flight. These escapes, though almost all attributable to the less than
total redundancy design, were basically the result of the overall system complexity and subtleties,
which could hardly be expected to be foreseen by the individual subsystem designer performing his
failure modes and effects analysis (FMEA). Some of these factors include understanding the timing of
the failures with respect to each other and to the mission phase, understanding the software mech-
anization and its dependence on time homogeneous data, understanding the normal and malfunction
procedures which might be used by the crew to operate the systems and control configuration, and fi-
nally, understanding the individual subsystem functional impacts caused by failures in the universal
service subsystems.
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This integrated fault tolerance assessment escape mechanism can be demonstrated by the example
in figure 5. The FCS muscle for control during early entry stages is provided by the aft RCS jets.
These jets, unlike other flight control effectors, employ single-string authority for jet firing,
relying on the quantity of jets to satisfy the FO/FS requirement. The FCS avionic interface to fire
these jets is provided by the reaction jet driver (RJD) circuits, which are divided into four chan-
nels with each channel receiving dual power inputs from the three-string EPD system such that any two
failures can disable only two of the four RJD channels. The instrumentation monitoring of the RJD/
jet system is provided in only two signal conditioning units; however, each one contains isolated in-
ternal modules and each box receives dual power inputs from the three-string EPD system such that any
two failures can disable only half of the instrumentation system. In 1ike manner, the data management/
command interface is a four-channel system with identical redundancy to the serviced RID's (including
power redundancy). Taken piece by piece, the flight-critical function of RCS jet control appears to
be FO/FS and each subsystem-level FMEA would support that conclusion. On closer inspection from an
integrated, functional end-to-end viewpoint, with software performance considered, it becomes obvious
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that the fault tolerance is not completely FO/FS, because of the channelization of the EPD inputs

to each subsystem element. As can be seen in figure 5, if the aft local power buses A and C were
lost, the total power to half of the RCS control circuitry would be Tost (RJD's 1A and 2A), along
with their respective data management interfaces (MDM's FA3 and FA4). Through cross-strapping,

the remaining half of the RCS jets would be normally sufficient to control the vehicle. The total
system reaction to the loss of buses A and C, however, includes Toss of the instrumentation sub-
system's signal conditioner OL2, which happens to provide service to the RCS jets controlled by

RJD 2B, resulting in unresponsive data monitoring of those jets. The RM software will respond to
this situation by recognizing the communications fault in strings 3 and 4 and suspending processing
of those strings. The signal conditioning fault in string 2, however, is not discernible from actual
low value data response to the RM, thereby leading to a failed "leaking" and/or failed "OFF" conclu-
sion by the RM. Either of these events results in a deselection of the affected jets, with the final
result being that the FCS muscle for the two bus failures is cut to a single set of jets which cannot
maintain vehicle control.
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FIGURE 5.- AFT RCS CHANNELIZATION ESCAPE.

The Toss of two power buses in a basic three-bus system is obviously a Tow-probability situa-
tion. It is, however, required to be addressed in assessment of an FO/FS requirement and is the rea-
son for the multiple cross-strapping schemes on the Shuttle. As this and other specific escapes from
the FO/FS requirement were discovered in test facilities and flight environments with failures actu-
ally present, the potential for further unknown escapes in a system as complex as the Shuttle
hardware/software system became painfully obvious. The limitations of resources to perform actual
verification tests for every combination of failures, under every critical mission phase, with every
version of hardware and software to be flown, with every reasonable crew procedural response, and
with every reasonable variation of flight environments are equally as painful. Recognizing this prob-
lem, the Shuttle Program established an "Avionics Audit" task to "perform a study and analysis that




identifies the fault tolerance capability of the integrated Orbiter avionics with respect to func-
tional authority or influence derived from hardware channelization, hardware cross-strapping, soft-
ware cross-strapping, control points, crew procedures, and external environments."* This ongoing task
has been funded for more than $1 000 000 directly with unestimable program costs associated with

study management and review and hardware and software changes resulting to date.

As previously implied, FO/FS implementation through a five-string approach would architecturally
eliminate essentially all of this type of escape. Lacking that luxury, programs as complex as the
Shuttle avionics must establish high-priority activities, such as FMEA's and sneak circuit analyses,
and integrated end-to-end functional fault analysis, such as the avionics audit, early in the design
phases of the program to develop a confident position from which to claim conformance with that
program's fault-tolerance requirements.

OTHER LESSONS LEARNED IN RM EVOLUTION

Similar to the painful evolution experienced with the RM SF interaction with the FCS perform-
ance, a major area of potentially avoidable RM change activity resulted because of hardware perform-
ance definitions not being mature early enough to allow adequate RM design. A primary example of
this problem is the RCS RM. Propellant leaks in an RCS jet can result in hazardous operation,
thereby requiring fault monitoring and reconfiguration by RM to preclude further use of a leaking
jet. RCS hardware design provided for a temperature measurement on the oxidizer and fuel valves on
each jet and an initially proposed RM algorithm which would declare a jet as leaking when either tem-
perature fell below 480 F. Vacuum chamber testing of actual hardware later provided a better defini-
tion of the jet thermal responses to various leak conditions and allowed the RM thresholds to be
adjusted in software to 300 F to minimize false alarms and still provide adequate hazard protection.
Flight experiences in the early STS missions provided the final environmental operation assessment,
which revealed still another hardware performance sensitivity and required further RM software
adjustments. It was determined that the upfiring primary jets experienced a significant cooling ef-
fect in the early stages of entry where the "g" field holds the postfiring "dribble" propellant in
the jet and the near-vacuum environment enhances the cold-inducing evaporation/sublimation of that
propellant. This phenomenon actually resulted in several false alarm/deselects on early missions
where jets were relatively cool before reentry, resulting in a software change to provide an even
lower fault detection 1imit and minimize the false alarms. Another erroneous original assumption
which guided RCS RM design was that the large primary jets would respond to leaks in the same fashion
as the smaller vernier jets. Again, vacuum testing of actual hardware under leak conditions provided
the surprise that the vernier jets could not leak enough to provide for sufficient cooling effects to
ever reach the Timits established for the primary jets. The resulting RM change to account for this
hardware performance characteristic included RM software mods, heater thermostat sett1n$ changes,
crew procedural impacts, and flight usage restrictions based on vernier jet warmup sufficient to
ensure RM Teak protection. The problems evidenced by experiences such as these, although not totally
avoidable, do point out the need to develop as completely as possible the hardware performance charac-
teristics under true flight conditions before fixing the associated RM schemes. Lacking that Tuxury,
modification impact could be minimized by implementation schemes which include as much flexibility as
can be afforded, such as separate I-loadable 1imits for each data input to an algorithm.

A second area of continuing RM design modification and assessment is the dilemma of providing
the best fault protection thresholds possible while not allowing any significant chance of a false
alarm. A key factor in this dilemma is the 30 program-established variation to be allowed in hard-
ware and system performance. This implies that RM should not declare an LRU failed that is within 30

of the "normal" performance, and further that, since -3¢ is as good as +30, actual differences be-
tween usable LRU's must allow for somewhat more than 30 (statistically reasonable to assume vZ x 30).
Accounting for this type of variation and arbitrarily selecting a design goal to have no more than
one false alarm in 500 missions (the approximate original number of missions in the Shuttle Program),
the fault detection thresholds can be significantly large so as to mask some LRU failures and/or re-
sult in system errors or transients that can jeopardize mission performance. Determination of the
smallest acceptable thresholds to minimize false alarms while providing adequate fault detection is
another Tate-blooming product due to the necessity to have statistically accurate performance as-
sessments. This involves not only certifiable LRU standard deviation data but also development of
accurate vehicle systems and flight profile environments. Although this development task is not eas-
ily hurried or readily avoidable, some potential areas for minimizing the dilemma do exist. Premium
dollars in the LRU design and production phase could result in the guaranteed 30 variation of some
LRU's being significantly smaller. Indeed, the exact same hardware design could sometimes be
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"improved upon" by simply paying for screening and documentation of its quality. A variation of this
theme could be to establish a set of thresholds based on periodic monitoring and verification of the
actual variation of the flight hardware. One-sigma deviations are considerably more normal in the
Shuttle hardware performance to date, and thresholds based on more realistic variations could
obviously be tighter so as to improve system performance while maintaining the same realistic false
alarm sensitivity. The final solution is, of course, to provide five-string operation as previously
described, thereby eliminating the requirement for fault detection and the dilemma of protection
thresholds versus false alarms.

EVOLUTION OF SHUTTLE AVIONICS FAULT TOLERANCE - LESSONS LEARNED

IMU REDUNDANCY MANAGEMENT

The Tessons learned for IMU RM have occurred mainly in three areas: (1) understanding the hard-
ware and its failure modes and error characteristics; (2) understanding the design of the software
and its ability to attenuate errors and protect against transients; and (3) making the software con-
formable to variations in mission plans, flight rules, or crew procedures. Key facets of these prob-
lem areas are summarized in table 1.

TABLE 1.- LESSONS LEARNED - IMU REDUNDANCY MANAGEMENT OVERVIEW

Area Problem
Hardware e Error modeling, failure modes
e Warmup transients, trending, aging
e Heading sensitivity
e Single-point failures
e BITE use, performance, sensitivity

Software e Threshold formulation, queuing, resetting
e Dilemma resolution, lack of FO/FS
e IM redundant gyro BITE use
e Strapdown rate-gyro use
e Transient protection, velocity and attitude
selection filter design
e Velocity downmode transients
e Attitude dithering
F1light operations e Extended Taunch holds

Early alinement/delayed entry
o Computer/LRU reconfiguration
o Freeze-dried GPC

o Commfaulted LRU's

Three gimbaled IMU's supply velocity and attitude data to the airborne computers, which have the
ability to automatically detect and isolate up to two mission-critical failures. Setting thresholds
as bounds for normal or acceptable performance has been one of the critical software design tasks.
Setting thresholds below the envelope of normal measurement error can lead to nuisance false alarms
and premature loss of an IMU. Allowing for normal or expected divergence in measurement error can
lead to transients when changing from the use of one IMU to another, as well as to degraded system
performance before isolation of the second failure.

To avoid or minimize these difficulties, selection filters (operating at either 6.25 or 1 hertz,
according to need) are used to protect against hardover failures, to control switching transients,
and to inhibit or attenuate error growth before isolation of the second failure. Tracking tests are
used for failure detection and isolation (FDI) at a background rate of 0.0625 hertz to protect
against soft performance failures. To guard against a wrong identification in the event of a tran-
sient error condition, an IMU can be permanently failed only after a number (n-count) of successive
identical fault identifications occur in consecutive passes of the fault identification logic.

10




USE OF BITE

Without adequate failure-to-noise margins, it is unreasonable to expect failure isolation by
means of software tests. To avoid this difficulty, BITE is used as the first-priority discrimination
after detection of a failure in a pair of IMU's. If BITE does not discriminate, the software isola-
tion tests are used to identify the failed IMU. Use of BITE in this manner avoids the possibility of
BITE false alarms causing premature loss of an IMU whose attitude and velocity measurements continue
to be good. Also, software tests are vulnerable to wrong isolation decisions when exposed to simulta-
neous multiaxis failures - failures of the kind most often isolatable by BITE (a tumbling platform,

for example).

If a fault remains unidentified after a given number of consecutive fault detections, an IMU di-
lemma is signaled to the crew to indicate the need for manual intervention.

FAILURE MODES

The software design was conceived to detect and identify soft bias shifts in attitude or veloc-
ity outputs. One of the great fears was to falsely detect errors and downmode good units, which was
recognized as an easy way to catastrophe. Part of this fear was also detection, identification, and
reconfiguration which could occur for a transient error condition which was conceivable for a Tight-
ning strike or temporary communications failures in a data bus 1link between the IMU's and the gen-
eral-purpose computers (GPC's), hence the use of an n-counter Togic.

These concerns basically have led to a design that is tolerant of system noise. During STS-6,
5000pug noise was evident on the IMU 3 z-axis accelerometer during the entire flight. The noise was
as high as 30 000ug, evidenced by the velocity underlimit (VUL) BITE alarms during entry. This IMU
was a good navigator and was used almost exclusively for attitude reference during STS-6.

Because the noise was contained only on the one z-axis accelerometer, IMU 3 would have been most
likely deselected for a threshold violation. If the noise were correlated to other axes, the result-
ing error could resemble a simultaneous multiaxis failure. The danger here is that, for the two-Tevel
IMU case, a unit could be deselected based on random error with a small but real risk that a good
unit could be removed and the noisy unit could remain in candidacy. Although an observant crew could
manually deselect the offending unit, procedures for trapping a noisy unit are being investigated.

SOFTWARE

Although we had confidence software could be designed to handle failures in two IMU's and obtain
FO/FS performance in three IMU's, the coverage of failure rate is not 100 percent in a pair of IMU's.
The BITE coverage is on the order of 90 percent of the failure rate. Of the remaining 10 percent,
the software coverage is on the order of 60 to 80 percent at best, giving a total coverage of 96
to 98 percent of the failure rate for the hardware/software system. Although, in theory, we could
achieve 99.8 percent of the mission-critical failure rate of 300.4 x 10-6 failures per operating
hour, operational considerations such as extended holds or delayed entry can reduce coverage.

Lack of 100-percent FO/FS coverage in IMU RM has led to reliance on other available sensors espe-
cially for attitude during entry where a two-case dilemma could be catastrophic for a hard-failure
condition. A body-mounted RGA supplying instantaneous body rate to flight control is used to inte-
grate and maintain an inertial body-attitude state during a two-case IMU attitude dilemma, thus
creating an artificial fourth IMU for attitude. The maintenance of the integrated fourth IMU atti-
tude state from RGA data does not result in an inertial quality attitude reference. Although the
RGA's produce a good instantaneous body rate, noise and quantization result in an inferior inte-
grated attitude state (e.g., approximately 700 per hour effective drift rate). The addition of a
fourth IMU could eliminate the risk of the IMU RM system defaulting to the RGA's forever dilemma as
well as simplify the design of the IMU attitude selection filter and attitude processor.

Differentiating IMU attitude data to supply a quality body rate to flight control could poten-
tially eliminate the need for the rate-gyro assembly and the complexities of selection filtering of
the body rate data. Refinements in the software area include integrating and maintaining a separate
quaternion of body attitude from each IMU for flight control. Quaternion averaging could eliminate
attitude dithering between prime selected IMU's. Averaging could also provide performance enhancement
and open up the tight margins that now exist between mission performance requirement and instrument

capability.

Because performance of the guidance, navigation, and control (GN&C) system is degraded when
errors escape detection, the propagation of second failure errors has received considerable atten-
tion. Everyone is aware that the effects of a first failure in three IMU's can be avoided. Everyone
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knows performance degradation cannot easily be avoided when one IMU in a pair fails. Although prime
selecting a unit in a pair for measurement can avoid i11 effect in half the failure cases, there
exists the intolerable risk of having selected a failing unit and having to absorb the full impact of
a failure in the GN&C system. Averaging measurements in a pair can cut the error exposure in half be-
tween the time of inception of a failure and the time of final system reconfiguration. For threshold
violations, immediate deselection of an element of the pair based on BITE status can further reduce
failure effects, leaving a residual problem of error propagation for a failed unit tracking just

below the threshold. To do a good job, the RM designer must be given an error allowance or margin be-

tween normal measurement error and system performance requirements. The alternatives are to accept
the degraded performance or to have more IMU's.

The lesson learned here is that FO/FS in three strings requires tightening up on instrument
error specifications so that, even in the degraded mode before isolation of the second failure, the
worst performance is still within the acceptable system performance envelope. This lesson would be
an important consideration for an autonomous onboard navigation system where three or four high-
accuracy IMU's could Timit error without the need for outside manual intervention by the crew or
flight controllers.

One-hundred-percent FO/FS probably cannot be achieved in three IMU's. The problem with three
strings is after losing one, there are only two left. No matter how much thought is given to fail-

ure, a new, unanticipated and unmodeled failure Tlurks around the next corner. That failure is the
next two-string dilemma: the next dragon to be slain.

THRESHOLD FORMULATION

In most instances, values for the isolation threshold are set at 20 percent above the noise enve-
lope generated by the McDonnell-Douglas Monte Carlo studies. The detection thresholds are set at the
highest value which still protects the GN&C system from IMU errors that cause violation of mission
ground rules, operational constraints, or vehicle safety limits. Sensitivity studies by Rockwell In-
ternational-Downey were used to set the detection thresholds.

ASCENT THRESHOLDS

The onboard IMU RM software in combination with the IMU hardware BITE will detect and identify
the first IMU failure during ascent. It will allow up to a 50-ft/sec velocity error at main engine
cutoff (MECO) before detection of a second IMU failure but it may not be able to identify the failed
IMU.

Ground-based flight control personnel will be prepared to identify a second failure by comparing
the IMU navigation states against the navigation state derived from ground-based radar tracking data.
An onboard state vector update is planned during ascent if the predicted onboard velocity error
should violate a 40-ft/sec MECO constraint, which is the orbital maneuvering system (OMS) fuel budget
for an abort-to-orbit in event of a MECO underspeed.

During ascent, there is no margin between detection requirements and instrument performance at
the two-level. An adequate margin for 100-percent probability of isolation of a second failure re-
quires a ratio of 2 for VCONS2/VCONS6 for optimal skewing. The ratio is only slightly greater than
one for the I-load values. Onboard dilemmas will occur for accelerometer failures between 5000ug and
16 500ug.

A mean acceleration error of 6000ug will violate the 50-ft/sec MECO velocity accuracy targeting
constraint for jettison of the external tank. Delta-V averaging at the two-level will attenuate a ve-
locity bias by one-half so the range of failure dilemmas that potentially must be isolatable by
ground-based personnel is from 12 000Hg to 16 500Hg.

ON-ORBIT THRESHOLDS

Normal instrument performance for platform alinement and drift will not support mission accuracy
requirements without frequent IMU realinements, yet there is a necessity to allow extended periods
for the crew to sleep. The I-load values for the on-orbit attitude detection thresholds are set to
allow a 10-hour sleep period before potential false alarms can occur at the three-level (8 hours for
two IMU's). The detection threshold will ramp above the attitude requirement for a safe entry 2.5
hours after alinement. After this time, ground personnel must be prepared to call for a realinement
(if the actual IMU attitude divergence should exceed the attitude error constraint for a safe entry)
to maintain capability for a safe return in event of a contingency deorbit.
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For a protected entry, IMU realinement must occur no earlier than 2 hours before entry interface
or 2.5 hours before TACAN acquisition. Earlier alinements result in loss of second failure coverage

during entry.
The 100-ft/sec altitude rate error requirement at TACAN acquisition requires that velocity tilt

error transmitted to navigation be no more than 1350 arc-seconds during entry. The two-IMU detection
threshold ceiling (VCONS8) is set to protect this requirement.

ENTRY THRESHOLDS

IMU RM can detect and isolate both a first and a second IMU failure during entry, allowing errors
up to 100 ft/sec in altitude rate at TACAN acquisition for the second failure with one notable excep-
tion: if the second IMU failure is a dual-axis failure in the ambiguous direction and not covered by

BITE, then there is potential for dilemma at the two-Tevel.

The velocity isolation threshold (VRAMP2) is queued by a manual operation by the crew. The
value of VRAMP2 assumes the crew will PRO to MM 304 5 minutes before entry interface (EI). If
the crew delays the PRO until EI, the 20-percent margin over instrument noise disappears. If
the PRO occurs later than EI, there is a danger of false isolation during entry.

The altitude rate uncertainty should not exceed 100 ft/sec during blackout. The 30 altitude
rate error due to navigation, atmosphere, and winds is 48 ft/sec. The RM community chose to allow
approximately 85 ft/sec error in altitude rate due to IMU failures. There are two ways to look
at this error:

1. The budget is the requirement minus 30 Nav in RSS sense.
h = [1002 - 482] 172 = g7 ft/sec
2. The budget is the requirement minus 10 Nav in an additive sense.

h o= [100 - 16] = 84 ft/sec

IMU RM LAUNCH HOLD CONSTRAINTS

A greater Tlaunch hold capability is needed to avoid potential launch delays resulting from IMU
alinement accuracy limitations. Present baseline flight software and I-loads were designed to sup-
port a safe entry for an abort once around (AOA) given a 30 vendor specification IMU for which the
preflight gyrocompass alinement was completed 50 minutes before 1ift-off.

Present flight rules result in a nominal countdown time line with 30 minutes between completion
of the alinement and 1ift-off. The nominal time line provides a 10-minute planned hold at T-20 (just
before the OPS 9/1 transition). This hold does not affect the IMU's because the preflight alinement
programs are scheduled so that the alinement process continues during the hold. Platform release
occurs at the OPS 9/1 transition at T-20 minutes in the count. A second planned hold of 10 minutes
is scheduled at T-9 minutes, yielding the 30 minutes between platform release and 1ift-off.

For the case of 30 IMU's, the Shuttle flight software IMU RM I-loads allow a maximum time of 110
minutes between platform release and 1ift-off. Because 30 minutes of this time is spent in the nomi-
nal count, 80 minutes are available for unplanned holds. Because flight IMU's are rarely 30 and their
relative performance can be monitored by flight controllers, much longer holds may be possible based
on the real-time prelaunch performance. Up to 4 hours may be available between platform release and

lift-off based on past performance.

In any event, beginning 100 minutes from platform release, flight controllers are required to
identify all IMU failures at the two-level because the flight software no longer has this capability.
Second failure identification capability is not restored again until the first on-orbit alinement.

Platform misalinement can be predicted analytically based on expected initial misalinement and
nominal gyro drift at platform release:

Equation (1) Up error = RSS (60, 0.02915 Tq) arc-seconds
Equation (2) North or West error = RSS (20, 0.0094 T») arc-seconds

where T1 is time in seconds from completion of gyrocompassing and T2 is the time in seconds from com-
pletion of the VEL_TILT subroutine.
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Here, the North, West, and Up coordinates are topodetic and are frozen at the instant of plat-
form release. This epoch North, West, Up frame is labeled (No, Wo, Ug). After platform release, the
true topodetic North, West, Up frame (N, W, U) will be rotating at Earth rate compared to the iner-
tial IMU frame or the epoch (Ng, W, Ug) frame. To find the expected IMU misalinement about North,
West, Up at 1ift-off, it is first necessary to calculate the expected IMU error in Ny, Wy, Uy coordi-
nates and then to transform this result to the N, W, U frame at 1ift-off. Table 2 shows the final
launch misalinement as transformed for the effect of Earth rotation rate. The earth rotation rate
carries the vertical axis error into the West axis. (For a level IMU on the Equator, the vertical
axis would point West 6 hours after platform release.) Knowledge of platform misalinement at Tift-
off allows the use of nominal dispersion analysis sensitivities for predicting navigation state error
at MECO or at points of interest along the AOA reference mission profile.

TABLE 2.- IMU MISALINEMENT AT LAUNCH FOR INCREASING
HOLD TIME IN OPS 101 (1o)

Time North, West, Up, RSS, LEVEL,

sec sec sec sec sec

Hr Min
0 0 20 20 63 69 28
20 24 28 79 86 37
40 33 43 99 113 54
1 60 45 64 124 146 78
80 61 88 147 182 107
100 79 117 167 219 141
2 120 99 148 184 256 178
140 120 179 196 292 216
160 145 213 205 330 258
3 180 172 247 209 366 301
200 203 381 208 405 347
220 236 314 204 443 393
4 240 270 348 194 481 440

The analytically derived IMU misalinement can be used to predict the time of violation of the
IMU RM attitude threshold, thereby estimating the available unplanned hold time. Table 2 shows the
misalinement of a sin?le 10 IMU for the first 4 hours after completion of the preflight alinement.
The table shows the misalinement about North, West, and Up, the RSS of the three misalinements
(1abeled RSS), and the RSS of the two-level errors (LEVEL). At 2 hours, the RSS misalinement is 256
arc-seconds 10, For a pairwise IMU tracking test, the parity equation residual would be expected to
be ¥Z x 256 or 362 arc-seconds 10. The 30 misalinement would be expected to be 1086 arc-seconds.

The two-level attitude fault detection threshold is 1138 arc-seconds as defined in the current
flight software I-loads. (The threshold half-angle of 2.76 x 10-3 radian is stored in ACONS5, MSID
V97U4215C.) A 30 IMU pair would be expected to violate the two-level fault detection threshold just
beyond 2 hours from platform release. These data are plotted in figure 6, which shows the expected
pairwise tracking test errors for 10, 20, and 30 IMU pairs compared to the two-level attitude fault
detection threshold. A 30 IMU pair would intercept the threshold 126 minutes after platform release.

It should be noted that IMU misalinements are not completely observable by ground monitoring.
Flight controllers observe total relative misalinement between pairs of IMU's and azimuth misaline-
ment is not observable by ?round navigation performance analysis. Hence, launch hold performance
constraints must be based in part on results of premission simulations.
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MEASUREMENT REDLINE

Protecting the threshold against false alarms implies the observed instrument error is below
the threshold after making allowance for observation errors. The measurement error bound can be
estimated analytically. The granularity of the display is 0.01 deg/axis and the measurement error
can be no more than 0.0l deg/axis about three axes or 0.017°, The Mission Control Center algorithms
compute pairwise IMU errors using functions of gimbal angles the readout quantization of which is 20
arc-seconds per axis, and the expected measurement error would be no less than 20 arc-seconds about
eight axes of two four-gimbal platforms or 0.0157° (RSS of 20 taken eight times). An additional
error of 65 arc-seconds is budgeted for the resolved errors and gimbal pivot misalinement which shows
up during the post-lift-off tower-clear roll maneuver as observed in Monte Carlo simulations of the

ascent flight profile.

An IMU performance redline is established as follows:

The threshold 0.3169
Less measurement error 0.0170
Less tower-clear roll error 0.0180
Limit line 0.2810

This 1imit line, plotted in figure 6, is violated by a 30 IMU pair 111 minutes after platform re-
lease.
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MCC MONITORING OF EXTENDED HOLDS

Because the RM threshold could possibly be violated at 80 minutes into a hold, the Flight Opera-
tions Directorate decided to monitor relative performance to protect the threshold knowing they could
terminate an unplanned hold earlier; otherwise, the program would continue the present baseline which
allows 90 minutes of unplanned hold.

VELOCITY UNDERLIMIT BITE

The l1oss of IMU velocity output is one area of software transient protection that is not ade-
quately covered. The current understanding of the failure mode is that all three accelerometer
counters freeze. The IMU SOP will then output the accelerometer bias calibration terms only.
Therefore, wrong isolations or dilemma can occur.

The VUL BITE was designed to detect the loss of velocity output. The VUL BITE is the only BITE
that compares one IMU against another in order to make a decision. The VUL BITE uses the compensated
delta velocities to perform the test so the frozen counters are masked by the compensation terms.

This test works only in acceleration environments greater than 60 000HMg (i.e., not during OPS 2) and
the test is 1imited to IMU's having accelerometer bias calibration terms less than 50 000ug. Comm-
faulted IMU's are not excluded from this test. The crew select/deselect switch determines the test
candidacy. If a loss of velocity output occurs when the VUL BITE is disabled, a dilemma or wrong iso-
lation will occur because of the large accelerometer bias compensations.

A solution to this problem is to check the uncompensated velocity counts for each IMU. The re-
vised VUL BITE test would then be performed at a rate such that the smallest accelerometer bias com-
pensation term yields at least one count.

If the sum of the squares of the velocity counts for all three axes is less than three, the
counters have frozen and that IMU has a VUL failure. This test assumes that the velocity counter bit
toggling will cause at most one count per axis during the period of consideration. This proposed VUL
BITE test is valid during all flight phases. The only problem with the revised BITE is that tran-
sient BITE false alarms can occur if the environment exactly matches the accelerometer bias compensa-
tion terms. The revised VUL BITE test was felt to be an expensive software change and the community
was willing to accept the loss of failure coverage (ref. 6).

VELOCITY SELECTION FILTER RECTIFICATION TRANSIENTS

Another area of inadequate software transients protection is in the velocity selection filter.
The velocity-data-good logic was designed to protect navigation from large constant IMU failures.
However, during STS-3 on-orbit, a new IMU failure mode was observed (ref. 7). IMU 3 experienced a
large transient bias shift (34 750ug) followed by a smaller constant accelerometer bias (500Mg). If
this failure had occurred at the two-IMU level, the selection filter would have correctly performed
the temporary downmode to the one-IMU level for the duration of the transient. If the transient had
occurr?d ?etg$en rectification cycles, navigation would have experienced the full effect of the tran-
sient (ref. .

One solution to the problem of transients polluting navigation is to exclude temporarily de-
selected IMU's from the selection filter until a new set of rectification biases has been computed.
Deselected IMU's refer to commfaulted IMU's or any temporarily downmoded IMU due to a velocity-data-
good violation. This procedure will prevent the transient from polluting the selected velocity and
thus the single-string navigation. Currently, a crew-reselected IMU is treated in this manner. How-
ever, this solution does not protect the entry three-string navigation since it does not use the
selected velocity. The ground support console operators will have to monitor the three navigated
states to protect navigation from transients.

This solution has been approved for software implementation as CR 59308A on release 2X/XX.

FLIGHT TIME-LINE IMU RM EFFECTS

The values of the IMU RM fault detection and isolation thresholds are a function of certain mis-
sion events. The attitude thresholds ramp from either OPS 9/1 transition (platform release) or on-
orbit alinements. The velocity thresholds are constant before 1ift-off, jump to a higher value dur-
ing ascent, and drop to a low value until MM 304 (entry interface minus 5 minutes). At MM 304, the
velocity thresholds begin to ramp until a high constant value is reached. The threshold values were
determined by instrument performance, guidance constraints, and IMU platform skewing geometry.
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The velocity thresholds are insensitive to mission time-line changes since the triggering events
always occur at roughly the same times. However, time-line changes are critical to the attitude
thresholds since they are reset at each on-orbit alinement. The attitude fault detection threshold
ramps to a constant value while the fault isolation threshold continues to ramp. Consequently, after
about 5 hours, all two-IMU level attitude failure coverage is lost (fig. 7). The attitude thresholds
were set based on the last onboard alinement occurring approximately 70 minutes before the deorbit
burn. The attitude RM covered about 60 percent of all failures not covered by BITE. (BITE covers
about 90 percent.)
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FIGURE 7.- TWO-IMU LEVEL ATTITUDE FAILURE COVERAGE.

Before STS-4, it was decided to perform the last onboard alinement one revolution earlier than
on previous flights (165 minutes before the deorbit burn) to ease the crew workload. Unfortunately,
this decision caused a degradation of the two-IMU level attitude failure coverage. (See fig. 1.) The
Entry Flight Techniques Panel decided to leave the time 1ine alone if there are three good IMU's. If
there are only two good IMU's in the system, the last onboard alinement will be performed 70 minutes
before the deorbit burn, as it was done previously (ref. 9).

The other fiight time-1ine attitude threshold concern is for a one-revolution-late deorbit. A1l
two-~-IMU level attitude failure coverage will be lost before touchdown (ref. 10). In this case, an
IMU-to-IMU alinement should be performed about 70 minutes before the deorbit burn.

The entry attitude threshold criteria preclude changing the values without degrading the RM cov-
erage even further. Since the IMU's have been behaving well on orbit and during entry for the first
six flights, it may be possible to reevaluate the lo drifts and lower the thresholds, thus regaining
RM attitude coverage.
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SHUTTLE AVIONICS SOFTWARE
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ABSTRACT

The decision to use a programmable digital control system on the Space Shuttle engine
was a new application of digital control in the early 1970's. The use of digital
control was primarily based upon the need for a flexible control system capable of
supporting the total engine mission on a large complex pump fed engine. The mission
definition included all control phases from ground checkout through post shutdown
propellant dumping. £

The flexibility of the controller through reprogrammable software allowed the system
to respond to the technical challenges and innovation required to develop both the
engine and controller hardware. This same flexibility, however, placed a severe
strain on the capability of the software development and verification organization.
The overall development program required that the software facility accomodate signi-
ficant growth in both the software requirements and the number of software packages
delivered.

The above requirements became a serious challenge to the software development facility.
This challenge was met by reorganization and evolution in the process of developing
and verifying software. The resulting process consistently provided high quality
software on schedule throughout the balance of the shuttle program.

INTRODUCTION

In March, 1972, NASA selected the Rocketdyne Division of Rockwell International to
design and develop the Space Shuttle Main Engine (SSME) for the reusable Space Shuttle.
The engine development program was managed by NASA/Marshall Space Flight Center (MSFC)
and was supported by various engineering laboratories within the Science and Engin-
eering Directorate.

A digital computer control concept was selected as the basis of the engine control
system. Digital control was selected over the more classical engine control concepts
of valve sequencing or analog computer control because of the following advantages.

The engine was still in the early stages of development and the digital controller
allowed modified operational sequences and functional changes through software up-
dates. Time consuming and costly controller hardware modification could be avoided as
the engine matured. The concept of software modification provided flexibility and
adaptability during all stages of the engine development and use.

The digitally based systems also demonstrated the most economic means of providing
fast and flexible control and sophisticated monitoring and redundancy management
schemes for the complex operational sequence of the engine.

The above attributes of the system were reflected in the requirements for a software
development and test facility which could respond quickly and accurately to the needs
of a dynamic engine development program. The initial organization defined for this
facility had previously demonstrated iteself as being effective for the typical
embedded software program in a digital controller. The magnitude and scale of soft-
ware development required for the Main Engine Program soon made it evident that the
"classical" organization was not up to the task.

The following paragraphs describe the early problems and the solutions developed to

provide the required quality software needed to support the engine development prog-
ram.
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DISCUSSION
EARLY HISTORY AND CHALLENGES

The initial organization defined for the software development was as shown in Figure
1. This organization was typical for an embedded software program delivered with a
hardware unit in the early 1970's.

The software group had a vertical organization for design coding and testing of soft-
ware programs. Requirements were from two sources: the controller hardware/software
relationships from the project systems group; and the engine system software needs
from the customers software requirements specification. The organization had a strong
knit team approach ard was staffed with experienced software designers who had the
background to efficiently develop and test a software program. This approach had
generally worked and was cost effective on the embedded software programs delivered in
previous control system applications.

The organization appeared to fit the program. The initial design definition was going
to lead to the Flight Configuration. The controller hardware being developed was the
projected flight control configuration and there was only one defined deliverable
software configuration.

The major challenges recognized relative to the controller software at this time were:

1. The engine being developed was the most complex high performance
engine ever built. Due to its high operating pressures, temperatures
and turbopump speeds very precise and rapid control of critical engine
functions were of prime importance.

2. Failure of a control function during engine hot fire development
testing could result in catastrophic damage. The system hardware
was redundant to provide safety against failure. The software,
however, was identical in the redundant channels of the controller.
A software error that was fatal in the first channel would also be
present in the second channel.

The above requirements dictated a conservative software design with significant
amounts of selfchecking and the ability to respond rapidly to a control perturbation.
It was also recognized that this software would require extensive testing and veri-
fication prior to use in an engine hot fire situation.

The philosophy on the testing was to do three levels of test. The first at the soft-
ware module level using a host machine. The second at the software systemverification
level in the controller hardware while the hardware was linked to a hybrid simulation
of the engine and vehicle interfaces. The final testing was to be performed at the
NASA Marshall Hardware Simulation Laboratory where the software again in the cont-
roller hardware was verified with an engine simulation containing the actual engine
control sensors and actuators.

This overall test philosophy proved to be correct and remained throughout the software
program development stages.

There was a third and significant challenge to the software development. This chall-
enge was not initially recognized for either its scope or magnitude. The problem
evolved from one of the significant advantages of using the programmable digital
controller. The control system allowed relative inexpensive flexibility in accomod-
ating changes in the engine and associated control scheme. This led to a staged
evolution of the overall system development. Innovative changes to the engine system

could be planned and implemented without schedule loss due to controller modifications.

The difficulty was in the demand this placed on the software development and veri-
fication operations. The changes and evoluation required ever increasing software
growth in program size and sophistication. This had been anticipated but the actual
growth was between 100 to 200% over early projections. The growth was primarily due
to the fact that as the engine/controller system matured it was recognized that a

more efficient and sophisticated control capability could be accomodated by the basic
digital control concept. The most severe demand on the software development, however,
was due to the fact that engine development dictated a controller and associated
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software be available from the earliest stages. The early availability need resulted
in a semi-hardened controller hardware design and placed the rapid change requirements
on the software. This was further aggrevated as both the engine systems and the cont-
roller hardware definition changed as the engine matured. The above created an
incremental or multilevel approach to the engine testing and resulting controller
software needs.

Reasonable progress on the program dictated that there would be several iterations of
both the engines configuration and engine controllers as we progressed to the final
operational stage. These iterations had changing and or conflicting software require-
ments. Also several versions of the software configurations were required simultan-
eously to service the various engine test stands and development Taboratories.

The above scenario resulted in the requirement of simultaneous development, testing
and maintenance of two to three basic versions of the operational software in the
same facility with the same technical staff. Each basic version of the software had
20 to 30 revisions which required verification, certification and shipment.

The realities of the situation soon made it evident that the software organization was
not meeting the immediate or long term needs of the controller program or the engine
development program.

The initial concept of software development could not handle the environment. We saw
a degradation of the quality of the software documentation and numerous errors in the
shipped versions of software. Serious cost overruns and schedule slips developed.
There was a growing concern we would provide software that could result in a catas-
trophic engine failure.

DEVELOPED SOLUTION

The basic problem with the existing organization was that it had not been structured
to handle the large software development operation required to deliver and maintain
simultaneously several software definitions for a single target control system.

The problem was reviewed and broken down into the following elements:

1. Organization: The software design, development and test
responsibilities had been organized as a tight knit team with
overlapping and fuzzy responsibilities. The group worked well
on a typical single string embedded software development but
was inefficient for the large embedded program requiring multi-
ple simultaneous program design cycle iterations.

Their was a need for a better definition of the responsi-
bilities and interface between the Systems group and the
Software Design group. Software Design was accepting direction
from both the customer through the Customer Software Require-
ments Specification and from Systems through the Controller
Systems Requirements Specification. This direction at times
conflicted or overlapped due to the different stages of engine
system and controller development.

2. Change Control: Software requirements were changing rapidly.
Change and problem control were not rigidly documented and became
suspect when the volume of changes and problems increased. The
test plan or test tracking system defined could not handle the
heavy volume of test and retest that was building up on the pro-
gram. The software design documentation specification structure
was formalized and specific but the above problems caused this
documentation to degrade significantly in both its accuracy and
the ability to meet shipping schedules.

3. Quality Control: There was a need for an independent group
identified to review and pass on the accuracy or quality of the
software or its progress throughout the design process. Quality
was left to the individual designers for their portion of the
effort. Although the individual effort was good, the continuity
across the program was missing and overall quality suffered.
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4. Management: The design process had grown so complex and
large that even though individuals in the organization felt
that they were accomplishing their tasks currently and report-
ing to be on schedule, the overall development was missing all
of the major milestones. The problem was isolated to the fact
that intermediate check points or gates in the design process
were non-existant. The designers did not understand they had a
problem until the last step which was to test their design,
against a program requirement, in the verification test facil-
ity.

The above reviews and problem identification resulted in a reorganization of the soft-
ware development groups and the development process. The reviews identified that the
environment of the project required multiple software programs in various stages of
maturity to be in the development pipeline simultaneously.

The software development was reorganized by borrowing from the structures and docu-
mentation requirements that had been proven for multiple phase hardware development
cycles. Specifically the development was changed to break the overall process up into
smaller operations which could be identified and managed independant of the proceed-
ing or following operation. Completion criteria and control documentation was then
identified for each of the operations. These changes allowed the tracking and manage-
ment of the multiple programs in process.

The software development was reorganized as shown in Figures 1 and 3. This organiza-
tion provided solutions to the specific problems we had identified in the previous
paragraphs. Originally it was felt that the change in organization and added controls
would significantly increase the cost of the operation, however, after some evolution
and refinement this organization proved to be able to deliver higher quality software
and software documentation at a comparable cost and always on schedule.

Referring to Figure 2, it can be seen that the new organization contained two new
groups, Test and Reliability. Also the roles of Systems and Software Design were
modified to fit the concept of the software development facility operating as a soft-
ware factory or production line.

The reorganization and the addition of several procedures and methods did not signi-

ficantly change the overall functions performed during the software development. The
changes were intended to break the overall development of the process into manageable
and traceable subunits with definitive completion criteria. Each subunit process had
a controlled source of incoming information and in turn became the controller source

of incoming information for the next step of the process.

The following paragraphs will describe the changes that were made and the problems
that were solved by these changes.

Systems Design

The Systems design group was identified as the primary customer interface. A1l cust-
omer direction and software design requirements flowed through the systems group.
This provided a focal point for the design requirements definition for the various
software packages being developed. The above procedures provided a unified and cont-
ro]]ed interface between the software process and the customer and hardware needs and
revisions.

The second significant change relative to the system group was that they were given
the responsibility for the generation of the Verification Test Requirements for the
software. This document defined the test or retest required for a base program or for
a revision. Generation of these documents significantly improved the quality of the
software testing. The software was not tested against a design requirement and not
the software design interpretation of the requirement.

Systems was also given the responsibility of defining the retest required against a
given operational program if that program was revised and updated. The organization
now had all external interfaces and software requirement documentation, both design

and test,focused in one group. This change eliminated the earlier conflicting require-
ments and definitions from reaching the design floor. The Systems group integrated

all design and test requirements into documents they controlled and maintained, the
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software designers and software testers could work to a single consistent source of
direction.

Software Design

The Software Design group was also reorganized to provide a process which had small
identifiable design steps that the process development could progress through. These
steps were designed such that completion of a given step or function was identifiable
and had a testable criteria for completion. The Software Design process now included
the detail design, code and walk through of the design, testing of the design module
and integration of the module into the operational program as independant functions.

The functional and detail design were provided by the software design engineers and
the changes were documented via a software change memo. This memo identified the
module being designed in response to the specific design requirements and also incorp-
orated the new and/or modified software documentation required for the change.

The change memo was then used as the design print for coding of the changes. It was
also used as the document that directed change of both the source code for the oper-
ational program and the program design documentation.

The software change memo provided a definite vreviewable traceable definition of a
piece of the software design. Although it required considerable time and detailing
by the designer it allowed the use of junior grade engineers and/or technicians to

do the coding, the production of the software source change and the update of the
source configuration library. It also provided a document that could be reviewed
against the design requirement for correctness by the reliability group. After
review and completion of coding and mark-up of the redline source configuration, the
design walk through was completed. Members of software design, software production,
verification and systems group used the walk-through as a vehicle to verify the code,
met the design and the design met the intent of the requirements.

The code was then incorporated into the source and the module was tested as an entity
by the software group. It was then incorporated in the source being prepared for the
test floor and the software designer and coders would use abbreviated test document-
ation to perform integration testing of the change. This integration testing was the
final debugging of the particular change by the software group and determined if the
module was ready to be handed over to the test team for verification. After complet-
ion of integration testing the new test source program was presented to the Verifica-
tion Test Group. They would perform a standard verification acceptance test of the
new program. This standard test checked the critical paths and timing of the oper-
ational programs nad was the criteria for acceptance of a new software version for
detailed testing on the test floor.

Verification Test

The verification testing group was one of the two new sections created in the software

organization. Their responsibilities included the generation of detailed cookbook

type test procedures to be used in the testing of the software. The verification test

group was also responsible for identification, scheduling and control of all equipment

and documentation required to create and control the test facility. Their primary

function, however, was to perform the actual verification of the software program and

revisions. |

The verification was completed as a two step process. The first testing of a new
software program was called the dry run. The dry run test purpose was to identify any
problems with the software update code and test procedure or test implementation.
Problem resolution or debugging was not allowed during Dry Run Test. When a problem
was encountered an Internal Software Note (ISN) was generated and the testing contin-
ued through the procedure. The identified problems were then assigned to the res-
ponsible groups and worked off without interrupting the test flow.

After completion of Dry Run Testing and correction of all identified p.oblems, the
formal verification testing was initiated. This formal testing did not allow dev-
iation from procedures or expected results. Problems that occurred during this test
would require a formal review and retest after correction. No outstanding problem
was allowed after formal verification test completion unless it had been accepted via
the customer through a Software Waiver.
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The verification test group solved three problems that had plagued the earlier develop-
ment. These were:

1. Under the original organization Software Design was to do
their own verification testing of the software. Experience
with that organization showed that the designers were not gen-
erating their test procedures to verify that the software met
the design requirements. The procedures were generated to test
that the software worked the way the software designer had des-
igned it. The new organization utilized test personnel to
generate detailed test procedures from test requirements docu-
mentation. These detailed cookbook procedures were purposely
generated with a minimum knowledge of the actual software des-
ign. The procedure writer used the software design documentation
only to find the names of subroutines or data words required
for a particular test sequence.

2. The second problem solved was the original organization put
an unreasonable amount of schedule pressure on the software
designer. The designer had to design, code and debug his pro-
grams. He was then required to generate a formal test procedure
and accomplish the verification testing. This effort did not
utilize the software designers major talent in the most efficient
manner. He spent toomuch time generating test procedure and
performin verification testing of the software. The new organi-
zation so?ved the problem by allowing the test group to develop
test procedures in parallel with the software design and also
relieved the software designer of test responsibility. The soft-
ware design group could go on to the next design cycle while

the test group verified the current design.

3. The third problem solved was the parallel operation signi-
ficantly collapsed the amount of time required to process a change.
Paralleling the design operation and the generation of test pro-
cedures provided adequate margin to allow the consistent delivery
of software updates to the Marshall Simulation Laboratories and

the Engine Test Stands.

Software Reliability

The final group in the new organization was a small group of reliability engineers who
functioned as a product assurance organization for the software operation. Their
duties included review and approval of the software change memos against the design
requirments. Theyreviewed all test procedure generation against the test requirements.
Verified that all required documentation updates and design walk throughs had been
completed prior to release of software to a source update. Verified that all test
paragraphs had been completed and the data was acceptable. Identified and tracked all
open problems against a source update through the use of Internal Software Notes (ISN)
and the ISN log.

The Internal Software Note was the key document in the tracking of the entire software
development effort, including the testing. While many of the ISNs are generated by

the test teams, they may be written by any member of any of the four groups who detects
a potential problem in a specification, the program, a test procedure, a flow chart,
test equipment or anything else that may affect the software or its verification.
Groundrules are that only one problem is documented on each ISN and that every problem,
proposed software change, procedure chance, etc., must be documented in an ISN. New
ISNs are collected each day and are reviewed by the ISN board.

The board is chaired by Reliability and includes members of the other three groups.
They determine the most Tikely cause of the problem and assign the ISN to one of the
four groups for action. At these daily board meetings all other outstanding ISNs are
reviewed to decermine if any are completely resolved and can be closed or should be
transferred to another group for further action. Approval of all four groups is
required to close an ISN.

Following the meeting, the additions, changes and closures are entered into a computer
program and an ISN lecg is printed showing all open ISNs and the groups responsible for
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action. The reports highlight the number of known problems requiring resolution prior
to a shipment and any group that is developing a significant backlog.

Reliability was tasked with maintaining the ISN log and a 1og on the status of open
and completed testing. Software update could not be shipped from the facility until
these two logs had been closed through resolution of the open problems or a request
for outstanding problem waivers from Rocketdyne.

CONCLUSIONS

The process described above evolved from a need for extremely reliable software as a
part of a critical shuttle control system and early difficulties with this software
development effort. A significant measure of the success of the developed process is
that the earlier experienced problems did not exist through the balance of the dev-
elopment program. Since implementing the process, each software update and accompany-
ing documentation was delivered on or ahead of schedule.

The vast amount of engine hot fire time that the controllers and the associated soft-
ware have successfully supported demonstrate that the developed process has consist-
ently provided high quality operational programs. Successful completion of the Shuttle
launches further confirms that the software development program is sound.

It has been said that the real benefit of our exploration of space is not the explor-
ation ijtself, but the development of techniques needed to manage large, complex
processes where success is a must rather than a goal. The development of this software
design system is a case in point of the above statement. The key elements of this
success -- planning, organization, tracking and discipline are applicable to all soft-
ware processes. The concept of distinct groups with well defined responsibilities,
periodic status reviews, documentation control approvals and reviews, a formal track-
ing procedure and, providing authority consistent with responsibility, are not unique
in their application to the SSMEC program. The need for these elements of their
effective implementation was learned through experience on the program. The real
benefit from this experience is the continued use of these concepts on future scftware
development and verification programs.
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SHUTTLE AVIONICS SOFTWARE DEVELOPMENT
TRIALS, TRIBULATIONS, AND SUCCESSES:
THE BACKUP FLIGHT SYSTEM

Edward S. Chevers
NASA Lyndon B. Johnson Space Center
Houston, Texas 77058

THE BACKUP FLIGHT SYSTEM REQUIREMENT

The initial design of the Orbiter flight control system was limited to the quad-redundant com-
puter complex. Systems management and nonavionic functions were contained in a fifth computer, which
was not considered flight critical. This concept was well into development when a blue ribbon panel
was asked to review all aspects of the Approach and Landing Test (ALT) phase of the Space Shuttle Pro-
gram to verify that the design was proper. One of the conclusions reached by the panel was that an
unnecessary risk was being taken by not providing a backup flight control system for the first
flight. This decision was based on the relative complexity of the computer synchronization scheme
being implemented and the lack of a direct manual flight control capability.

It must be remembered that the ALT development occurred during the early seventies when micro-
processors as such did not exist, only four-bit arithmetic chips were available, and software consist-
ed mostly of punched cards implemented in batch mode on a ground computer. Of course, man had gone
to the Moon in an Apollo spacecraft and used a digital computer for navigation and guidance, but
there was also an analog flight control system onboard with both automatic and manual modes avail-
able. Beyond that, a manual direct mode enabled bypassing all the electronics and powering the reac-
tion jets directly. Thus, the step forward to a total computer-controlled flight system was very sig-
nificant and risky according to the blue ribbon panel. Therefore, they recommended a backup mode for
ALT.

That was the background behind the decision to add the backup flight system (BFS). Initially,
it was to be a very simple system installed for ALT only and deleted once confidence had been
developed in the primary flight system. The word simple is very important because one of the main
concerns was the NASA capability to properly verify the large software programs being developed for
the Orbiter. The development of the primary flight system software is addressed in a companion
paper; therefore, that area is not discussed further here.

THE BFS IN THE APPROACH AND LANDING TEST PHASE

The approach taken for the BFS was to develop a very simple and straightforward software program
and then test it in every conceivable manner. The result was a program that contained approximately
12 000 full words including ground checkout and the built-in test program for the computer. The
flight control portion of the software consisted of approximately 6000 words. The remainder was for
the systems management functions, which still had to be performed in the fifth computer along with
the backup autopilot functions. The BFS ALT configuration is shown in figure 1.

Because of the relatively simple program involved, several decisions were made that had major im-
pact later in the Space Shuttle Program. First, Rockwell was given the contract for the BFS and the
contract was an amendment to the vehicle contract. Technically, this arrangement meant that the BFS
was delivered to NASA as part of the vehicle and not as an independent entity like the primary flight
system software. This difference was not significant in ALT since the BFS had a unique set of hard-
ware, the software program was small, and much of the testing was done on the vehicle. During the
Orbital Flight Test (OFT) phase, when the BFS software grew to almost 100 000 words, it became very
difficult to equate the primary and backup software verification efforts and to break out the BFS
software as an independent deliverable product. Second, and even more significant with time, was the
decision to not provide a BFS software development and verification facility at Rockwell. Here a-
gain, it was a logical and proper choice for the ALT BFS but unsatisfactory from the standpoint of
Tong-term programmatic effects. This subject is addressed later in discussions concerning the BFS in
the OFT phase of the program.

To perform verification, a series of tests was defined using the actual flight-type hardware and
simulated flight conditions. Then, literally hundreds of simulated flights were flown and detailed
performance analysis was conducted. The intent of most BFS tests was to demonstrate that a stable
flightpath could be obtained after engagement from an anomalous initial condition. In fact, the
early ground rule for BFS was to stabilize the vehicle long enough for the crew to bail out. Later,
the importance of completing the mission was stressed. Since the tests did not have to run from sepa-
ration to touchdown every time and the ALT flights Tasted less than 30 minutes, quite often it was
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possible to run five or six tests per hour by merely changing the initial conditions. Figure 2 con-
tains ‘an overview of the tests performed on the BFS.

With a well-documented set of requirements, a software program that was easy to understand, a
dedicated set of hardware for performing tests, and a combined Rockwel1/NASA team of less than 50 com-
patible people, the ALT BFS could be called "the ideal program." Any proposed changes from either
Rockwell or the NASA Lyndon B. Johnson Space Center (JSC) had to be justified. Changes were not
allowed just because they made things easier or took less code or ran faster in the computer. A sig-
nificant improvement in system capability and a requirement for the improvement had to be demonstrat-
ed before a modification was allowed.

One change that was made before the first ALT flight was the technique for acceptance testing of
the software. As stated earlier, the BFS was delivered as part of the vehicle, but it was always
recognized that separation of the software from the total system was desirable from a contractual
standpoint. To accomplish this separation, Rockwell combined with Intermetrics in development of a
FORTRAN simulation of the BFS that would run on a ground-based computer. The program emulated the
AP-101 flight computer and executed the programs one minor cycle at a time. The input data being
used in the emulator and output commands computed from these data were collected each minor cycle
along with cycle counts, error logs, status words, and other pertinent internal computer parameters.
These data were then fed into buffers in multiplexer-demultiplexer (MDM) simulators in a Shuttle
Avionics Test Set (SATS), which could be connected directly to a flight computer. The flight com-
puter then accessed the data buffers by using actual MDM address codes and did computations based
on the data acquired. The general-purpose computer (GPC) outputs were collected each minor cycle
and stored for comparison with the precalculated results from the Intermetrics emulation program.

Many will recognize this technique as being the equivalent of the flight equipment interface de-
vice (FEID) used with the flight computers in the JSC Software Development Laboratory (SDL). The pri-
mary difference was that the BFS technique was used for final tape verification rather than for soft-
ware development. Every parameter in the emulation program and in the calculated answers was carried
out to the full 32-bit word size in the ground processing computer. The flight computer results were
also dumped as 32-bit words, and complete bit-for-bit comparison was made during postprocessing. Only
the last 2 bits of each 32-bit word were allowed to be different before a failure was noted. This
technique was the precursor to the captive simulation (CAPSIM) procedure used by the BFS for verifi-
cation during the OFT flight phase.

THE BFS IN THE ORBITAL FLIGHT TEST PHASE

As the ALT phase of the program neared completion and attention was turned to the OFT phase, sev-
eral conditions became apparent. First, a large portion of the primary flight system software devel-
opment for ALT was unique to that ‘portion of the Space Shuttle Program and could not be used during
OFT. Second, a backup flight system was going to be required and it would have to operate during
both the ascent and the descent portions of the mission. Since some abort options required a once
around the Earth abort or an abort to orbit before reentry, navigation and guidance would have to be
added to the BFS. Suddenly, the BFS had matured to a full guidance, navigation, and control (GN&C)
system and some of the early ALT decisions became very important. As indicated by figure 3, the
BFS no Tonger is Timited to a small subset of dedicated hardware. The BFS GPC is in parallel with
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the primary flight system computers and has full access to all sensor inputs and effector output
changes after engagement.

As mentioned previously, there was an early decision by both Rockwell and NASA program manage-
ment to not provide a software development facility at Rockwell for the BFS. When couched in the con-
text of BFS being used only for ALT and never again, that decision was certainly proper. However,
for OFT, there was a requirement to develop a full-blown BFS with GN&C, systems management (SM),
sequencing, and display capability. Experience with the primary flight system during ALT had
shown that developing the primary flight system software and the SDL simultaneously was almost
an unmanageable effort. Each task was major in regard to the number of highly trained specialists
necessary, and the level of management ability needed was not available at the beginning of the
ALT phase.

Now, the BFS was faced with the same dilemma: how to bring together the massive resources
required to develop some of the most sophisticated software ever attempted while imposing the most
stringent safety and reliability specifications ever conceived. Although the decision may have been
based more on ALT problems than on pure logical reasoning, it was decided that having one contractor
do all programing was not the best choice. Therefore, C. S. Draper Laboratories (CSDL) was selected
to program the GN&C, Intermetrics would program the SM, sequencing, uplink, and ground checkout
functions, and Rockwell would program the operating system, the displays, and the overall integra-
tion. As prime contractor, Rockwell was also responsible for total system verification. The various
levels of integration and verification required by the BFS are shown in figure 4. With the software
tasks broken into three approximately equal sized portions, everything should have gone along in par-
allel until.it came together again at the end in a nice, neat package. The first indication of trou-
ble appeared when CSDL had to spend a considerable amount of time developing their best guess of how
the backup system software (BSS) would work. This research was necessary since much of the GN&C is
input/output (I/0) oriented and depends on the timing established by the BSS. Intermetrics developed
preliminary sequencing codes but could not perform any dynamic verification because most of the se-
quences were dependent on guidance and navigation events for which programing had not been done by
CSDL. Rockwell could not spend full time on the BSS because most of their time was spent resolving
integration problems among all three sections of the software. In addition, JSC began asking Rockwell
for their system integration and verification plan and the issue of software validation was drawing
increased attention.

It was in this time frame that the CAPSIM technique became a predominant feature in BFS verifi-
cation. The technique was similar to the emulation program used in ALT but was revised to use actual
code to generate the output data for the comparison program. Precalculated inputs were used as drivers
and placed in the input compools or buffer areas of the computer. The GNC and sequencing code accessed
these inputs and performed their minor cycle computations. Output results including actuator com-
mands and display signals were then put into output compools, where the data were collected and
stored on tape. A1l of this was done at CSDL using actual GN&C, sequencing, and, later, SM flight
code, but still with the CSDL version of the operating system. The other limitation was in use of
the CSDL statement level simulator (SLS), which is a non-real-time development tool and thus would
not detect marginal timing conditions or dynamic interactive timing problems between different soft-
ware modules. The CAPSIM data generator procedure is depicted in schematic form in figure 5.
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The next step was to integrate the Draper, Intermetrics, and Rockwell portions of software into
Computer test sets and mass memory units were not

a single load tape for verification at Downey.

available for general-purpose use; therefore, a test set tape was made that could be loaded into the

flight computer from a SATS unit.

The tape format was tailored to the requirements of the specific

computer in the SATS; therefore, the test set tape was different from the final mass memory load tape

which would be required at JSC.

With the flight computer loaded and cabled to the SATS, the opera-

tional BFS was ready for the simulated input data from the CAPSIM program, and, as anticipated, opera-

tion was not smooth initially.

The evaluation procedure involved collecting the output buffer data

each minor cycle from the flight computer and then comparing the tabulated data with equivalent data
sets from the CSDL tests.

Approximately 25 test points in ascent and 20 in descent were selected for comparison.
ous comparison was not possible at first because no automated plotting programs were available.

Continu-
These

programs were developed after 6 to 8 months of the effort and later included dual comparison on the

same plot.

to compete with the primary system for resources and time on any existing facilities.
first 6 months of CAPSIM testing, the BFS was a virtual basket case.
there were times when it was impossible to determine whether they were from the same program.
the main problems consisted of the initial condition values used at CSDL and Rockwell.

If all of this history seems archaic, remember that the BFS started from scratch and had
During the
When output data were compared,

One of

The guidance

and navigation programs were very sensitive to the data-base parameters, and as many as five or six
different versions could exist at any given time in the various JSC, CSDL, and Rockwell facilities.
The problem is not major in terms of gross performance of the flight system, but when two different
facility tests were overlayed and every discrepancy had to be accounted for, a considerable amount of

time was wasted in trying to explain away what could be a minor difference.

0f course, in the begin-

ning, no one was sure whether a minor difference was insignificant or an indication of a potential
major software coding problem.

With time, as everyone began to get a better feeling for the differences in output results and
more of the process became automated, dual comparisons between the BFS and the primary flight system

also were begun.
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mode of operation, in which the BFS was to use all applicable data from the primary flight system and
eliminate duplication. The results of one test case showed very close correlation between the pri-
mary and the backup systems and both were found to be wrong. The problem would not have had a major
impact on the flight but did serve to show the danger in not performing total independent analysis.
Aftﬁrwqrds, the BFS people were careful to spot check more test cases and to perform some independent
analysis.

Although the CAPSIM technique was the primary verification tool for the BFS, it did have one se-
rious shortcoming. The test case scenarios were from a cataloged set of runs at CSDL which had been
based on primary flight system testing. Again, this procedure was in accordance with direction to
control development cost and maximize use of existing primary flight system information. The concern
that arose was based on the fact that the BFS would only be engaged after a massive primary flight
system failure. Therefore, the initial conditions could quite possibly be at the 1imits of the nor-
mal primary GN&C boundary conditions and very few BFS test runs were made from these very abnormal
conditions. Therefore, approximately 100 additional "stress cases" were developed to be run in the
Flight Simulation Laboratory (FSL) in Downey and the Shuttle Avionics Integration Laboratory (SAIL)
at JSC. By combining multiple objectives into one test run, the final number of individual test
runs was refined to 37. Every one of these tests was unique and required special downlist data
formats for additional visibility, and all data analysis was manual. Since these tests were to
be performed one time as a final safety verification check before the first OFT flight, automated
data processing could not be justified. A1l but a few of these tests were performed successfully,
and failure of the few was due to procedural errors or to a misunderstanding of the intent of
the stress condition. However, adequate data were collected to give the Shuttle community a high
level of confidence in the capability of the BFS to meet its intended objectives for the first
orbital flight.

Some of this confidence waned on launch day, when the BFS failed to synchronize with the primary
flight system a few hours before 1ift-off. However, the shock to the BFS developers quickly disap-
peared when it was determined that the problem was due to a timing error in the primary system and
that, in fact, the BFS recognized the problem and was trying to inform the Taunch team that an anoma-
ly existed. When the problem was identified and fully analyzed, it was shown that the mission could
have been flown successfully even with the interface timing error. The BFS would have bypassed the
data being sent in the wrong time slot and corrected itself after engagement had that been necessary.
However, those facts were not available for several days after the launch. A modification was made,
the flight was highly successful, and considerable relief was expressed by all involved. The primary
flight system people said they knew all along the BFS would not be needed but were glad it was there.
The BFS people said they knew they were ready to take over and save the mission but were glad they
did not have to do it.

CONCLUDING REMARKS

The BFS has never been required to demonstrate its capability. A proposed on-orbit engagement
and orbital maneuvering system (OMS) engine burn has now been deleted from the Tist of flight test
requirements. This change is partly the result of a very full and busy flight plan and partly of the
high confidence level which exists in the capability of the BFS to perform when required. Although
most of the people who worked on the backup flight system would like to see it used, I consider it a
supreme compliment from the Program Office and the Flight Directors to accept the system on the faith
of the development and verification program. This acceptance is a tribute to the people and organi-
zations who put so much of themselves into the project for many years.

SUMMARY

In retrospect, several factors or lessons learned in the BFS evolution stand out prominently.
Neither the NASA nor anyone else should ever attempt to develop a software program approaching
100 000 words in size without having the development facilities in place, especially when the require-
ment is for zero-defect software code. In addition to the basic facility, the software analysis and
support tools should be available throughout the project, not near the end. It will always be diffi-
cult to convince a program manager that he should put a sizable amount of his money into a facility
initially for the purpose of saving money several years downstream. But no NASA or contractor pro-
gram manager should again have to experience the trials and tribulations that existed for the primary
flight system in ALT and the backup flight system in OFT. In the end, the only glory is in success.
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FLIGHT SOFTWARE FAULT TOLERANCE VIA THE BACKUP FLIGHT SYSTEM

Terry D. Humphrey and Charles R. Price
NASA Lyndon B. Johnson Space Center
Houston, Texas 77058

ABSTRACT

A generic software error in the quadruply redundant primary flight system could result in the
catastrophic loss of Space Shuttle vehicle control in the hostile environment of ascent or reentry.
The Space Shuttle backup flight system was designed to protect the crew and vehicle in this eventual-
ity. The significant challenges met in the design and development of this state-of-the-art protec-

tive system is the subject of this paper.

INTRODUCTION

Implementation of the backup flight system (BFS) for the Space Shuttle is a major advance in
state-of-the~art fault-tolerant software in general and in Space Shuttle fault-tolerant flight soft-
ware in particular. The BFS was chartered to protect against a software fault in the most sophisti-
cated flight software system ever implemented: the Space Shuttle primary flight software (PFS). The
PFS is desigred to operate a redundant set of general-purpose computers (GPC) to control an innova-
tive, multiple-element, reusable, manned spacecraft through an ensemble of flight regimes never
before encountered by a single vehicle. For STS-1, the PFS consisted of more than 400 000 computer
words of flight code, a complete test of every possible combination of branch instruction or decision
point of which would take more than 10 000 years of computer time on today's fastest computers.

To protect against a latent programing error (software fault) existing in an untried branch com-
bination that would render the Space Shuttle out of control in a critical flight phase, the BFS was
chartered to provide a safety alternative. The BFS is designed to operate in critical flight phases
(ascent and descent) by monitoring the activities of the Space Shuttle flight subsystems that are
under control of the PFS (e.g., navigation, crew interface, propulsion), then, upon manual command by
the flightcrew, to assume control of the Space Shuttle and deliver it to a noncritical flight condi-
tion (safe orbit or touchdown). Many technical, managerial, and operational challenges were experi-
enced by the development team of NASA and its contractors in bringing the BFS from a concept to a
working operational system. The challenges addressed herein are those associated with the selection
of the PFS/BFS system architecture, the internal BFS architecture, the fault-tolerant software mech-
anisms, and the long-term BFS utility.

CHALLENGE 1: A MANAGEABLE SYSTEM ARCHITECTURE

Central to any concept of a reusable spacecraft is the theme of higher system reliability
through redundancy of finite-lived components. In the Space Shuttle avionics, the availability of a
properly functioning flight computer is assured through the wiring of five identical GPC's in paral-
lel. Since the memory available for state-of-the-art GPC's at the beginning of the Space Shuttle de-
velopment cycle was much less than the flight software requirements dictated, an early partitioning
scheme was established. For each of three flight phases (ascent, on-orbit, descent), a redundant
copy of all critical functions was loaded in each of four GPC's and the fifth GPC was loaded with a
complement of useful functions the loss of which could be tolerated. This strategy assured protec-
tion from multiple, sequential computer hardware failures, but did not address the possibility of a
software fault generic to the set of four redundantly programed GPC's causing Toss of control of the
Space Shuttle. Concern for such a software fault is valid in that regardless of the number of checks
and balances that are put in place to find and eliminate specification and coding errors in major
software developments, there can be no 100-percent assurance that latent, potentially dangerous soft-
ware errors do not exist in the delivered product.

The obvious strategy for increasing the software reliability of the Space Shuttle was through
software redundancy, but the challenge of the problem was the form of the redundancy to implement
within time and cost constraints. Three redundancy alternatives were available: (1) increasing the
internal PFS redundancy; (2) duplicating the PFS in another software version programed by a different
set of programers completely isolated from the PFS programer, or (3) implementing a reduced-capability
backup system by a semi-isolated set of programers. The first alternative was not pursued because it
was felt that every practical internal measure was already being pursued by the PFS designers. The
second alternative was considered too costly and fraught with duplication of functions not essential
for a secondary system. The third alternative was selected since it afforded an additional measure
of protection that was achievable within cost and schedule constraints. The reduced capability was
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set by a single memory load for both ascent and descent in a single GPC. The BFS also assumed the
non-flight-critical functions that had been scheduled for the nonredundant fifth GPC for ascent and
descent. The semi-isolation of the programers was achieved by having the BFS programed by a contrac-
tor geographically separated from the PFS contractor.

THE BFS FAULT-TOLERANT ARCHITECTURE

Significant challenges were faced by the designers to develop a BFS which would closely track
the PFS, protect itself and the PFS from data pollution from each other, and also be ready at any
point in the ascent, abort, or descent profile to take over control of the vehicle safely when manu-
ally engaged by the crew. To provide this capability, a technique had to be developed that would pro-
vide for tight synchronization of the BFS to the PFS in order to prevent divergence, but that would
also protect both from inducing faults in the other. A more pollution-protective technique than that
used for PFS redundant-set synchronization had to be developed. To protect the PFS from faulty BFS
data or timing, this technique would permit no transfer of data from the BFS to the PFS.

An innovative technique for synchronization of the BFS and the PFS was developed using flight-
critical data bus input profile tracking of the PFS that involves use of the input/output processor
(10P) input data bus listen capability and the transfer of input profile and minor cycle data from
the PFS to the BFS. The BFS protects itself from pollution by erroneous input profile data by voting
on the redundant data sent to it by the individual PFS GPC's. 1In addition, the BFS protects itself
from input profile timing faults of the PFS by the use of its own data bus timing window thresholds
for each of the individual groups of input profile data.

To protect the BFS and PFS from pollution by erroneous data received from one another, an in-
terface design policy was established which allowed no transfer of software-generated data from the
BFS to the PFS but did allow data absolutely essential to the proper tracking of the PFS to be trans-
ferred and used by the BFS. The absence of data transfer to the PFS prevents any pollution of the
redundant PFS by the BFS. The BFS was designed to protect itself from pollution from erroneous PFS
data first, by being limited to the use of a small amount of absolutely essential transfer data; sec-
ond, by performing a vote on the redundant sets of data obtained from the redundant PFS GPC's; and
third, by performing reasonableness checks on the voted data.

Another challenge faced in the development of the fault-tolerant BFS was the design of a safe
method of taking control of the vehicle at any point in the flight profile without inducing control
effector transients which might endanger the crew and the vehicle. The design developed to provide
this protection required the input of engage initialization data from the subsystems via the flight-
critical data buses immediately after BFS engagement. These data were then used to ensure that subse-
quent BFS control commands did not overstress or generate significant transients on the control effec-
tor subsystem.

One of the foremost innovative techniques used in the BFS fault-tolerant design was developed to
provide for recovery from the loss of PFS-generated master events controller (MEC) sequencing as well
as for attempting recovery from BFS GPC hardware or software errors. The loss of MEC sequencing com-
mands might occur either as a result of a generic PFS software failure or as a result of the abrupt
termination of all PFS-controlled flight-critical data buses at BFS engagement. Recovery from these
types of errors is provided by the BFS software restart technique. A software restart is initiated
upon BFS engagement, and, in the event that critical MEC command sequences are found not to have been
properly performed, the BFS reinitiates the full MEC sequence of commands for the appropriate mission
event.

The use of the restart technique to attempt recovery from BFS GPC hardware or software errors
was developed to protect the BFS from transient errors and, in the case of hard errors, to continue
attempts at recovery in hopes that the error will not persist. This restart recovery involves re-
initialization of input/output (I/0) and restarting of BFS application processing at the beginning of
a new GPC major processing cycle. The restart recovery technique provides this protection for both
the preengaged and engaged modes of BFS operation.

A MOVING TARGET: MAINTAINING TRACK OF SOFTWARE CHANGES

Unlike the Approach and Landing Test (ALT) PFS, the BFS for ALT could not be used as a base upon
which to build Orbital Flight Test (OFT) software. The BFS software for ALT was designed and de-
veloped by Charles Stark Draper Laboratories and provided backup for flight control functions only,
provided no CRT/crew interface, and provided only a very minimal task-list-type executive. Rockwell
was selected to develop the BFS for OFT and essentially started anew about 2 years behind the PFS
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software development. A new operating system had to be designed and developed, all existing PFS re-
quirements and change requests (CR's) had to be reviewed for applicability to the BFS, and an overall
BFS software design had to be developed. The BFS not only had to catch up with the PFS level of matu-
rity very quickly, but then had to maintain pace with a very large amount of PFS requirements develop-
ment and software change activity. A significant amount of effort and manpower was required to accom-
plish this goal.

POST-OFT UTILITY OF THE BACKUP FLIGHT SYSTEM

The BFS was initially envisioned to be used only through the Shuttle OFT flights. The expecta-
tion was that after OFT, the entire Shuttle system design, including PFS software, would be proven
safe for operational use and, therefore, the BFS would no longer be needed. Close to the end of OFT,
an examination was undertaken to assess the need for continuing the use of the BFS. Assessments of
the PFS software discrepancy report (DR) traffic showed it to correlate proportionally to the level
of PFS software change traffic but, even in cases in which software change traffic was small, the num-
ber of DR's appeared to decay exponentially rather than to drop abruptly. These data indicated that
latent software errors had high levels of persistence. This information was used in conjunction with
the projections of PFS software change traffic for future flights. It was determined that for a sig-
nificant time in the future, the PFS software change traffic would continue to remain at significant
levels and therefore the risks would remain high for latent PFS software errors. Therefore, it was
concluded that for at least a significant time in the future, the BFS would be needed to protect
against generic PFS software faults.
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ABSTRACT

The Space Shuttle Main Engine (SSME) presented new requirements in the design of controls for
large pump-fed liquid rocket engine systems. These requirements were the need for built-in full
mission support capability, and complexity and flexibility of function not previously needed in this
type of application.

An engine mounted programmable digital control system was developed to meet these requirements.
The engine system and controller and their function are described. Design challenges encountered
during the course of development included accommodation for a very severe engine environment, the
implementation of redundancy and redundancy management to provide fail-operational/fail-safe capabili-
ty, removal of heat from the package, and significant constraints on computer memory size and process-
ing time.

The flexibility offered by programmable control reshaped the approach to engine design and devel-
opment and set the pattern for future controls development in these types of applications.

INTRODUCTION

Development of controls for the Space Shuttle Main Engine (SSME) presented many new engineering
challenges which had not been previously faced in the design of controls for large pump-fed 1iquid
rocket engine systems. Notable among these challenges were:

1. A requirement for built-in full mission support capability from the early checkout phases
through main engine cutoff and propellant dump during flight.

2. A need for flexibility and complexity of function not previously attained in any liquid rocket
engine system.

Most of these challenges were the direct result of a new orientation in control system require-
ments for rocket engines brought about by the unique requirement of the Space Shuttle for a reusable
and maintainable man-rated system.

The following sections,review requirements and give a general description of the control system.
Some of the major alternatives considered are discussed along with reasons for selecting the final
configuration. Development problems are reviewed and development experience evaluated.

DISCUSSION

CONTROL SYSTEM REQUIREMENTS

The SSME control system must support engine utilization during all phases of the mission sequence
from checkout through propellant loading, 1iftoff, flight and shutdown in orbit. It is required to
have the capability of self-contained checkout in the assembly area, and at the launch area prior to
flight. The control system must also support engine start preparations, provide repeatable start,
mainstage control, and shutdown upon vehicle command. In addition, it must have the ability to monitor
engjne critical operating parameters (redlines), provide fault detection, manage redundancy and report
engine status conditions during all phases of operation.
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The control system is required to vary engine thrust upon vehicle command between 65 and 109% of
Rated Power Level in 1% increments while maintaining mixture ratio within specification. Rated Power
Level (RPL) is 100%, while Full Power Level (FPL) at 109% can be commanded when vehicle conditions
require it.

Required thrust precision is +-6000 1b (3 sigma) during steady-state operation. Thrust must be
within steady-state Timits within 1 second after a commanded change without rate of change exceeding
7000 1b/10 ms. Mixture ratio accuracy is required to be within +-1%. The engine must be capable of
accelerating from start signal to RPL in 3.9 seconds with mixture ratio within tolerance in less
than 5.5 seconds.

Requirements include on-board checkout capability, redundancy verification, and status monitoring
for systems verification during ground and flight operations. Rapid fault isolation techniques are
required which activate or deactivate redundant components without unduly disturbing engine operation.
The control system is also required to provide automatic checkout of engine functional components with
fault isolation to Line Replaceable Units (LRU) during ground checkout to minimize vehicle turnaround
time, and to be capable of subsystem replacement without engine recalibration.

A1l critical electrical elements of the control system must be redundant for a fail-operational/
fail-safe design.

ENGINE AND CONTROL SYSTEM DESCRIPTION

The SSME is a reusable, high performance, Liquid Hydrogen/Oxygen, rocket engine designed and
produced by the Rocketdyne Division of Rockwell International under contract with Marshall Space
Flight Center. It has four turbopumps (two Tow-pressure and two high-pressure), two preburners,

a main combustion chamber, five hydraulically actuated propellant control valves, sensors, and an
engine mounted electronic digital controller. The staged-combustion cycle burns low mixture ratio
propellants in the preburners first. These fuel-rich gases are used to drive the high-pressure
turbopumps and are then routed to the main combustion chamber where they are burned with additional
oxidizer to obtain maximum performance.

Performance control is closed-loop feedback control with full authority over the engine operating
range. The control block diagram is illustrated in Fig. 1. Thrust and mixture ratio control are
provided by adjusting the power to the two high-pressure turbopump turbines through control of the
oxidizer flow to the preburners with modulating preburner oxidizer valves. Thrust control is
provided by modulation of the oxidizer preburner oxidizer valve, and mixture ratio control is
accomplished by modulation of the fuel preburner valve. Cross-feed compensation from the oxidizer
preburner valve command to the fuel preburner valve is used to minimize the effects of thrust
transient changes on engine mixture ratio. In addition to the two preburner valves used in perfor-
mance control, three other propellant valves are scheduled to initiate propellant flow during start
and to assist in control of shutdown. In addition the chamber coolant valve is scheduled as a
function of thrust to prevent overheating in the nozzle and combustion cooling circuit as the engine
is throttled. More detailed descriptions of the control logic and hardware are contained in
Ref. 1 and 2.

The controller, which was designed and manufactured by Honeywell, Incorporated, is mounted on the
side of the main combustion chamber. It is a single, integral electronics package containing dual
programmable digital computers, each with 16384 words of memory. The Honeywell HDC-601 digital
computer with 2 mil plated wire memory is used in the controller. Input electronics, computers, power
supplies, and output electronics are dual redundant, Fig. 2, with crosststrapg1ng at the input and
output of the computer electronics. Installation characteristics are listed in Table 1. The
controller interfaces (Fig. 3) with 67 sensor inputs and 43 output device channels. Controller to
vehicle interfaces include 3 redundant vehicle command channels, 2 status recorder output channels,

2 redundant power channels, and a 28 vdc input for heater operation in orbit. The status recorder
channels transmit 128 data words every 40 milliseconds to the vehicle data bus.
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DESIGN ALTERNATIVES AND DEVELOPMENT CONSIDERATIONS

Controller Location and Mounting

Both mechanical and electrical problems were experienced during the design and development.
Early studies clearly showed the controller should be engine mounted to provide an integral complete
engine system and to avoid routing in excess of four hundred wires across the gimballed engine
interface. Presently there are a total of twenty three wires across the interface for power,
commands, memory loading, status data, controller heater power, and analog temperature measurement.

The controller was initially designed to be hard mounted vertically against the thrust chamber
with a requirement to meet a 22.5 grms vibration environment. This was a very severe constraint on
controller mechanical design so the controller mounting was subsequently changed to use rubber inserts
which reduced the vibration environment to approximately 4 grms.

Digital Versus Analog and Hardware Software Partitioning

Although the selection of digital versus analog implementation of control logic would be heavily
weighted in favor of programmable digital today, the case was not so clear-cut in 1970 when decisions
of this nature were being made. However, the complexity of functions and need for ease of change in
logic during the early phases of engine development weighted the decision towards digital programmable
controls. The valve positioning curves of Fig. 4 are an illustration of the case in point. Al1 five
engine propellant valves are commanded to multiple positions during the start sequence. Up to seven
different positions and rates are commanded to each propellant valve during the 3.9 second engine
start sequence. The parameters for these valve positioning commands were changed many times during
the engine development program in order to obtain the desired start characteristics.

Complexity and immaturity of the control algorithms and checkout functions also required the

flexibility of a proarammable system. In addition, calibration factors unique to each engine were
required to be stored and utilized by the controller.

Packaging and Heat Removal

The controller electronics are mounted on conventional printed circuit cards. The printed
circuit cards are retained in the controller chassis by a rigid foam packaging system which further
isolates the electronics from the vibro-acoustic environment of the engine. In this packaging
system, the chassis is divided into cavities, each of which accepts two cards. Each card has an open
foam grid attached to the component mounting side and a foam half-wedge attached to the back side.

The cards are retained in the chassis cavity by loading a foam wedge between the two cards. This
provides for very tight card retention as well as isolation from vibration transmitted through the
chassis and it detunes the printed circuit card/chassis structure system. This protected the modules
from vibration but created a problem in dissipating the heat from the cards. A design change
was made so that the foam grids, which are in contact with both the printed circuit cards and chassis
walls, have an aluminum foil surface which provides heat transfer from the electronic parts.

Cooling is accomplished by conductive heat transfer through the chassis and convection heat transfer
from the chassis surface to the atmosphere. Additional chassis surface area is obtained by extensive
use of pin fins machined into the chassis.

Electrical and Memory Problems

Other notable problems were the memory system and power supply. Plated wire was selected for the
memory based on speed, power, non-volatility, and non-destructive readout. At the time of design,
five mil diameter wire was being used on several programs. However, two mil wire was selected for
the controller to reduce size and power. Many problems were encountered in the development of the
memory system until a "coupled film" plating was developed and used on both the SSME and Viking
programs.
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Input power to the controller was selected to be 115 volt, 400 Hz three-phase in preference to
28 vdc. A small transformer on the input provides power for operating the power supply. The primary
load is three-phase full-wave rectified resulting in 270 vdc to be switched by the switching regulator.
Potential faults on the input bus from other users resulted in a requirement to be able to operate
down to 95 volts rms for up to one second. A boost stage regulator was employed to accommodate this
requirement. A problem of high current demand of engine solenoid loads during power recovery and
engine start operation was solved by dividing the solenoids into banks. The biggest problem of all
in the power supply was packaging the unit in the space available.

Software Design

Software program organization as it finally evolved is illustrated in Fig. 5. Because of computer
memory size constraints three types of program configurations are resident in memory at different
times depending upon the phase of mission operations. Changes in configuration are accomplished by
use of "rol1-in" modules of code which overlay pre-existing code and change controller function. A1l
coding is in DAP-16 assembly language.

The ground checkout configuration is used during component checkouts. This configuration has five
sub-configurations, each designed to facilitate automated checkout of different elements of the
engine and controller such as actuators, pneumatic solenoid valves, sensors, ignitors and redundancy.

The flight readiness test (FRT) configuration is used to perform an extensive system test of the
engine and controller without initiating powered operation of the engine. This test configuration
includes a simplified digital dynamic model of the engine which produces simulated pressures, tempera-
tures and flows in response to measured engine valve positions. These simulated parameter values are
substituted for actual sensor readings and used by the controller to "run" the engine with the same
logic as used in powered operation during flight.

The flight configuration is used for engine start preparation, start, and all flight operational
phases.

Dominant constraints on software design were process time and memory size. Dynamic simulation
studies of the engine system early in the program demonstrated that a major cycle (control iteration)
time of .02 seconds or less was necessary in order to provide adequate control response capability in
the event of certain types of oxidizer preburner oxidizer valve actuator failures. Worst case major
computation cycle time grew rapidly in the early years of the program, reaching .018 seconds in ‘the
first few years. An on-going effort was necessary to hold the 1ine on this parameter.

Program size grew much faster and larger than ever seemed reasonable to anticipate given the
requirements as they were understood at the beginning of the project. At the very beginning it
was estimated that 8000 words would be sufficient for all program requirements, so 12000 words
memory capacity was proposed. Requirements to vote variable commands from the orbiter with software
rather than hardware, requirements to do an FRT, and other changes necessitated expanding the memory
to 16000 words. Fig. 6 documents memory requirement estimates over the 11 year 1ife of the program.

Early phases of program size growth were, to a great extent, the result of maturing of system
requirements as detailed engine hardware design and development progressed. Program size initially
grew rapidly as the complexity of checkout requirements increased. This early rapid growth resulted
in a decision in mid-1973 to separate checkout functions from the flight portion of the program and
to implement the roll-in module concept. The roll-in concept was further implemented late in 1974
with the conversion of the sample problem element of the software to a roll-in module.

Since 1976 there has been a continuous effort to work within the memory size constraint. Design
scrubs are necessary in order to allow implementation of new requirements. In the course of develop-
ment 12 major software program versions have been issued with many more interim revisions. Maximum
resident code today is 15696 16 bit plus parity words. Total program code including rol1-in modules
is 23349 words. Over 200,000 words of code have been implemented or rearranged in the course of the
software effort.

A more detailed discussion of avionics software development is presented in Ref. 3.
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Control System Integration

The SSME control system is a complex hardware/software system. Extensive analysis and testing
was necessary to develop and verify the control system hardware/software implementation. Detailed
digital and analog modeling studies were performed at Rocketdyne to characterize engine control
characteristics. These studies were extended at Honeywell in detailing the controller design.
Extensive simulation testing of the control system was performed at Honeywell using an analog model
of the engine and a Command and Data Simulator to simulate the orbiter interface. More recently the
majority of the control system testing has been accomplished at the Huntsville Simulation Laboratory
(Ref. 4). This laboratory employs actual flight configuration control system hardware (controller,
sensors, actuators, etc.) interfaced to a hybrid analog/digital real-time engine system simulator.

The Simulation Laboratory provides a high fidelity test bed which allowed detailed integration
testing of the control system prior to use in actual SSME test firings. Since the initiation of
engine test firings, the Simulation Laboratory has continued to be extensively used for software
verification and engine test support and more recently for flight support.

EVALUATION OF DEVELOPMENT EXPERIENCE

The SSME Digital Control System has been utilized for all engine test firings. As of this
writing, 40 different SSME's have accumulated a total of over 1000 test firings, including € orbital
flights, and over 50 hours of powered operation.

As the SSME system has matured through this program, many control system requirement additions
and changes have been made. The flexibility provided by use of a fully programmable digital computer
has allowed the majority of these changes to be accomplished by software modification.. This has
facilitated rapid change incorporation and verification (through use of the Simulation Laboratory)
with only minor perturbation to engine test schedules,

Development of the SSME would not have been possible in a practical sense without the use of
programmable digital control. Even though the introduction of operational software added a signifi-
cant new cost element to rocket engine development, and cost saving benefits far outweighed the
software costs. The very flexibility offered by programmable control, from the beginning of the
program reshaped the approach to engine design and development. It is unlikely any pump-fed throttle-
able and reusable 1iquid rocket engine of the future will be designed without this approach.

The importance of good simulation of the engine system, fault insertion capability, the use of
prototype hardware which can be easily modified, and the capability for memory history tracking

cannot be over emphasized. These capabilities will be essential to cost effective and timely develop-
ment of any future system of this nature.

There is never enough memory or, conversely, the program always expands to fill the space avail-
able. This situation is not necessarily bad, As the hardware aspects of a program mature the
number of practical options to fix problems diminish., Software, as it matures, still retains the
ability to absorb small changes on a short turn-around time basis. This factor should be given more
weight at the beginning of a program. In the case of the SSME the nearly 300 percent increase in
program size from original estimates was largely the result of immaturity of system requirements
at the program onset. Unless the software requirements are well defined and mature from prototype
system testing, program size estimate increases of 100 to 200 percent should not be surprising.

The existing controller program is, of necessity, in assembly language because of processing
speed and memory size limitations. Recent developments in microprocessors and memories have made
practical significantly faster processing speeds and greater memory capacity at no expense in size
or power relative to the existing controller. If software requirements can be maintained within
bounds these increased capacities may enable the use of higher order languages in future engine
controllers, thus reducing the cost of producing software and increasing its reliability.
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CONCLUSIONS

The requirements for the Space Shuttle Main Engine dictated a control system design that was
unique to large pump-fed rocket engines. The digital programmable full-authority control implemented
has demonstrated its ability to meet or exceed all mission requirements. The very flexibility offered
by programmable control reshaped the approach to engine design and development. The success and
benefits of this approach, demonstrated with the Shuttle Main Engines, have set the pattern for the
future in development of controls for this type of application.
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TABLE 1 CONTROLLER INSTALLATION CHARACTERISTICS

SIZE 23.5 X 14.5 X 17.0 INCHES
WEIGHT 211 POUNDS
INPUT POWER 490 WATTS (STANDBY)
600 WATTS (MAINSTAGE)
HEAT TRANSFER FORCED AIR COOLING (GROUND)
CONVECTIVE COOLING (FLIGHT)
MOUNTING FOUR POINT VIBRATION ISOLATORS
VIBRATION SINE 24 G's PEAK
ENVIRONMENT RANDOM 225 G's RMS
TEMPERATURE OPERATIONAL -50 TO +95F
ENVIRONMENT NON-OPERATIONAL  -200 TO +200F
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MAN-MACHINE INTERFACE AND CONTROL OF THE
SHUTTLE DIGITAL FLIGHT SYSTEM

Richard D. Burghduff and James L. Lewis, Jr.
NASA Lyndon B. Johnson Space Center
Houston, Texas 77058

The challenge in designing the Orbiter displays and controls (D&C) system was to integrate the
required aircraft and spacecraft D& in the space availabie within the pilot's reach and vision.
Some of the basic requirements for the D& system were as follows:

1. A safe return with a single crewman from either forward crew station

2. Normal operation (exclusive of payload management) of all mission phases using a flightcrew
of two

3. Accessibility to the flightcrew from the flight seats of D&C required for vehicle or
subsystem management during ascent and entry

4., D&C to provide for crew override of automated critical command functions

5. Crew selection of automatic or manual flight guidance and control

6. The means to annunciate and command safing of hazardous systems

7. Interior and exterior illumination consistent in type and quality for crew operations

In early 1970, the D&C system was evolving into an integrated, multipurpose data bus connected
system (fig. 1). Front station concepts were to use five or six cathode-ray tubes (CRT's) for most
of the display requirements and reformattable control panels and keyboards for most of the controls.
Some dedicated switches were used for system initialization and where immediate crew access was
required. Circuit breakers were used for power control. A head-up display (HUD) was used for out-
the-window display presentation. The HUD is an electronic/optical device that presents essential
flight information in the pilot's head-up field of view. The information is projected from a small
CRT onto a combiner glass and collimated at "infinity" to overlay the out-the-window, "real world"
scene.

During the phase B contract studies, conventional and integrated avionics systems were compared
for weight, power, cost, and technology risk. With involvement of flight crewmen and flight opera-
tion engineers, many studies of electronic attitude direction indicators (EADI's) versus conventional
attitude direction indicators (ADI's) and multipurpose data bus versus hardwired D&C were conducted.
The Orbiter program management then chose a low-risk off-the-shelf technology approach. This choice
eliminated the EADI's, the HUD's, and the multipurpose displays and controls. Dedicated D& compo-
nents with electromechanical displays and hardwired switches were used, although four multifunction
displays with keyboards were retained for the digital system interface.

The Orbiter contract was awarded to Rockwell International and the subsystem engineers at both
Rockwell and the NASA Lyndon B. Johnson Space Center (JSC) started working together to complete the
detail design of the D&C system. One agreement that proved to be very valuable was to initiate a se-
ries of formal D&C reviews at Rockwell chaired by the Rockwell and JSC D&C Work Breakdown Structure
(WBS) managers. There were 13 of these major reviews during which representatives from the flight-
crew, flight operations, engineering, reliability, safety, program office, payloads, software, NASA

John F. Kennedy Space Center, Rockwell, and the U.S. Air Force were present. The reviews averaged 46
people including 4 astronauts. The reviews were 2 to 3 weeks long with the first week consisting of
the Rockwell subsystem engineers describing their subsystem and the D&C engineers presenting the D&C
concept for the subsystem. This procedure allowed NASA to ask questions of the subsystem engineers
to understand the system and the Rockwell concept of the operation. Many times, a subsystem engineer
desired more D&C for his subsystem than was required for operational use. This method of review also
provided consistency between the different subsystems D&C requirements. Rockwell produced a compre-
hensive blue book handout for these reviews, and review item dispositions (RID's) could be written
for consideration by the formal board chaired by the JSC Orbiter Project Manager a week later.

By the end of the first week, the subsystem information for the review was completed and the
RID's were written. A few JSC people would stay for the second week with the flightcrew and deter-
mine subsystem by subsystem the D&C required and the appropriate nomenclature. Full-size drawings
were used to arrange the D& panel configuration. A full-size foam core mockup was made of the
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FIGURE 1.- EARLY D&C SYSTEM.

cabin area, and cutouts of the D&C were used to determine the proper location within the reach
and visibility requirements derived from other studies. The flightcrew's support was invaluable
during these design sessions. At the end of each review, Rockwell produced a D&C configuration
drawing and updated the cabin mockup to be ready for the next D& review, where the process would
be repeated. As the subsystems became firm, the D&C panel layout and nomenclature were baselined
and put under configuration control. Panel components were selected, meter scaling was chosen,
and caution and warning (C&W) parameters were baselined.

The D&C reviews were progressive as a function of Orbiter system maturity, where, in general, D&C
reviews 1 through 5 des1gned the 0V-101 system, D&C reviews 5 through 11 designed the 0V-102 system,
and D&C reviews 12 and 13 completed the OV-099 or operational system. Between the formal reviews, a
series of change package teleconferences was held between JSC and Rockwell to get JSC engineering and
flightcrew participation in parallel with the Rockwell design process. These teleconferences are
continuing much less frequently, to discuss D& changes required in response to subsystem design
changes. These teleconferences greatly reduced the quantity of D& items that would otherwise go to
the gSCfConfiguration Control Board (CCB). ATl change package teleconferences were documented with
a set of minutes.

Early in the D&C design process, it was discovered that existing human factors D&C requirements
documents should be used as design guides and not firm design requirements. With JSC crew station
engineers and flightcrew participation in the design process, many of the human factors requirements
were modified to produce a much better D&C system design. One example of this approach was the yel-
Tow pointers now used on the flight control electromechanical displays, especially the surface posi-
tion indicator (SPI). Rockwell made a mockup of an SPI (which contains nine scales) using the stand-
ard white pointers. The crew, after determining the pointers were not visible enough, recommended
yellow. Another good example was the background 1ighting specification for the pushbutton switches
and the annunciators. Using the recommended specification light levels, the annunciator lighting was
satisfactory in the laboratory. To be certain the annunciator lighting was readable in sunlight, sam-
ple devices were installed in the JSC one-g trainer and it was towed outside. The trainer was po-
sitioned so that the sunrise would shine through the cockpit windows. It was discovered that the
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annunciator status could not be determined because the resulting Sun shafting washed out the lighted
annunciation. The annunciation was changed from 1ighted background to lighted legend, and optical el-
ements were added to concentrate the light. This change raised the intensity and contrast suffi-
ciently to provide annunciator legibility in full sunlight.

Early in the D&C panel configuration design, it was decided to group subsystem controls by func-
tion. However, associated circuit breakers were separated because of a concern that if the higher
power circuits behind the circuit breakers did have an electrical fault or mechanical damage in a par-
ticular location, the entire subsystem could be affected. To lessen the training impact on the crew,
the circuit breakers for each system were positioned at the same relative location on different
panels or section of panels.

A numbering system for every panel surface was provided by the crew station engineers. This sys-
tem is necessary when referring to a control Tocation, especially on test and operational procedures
or schematics. The panels are numbered from left to right or front to aft in the cabin. Letters are
used for locations such as R for right side, 0 for overhead, L for left side, C for center console,

A for aft, and M for middeck. )

The foam core evaluator was a valuable tool for D&C panel component location. The D&C compo-
nents were located by priority with the systems that need to be reached and viewed during maximum as-
cent acceleration positioned first. Other controls that require operation during periods in which
the crew is strapped in the seats were positioned next, then lower order subsystem D&C components
were positioned in the aft flight deck and the middeck. A more advanced analysis capability was used
later in the program to assess crew accessibility to various displays and controls. Specifically, a
three-dimensional graphics computer-aided design modeling package was used to depict a crewman's ac-
cess to various D&C components under negative-g conditions during a contingency two-engine-out abort
maneuver. The access depicted by the reach modeling program was then verified in a mockup. By in-
creasing use of such modeling and simulation techniques, front-end mockup costs are reduced. Such
techniques will not replace mockups, but will permit rapid evaluations of many configuration alterna-
tives during conceptual and preliminary phases before the construction of mockups.

The aft flight deck was divided into three zones designated mission station, on-orbit station,
and payload station. The mission station was assigned the D&C to manage flight-critical payload
subsystem controls and non-flight-critical Orbiter subsystem controls. A CRT and keyboard is at this
station to display subsystem information. The on-orbit station is separated into the on-orbit and
the remote manipulator system (RMS) functions. The on-orbit station has an overhead window and a pay-
load bay window; D& for the functions of rendezvous, docking, TV, Tighting, and communications are
located here. The RMS station contains D&C for manipulator arm operations and an overhead and aft
view. The RMS operator shares D&C for TV, lighting, and communications with the on-orbit station;
RMS operations require the simultaneous use of two three-degree-of-freedom hand controllers. The op-
erator also must set up views from as many as seven TV cameras in the payload bay on two monitors,
both of which have a split-screen capability. During some payload deployment and retrieval oper-
ations, a crewman would be well served to have four arms to accomplish all the required tasks in
the necessary timeframe. As it is, the operational configuration of the RMS station contains only
about one-third of the D&C originally proposed and evaluated for that function. The payload station
was reserved for payload-provided D&C except for an audio and station 1ighting panel. The middeck
panel areas were designated for circuit breakers, housekeeping functions, middeck audio and 1ighting
controls, and airlock controls.

Maintainability of the D&C panels and the line replaceable units (LRU's) was a strong driver in
the D&C design. The D&C panels were designed to be small enough to be removed individually. There are
more than 80 panels in the Orbiter and many include hinges to allow the panels to be swung out for ac-
cess behind them. Each LRU is mounted from the front of the panel and can be installed and replaced
without removing the panel.

The Orbiter operates in a zero-g environment while on orbit; therefore, any contaminants or ex-
traneous materials are free to migrate. These materials can be conductive and of sufficient Tength
to bridge terminals on such devices as switches, circuit breakers, and meters. To prevent this even-
tuality, all exposed electrical terminations on the panels are protected with a conformal coat of
resilient insulating material, which also provides a humidity barrier. As with the external termina-
tions on the D&C equipment items, the internal terminations are also treated to eliminate the possi-
bility of floating conductive particles causing failures.

A11 Orbiter equipment and particularly items in the crew compartment are required to meet very
stringent flammability and toxicity requirements. This requirement means that all exposed materials
(not contained within at least an environmentally sealed enclosure) must be reviewed by materials and
processing specialists for approval before use. In numerous cases in which existing hardware was
used, special testing was required to determine the flammability, toxicity, and outgassing character-
istics of specific materials for which these data were not available. When an unacceptable material
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could not be changed, it was overcoated or otherwise protected, and, in some cases, waivers were
granted after analysis indicated acceptability because of configuration, quantity, etc.

One early problem was a means of complying with the NASA design standards that included a prohi-
bition on the use of frangible materials. Most of the existing display devices such as CRT's and
meters used a glass window as a means of providing visual access and sealing the instrument case. To
circumvent this problem, most display devices with glass were provided with a Lexan cover over the
window to protect the glass and contain the glass in the eventuality of a fracture. These Lexan
covers were easily removable for maintenance. The protective covers were coated with antireflective
material for correct optical properties and have proven very practical in actual usage. Other protec-
tive devices were designed to protect the D&C from a crewman possibly causing damage to the D&C hard-
ware while floating around the cabin. Wickets were placed around the switches on most of the panels,
and on the panels the crew was most 1ikely to step on, the switches were recessed into the panel.

Lighting, both internal and external, would appear to be a straightforward area; however, much
design effort went into the Orbiter lighting. Lighting in the cabin consists of fluorescent 1ights
for general area illumination, incandescent floodlights for spot illumination, and integral lighting
for meters and panel nomenclature illumination. A good full-size cabin 1ighting mockup or evaluation
would have been desirable. Most of the lighting evaluation was done by area or analysis, and the re-
sults were confirmed in the Orbiter cabin built for the Shuttle Avionics Integration Laboratory. The
external lighting consists of metal halide lights for the payload bay and incandescent floodlights
for overhead and manipulator illumination. One area of design difficulty with the external lights is
the rejection of heat from the Tights. Conductive cooling and innovative lamp design were required.

As the D&C requirements for the various subsystems continued to grow, the crew workload and
knowledge required of each subsystem grew. Much effort went into the nomenclature designation to
give the best operational understanding of the use of each control. This task must have crew or oper-
ations involvement because subsystem engineers tend to use engineering rather than operational nomen-
clature.

The flightcrew suggested that schematic layouts on the panels be considered for some of the
subsystems to help understand their operation. Schematic panel Tayouts were done for panel R1 (power
distribution and control), panel L1 (environmental control), panel L2 (atmospheric pressure control),
panels 07 and 08 (fig. 2) (reaction control and orbital maneuvering systems), panel Al (communi-
cations), panel R12 ?supply water), and panel ML31C (wastewater). The use of schematic layouts
should be implemented only when the subsystems are mature because once a panel is built, it is
very difficult to add a switch in the correct place of the schematic.

The HUD was brought back into the program as an approach and landing aid and flown for the first
time on STS-6. From the point of program approval to hardware delivery, a little more than 2 years
elapsed, a very tight time frame for hardware development, qualification, and delivery. One area
that proved to be a difficult problem was the format development. Simulations are required using
both fixed- and motion-base simulators. The simulators had to represent the Orbiter software as
closely as possible. One problem area with the HUD display format design effort was that it came in
the program with a ground rule to impact the Orbiter general-purpose computers (GPC's) as little as
possible. The HUD used the data bus information going to the dedicated electromechanical displays,
but the data update rates were too slow. Therefore, data smoothing had to be done in the HUD and,
where possible, faster data rates within the GPC were brought to the HUD. The moving-base simulator

at the NASA Ames Research Center was not available to evaluate the HUD format, except for a few
hours, before the software programable read only memories (PROM's) had to be burned for the hardware.
The format that was used at this time had a large amount of information displayed with the capability
of decluttering seven levels. The crew was involved during all the format design effort and, as more
simulations were conducted, it was obvious the format had too much information. A large effort using
fixed- and motion-base simulators and the Shuttle training aircraft (STA) was made and an updated,
simpler format was designed for first use on STS-8. Since the hardware PROM's had to be built to de-
liver hardware on schedule, a retrofit program is now in process to update the HUD. One of the rea-
sons the HUD development went as well as it did was a series of teleconferences held every other week
with JSC, Rockwell, Kaiser Electronics (HUD supplier), Sperry (autopilot supplier), and Draper Labs
(early systems support). These teleconferences are documented in a comprehensive set of minutes. As-
tronauts and software, simulator, program, hardware, and flight control engineers attend these
teleconferences and help provide integration of the total HUD community.

As the Orbiter became operational, it also became obvious that the cockpit contains the most com-
plicated assortment of D&C ever developed for an aerodynamic vehicle. There is a large variety of
D&C devices. For control, there are toggle, pushbutton, thumbwheel, and rotary switches; potentiom-
eters; keyboards; circuit breakers; and hand controllers. Display devices include circular and
vertical meters, tape meters, mechanical talkbacks, annunciators, flight control meters, digital
readouts, and CRT's. There are more than 2100 D&C devices in the Orbiter cockpit (fig. 3).
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FIGURE 2.- PANEL 08.
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OF POOR AT 1TV
Orbiter enhancement D&C studies conducted recently have all gone back to the multifunctional
cockpit (fig. 4). To get the systems operations to a more automated and simpler level will greatly re-
duce crew workload. Multifunction CRT's and flat panel displays could replace the electromechanical
displays and annunciators. Programable keyboards or CRT overlays could replace most of the 1300 con-

trol devices. Remote power switching could eliminate many of the 400 circuit breakers. Voice con-
trol and synthesis could be used as an added input/output channel to more efficiently use the crew
during peak workload periods. A study was conducted in the Manipulator Development Facility (MDF) to
assess the feasibility of using voice control of the many switching functions associated with the
closed-circuit television system supporting the RMS. It was found that identical tasks (berthing and
deployment) were completed in virtually identical times using manual switching (standard Orbiter
operation) as a comparison for voice-controlled switching having a recognition accuracy between 85
and 95 percent. Using state-of-the-art voice recognition equipment should allow a marked improvement
in the overall RMS operations.
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FIGURE 4.- MULTIFUNCTIONAL COCKPIT.

In summary, some of the most important lessons learned during the Orbiter D&C program are re-
peated here.

1. The formal D&C reviews held at Rockwell were necessary. The total Orbiter systems community
needs to be involved; participation by the flightcrew and engineering personnel is very important.
The reviews should be well documented.

2. The change package teleconferences are valuable to provide continuous JSC input into the
Rockwell D&C design effort.

3. D&C engineers with crew and human factors engineering support should provide a consistent
D&C panel layout and nomenclature configuration.

4. The early availability of the foam core cabin mockup was very important for D&C placement
within reach and visibility constraints.

5. The HUD integration teleconferences were necessary, and comprehensive documentation of these
teleconferences is important. Formal simulations should be done early in the program using high-
fidelity simulators.

6. With large numbers of redundant subsystems, the use of dedicated D&C devices can rapidly
grow into a large, complex system. Multipurpose D&C should be encouraged with local processing to
help offload the central computer system and to improve crew efficiency.
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ABSTRACT

The Huntsville Simulation Laboratory (HSL) provides a simulation facility to test and verify the
Space Shuttle Main Engine (SSME) avionics and software system using a maximum complement of flight-
type hardware. The HSL will permit evaluations and analyses of the SSME avionics hardware, software,
control system, and mathematical models. It is a unique facility in its authenticity as well as in
the complexity and scope of simulation. The laboratory has performed a wide spectrum of tests and
verified operational procedures to ensure system component compatibility under all operating condi-
tions. It is a test bed for integration of hardware/software/hydraulics. The HSL is and has been
an invaluable tool in the design and development of the SSME.

INTRODUCTION

Simulation has been an invaluable tool in design and development of the SSME. Usages of
simulation techniques are numerous and range from component design parameter definition and digital
control design to operating software design, development, and verification.

The SSME, three of which provide primary thrust for the NASA Orbiter vehicles, incorporates many
advanced features including a programmable digital control system (1). Control is accomplished with
an engine-mounted electronic digital control system packaged in a single assembly called the
controller. The controller contains dual programmable computers with 16,000 memory words for each
computer. The controller, in conjunction with five hydraulically aetuated propellant valves, 43
performance, limit, position and maintenance sensor inputs and six solenoid control valves, accepts
vehicle commands for the SSME operational phases, positions the appropriate valves, monitors the
engine for performance conditions and provides redundancy management (2 and 3). The relationship
of the engine avionics to the Orbiter vehicle is shown in a simplified manner in Figure 1.

The SSME control system provides checkout, start, mainstage operation and shutdown in response
to vehicle commands. The control system also has the capability to check out and monitor its own
status and to monitor and report engine status conditions while maintaining full redundancy
management. The software used by the controller to accomplish the noted functions must be designed,
tested and verified to satisfy the system requirements. It is extremely important that software
discrepancies or errors be identified and corrected before the software is used by the SSME to avoid
engine or vehicle damage.

The HSL located at Marshall Space Flight Center (MSFC) provides a program-unique capability of
simulating SSME system operation at nominal and off-nominal conditions. The simulation provides the
capability of perturbating variables of software, hardware or internal engine operations to determine
the SSME system response in all modes of operation.

The present primary usage of the HSL is the design, development, and verification of the SSME
controller software. Other program uses of the facility include systems integration, system
characteristics definition, control system dynamic response definition and verification, and pro-
blem resolution support to Kennedy Space Center (KSC) and engine test sites. The operational soft-
ware that is used for SSME single engine testing, Main Propulsion Test Article (MPTA) testing and
KSC flight vehicle operation is verified at the HSL prior to usage. Thus errors or conflicts are
identified in a benign environment without program impact. The SSME software is flown tens of times
at the HSL before usage is authorized for flight operation.
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SIMULATION FACILITY

The need for a hardware simulation facility which incorporated a maximum complement of avionics

hardware was recognized early in the SSME program. NASA/MSFC started the initial facility design
efforts in the early 1970's, and the HSL was declared operational in 1975.

The hardware simulation incorporates as many flight components and functional stimuli as are
practical for the extensive testing required for system and subsystem analysis, validation, and
verification. A maximum hardware complement is used in conjunction with the hybrid simulation to
perform the following system tests:

Hardware Integration

Software Integration

Failure Mode and Parameter Anomaly Evaluation
System Dynamic Validation

Sensitivity Analysis

Special Effects Analysis

Live Engine Correlation

@ MmO WO To'm

The hardware simulation must be capable of cycling all phases of engine operation, including purge
sequences, startup, mainstage, shutdown, and post-shutdown.

The HSL can be divided into three major elements as shown in Figure 2. The elements are the
engine dynamic model, a complement of flight configuration hardware, and a simulation control center.

Engine Dynamic Model - Hybrid Computer

A hybrid simulation of the SSME is programmed on two CI5000 analog computers and one SEL 840 MP
digital computer. This simulation was developed from the mathematical models specified in the
Engine Balance and Dynamic Model Specification (RL00001) and the Engine Control Design Document
(RSS-8551). This simulator is programmed such that it will operate independent of or with any subset
of the flight-type hardware contained in the Simulation Laboratory Control Room. The engine, actu-
ators, and sensors are simulated on the analog computers. The digital computer is used to simulate
the main engine controller and to handle initialization and timing functions. In the all-software
mode, the simulation is used to evaluate and validate the mathematical models. In the standard
operating mode, the hybrid simulation supplies the engine internal pressure and temperature parameter
values to the Simulation Control Room where they are interfaced with the-SSME Controller, Figure 3.

A new dual AD-10 digital simulator using a DEC host will be brought on-line to replace the classic
Hybrid.

An engine simulation model of lower fidelity has been programmed on a PDP 11/34 computer to
provide a backup to the hybrid simulation. This backup enables continuation of HSL testing during
hybrid computer maintenance operations.

Flight Configuration Hardware

Flight configuration SSME avionics hardware usage is maximized at the HSL to gain simulation
fidelity. The major elements are a flight configuration SSME controller and propellant valve
hydraulic actuators. The SSME has five propellant control valves which are hydraulically actuated
These five hydraulic actuators are incorporated into the simulation facility and integrated into the
control system in the same manner as they are used by the SSME.

The HSL also includes spark igniters, instrumentation sensors, control solenoids, propellant
bleed valves and a pneumatic control assembly. A detailed list of SSME avionics hardware is in-
cluded in Figure 4,

Simulation Control Center

The simulation control center interfaces the HSL elements and acts as the command center for
testing. The center contains a Command and Data Simulator (CADS), test consoles, hydraulic actu-
ator load system, and a support system consisting of data recording/display and diagnostic tools
(Figure 3).
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A test is initiated with commands from the CADS to the SSME controller, SSME actuator positions
are sent to the Engine Dynamic Model which then supplies the sensor stimuli representing engine
internal parameters to the SSME controller. The controller outputs data and status to the CADS and
data recordings are made for further analysis.

Command and Data Simulator

The Command and Data Simulator (CADS) contains a digital computer that interfaces directly with
the main engine controller. It is used to simulate the Orbiter vehicle interface. The two primary
functions of the CADS are to send commands to the controller and receive and record from the
controller.

Test Consoles

Power-up, testing, and monitoring of all simulation flight hardware are controlled from the
consoles located in the Simulation Laboratory Control Room. The consoles include the capability of
fault insertion. Manual switch control is provided for SSME controller input and output lines. Thus,
in the case of engine control parameters, such as thrust chamber pressure where multiple sensor in-
puts are used, failure insertion can be accomplished to fail maximum, fail minimum, fail mid-range,
or insert a bias between sensor inputs. In the case of propellant valve actuators, the fault insert-
ion can be loss of command signal to the actuator or loss of position signal from the actuator.

Hydraulic/Actuator Load System

The five primary propellant valves on the SSME are controlled by hydraulic actuators. The
facility hydraulic system provides 3,000 psi pressure at the SSME required flowrate. Hydraulic
supply and return lines are sized to simulate the engine lumped line inertia to enable testing of
fluid system transients. During mainstage operation, the actuators are under dynamic stress due to
the flow of fuel or oxidizer through their respective valves. In order to simulate this loading, a
load actuator is coupled to each primary valve actuator. The load actuators are controlled by the
hybrid computer and can apply a physical load to the primary valve actuators that is representative
of the dynamic loading that will be experienced during actual engine operation.

Simulation Support System

The HSL includes the following Simulation Support System to accomplish data recordings, simulator
(program) handling, input features, and diagnostic tools:

a. Data Recording

(1) Strip-Chart Recorders
(2) Real-Time Printer
(3) Magnetic Tape

. Data Display CRT

Predetermined Initialization Input
Diagnostic Software

PDP/11-34 Computer for Data Analysis
History Memory System

Power Transient Generator

| HhOo RO O

MAJOR PROGRAMMATIC BENEFITS

Avionics and Systems Integration

A facility such as the HSL enables the first-time integration of controls and system in a
supportive test environment. The HSL has served as the site for initial integration of the SSME
controller to the the control system sensors, hydraulic actuators, pneumatic solenoids, the Orbiter
Engine Interface Unit (EIU), and the Flight Accelerometer Safety Cutoff System (FASCOS).
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The FASCOS development effort is an excellent example of maximum utilization of simulation
facilities for systems integration. The first FASCOS unit built was a rack-mounted breadboard.
Following build and laboratory checkout, the FASCOS breadboard was connected to a SSME controller
for the first time at the HSL. Initial testing verified interfaces and FASCOS hardware function.
The breadboard was then used for development and initial verification of the controller software.
A prototype FASCOS unit of the engine-mounted configuration was built and that unit was also inte-
grated with the SSME controller at the HSL. Formal verification of the controller software was
conducted at the HSL using the prototype unit. The prototype, together with the verified software,
were then exposed to single engine hot-fire testing. Usage of simulation facilities resulted in
of the FASCOS configuration into the SSME with avoidance of any delay at the test site due to
hardware or software integration problems.

Integration tests have also been conducted at the HSL to define engine hydraulic system pressure
transients for the Orbiter system. These simulations of the SSME hydraulic system operation verified
engine/orbiter interface pressure level limits and worse-case surge pressure transient response with
maximum propellant valve excursion rates.

Software Change Verification

The SSME control system provides flexibility due to the programmable digital logic. Thus changes
in operational sequence, function, limits, and redundancy management can be readily incorporated as
knowledge is gained throughout the engine testing and flight operation program.

These software changes are all subjected to verification testing at the HSL prior to engine
usage. The philosophy of change verification is to expose the avionics hardware and software systems
to a simulation of the expected as well as possible conditions. For example, if a change were to be
desired in combustion chamber pressure data processing to enhance redundancy management, verification
would require off-nominal and malfunction conditions as well as the expected operating profiles. The
HSL verification of such a change would entail normal start, mainstage, throttle up and down, and
shutdown operating mode simulations. Off-nominal testing would involve simulating bias of sensor
outputs and evaluation of control system discrimination. Malfunction testing would involve simulat-
ion of single and multiple sensor input failures. This testing would be accomplished using the
change in conjunction with the operational software configuration. Results of these simulations are
evaluated to ensure that operating characteristics and requirements of the SSME are satisfactory.
Satisfactory results can be incorporated into engine testing and flight operations. Conversely, if
undesirable results are obtained, the software design can be corrected without having endangered
engine or vehicle operation.

Launch Support and Problem Resolution

The HSL has proven a valuable resource in the prompt resolution of problems experienced at KSC.
Use of the facility for this purpose allows simulation and resolution of the problem and development
and proofing of backout procedures or corrections with minimum impact on the operational site.

An example of this was the supplementing of the Huntsville Operational Support Center (HOSC)
during the initial launch attempt for STS-1. During that operation, improper positioning of an
Orbiter cockpit switch resulted in generation of SSME Failure Identifications (FID's). Discussion of
FID's between the HOSC and HSL personnel resulted in identification of the probable cause as a SSME
input power failure. The HSL simulated a power failure and produced the identical FID's experienced
at KSC. A procedure for restoration of power to the SSME controller was developed and verified at
the HSL. HOSC reviewed HSL results and concurred with the procedure. HOSC communications with KSC
confirmed the error in switch positioning, reported the HSL simulation results, and transmitted to
KSC the verified power-up procedure. This entire scenario occurred in less than one hour and avoided
launch delay.

Another typical example occurred during preparation for FRF-2 for STS-6. Engine position two
experienced two HALT's and required usage of the ground support equipment memory loader to recover.
The HSL simulation capabilities were used to duplicate the HALT condition and to aid site personnel
in restoring SSME controller operation. Further simulation testing at the HSL resulted in identifi-
cation of the cause of the HALT condition, a correction for the problem and a procedure for avoid-
ing the condition. Usage of the HSL in this manner resulted in minimization of the time required to
restore operating conditions at KSC and avoidance of a schedule delay which would have resulted if
the launch site had been required for the extensive testing required to identify the problem cause
and its resolution.
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Engine System Malfunction Analysis

The fidelity of the HSL, including the engine model and hardware/software system response,
enables usage of the facility for malfunction analyses of the SSME system. Examples of this usage
include evaluation of thrust chamber coolant tube rupture and chamber pressure sensor port blockage
effects upon engine system operation.

In the evaluation of the effect of a nozzle tube rupture, the hybrid computer analog model was
changed to simulate an overboard bleed flowrate from the thrust chamber nozzle fluid circuit. The
bleed flowrate could be varied from one to ten pounds per second. Flight simulation runs were then
conducted using varying bleed flowrates to determine the engine control system response, with special
emphasis on position changes of the preburner valve actuator position relative to operating limits.

The simulation of the effect of chamber pressure sensor port blockage was accomplished by using
the test console features which allowed biasing a pair of sensor outputs, Flight simulation runs
were then conducted using pre-set biases to determine the effect upon engine system operation,

FUTURE APPLICATIONS

The HSL will continue to be utilized in the SSME program in its current role, with emphasis on
KSC launch support and software verification. Launch support responsibilities will be expanded as
Vandenberg Air Force Base (VAFB) becomes operational as a Space Shuttle launch site.

SSME controller piece part obsolescence has resulted in the requirements for a Block II controller
for future engine deliveries, This controller will require a different set of software. Formal
validation and verification of the Block II software will be major HSL activity in the late 1980
time period. The flexibility of the HSL design will allow usage of the facility to support both sets
of software with minimal facility modification,
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ABSTRACT

The paper examines the background of the Shuttle avionics system design and the unique drivers

With flight software

a unique and orderly approach of verifying the system as flight-ready for STS-1.
and implementation plan is discussed, and both technical problems and management issues are dealt

with.

A summary of "lessons learned" completes the presentation.

BACKGROUND

The approach

Before addressing the subject of this paper, it would be worthwhile to summarize the salient fea-
tures of the Shuttle avionics system in preparation for the subsequent discussion (fig. 1).
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The primary flight system (PFS) design is based on a centralized set of gquad-redundant gen-

eral-purpose computers (GPC's) within the data processing system (DPS) which provides the primary
mode of acquiring flight-critical sensor data, processing the data, and, finally, generating and
delivering guidance, navigation, and control (GN&C) commands to the various vehicle control elements

(Fig. 2).
2.

Additionally, a single GPC with independently designed and coded flight software, called the

backup flight system (BFS), is available to take over vehicle control through the primary bus struc-

ture from the PFS,
3.

if necessary.

The DPS bus structure contains 24 separate serial digital input/output (I/0) buses including

8 flight-critical (GN&C) and 5 intercomputer (ICC) buses, which provide for sensitive data communica-
tions and control through the GPC redundant set.

4,

The various multiply redundant inertial navigation and flight control sensors and effectors

must be in a constant state of readiness to perform the fault detection, isolation, and reconfigura-

tion (FDIR) functions.
5.

with the operational instrumentation (0I).

6.

The avionics and nonavionics system management (SM) function is performed in conjundtion

A three-string electrical power distribution and control system provides single fault-

tolerant power to non-flight-critical systems and dual fault-tolerant power to flight-critical sys-

tems (fig. 3).
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During the early years of the Space Shuttle Program, the avionics system was defined and under-
stood with regard to design requirements from the top downward, and it was assumed that the methods
used for system certification during the Apollo Program would suffice for the Shuttle. However, it
became apparent, as the various subsystem designs matured, that software would be increasingly domi-
nant in the system functions. In fact, the flight software would pervade throughout multiple levels
of the various elements as evidenced in the GN&C system (fig. 4).

With the significant improvements in capability of digital flight computers, the increasing im-
portance of software within a hardware design was not unexpected. The unexpected factor was the time
phasing of the software code design and development, which, because of the need to understand first
the hardware design and operating characteristics, lagged behind the hardware in subsystem test readi-
ness. A significant dilemma that emerged was a means of testing and certifying the lower level sub-
system elements in a reasonable time phase in the program with already developed hardware and imma-
ture flight software.

The complexity of the problem became apparent during laboratory testing of the various avionics
subsystems which were to be employed in the Orbiter 101 (Enterprise) Approach and Landing Test (ALT)
Program at Edwards Air Force Base in 1977. During the laboratory test period, which preceded the
flights by a year, concern was generated because of confusion arising in the following areas.

1. The scope of hardware certification, which generally was thought to be stand-alone line re-
placeable unit (LRU) (7.e., bTack box) testing, and its relationship with subsystem- and system-
level function and performance testing, usually requiring some of the flight software elements in com-
bination with hardware LRU's

2. The scope of testing necessary to declare the system ready to fly as compared to the test
and analysis necessary to provide specification compliance

3. Visibility of the requirements to meet both flight-readiness and specification compliance
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In 1978, following the ALT Program, several members of Rockwell and NASA engineering management
met for the purpose of addressing the previously mentioned problems before the onset of Orbital
Flight Test (OFT) preparations. At the meeting, it was decided (1) to modify the scope and relation-
ship of the Orbiter LRU certification and necessary subsystem- and system-level avionics tests and
analyses, hereinafter called verification, (2) to differentiate between mission-to-mission flight
readiness during OFT and operational readiness indicated by specification compliance, and (3) to de-
velop a mission-to-mission verification process with adequate rigor and visibility necessary to iden-
tify the specific requirements to meet flight readiness during OFT.

GENERAL APPROACH

To establish a verification process, it was first necessary to establish the relationship be-
tween hardware and software. In the case of the Orbiter DPS, flight software elements which were com-
monly resident in the GPC's supported the lowest level hardware LRU's. To treat these software ele-
ments, which effectively stand alone in function, and their hardware LRU counterparts as functioning
subsystems, the software elements were also called LRU's. Simply stated, verification may be de-
fined as higher level tests and analyses above the LRU certification level necessary for compliance
with predefined requirements. For purposes of Shuttle avionics verification, the various levels
range from the lowest stand-alone functional element (actuation subsystem) to the highest level of
integrated vehicle elements (mated Shuttle vehicle), as shown in figure 5. This definition also
infers that the avionics verification process would transcend project-level boundaries between
the various vehicle elements and would, indeed, be an integrated avionics verification process.
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As a result of the 1978 discussions, it became apparent that it was neither necessary nor possi-
ble to complete all verification tests and analyses required to achieve specification compliance
before the first OFT flight (STS-1). Instead, it was decided to address flight-readiness verifica-
tion on a mission-by-mission basis. The cumulative mission verification effort coupTed with a de-
fined analytical effort became the building blocks to complete specification compliance verifica-
tion (fig. 6). Finally, it was evident, because of the system complexity, that a highly visible and
rigorous process must be in place to assure that the necessary tests and analyses had been completed
to provide confidence in declaring system flight readiness.
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FIGURE 5.- SHUTTLE LRU CERTIFICATION AND SUBSYSTEM- FIGURE 6.- RELATIONSHIP OF FLIGHT-READINESS
AND SYSTEM-LEVEL VERIFICATION. VERIFICATION TO TOTAL VEHICLE SPECIFICATION
COMPLIANCE VERIFICATION.

In the case of the DPS and the GN&C system, the design teams were in place and were sensitive to
the relationship of their respective technical disciplines with the integrated avionics system. This
was not necessarily the case for the nonavionics disciplines, for which sequencing, control, and sys-
tem management functions for power generation, mechanical, and propulsion systems were provided as a
service by the DPS. To provide verification requirements visibility within the nonavionics systems,
three-man subsystem teams, consisting of one each software, hardware, and test specialist familiar
with each of the subsystem designs, were formed. They were responsible for using the various sub-
system specification and design documents to define a bottom-upward approach to the verification
requirements.

In the case of all systems, as the requirements were identified, they were mapped, using as a
reference hardware, drawings, software specifications, certification, qualification test, acceptance
test plans, and designer insight. The resulting "roadmap" identified the type of analysis, labora-
tory, and/or flight vehicle test necessary to accomplish verification for that specific element, func-
tion, or subsystem. Each roadmap stood alone but provided the foundation for higher level elements
in the verification tree (fig. 7). Each roadmap evolved into a verification plan which was jointly
negotiated between the Rockwell sponsor responsible for design and acceptance in the respective tech-
nical discipline and the NASA counterpart. Tests and analyses were conducted and results jointly
reviewed by the sponsors. The final conclusions were documented in a Verification Completion Notice
(VCN), which was signed by the sponsor counterparts. The resulting documentation (verification plan,
VCN, and associated test and data requirements documents) provided the desired rigor and traceability
to the process.

In summary, the role of the technical sponsors was the keystone to the verification process.
Each was charged with the responsibility of defining the verification requirements, determining the
method of test or analysis to meet requirements, defining the criteria for test site acceptance,
determining the data requirements for the tests, determining the pass-fail criteria for those data,
resolving test anomalies, reporting the test results, and, finally, determining the flight readiness
of his function or element. It is now appropriate to describe the technical and management tools nec-
essary to make the verification process work.
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DESIGN VERIFICATION APPROACH

The avionics design verification approach employed the following methodology.

1. Divide the total avionics system into technical disciplines.

2. Utilize the best technical resources for verification; i.e., assign the best technical per-
sonnel as verification sponsors for each technical discipline and determine the best combination of
test and analysis tools for the job.

3. Establish a framework for avionics integration.

Figure 5 shows the application of this logic tree process to the lowest levels. As a basis for the
verification, the sponsors treated both the hardware and the software LRU's as flightworthy elements;
i.e., the hardware LRU's were certified to withstand the flight environments, and software was in-
dependently tested to show requirements compliance.

The sponsor's challenge was to demonstrate the flightworthiness of his respective hardware
or software element to accomplish the mission. The following tools were used as appropriate.

1. Hardware and software laboratories and test facilities
Analysis programs

Airborne test articles

AW N

Shuttle flight vehicle prelaunch testing

The use of the flight vehicle was very restricted. The strategy was to perform the bulk of verifica-
tion through laboratory testing and analysis.
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HARDWARE AND SOFTWARE LABORATORIES AND TEST FACILITIES

The Flight Systems Laboratory (FSL) at Downey, California (fig. 8), and the Shuttle Avionics In-
tegration Laboratory (SAIL) at the NASA Lyndon B. Johnson Space Center (JSC), Houston, Texas (fig.
9), had been developed as the primary test facilities for avionics verification. Because of avionics
system complexity and for schedule considerations, the SAIL was developed for the ascent flight phase
and the FSL was developed for the descent flight phase. The FSL and the SAIL shared the on-orbit ver-
ification. Both facilities provided system-level open- and closed-loop capability, and SAIL possessed
a complete set of flight-type avionics hardware and cable harnesses.

Other hardware test facilities included the Flight Control Hydraulic Laboratory (FCHL), the JSC
Electronics Systems Test Laboratory (ESTL), Thiokol, the Main Propulsion Test Article (MPTA), and the
NASA George C. Marshall Space Flight Center (MSFC) Main Engine Simulator. Using these facilities,
the sponsor would typically develop and validate math models, establish open- and closed-loop func-
tion and performance, and confirm hardware-to-hardware and hardware-to-software compatibility.

Before a facility was used for formal verification, the sponsors performed site acceptance testing
using off-1ine analytical data as a reference. Site acceptance provided sponsor confidence in facil-
ity representation of the flight article.

ANALYSIS PROGRAMS

The sponsors used analysis programs to confirm stability and to verify dynamic performance
considering nominal and off-nominal conditions. The sponsors developed the analysis programs in par-
allel with the system design, development, and verification testing. The fidelity of the analysis
programs was updated by correlating their performance with test results. Eventually, the analysis
programs became key off-line analysis tools that could repeat test results and expand operating condi-
tions by parametric changes to establish envelopes about the design nominal. These analysis tools ef-
fectively supplemented the hardware test articles for complete system verification.
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AIRBORNE TEST ARTICLES

The Shuttle Training Aircraft (STA) and the SR71 flight test program supplemented avionics veri-
fication by providing in-flight characteristics to enhance sponsor understanding. Limited but valu-
able flight insights were derived through use of this technique.

SHUTTLE FLIGHT VEHICLE PRELAUNCH TESTING

Ground testing of the actual vehicle to be flown provided an extremely beneficial understanding
of specific flight vehicle characteristics. In addition to the rigorous ground checkout process,
which was an independent key element for committing to flight, specific verification ground tests
were accomplished on the flight vehicle. These tests required a higher level of assembly and integra-
tion than could prudently be accomplished in a laboratory. End-to-end flight control tests, dynamic
stability verification, and simulated integrated mission runs were typical types of tests. Because
these tests used both flight hardware and flight software, extremely high preflight confidence in the
integrity of the flight article was obtained.

To complete the framework for the avionics integration, a challenge emerged which required the

NASA and contractor institutional managers to coordinate their various technical resources and meet
a time-critical flight-readiness schedule.
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MANAGEMENT CHALLENGE

Because the various elements of the integrated avionics system were being developed by three
NASA field centers and numerous contractors, it was necessary to provide some means of unified con-
trol. The myriad of diverse program elements (fig. 10) had to be integrated by a process capable of
developing the confidence necessary to ensure that the avionics hardware and software system was
ready for flight within a defined time schedule. The control mechanism had to be capable of provid-
ing communication among the various program elements, system technical areas, and program management.
It also had to be capable of controlling all aspects of the avionics verification process without
restricting the feeling of personal accountability. In addition to providing for program biases, the
management function also had to be responsible for assuring availability of the tools necessary for
providing the test and the analysis data base required for proof of system flight readiness.

Taking into account these fragmented but critical activities, the complexity of the avionics sys-
tem, and the magnitude of verification requirements, it was necessary that specific management con-
trols be provided. These included the following.

. Obtain and maintain the commitment from the technical sponsors to do the verification job.
. Provide interface between the program elements.
Allocate test facility resources.

Resolve issues.

(3] R w ~N —
. .

Secure flight-readiness commitment from the sponsors.

6. Provide program management with focused visibility of verification progress and bring forth
unresolved issues.
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Early in 1978, the avionics verification management was established to provide these controls. It
encompassed all aspects of avionics verification and was focused through a management review team,
which presided over and administered the avionics verification activities. The team consisted of man-
agers from each aspect of avionics verification, as follows.

Management Working Group (MWG) Membership

NASA Rockwell
Systems Engineering Systems Engineering
SAIL FSL
NASA John F. Kennedy Space Center (KSC) Engineering SAIL
GN&C Engineering KSC Engineering

Flight Software Engineering

The MWG was provided with tools to assure their ability to control the process. These tools
consisted of the following.

VERIFICATION LOGIC TREE

The verification logic tree (fig. 11) defined the scope of avionics verification. It provided
a single source to relate the individual subsystem function to other elements in the integrated
avionics system. Each subsystem function is depicted in a block on the tree; relationships of sub-
functions are listed below each block. The tree provides a "bottom-up" hierarchy of subsystem func-
tions (such as flight control) to the higher functions (such as descent GN&C) and then to the top
function (integrated avionics). The verification Togic tree provided a reference tool with which
to measure the verification progress, to establish priorities, and to determine areas requiring

additional emphasis.
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INDIVIDUAL ACCOUNTABILITY MATRIX

Related to the verification tree was the matrix of sponsor accountability. As previously men-
tioned, success of the verification process depended on the involvement of the avionics system de-
sign personnel. This involvement was assured by developing an accountability matrix based on the
verification logic tree and assigning the appropriate NASA and Rockwell counterparts to each sub-
system or function and by obtaining commitments from line management that avionics verification
sponsorship was truly the individual's assigned task. In other words, the process was totally
reliant on the design community for the technical effectiveness of avionics verification. With-
out the commitment of the proper personnel to the process and the backing of the process by pro-
gram management, it would not have been possible to integrate and manage the effort required for
commitment to flight readiness.

MANAGEMENT WORKING GROUP
The MWG was the forum for administering the avionics verification process. It met weekly by
teleconference to review progress of avionics hardware and software system verification and to re-
solve issues impacting the process as shown in figure 12. Specifically, the functions of the MWG
were as follows.

1. Review and baseline the verification tests for each flight.

2. Review and approve changes to the baseline for new requirements (mission changes, software
changes, or delivery schedules).

3. Establish test priorities.

4, Review laboratory schedules.
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FIGURE 12.- VERIFICATION PROCESS FLOW AND DOCUMENTATION SUMMARY.
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5. Identify laboratory problems, hardware availability issues, and manpower assignments that
must be taken to program management for resolution.

6. Review verification issues.

The MWG provided the medium for sponsor interface with the laboratories, JSC, KSC, and MSFC. The MWG
was co-chaired by Rockwell and NASA, and decisions of the MWG Board constituted direction to the veri-
fication community to proceed. Any issues which carried impacts beyond the verification community
were taken forward to program management for disposition.

FLIGHT READINESS VERIFICATION PLANS

The Flight Readiness Verification Plans (FRVP's) provided traceability to the sponsor's verifica-
tion requirements and consisted of three parts: (1) verification roadmaps, (2) verification require-
ments, and (3) an approval sheet. The verification roadmap identified the verification tasks, the
test site, and the planned schedule for the tests. The verification requirements sheet defined each
verification task in general terms and assigned a tracking number to each task. The tracking number
was used to provide traceability from the VCN back to the FRVP. The approval sheet was signed by
Rockwell and NASA counterparts after the plan and the details had been coordinated. The FRVP, in
conjunction with the verification logic tree, defined the total task, which, when completed, would
provide a data base sufficient to permit signoff at each level of the commit-to-flight process.

These two documents provided the MWG with the necessary criteria for evaluation of the criticality
of remaining effort.

SUMMARY - WITH REFLECTIONS

The resulting verification process culminated in an intense but orderly effort which provided
the necessary confidence in the Space Shuttle avionics system to perform the STS-1 mission. The proc-
ess remains in place today and is providing the necessary incremental verification to determine
flight readiness for subsequent flights.

Throughout the effort leading to the first flight, the process provided the means for success-
fully resolving the conflicts which occurred during the integration of this complex system. Typical
were the significant problems discovered within the Orbiter entry flight control system during ini-
tial verification testing. A resulting major redesign within the flight software required major
replanning and schedule changes. During this period, the working relationships among the verifica-
tion sponsors (designers), the laboratory test teams, and the flight software design and test person-
nel led to mutual respect for the common objective: "Get the avionics system ready to fly!" Their
commitment to that objective minimized the conflicts that had to be resolved. Had management, early
in the program, understood the impacts of software involvement throughout the avionics system, the
Togjam of concurrent subsystem- and system-level testing resulting from late release of flight soft-
ware might have been minimized. As it was, the process lessened the logjam by integrating subsystem
requirements into system-level test runs. The message, however, remains: "In future programs, the
subsystem designs should acknowledge the need for an up-front verification strategy which minimizes
the labor-intensive laboratory test effort.”

Finally, the need to involve the designer personally in the flight-readiness verification proc-
ess for future programs needs to be acknowledged. This involvement includes not only the planning
phases of the verification but also the final decisions of system flight readiness. With the in-
creased interaction of future flight systems, the individual designers must be accountable for the
readiness of their respective elements for flight.
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GROUND/MAN-MACHINE INTERFACES
FOR ORBITER CHECKOUT

F. Herb Blackmon
IBM Test & Operations
Kennedy Space Center

ABSTRACT

This paper discusses the challenges presented by the concept of a reusable, cargo carrying space
vehicle, and how those challenges were met for the Space Shuttle. Areas discussed here include the
complexity of the vehicle, the ground support system, the onboard computer system, ramifications of
a reusable vehicle, and the turn-around objectives for Shuttle flights.

After six successful flights at the time of this writing, it can be safely said that the chal-
lenges presented here have been basically met.

INTRODUCTION

Adjacent to the Vertical Assembly Building (VAB) at Kennedy Space Center (KSC) is an APOLLO vehi-
cle, complete with all the stages required to orbit the Moon and return. The long, sleek and sharply
pointed configuration could be imagined to be a spear used by some mythological god to fling into the
heavens to bring down a passing star.

In the VAB, in preparation for a Space Transportation System (STS) flight is a configuration of
two Solid Rocket Boosters (SRBs), an External Tank (ET), and an Orbiter. Unlike the APOLLO launch
configuration, the STS Tooks bumpy, unsymmetrical, and no god would have any use for it. Indeed, the
STS configuration could be thought of as the bumblebee of space flight - it appears to be an il11-
conceived design, but does its job beautifully.

Although the appearance of the two vehicles is remarkably different, the technical aspects of
preparing each for, and accomplishing a launch are even more different. This article will present
some comparisons in vehicle complexity, ground support systems, objectives, and turn-around require-
ments to demonstrate how the STS challenges were responded to.

VEHICLE COMPLEXITY

As stated earlier, the appearance of STS is very different from its predecessors in America's
space ventures. The STS is several orders of magnitude more complex than earlier launch vehicles.
Indeed, STS is the first vehicle conceived, designed, and implemented strictly as a space transpor-
tation system. Earlier vehicles used to put payloads into space were, at best, quasi-military in con-
cept and design, and in some cases such as Thor, Atlas, Delta, etc. were military vehicles adapted
for use by NASA.

Several items may be compared between APOLLO and STS to demonstrate the increased complexity of
the vehicle: engines, control capability, computers, payloads, and landings.

Engines

The APOLLO vehicle, although consisting of three stages, can be thought of as a single engine ve-
hicle, since only one type of engine was ignited at a time. Even in the Saturn V first stage with
its five engines, the engines were arranged symmetrically about the center of the vehicle with the mid-
dle engine fixed.

The STS, in a nominal launch, also has five engines ignited. However, two of these are SRBs,
while three are the Space Shuttle Main Engines (SSME); and the engines are not symmetrical about the
centerline of the total vehicle.

The SSME's are liquid fueled from the ET and controlled by their own computer (Engine Control-
ler) which interfaces with the onboard computer system, while the SRBs are solid fueled and con-
trolled directly by the onboard computer system.

In some non-nominal situations, the STS can also utilize the two Orbital Maneuvering System

(OMS) engines to assist in later stages of the launch. These engines are liquid fueled from tanks
onboard the Orbiter.
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Control Capability

In APOLLO, the astronauts were "along for the ride" - that is, the launch and ascent were auto-
matically controlled by the ground and onboard computer. The crew had very few options if trouble
developed during the ascent into Earth orbit.

The STS has both automatic control and manual control. The automatic control is similar to
APOLLO. The manual control allows the pilot to manually steer the vehicle using the Rotational Hand
Controller (RHC) from SRB ignition through SSME shutdown.

The STS also has the capability, for non-nominal situations, of several abort modes: a Return-
to-Launch-Site (RTLS), a Trans-Atlantic Landing (TAL), an Abort-Once-Around (AOA), and an Abort-to-
Orbit (ATO).

Computers

The APOLLO configuration contained a single computer in the Instrumentation Unit which con-
trolled the vehicle's flight. The computer was preloaded with the flight profile, data, etc. and,
for ascent, had no crew interface capability.

STS, on the other hand, has five General Purpose Computers (GPCs) which control the vehicle's
flight and provide interfaces to the crew to allow them to make inputs during ascent. Four of the
computers run in a "redundant set" using the Primary Avionics Software System (PASS), while the fifth
is loaded with the Back-up Flight System (BFS). During ascent the four PASS computers synchronize
themselves over 300 times per second and pass data to the BFS computer to allow it to track the
flight. Should the PASS set fail, the crew can order the BFS computer to take command and provide
for a safe flight to either continue or return.

Payloads

APOLLO was designed to put a single payload into space - the crew compartment (and Lunar Excur-
sion Module) and its contents. It was strictly an exploration program to increase our knowledge of
near space through manned exploration.

STS is a service system designed to put many types of payloads into space. With its Remote Mani-
pulator System (RMS), or "arm", STS can deploy and retrieve payloads, shuttle them back and forth,
and perhaps even effect repairs on faulty payloads in orbit.

Landings

The APOLLO crew compartment effected a ballistic reentry with a water landing where it was
g]uc#ed from the water by a ship stationed in the landing zone, then transported back to the USA for
isplay.

The STS lands in a conventional aircraft manner on a landing strip using conventional areosur-
face controls such as elevons, rudder, and speedbrake, with retractable landing gear. It can then
be readied for the next launch.
GROUND SUPPORT SYSTEMS
The ground support systems of APOLLO and STS are as different in nature and complexity as the ve-

hicles themselves are. Indeed, the consoles of the STS ground system are said to be inverted APOLLO
ground system consoles!

ApolTlo Ground Support System

The APOLLO ground support system was composed of two ground computers which were transistorized,
large scale, serial, digital computers. One computer was Tocated in the Launch Control Center (LCC)
and communicated via a data 1ink with the other computer in the Mobile Launcher.

The two computers were required to be on-line and operational for checkout and launch so there
was very little redundant or backup hardware. There were numerous single-point failures, and nearly
50 percent of the hardware was located within a few hundred feet of the vehicle, creating hazardous
areas for maintenance.
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More than two hundred people were required to monitor the meters, lights, plotters, etc. used

in the Taunch complex to checkout and Taunch the vehicle. Data was obtained through fixed telemetry
streams and fed into the LCC for interpretation by the individual engineers.

Testing of the launch configuration was largely a serial operation. A particular subsystem
would have to be fully tested before the next subsystem could be started.

The net effect of this system was a long, tedious process to ready the launch vehicle for
flight.

STS Ground Support System

The STS ground support system, termed the Launch Processing System (LPS), is designed to meet
the rapid turn-around requirements for a reusable vehicle and to reduce the number of people involved
in vehicle testing and Taunch. At the same time, the LPS preserves the test engineer's direct con-
trol over checkout and Taunch procedures.

The LPS is a network of minicomputers (up to 64) which share a common data buffer to pass data
and commands between computers and the vehicle. Communications between the LPS in the LCC and the ve-
hicle is accomplished via a Launch Data Bus (LDB) which is "attached" to the GPCs onboard.

Two key differences between APOLLO and STS have been realized through LPS: visibility through
CRT displays (and thus digital display in engineering units of data) of status and data, and the abil-
ity to perform parallel testing.

Also realized through LPS, although not readily “seeable" to the user, is a high degree of flexi-
bility and redundancy. Since the LPS is a distributed system, any minicomputer can be loaded from a
master computer with a selected subsystem load. Thus, if a console and/or a computer fails, a spare
console/computer can be quickly brought up in its place. Critical system functions are backed up in
computers in such a manner that a switch can be made with minimum loss of data.

An overview of the LPS and its architecture is presented in "The Launch Processing System for
STS and DoD Space Shuttle" by Don G. Satterfield (IBM), published in the IBM/FSD magazine Technical
Directions, Fall/Winter 1981, Vol. 7, Number 3.
OBJECTIVES

The objectives to be met in producing the ground/man-machine interfaces for Orbiter checkout
were:

* Rapid turn-around - Initial requirements for an operational STS called for a 160 hour turn-
around (10 working days of two shifts each).

* Minimization of "fixed" software - The amount of software residing in the GPCs uniquely for
checkout was to be minimized as well as minimizing the ground software which was "fixed", that is,
tailored for a specific vehicle/payload configuration.

* Flexible capabilities - Provide engineers with "menu" selection of predefined tasks to be
done and provide the capability to perform contingency tasks.

* Complete vehicle checkout - Provide the capability to test the Orbiter in the Orbiter
Processing Facility (OPF), the STS (Orbiter, ET, and SRBs) in the VAB and at the pad, and the
pay]oad(sg at the Cargo Interface Test Equipment (CITE), OPF, and pad.

IMPLEMENTATION

The objectives spelled out have been met through implementation of computer programs in onboard
GPCs in PASS and in the LPS computers, and procedures for engineers to use.

Onboard Capabilities

The primary interface between the LPS and the vehicle is the Launch Data Bus (LDB). While a di-
rect mode between LPS and the command decoders onboard exists, we are primarily concerned here with
the mode where the LPS and the GPCs communicate. In this mode, polling on the LDB occurs between the
LPS and the GPCs every 40 milliseconds, with an established protocol being followed.
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Commands from the LPS may be directed to one of six "functional destinations" in the GPC and may
range from simply setting a discrete on in an MDM to initiating a series of commands to an actuator
in a predefined pattern up to 100 times a second for a Frequency Response Test (FRT).

Single function commands are sent through "operators" in either the Test Control Supervisor
(TCS) mode, or the System Avionics Command Support (SACS) mode, based on availability determined from
the Operational Sequence the GPC is in.

Functions such as the FRT reside onboard in Explicitly Coded Programs (ECPs) which are designed
to accomplish specific tasks. These are requested from the LPS via a single operator. The ECPs,
once requested from LPS, will execute, based on parameters from LPS contained in the request, without
further LPS intervention.

The PASS also uses the LDB to communicate with the LPS in the final phases of a launch count-
down. The LPS Ground Launch Sequencer (GLS) uses the LDB to send control commands to the onboard
Redundant Set Launch Sequencer (RSLS). LPS monitors Launch Commit Criteria (LCC) on the ground from
the STS and RSLS to determine the status of the countdown.

Another key element of vehicle checkout is the securing of data from the various subsystems of
STS. This is accomplished in PASS during vehicle checkout by the Housekeeping Data Acquisition (HDA)
function which reads the various avionics related hardware and provides the data via downlist to LPS.
The type of data and its format is selectable in predefined formats. So, unlike APOLLO with its
fixed telemetry stream, STS has selectable telemetry streams with selectable downlist data imbedded
ntit.

Finally, the PASS has several autonomous vehicle checkout capabilities which are usable from

the onboard keyboard/CRT system. These are called SPEC (Specialist) functions, and provide for
predefined test and checkout capabilities.

Ground Capabilities

The LPS, as discussed earlier, is composed of a network of minicomputers. Each console/computer
can support three operators who may be doing testing of different aspects within their subsystem in
parallel.

In addition to the computers at each console, minicomputers are used to interface to the LDB and
to receive data from the STS. These computers are called Front-End Processors (FEPs) and perform
such functions as preconditioning data, formatting requested commands properly for the LDB, switching
data formats, etc.

Engineers produce programs for the console computers using the Ground Operations Aerospace Lan-
guage (GOAL), written by IBM for use in LPS. This language is oriented for engineering terminology
and provides powerful, yet flexible capabilities.

In addition to the predefined capabilities generated through GOAL programs by the engineers, LPS
contains a Command Processing system whereby an engineer can "build" commands to be sent to STS via
the LDB. This capability allows the engineer to react to anomalous conditions and/or to accomplish
a minor task which would not warrant generation and validation of a GOAL program.

ENHANCEMENTS

In large, complex computer systems, initial designs are seldom completely adequate or
satisfactory. The STS checkout system is no exception to this. Many enhancements have been
suggested and are either already implemented or planned.

Drivers for these enhancements, for the most part, have been the reduction of "special®
considerations, greater flexibility, and increased visibility. For example, some enhancements
that have already occurred are:

* The selection of aerosurface 1imits for movement when the Orbiter is in a horizontal position
in the OPF or a vertical position at the pad. Initially these 1imits had to be "patched" in the PASS
to change them. Now, an entry on a SPEC function display allows selection.

* Increased communication of TCS status between PASS and LPS. Additional status parameters
have been added to ECPs to provide the LPS better visibility into reasons for rejection or failure of
ECPs.
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* Selection and 'saving of IMU parameters. Similar to the aerosurface 1limits, several IMU cali-
bration parameters change when the Orbiter is in different locations. Originally, the only way to
change these was via a patch to PASS. Now, on the IMU Calibration SPEC, the vehicle site can be
selected prior to calibration. Also, the IMU checkpoint data can now be saved on all areas of each
Mass Memory Unit (MMU) directly from the SPEC function.

The enhancement of ground/man-machine interface is not complete. Indeed, a task force of
engineers from the Space Shuttle community still meets periodically to consider suggested
enhancements which will make the system faster, more reliable, and easier to use.

SUMMARY

The STS is a very complex system which required a quantum step forward in the ground/man-machine
interface system for checkout. This step has been made with the combination of the LPS and the PASS,
so that the resulting system is:

* Flexible

*  Powerful

* Conducive to parallel testing

* Highly visible

* Conducive to multi-vehicle flow testing.
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ABSTRACT

This paper discusses the challenge faced in the development of an integrated ground and
on-board system for Space Shuttle terminal count management. The criteria considered in design-
ing this system are outlined with some attention given to examples of problems encountered in the
process of maturing the design.

INTRODUCTION

The integrated launch system developed in the Space Shuttle program requires a closely co-
ordinated effort between the ground system and the on-board system. The system had to bhe struc-
tured so that it would be flexible enough for more rapid reconfiguration than in past programs.
This was true not only for ground systems but also for the vehicle as well. This is a brief
overview of the development of the Space Shuttle terminal count integrated monitor and control
system.

SOFTWARE MANAGEMENT IS THE KEY

The Apollo launch support systems was composed of two camputers, one located in the mobile
launcher and directly locked to the vehicle, and one located in the Launch Control Center. These
two computers were connected via a data link which provided fixed telemetry streams to the Launch
Control Center for vehicle systems evaluation. The majority of the monitoring function was done
by Firing Room personnel looking at meters, lights, and plotters driven by the Launch Control
Center computer. Thus, the Apollo launch approach was essentially a fixed system which was
structured to provide a single sequential flow for wvehicle checkout and launch.

In contrast with the more restrictive approach for terminal count management as was used in
Apollo, the challenge arose in the Shuttle era to allow a more flexible design which would be
adaptable to the varied configurations of the launch vehicle. In order to achieve this flexibil-
ity a software architecture was designed for both on~board and ground systems to readily adapt to
any requirement changes. This approach not only allowed for the initial development of the inte-
grated launch system but also supports the basic concept of a multi-mission Space Shuttle
Program.

SOFTWARE DESIGN STRUCTURE
The on-board systems management software structure was designed based on individual system
inputs as to command/monitoring requirements. The terminal ocount and launch requirements were

considered by the systems during the definition and design of this software structure.

The ground systems software structure was designed to meet total system checkout require-
ments. These include the requirements for terminal count capabilities.
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CONTROLLING DOCUMENTS

During the process of defining these two software systems a interface definition document
(CPDS-150) was developed. The primary purpose of this document was to baseline and establish
configuration control of the Launch Data Bus (LDB) interface between the ground and on-board
systems. This interface definition encompasses both day-to-day test and checkout requirements as
well as specific terminal count requirements.

Various documents exist which control the requirements for terminal count activities. The
on-board software requirements (for terminal count) were specified in the Functional Subsystem
Software Requirements, Sequencing Requirements, STS 81-0026 (FSSR-26). The Launch Commit
Criteria (LCC), JSC 16007 and KSC S00000-3, documents were established and are maintained by JSC
and KSC. The Ground Launch Sequencer Description Document (GLSDD-OMI-S9005) establishes the
parameter monitoring and sequencing requirements for ground systems and vehicle systems activi-
ties in support of terminal count and launch. The above documents not only relate software
design requirements but also contain real-time anomaly guidelines such as hold/scrub situations.

SEQUENCE CONTROL

VEHICLE SOFTWARE

The flight GN&C software load supports all of the vehicle terminal count requirements.
These requirements include both the on-board sequencing as well as the system software necessary
to support ground initiated tasks. The on-board sequencing software has interfaces through the
GN&C systems software with both the Backup Flight System (BFS) computer and the Space Shuttle
Main Engine (SSME) computers. Through the use of these three software sets all Shuttle systems
are managed/monitored for terminal count.

GROUND SOFTWARE

The Launch Processing System (LPS) application software supports all the terminal count
requirements for ground systems and vehicle interfaces. Most of the terminal count activities
are incorporated in the Ground Launch Sequencer (GLS) application software. The remaining termi-
nal count activites are controlled/monitored by systems engineers via their own application
software. The vehicle interface for these activities is supported by the on-board GN&C system
software via the LDB and the PCM system. This interface provides the LPS access necessary to
control all wvehicle systems.

LIMITATIONS

It is now appropriate that a few software design limitations be discussed in order that the
reader fully appreciates how the challenge of interfacing the ground to on-board systems with the
required flexibility was achieved. Trade-offs of total software design capabilities were con-
sidered which resulted in today's limitations.

One of the primary limitations was that encountered with LDB structure. Design considera-
tions were vehicle weight and hardware design flexibility in choosing a serial interface over
parallel interfaces for the LDB. Additionally, software complexity and memory allocation were
drivers in the decision process. The resulting LDB structure allows 240 msec to complete one
ground to on-board transaction. This transaction may consist of a one-to-one task such as an
operate valve request, a predetermined and stored sequence of one-to-one tasks, or a special
coded flight software request for use in terminal count. A 120 msec timing may be achieved by
the ground requesting to inhibit the on-board response available in the protocol. The serial
data operation was designed with a redundant capability. This redundancy/design includes the
necessary data bus hardware as well as the ground and on-board software.

Another limitation which affected the terminal count protocol was the design of ground
software. Each firing room console (terminal count activities are controlled at the integration
console in the firing room) has the capability of running six application tasks in addition to
several other system software tasks. There are time critical functions in terminal count opera-
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tions which require stringent control of these six application tasks in order to avert a console
throughput (timing) problem. Increased oonsole throughput activities result in delayed and
inconsistent LDB operations.

Limitations for vehicle systems management arose as a result of constraining the number of
systems parameters to be processed and monitored on-board. This limitation is taken care of by
the ground system monitoring and processing of additional parameters.

The combination of the above limitations and several other factors led to the biggest chal-
lenge which was managing terminal count time critical events and time critical operations.

DESIGN CRITERIA

The design criteria of coordinating vehicle/ground clocks, performing retries of parameter
statusing and command executions, real time data manipulations, and managing potential recycle/
scrub activities greatly affected the integrated terminal count software structure.

TIME MANAGEMENT

Of prime importance in the integration of terminal count activities is the management and
control of the ground and vehicle clocks. Greenwich Mean Time (GMT) is the reference used by
both the ground and on-board software systems. By use of this reference the ocountdown clock is
initialized and controlled by ground system commands. Countdown time is used to initiate all of
the terminal oount events required by the wehicle and ground. The primary challenge in this
areas was the detailed analysis and coordination required to place each function at a specified
time with relation to its associated terminal count events. An example of the need for integrat-
ed timing requirements was the disposition of the delta that existed between the ground and
on-board time due to the on-board software delaying for main engine/vehicle structure stabiliza-
tion prior to the Solid Rocket Booster (SRB) ignition. This integrated effort was required to
achieve a comon T-0 lift-off reference.

RETRIES

The initial design requirement was to provide retry logic for anomalous conditions prior to
initiating corrective action or proceeding to the next countdown task. Due to previously men-—
tioned LDB timing constraints in conjunction with the requirement for nominal terminal count
tasks, the retry logic was found inappropriate and unachievable in most cases. Software verifi-
cation and validation testing gave the confidence required to assure that retry logic was not
mandatory for reasons of safety or for the high probability of an unsuccessful software/hardware
transaction. The data transmission "glitch" problems experienced during the Apollo era which
originally drove the retry design requirement were found to be non-existent with the Shuttle
hardware. The vehicle application software was structured to provide retry capability for
certain tasks based upon a systems analysis of potential problems which could be encountered.
Even though the ground application software utilizes minimum retry logic, provisions do exist in
the ground systems software to retry unsuccessful INPUT/OUTPUT transactions three times.

REAL-TIME OPERATIONS

The capability of manipulating all terminal count events to react to real time event and
parameter deviations was another requirement consideration in software design. In keeping with
this requirement, the software was designed to allow the bypassing of any terminal count task and
to change the limits of any terminal count analog measurement. Provisions were made in the
vehicle software for bypassing of certain vehicle monitor/command tasks in response to ground
system inputs.
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RECYCLE /SCRUB

Another criteria which influenced the integrated software design was capability to perform a
recycle or scrub operation at any time during the terminal count. Vehicle safing requirements
and ground/vehicle clock synchronization requirements were the primary drivers in implementing
the recycle/scrub requirement. Consideration for the implementation must allow for a continually
changing vehicle configuration and the need for both ground and wehicle software applications to
track the current status. In the design of the recycle/scrub software logic an analysis of the
independent on-board software to vehicle systems interface and ground systems management proce-
dures was performed to assure that the vehicle could be placed in a safe configuration. For
example the wvehicle application software was programmed to go through its predetermined set of
recycle/scrub safing commands and then terminate all activity to assure no interference with the
ground systems tasks. The ground systems primarily manage the reconfiguration of the vehicle
based on the countdown time at which a recycle/scrub was requested.

VERIFICATION AND VALIDATION

As previously mentioned, the primary integration effort required of the ground/vehicle for
terminal count operations was the detailed timing analyses to verify time critical operations.
In addition to the individual development center's analysis and verification processes, a highly
integrated test activity was implemented at the Lyndon B. Johnson Space Center (JSC) Shuttle
Avionics Integration Laboratory (SAIL) and at the John F. Kennedy Space Center (KSC) during
actual integrated vehicle functional testing. The results of this testing were fed back into the
ground and wvehicle software design requirements. Software changes were made after analysis and
trade-off studies were performed to determine whether adjustments could best be made on the
ground or on the vehicle. Software change lead time constraints played an important part in this
decision process. Numerous changes were implemented due to the timing analysis and testing
results. Adjustments to Launch Commit Criteria also caused numerous changes. Any change always
required additional analysis and a test program to insure that no unforeseen problems were
created or compounded.

EXAMPLE PROBLEMS ENCOUNTERED

It would be appropriate at this point to discuss several situations which were confronted
during the process of integrating the terminal count.

SRB LOCKOQUT MANAGEMENT

At a specific point in the countdown sequence, T-40 seconds, the SRB Multiplexer-
Demultipler's (MDM's) LL1/LRl moules 0 and 4 are commanded to the lockout state in preparation
for lift-off. At T-13 this same lockout function is performed for LL2/LR2, Initially, in order
to achieve this, the ground system was required to issue 20 LDB one-to-one transactions. These
commands required an unacceptable amount of time to accomplish at this point in terminal count.
This situation was analyzed by JSC and KSC and the best practical solution was found to be a
change to flight software. It provided an explicitly coded software function which would issue
the necessary commands to accomplish the lockout of LL1/LRl or LL2/LR2 based upon a single LDB
transaction. This transaction provided a positive response to the ground system to assure each
module was locked. The following is the list of commands for LL1/LRl that was initially perform-
ed from the ground via one-to-one transactions which required approximately 2.5 seconds for each
set of MDM's.,

- READ LL1 MDM BITE
— ISSUE LOCK LH SRB MDM LL1 MOD 0
- READ LL1 MDM BITE
IF BITE / 10007¢ EXIT SEQUENCE AND SET RESPONSE TO VERIFY FAIL
- ISSUE LOCK LH SRB MDM LL1 MOD 4
READ LL1 MDM BITE
IF BITE / 100074 EXIT SEQUENCE AND SET RESPONSE TO VERIFY FAIL
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- READ LRl MDM BITE
ISSUE LOCK RH SRB MDM LR1 MOD 0
- READ LR1 MDM BITE
IF BITE / 10007¢ EXIT SEQUENCE AND SET RESPONSE TO VERIFY FAIL
— ISSUE LOCK RH SRB MDM LR1 MOD 4
READ LR1 MDM BITE
IF BITE / 100075 EXIT SEQUENCE AND SET RESPONSE TO VERIFY FAIL
EXIT SEQUENCE AND SET RESPONSE TO VERIFY

The set of commands to perform the LL2/LR2 lockout would be identical to the above with the
LLl's replaced by LL2's and LRl's replaced by LR2's. The flight software change reduced the
ground system commands to one LDB transaction for each set of MM lockouts.

It was also determined that in the case of a recycle/scrub in which the MDM's had been
locked, the ground systems was unable to reliably time the unlock sequence using one-for-one
commands (700 + 100 msec). The difficulty was due to the unpredictability of LDB traffic and
ground software activity. It was determined that an existing "pulse mode" option, available in a
test and checkout configuration, would best provide the required capability in the prelaunch
flight configuration. Flight software was changed to provide this capability.

With this integrated effort the SRB MDM's may be locked and unlocked in a highly efficient
and reliable mode.

SRB HYDRAULIC POWER UNIT (HPU) START & GIMBAL PROFILE MONITOR

One of the most delicate tasks in the integrated terminal count sequence is the startup and
monitor of the SRB HPU's which occurs inside of T-30 seconds. Many hours of design, testing, and
data analysis were used to insure that the HPU's could be started in a timely manner without an
overspeed condition and that the SRB gimbal profile which immediately follows the startup seg-
uence would execute properly.

During the HPU startup sequence one GLS design requirement had to be waived in order to
allow the numerous HPU prestart commands to be issued in the time available. The requirement was
that any GLS command could be individually bypassed or have its command state altered during a
real time firing room environment. For the HPU prestart sequence it was decided to use the soft-
ware capability of issuing multiple commands via a single LDB transaction.

The potential inadvertant runaway overspeed at startup is monitored by the use of an LPS
application software technique known as Control Logic. Control Logic design allows the monitor-
ing of PCM parameters and an associated predetermined response independent of the actions requir-
ed of the normal application software. The turbine speed monitored for startup is higher than
the normal range of turbine speed. The normal GLS application software monitors the normal range
of the HPU turbine speed after startup has occurred.

In the process of vehicle testing flow for the first Space Shuttle launch it was found that
the enabling of this normal monitoring function was about 100 msec early and caused a shutdown of
the HPU due to an overspeed condition. This anomoly, which was caused by a controlled higher
initial speed in the start as requested by the HPU controller was not considered in GLS timing
and resulted in another detailed analyses of the ground to vehicle timing for terminal count.
The GLS enabling of overspeed monitoring was subsequently adjusted to correct this situation.

At T-21 seconds the SRB Gimbal profile is initiated by the ground software. This 4 second
test of establishing a positive, negative, and null position of the SRB Tilt and Rock actuators
required many hours of testing and analysis. Actual wvehicle testing along with the SAIL facility
produced the necessary data to provide the confidence of a good system checkout and a "go for
launch" status.

RECYCLE AFTER SSME START ENABLE COMMAND

An example of an integrated task which included the SSME controller is the potential main
engine shutdown initiated after the "start enable" command has been issued. Once the SSME con-
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troller has received start enable, it must receive the "start" command within 5 seconds or "start
enable" must be commanded again. The on-board application software is structured such that once
"start enable" is commanded. the only command that may be sent is "start". 1In the event that a
recycle occurs after "start enable" has been commanded, the time out between the two commands in
the SSME controller will occur but the on-board count cannot be resumed without a reload of the
computer.

The decision was made to change the on-board application software to reinitialize upon re-
cycle and thus allow a resumption of the count without reloading the on-board computer program.

STACKED RESUME

Whenever the on-board application software is requested by the ground or detects a limit
violation which causes it to go into a "hold", the ground has to issue a "resume" count request.
In the initial design, the on-board system software would accept and save a "resume" count
request sent by the ground even though a "hold" was not in effect. Then, when the next hold
condition occurred the stored "resume" would be executed immediately, which essentially would
negate the hold. This ocondition was discovered in testing and changes to both on-board and
ground software now precludes the possibility of the on-board inadvertantly resuming the count.

SERMARY

The challenges of the Integrated Ground and On-board Terminal Count development may be sum-
marized in three categories: task integration, software management, timing analysis. The many
functions that must be considered and implemented into a terminal count sequence require a super
- integrated effort among many contractors and many disciplines. The incorporation of these func-
tions into the software require a well managed software development organization. The
verification/validation that all functions will be performed in an efficient and timely manner
requires a dedicated test team approach.

The successful launch of STS-1 and subsequent flights is proof that the challenge of these
three important functions have been met and are continuing to be met for each launch.
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Orbiter/payload avionics integration testing is a relatively new activity in the shuttle program.
Payloads flown to date have shown extensive orbiter interfaces. This paper describes the three modes
of testing at Kennedy Space Center and Cape Canaveral Air Force Station used to verify orbiter/payload
avionics interfaces. These modes consist of orbiter testing using generic payload simulators, payload
testing utilizing the actual payload and a high fidelity orbiter simulator, and interface testing with
the actual orbiter and payload. Several special avionics techniques, such as the split flight
computer technique have been developed to accomplish this testing. Experience from the first six
shuttle cargoes is reviewed with emphasis on problems found in testing that would have hampered
mission success.

Opinions expressed by the authors are their own and not to be considered as official expression of the
Department of the USAF or the National Aeronautics and Space Administration,
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INTEGRATED DESIGN CHECKOUT OF SHUTTLE PAYLOAD AVIONICS INTERFACES

Many of the challenges that the Space Shuttle Program generated in integrated avionics have been
met and conquered by a variety of sophisticated techniques. In this session we have seen
presentations of the tremendous challenges associated with flight computer, ground computer, and
simulator hardware and software development. The challenges which we are going to discuss in this
presentation are very different from these previous areas. The challenges of these other areas have
been substantially met and resolved. In the area of checkout of shuttle payload avionics, however, we
are just beginning to understand the true nature of the challenge. In this presentation we will
discuss our approaches at Kennedy Space Center (KSC) and Cape Canaveral Air Force Station (CCAFS) to
perform checkout of the avionics interfaces between the orbiter and payloads. This presentation will
not discuss classified defense payload processing, We will, however, discuss integration of the
Inertial Upper Stage (IUS) with NASA payloads such as the Tracking and Data Relay Satellite (TDRS).
Also, the discussion of Spacelab processing will be limited because we have not yet completed Spacelab
processing.,

The primary challenge that we face is how to test shuttle and payload avionics so that we have
confidence that when the payload arrives on orbit it will successfully function. These interfaces are
definitely substantial. Table 1 shows a list of payloads carried to date on-board shuttle missions.
Several observations can be made from this table., First, even "simple" payloads like the OSTA and
0SS-1 pallets carried on STS-2 and STS-3 have significant avionics interfaces. Second, the amount of
interfaces between the orbiter and the payloads are growing as we fly more sophisticated payloads.
This trend will probably continue for some time. The Centaur, for example, will have more extensive
avionics interfaces than the IUS. Therefore, we have a significant challenge which is growing.

There are many factors which complicate this problem., Some of these are very unique to payload
integration. For example, for many of these payloads, the first time the payload avionics is actually
connected to orbiter avionics may be as late as 2 weeks before launch. A major part of the challenge
of interface checkout has been to define testing to detect problems in the interfaces as early as
possible. Another unique complicating factor is that in many cases we are dealing with organizations
outside of the Shuttle Program., In some cases, the users have been extensively involved with the
shuttle prior to arriving at the launch base; in others, they have not, In almost all cases, the
payload users are used to flying expendable boosters where the interfaces between satellite and booster
are very limited (e.g., separation indicators), The large involvement of shuttle hardware in payload
mission success (providing power, telemetry, attitude control, pointing, commands, etc.) is a new
phenomena to most users, Another major complicating factor is that the complex payload support
services provided by shuttle are just beginning to mature. The S-Band Payload Communications System,
for example, did not arrive at KSC much before its first use by a payload., This lack of experience
with this hardware at the launch base has complicated interface verification between cargoes and the
orbiter,

In order to meet the challenge of checkout of orbiter payload avionics interfaces, a system has
evolved which is based on three modes of interface checkout. This system is still evolving and is very
fluid depending on a specific payload user's needs. In general, these three modes are:

MODE A - CHECKOUT OF ORBITER SUPPLIED SERVICES UTILIZING ACTUAL ORBITER AND
GENERIC PAYLOAD SIMULATORS

MODE B - CHECKOUT OF THE PAYLOAD TO ORBITER INTERFACES USING THE ACTUAL
PAYLOAD AND A HIGH FIDELITY ORBITER SIMULATOR
(CARGO INTEGRATION TEST EQUIPMENT (CITE)) AT KSC

MODE C - INTERFACE TESTING UTILIZING ACTUAL PAYLOAD AND ORBITER

This mode of terminology should not be confused with the "levels of integration" used by NASA Cargo at
KSC. In using this "mode" terminology we hope to show how a cargo processing through the shuttle
launch site really consists of three distinct phases with different techniques and objectives. This
mode terminology will not be found in any formal documentation and is intended for clarity in this
paper.

The main purpose of Mode A is to verify that the orbiter is properly configured for a given
payload and that all of the orbiter support services are functioning,
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Mode B verifies the functioning of the major avionics interfaces between the actual payload and an
Orbiter Simulator (CITE). In addition to interface verification, several other types of testing are
performed in Mode B. Most payloads contain ordnance devices such as separation pyrotechnics which are
tested in this mode.

Most payloads have on-orbit control centers., For detached payloads these control centers are usually
not at Shuttle Mission Control at JSC. For example during STS-6, the Tracking and Data Relay Satellite
(TDRS) was controlled by a control center at White Sands, New Mexico. In order to verify these control
centers interfaces to the payload, an "end to end" test is usually part of Mode B. In this test
payload telemetry is sent to the control centers and commands are sent from the control centers to the

payload.

The other major test that is performed in Mode B is Mission Sequence. Most payloads have extensive
mission sequencing of events that involve the interfaces between the orbiter and the payload. A good
example of this is the deploy sequencing of PAM Payloads or IUS Payloads. In most cases, it is
impossible to test the interfaces involved in this sequencing after the payload has been installed in
the orbiter. This is usually due to installation of ordnance or lack of access to test points. In
order to test these interfaces, a Mission Simulation is run which includes launch countdown, on-orbit
checkout, deploy and post deployment operations., Items that are included in this testing are simulated
ordnance firing, power transfers, and umbilical separations.

Mode C checkout is the culmination of all previous testing, Mode C is the type of payload to
booster interface testing that has traditionally been performed at the launch site, i.e., post mate
testing, Test time for cargo after orbiter mate means consuming time in the orbiter schedule. This
time is expensive in terms of support dollars and is becoming less available as we try to reduce
turnaround time, Both of the previous modes can be conducted in parallel with other orbiter
activities, Mode A testing (orbiter with payload simulator) is generally a low level effort and can be
conducted in parallel with other orbiter servicing. Mode B testing (payload with CITE) does not affect
the orbiter schedule. By conducting these two previous modes we greatly decrease the risk that in Mode
C (post cargo mate) testing we will discover major problems that will delay launch schedule. This
saves real dollars in terms of test time and in preventing delays to the shuttle schedule.

In Mode C testing, the major objectives are functional verification of interfaces between the
cargo and the orbiter, "end to end" testing with spacecraft control centers, stray voltage
verification, and terminal count demonstration. Many of these tests were performed in Mode B testing
and experience from this testing is usually very applicable to Mode C. In fact, it is often possible
to verify solutions to problems discovered in Mode B during Mode C.

Several unique techniques have been developed to implement these three modes of testing. These

techniques are, out of necessity, very fluid and are constantly changing to meet individual payload
needs, Some of the more common techniques are described in following paragraphs.

MODE A CHECKOUT

Mode A checkout is performed in the Orbiter Processing Facility (OPF). Mode A checkout is
performed after the orbiter has been configured for the mission. Configuring the orbiter for a
specific mission usually consists of the following:

Installing Shuttle Mixed Cargo Harnesses (SMCH) Cables for Specific Cargoes

Installing Aft Flight Deck (AFD) Panels

Installing Payload Retention Fittings

Configuring Payload Patch Panel

Installing Interface Electronics

Ioading Orbiter Flight Software with Telemetry/Decom Format Loads

Install Remote Manipulator System (RMS), if required
In Mode A checkout generic payload simulators are used for the following tasks:

Sending simulated payload telemetry to Payload Signal Processor, (PSP)/

Payload Data Interleaver, (PDI)/Payload Interrogator, (PI)/Payload
Recorder/Communications Interface Unit (CIU)
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Sending commands via orbiter to simulated payload using PI/PSP/CIU/Multiplexer/Demultiplexer (MDM)
Verifying Payload timing buffer outputs to the simulated payload

Verifying Payload power voltage and current at Orbiter connect points

Exercise RMS electrical interface, if required

These generic payload simulators are basically racks of electronics capable of generating simulated
payload telemetry streams and receiving payload commands and timing. They are programmable to
generate/accept a wide variety of data types and rates. They are not designed as a specific payload
simulator (e.g., a TDRS simulator) but rather are designed to checkout generic capabilities. These
simulators are hooked into the orbiter at the same places that the payload will be connected. 1In this
way, we are able to perform "copper path" verification of the mission specific cabling used to support
the payload.

In addition to copper path testing, functional testing of orbiter support services is performed in
the OPF. For example, functioning of the Payload Recorder is performed. Perhaps the most extensive
functional testing performed is with the S-Band Payload RF System and the Payload Data Interleaver.

The OPF Communications and Tracking (C&T) Station is used to checkout the S-Band Payload System.
Both command transmission via the S-Band Payload System and telemetry reception are checked out in this
manner,

MODE B PAYIOAD TO ORBITER SIMULATOR - CITE

The foremost objective of testing a payload with an orbiter simulator like CITE is to minimize the
number of surprises encountered by first time testing and mating of the payload and orbiter. To
accomplish this objective, the Vertical Processing Facility, the Horizontal Processing Facility and the
CITE Control Room were conceived. The major initial design considerations were to use the Orbiter to
Payload interface control document in the design of the test stands, to use flight type avionics for
the Pulse Code Modulation Master Unit (PCMMU), PDI, MDM, PSP, PI and to use a smaller Launch Processing
Unit (LPS) type set for the CITE Control Room. These design considerations allowed procedures and
software used to test the payload to be validated prior to orbiter to payload testing.

Since the original CITE did not have a General Purpose Computer (GPC), LPS was designed to include
a "GPC Simulator" in CITE. This simulator controlled the acquisition of downlist, loading of the
PCMMU, PDI, and the command interface to the payload for uplink and Launch Data Bus (LDB) commands. It
in no way attempted to execute the GPC flight software. This design was more than adequate for OSTA,
0SS and IUS pathfinder testing.,

For OSTA processing, the original concept of processing a payload through CITE was to design an
automated sequencer in the LPS which would be patterned after the mission scenario., This concept
proved to be an error since the payload requirements and the mission scenario were very dynamic. The
LPS software could not be modified as often as required or verified and validated in time for future
payloads. A decision was made to return to more manual programs with simple display/command functions.
Therefore, the Operation and Maintenance Instructions (OMI's) would control the testing and software
redesign would not be necessary if the mission scenario changed. We also discovered the payload
community and the flight crew wanted to use the GPC flight software to the maximum extent possible.

As payloads became more complicated and the role of the GPC flight software become more involved
with the payload, it became apparent that a GPC, Display Electronics Unit (DEU) and Mass Memory Unit
(MMU) were necessary to support payload testing in the CITE facility. A CITE Augmentation System was
added which includes the GPC, DEU, MMU and an Eclipse Computer. The Eclipse computer simulates the GNC
computer of the Orbiter (e.g., state vector and uplink command routing). By using a GPC in CITE, the
CITE procedures could be transferred for use on the Orbiter. It was also determined that if flight
software required modification as a result of CITE test, there would be enough time between CITE test
and post orbiter/mate of the payload to incorporate the software change.

To support the payload for CITE test, the test stand is configured to support the payload in much
the same manner as in preparing the Orbiter in Mode A. Concurrent with the hardware reconfiguration,
the LPS Ground Software Development is performed. To validate the Ground Software and Flight Software
compatibility, a test prior to payload installation is performed where the payload telemetry stream is
simulated to match the Command and Data Annex. This is the first time all the software products are
truly merged.
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The major tests will be described under Mode C discussion since they are common to both CITE and
post orbiter mate testing, The only unique payload test performed in CITE is the Mission Sequence
Test. The purpose of this test is to perform a nominal mission flow using the flight data file and to
the maximum extent possible exercise the GPC flight software. If no flight software problems are
detected, this testing is not performed after the orbiter and payload are mated.

MODE C TESTING

Mode C testing is performed after cargo installation in the orbiter. For horizontally installed
payloads, this activity is performed in the Orbiter Processing Facility (OPF). For vertically
installed payloads, this activity is performed on the pad. This may be as late as two weeks before
launch. Mode C testing consists primarily of functional interface testing, "end to end" testing with
spacecraft control center, ordnance stray voltage testing, and terminal countdown demonstration.

After cargo installation and electrical connection to the orbiter, the first major activity is
cargo/orbiter interface test. The major purpose of this test is to perform a functional test of the
interfaces between the orbiter and cargo. The cabling which connects the orbiter equipment to the
payload and the orbiter services should have been checked out in Mode A. The payload side of these
interfaces should have been tested in Mode B. In Mode C, we basically perform the Mode B interface

testing with the real orbiter.

We face a significant challenge in this area because most of the orbiter support to payloads is
only available in on—orbit Orbiter flight software operational sequences (OPS). In some cases to test
significant interfaces, the payload must also be moded to on-orbit flight software modes. The
challenge we face is that the orbiter/cargo is still on the ground. Things that the orbiter/cargo are
programmed to do omorbit may not work on the ground or even worse may be hazardous to equipment and
personnel, Consider the disastrous impacts if the orbiter decided to fire thrusters to correct its
attitude or the upper stage decided it was time to separate,

In order to avoid this problem, we have developed several techniques. The central technique is
called the split computer, Diagram 1. Under split computer technique, two orbiter computers are
activated with different OPS. One computer is loaded with standard ground checkout software,
designated GNC9. The other computer is loaded with on-orbit System Management software, designated
SM2, The orbiter flight critical buses, which connect the orbiter computers to most of the flight
control and other flight critical equipment, are assigned to the GNC9 computer. This effectively safes
most of the orbiter because the GNC9 load will not perform autonomous subsystem commanding. The
orbiter payload buses which connect the orbiter computers to the payload multiplexer-demultiplexer
(MDM), PAM Sequence Control Assembly (SCA), PDI, and other payload equipment are assigned to the SM2
computer. The SM2 computer is thus able to communicate to the payload utilizing the on-orbit software.

There are several problems associated with this configuration. First, there is a significant
amount of orbiter equipment attached to "payload" MDMs. Included in the SM2 Computer is "special
processes" software, Special processes software consists of automated routines which perform
housekeeping of flight systems. For example, the SM2 computer monitors temperatures in the hydraulic
system and activates the hydraulic system and the hydraulic circulation pumps to keep the hydraulic
fluid from freezing. These are definitely things which could cause havoc during ground test. In order
to prevent this functioning, the applicable systems are safed by cockpit switches.

Another problem which occurs is that of downlink bandwidth., With normal vehicle control data
being downlisted by the GNC computer, payload interface data being downlisted by the SM computer and
Payload data being interleaved into the downlink by the PDI, we have several data sources all competing
to fill the 128 kbit downlink bandwidth. The normal on-orbit downlink/downlist formats cannot be used
because they do not have the kind of data required for ground operations., More specifically, most
on-orbit formats have a very small window for the GNC downlist. The prelaunch checkout (GNC9) load has
a large downlist (51.2 kbit) of data. At KSC, we like to monitor this data continuously because these
systems are hazardous (e.g., hypergolic systems). The large prelaunch checkout downlist cannot fit
into the small on-orbit window. In order to solve this problem, we have designed special downlink
formats that have all of the critical downlink information but still have room for SM and the payload
data. This is done mostly by decreasing sample rate of high frequency measurements and by specifically
planning to drop certain kinds of special test measurements (e.g., range safety) in parallel with

payload work.

The final challenge in developing this test configuration is to find a way to command both the
orbiter and the payload. Some of the payloads have their own dedicated umbilicals through the orbiter
T-0 umbilical (e.g., IUS/TDRS, PAM). This eases the command problems somewhat. Other payloads require
use of the launch data bus (LDB) for command., This presents us with a dilemma. We need the launch
data bus to control the orbiter flight critical systems as well as the payload. Normally at KSC we try
to keep the two launch data buses assigned to only one computer at a time to prevent confusion in the
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ground and flight systems. During STS-2 and 3 pallet checkout, we tried to pass the LDB between the
GNC9 computer when we needed to command orbiter flight critical systems and the SM2 computer when we
needed to command the payload. The result of this technique was a lot of confusion in the control room
as to what computer was being sent commands. This is a bad situation.

To solve this problem for later flows, it was decided to split the launch data buses. One data
bus is assigned to the GNC9 computer and the other to the SM2 computer. This presented us with some
confusion in our ground system with regard to how to route commands. Rather than implement some
routing software, it was decided to use two separate LPS sets in two different control rooms. Since
the normal control room is designated Firing Room-1, the payload control room is designated Firing
Room-X. This system has been used extensively for STS-5 and STS-6 with great success.

An additional fallout of this configuration is that the orbiter uplink can be used to command the
payload - either by RF or hardwire. Destination codes of uplink messages can be set to the GNC or SM
orbiter computer, The GNC machine receives the uplink messages from the Network Signal Processor (NSP)
and sends the messages to the SM machine via the Inter—-Computer Communication (ICC) bus, if required.
At KSC, we normally use the LDB for most command purposes because it is more versatile than for the
uplink for most ground testing. However, because the Orbiter community tends not to use the uplink for
ground checkout, the payload community has begun to use it more and more. In hindsight, it makes more
sense to use the uplink for payload checkout because payloads are designed to work on-orbit and there
is extensive payload support in the orbiter uplink software. We still use the LDB for payload checkout
but there is a definite trend to use more uplink commands by the payload community.

Stray Voltage Ordnance Testing simply consists of a demonstration that the orbiter systems do not
induce voltages on cargo ordnance lines and vice versa. This is not an electromagnetic compatibility
(EMC) test, since EMC testing is usually a design type test/analysis activity. We have performed some
minor EMC testing in the Orbiter (Example: Wireless headset compatibility in crew cabin with IUS
communications interface unit, CIU) but this is not normal. In stray voltage testing, we configure the
orbiter and the payload into prelaunch and on—orbit conditions and perform voltage checks on ordnance
lines. This usually involves activating a considerable amount of orbiter and payload equipment such as
RF systems, payload bay floodlights, hydraulic circulation pumps, etc.

"End to end" testing is also performed after cargo mate. Initially (STS-2) this test was combined
with Orbiter/Mission Control Center Compatibility Testing. As we have gained more experience with the
orbiter, the degree of payload to payload control center testing has increased, however, MMC to orbiter
testing has decreased. Thus, the payload control center "end to end" tests have been separated from
the Orbiter/MCC testing.

These "end to end" tests have become extremely complex affairs. Diagram 2 shows the control
center testing. No less than 11 separate centers were processing data. In fact, in one test we
shipped data from the IUS to Sunnyvale, CA (SCF) to Greenbelt, MD (GSFC) to Houston, TX (JSC) and then
to White Sands, NM (TDRS Control). This data criscrossed the country 3 times.

In "end to end" testing, we ship data from the payload to the user control center. The user
control center also formats commands and ships them to the payload. This is a test of the payload, the
data network, and the payload control centers.

The purpose of the terminal count demonstration test is to perform a dress rehearsal of the
countdown. STS-6 was the first time the payload community was actively involved in the demonstration.
This is because the IUS is very active in the terminal count., There are two critical command actions
which must take place in the last 9 minutes before launch. AT T-5min30sec, the IUS Inertial Navigation
System is commanded to free inertial mode (flight mode). This must be complete before Orbiter APU
start at T-5min. It must be commanded as late as possible, however, because due to software/hardware
limitations, the IUS navigation system has a limit of time on the ground in the free inertial state.
At T-3min59sec, the IUS is switched from orbiter power to Airborne Support Equipment (ASE) batteries.
This is to lower electrical power demand on orbiter main C power bus during ascent. The ASE batteries
have a limited ground budget so it is important to go on these batteries as late as possible.

In order to properly integrate countdown activities with the orbiter and to train both the shuttle
and payload launch teams, the payload functions were included into the STS-6 Terminal Countdown
Demonstration Test. During this test, it was discovered that the time required to issue the IUS
navigation to flight mode command and the delay until it was verified at the Checkout Station (COS) was
very long, In fact, it was so long that the operator at the Checkout Station did not have enough time
to call a hold prior to APU start. One of the most highly stressed rules at KSC is "You don't start
APU's unless you're ready to go." This is because APU fuel is a limiting factor during any hold. Most
important, if all of the APU fuel ground budget is used, it forces a several day reservicing and launch
slip. Based directly on the Terminal Countdown Demonstration Test experience, we changed IUS ground
software and procedures so that the IUS navigation command was moved back 30 seconds. This way, we
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were assured that the IUS navigation mode was completed at T-5min30sec instead of just starting at
T-5min30sec. This was a very important lesson to learn and it is possible that we avoided an
inadvertent payload hold on the STS-6 launch.

We expect that the STS-6 cargo is the first of many cargoes to have terminal count involvement.
Preliminary Centaur High Energy Upper Stage planning indicates the Centaur will have extensive terminal
count involvement. The Terminal Countdown Demonstration Test will probably grow to be a very important
payload/upper stage test in the future.

RESULTS

Now that we have presented a rather elaborate test program, the obvious question is "Is it worth
it?" Based on experience so far, we have found that this program regularly detects problems that could
cause launch or mission failures,

One of the major areas in which we have found problems in is flight software. In STS-5, 6 and 7
processing, we have found errors in the Command and Data Annex and the Master Measurement Data Bank
(MMDB). Improper command or telemetry/decom formats were in the data base. This could have caused the
wrong commands to be issued from MCCH/POCC or wrong interpretations of downlink telemetry. In STS-5
and 6, we also found that the flight software was improperly annunciating payload faults or displaying
data improperly on the on-board CRT. In some of these cases, it was possible to make fixes to flight
software before flight., In other cases, we were able to brief the crew to ignore certain alarms.

In a similar item, we discovered a CIU to Orbiter incompatibility during Mode A testing. The CIU
rejected the GNC State Vector transfer from the orbiter the first time it was enabled. This caused the
CIU to turn on a "GPC error" light on the CIU display panel. We found that if the crew simply cleared
the first time alarm (by pushing a clear pushbutton) that it caused no further problems.

During STS-5 pad testing of a PAM, a Sequence Control Assembly (SCA) failed. It issued several
inadvertent commands to the PAM and satellite, If this had happened in flight we might have damaged
flight hardware. The unit was replaced with a redesigned unit to preclude the failure mode.

During the terminal countdown test for STS-6, we found an incompatibility between Shuttle launch
procedures and the IUS. At T-1llmin,, the payload bay purge flow rate is lowered to lower the delta
pressure across the quick disconnect on the T-0 umbilical. This is in preparation for "popping" the
umbilical at liftoff. 1In terminal count demonstration test we found that the lower flow rate altered
the thermal environment of the IUS Redundant Inertial Measurement Unit (RIMU). This alteration was
sufficient to cause large drift in the calculated azimuth of the RIMU., If the first time this had
happened had been launch countdown, we certainly would have scrubbed the launch. Having observed this
in countdown demonstration test, we were able to research and explain it so it was not a concern on
launch day.

A similar item was observed regarding the Orbiter to IUS timing interface. At approximately
T-lhour, a final update of the on-board Greenwich Mean Time (GMT) in the Orbiter Master Timing Unit
(MTU) is made. During Orbiter to Cargo interface testing (Mode C), we found that an update of the MIU
caused the IUS to declare a timing fault and go onto its own internal time., The IUS reset back to
orbiter time within a second of the update. This, however, caused a Launch Commit Criteria failure in
the IUS ground computer. This would have caused significant problems on launch day if we had not been
expecting it, perhaps even a scrub.

There are many other examples of problems we have found that have had an affect on mission
success. The above examples are "typical" problems we find.

SUMMARY

We have described the three modes of checkout that have evolved at KSC and CCAFS for Payload to
Orbiter Interface Checkout. Mode A consists of copper path checks of mission unique wiring and
functional checks of orbiter supplied payload services such as the payload recorder and the S-Band
Payload system on the orbiter. Mode B consists of checkout with the real payload and a high fidelity
orbiter simulator. Typical testing that occurs in Mode B is CITE/Cargo interface test, "end to end"
test with control centers, ordnance test and mission sequence test. Mode C testing is performed after
cargo installation in the orbiter., This is similar to traditional booster to spacecraft integration
testing, but much more extensive. A full Cargo/Orbiter Interface test, and "end to end" test, Ordnance
test and a Terminal Countdown Demonstration test is performed.

These testing modes have found numerous problems with spacecraft processed at KSC and CCAFS to

date. This system will continue to evolve as more complex payloads arrive at the launch base with
increasingly compressed processing schedules.
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PAYLOAD/MISSION

STS-1/DFI PALLET
INTEGRATED ENVIRONMENT
CONTAMINATION MONITOR (IECM)

STS-2/0FFICE OF SPACE AND
TERRESTRIAL APPLICATIONS (OSTA-1)
PALLET

STS-3/OFFICE OF SPACE SCIENCE
(0SS-1) PALLET

STS-4/DOD 82-1

STS-5/TELESAT ANIK ON PAYLOAD
ASSIST MODULE (PAM) AND SATELLITE
BUSINESS SYTEM (SBS) ON PAM

STS-6/TRACKING AND DATA RELAY
SATELLITE (TDRS-a)/INERTIAL
UPPER STAGE (IUS-1)

INTERFACE SUMMARY

PAYLOAD MDM COMMAND INTERFACE

FLEX MDM INTERFACE

FLIGHT SOFTWARE/ON-BOARD CRT DISPLAY

ORBITER POWER

DATA IN GPC DOWNLIST (SM GPC)/COMMAND BY S BAND PM

FLEX MDM INTERFACE

FLIGHT SOFTWARE/ON-BOARD CRT DISPLAY

ORBITER POWER

DATA IN GPC DOWNLIST (SM GPC)/COMMAND BY S BAND PM
PAYLOAD TELEMETRY BY S BAND FM

RMS POWER/DATA INTERFACE

CLASSIFIED

SEQUENCE QONTROL ASSEMBLY (SCA) ON PAYLOAD DATA BUS
PAYLOAD DATA INTERLEAVER (PDI)

S BAND PAYLOAD SYSTEM (SIGNAL PROCESSOR/INTERROGATOR)
ORBITER POWER

FLIGHT SOFTWARE/AUTOMATIC SEQUENCING

ON-BOARD CRT DISPLAY

SUBSTANTIAL FUNCTION ON STANDARD SWITCH PANEL (SSP)

COMMUNICATIONS INTERFACE UNIT (CIU) TO PAYLOAD MDM
ORBITER STATE VECTOR TRANSFER TO PAYLOAD

FLIGHT SOFTWARE/ON-BOARD CRT

PAYLOAD DATA INTERLEAVER (PDI)

S BAND PAYLOAD SYSTEM (SIGNAL PROCESSOR/INTERROGATOR)
ORBITER POWER

POWER CONTROL PANEL AND STANDARD SWITCH PANEL

TDRS COMMAND VIA ORBITER S BAND PM

ALIL PAYLOADS HAD PAYLOAD RECORDER AND PAYLIOAD TIMING BUFFER INTERFACE

TABLE 1 PAYLOAD INTERFACE SUMMARY
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ABSTRACT

The Space Shuttle checkout is quite different from its Apollo predecessor. The complexity
of the hardware, the shortened turnaround time, and the software that performs ground checkout
have proven a challenging task to overcome.

Generating new techniques and standards for software development and the management struc-—
ture to control it have been implemented. New challenges await those that have been solved.

INTRODUCTION

Testing of the Space Shuttle's many systems to assure that the Shuttle is ready to refly is
a complex process. This paper will highlight some of the challenges in utilizing these computer
systems in the testing of the vehicle in a timely fashion and how these challenges are being met.

HISTORY

During the Apollo program, the Saturn launch vehicle was heavily computer controlled (via
the RCA 110A computers) and had virtually no cockpit control since the Apollo spacecraft was
totally separate. The ground computer programs were primarily assembly language, with very low
change rate. A very elementary user test language (ATOLL) was available for "linking" assembly
language programs and to perform simple command verification sequences. This capability allowed
KSC to automate the last nine hours of countdown to an almost hands-off point by the end of the

Apollo program.

Where the Saturn automation was primarily a command-by-command serial sequencing function,
the automation of the Shuttle checkout and launch preparation is a very complex scheduling
exercise, with complex operations to be performed. The tools provided were: 1) the LPS systenm,
with its GOAL user oriented language, capable of monitoring the measurements on the vehicle and
in the ground systems, and (2) the on-board computer system (DPS), which provided the linkage to
control, in a test environment, all the vehicle subsystem controllable during flight.

CHALLENGES

The complexity of the Space Shuttle has come to haunt us frequently in our efforts to auto=-
mate our turnaround activities -- from the sheer numbers of measurements to be monitored and
commands to be issued to the interrelationships of the subsystems. The flexibility of redundancy
makes a highly reliable wehicle to fly, however, a difficult one to test. Our earliest efforts
at automated testing were just to get the minimum amount of software written to get the job done
-- we did not have time for any more. As we progressed thru the STS~1 flow, the need o do
things faster, and more reliably became strong drivers. For manual operations, we found all the
many ways one could do them —- many which would not work!

We also found during the early flows that we were spending large amounts of manpower sitting
in the firing room waiting for a problem to occur. As problems decreaged because of systen
maturity, we still needed the same number of people on console monitoring data. This was meither
cost effective nor interesting. In order to have a cost effective system we had to veduce Piring
Room manpower.
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The shortening of the turnaround has been a constant driver to get things done faster and
more efficiently. (Reference Table 1). The STS-7 turnaround was 63 days and our target for
STS-30 is 28 days, a 60% reduction. This can be attacked several ways —-— decrease test require-
ments, accomplish the same tests faster, and accomplish more testing in parallel.

TABLE I. FLIGHT vs. TURNAROUND FLOW LENGTH

FLIGHT LENGTH

STS-1 2 years

STS-7 63 days

STS-8 49 days

STS-16 35 days (target)

STS-30 28 days (target)
SOLUTIONS

Our first approach at speeding operations up was to automate discrete activities. During
early STS-1 it would take us over two hours to power up the Orbiter. This drove us to a 24
hour/day operation in just one week to avoid the overhead of the daily power-up time. We are
currently powering up OV102 (STS-9) daily in less than 25 minutes. During this time period,
approximately 500 commands are issued via computer and approximately 50 switches are thrown in
the cockpit. How did we do it? First, each of the institutional support systems (EPDC, instru-
mentation, cooling and DPS) developed software to automatically perform each of their power up
functions with a minimum of manual intervention. Control of these programs was then centralized
at the integration console which cues each of the subsystem consoles when it is time to do a part
of their activation. Procedural steps which must be run manually are tutorially presented to the
console operator. This eliminates any unnecessary decision making in selecting the proper
support LRU's for the day and "filling in the blanks". It also allowed all measurement/feedback
information to be checked by the software.

Could these kinds of techniques be applied to other situations? Certainly, however, our
normal testing situation is not as easily predefinable on a day to day basis as power up. Today
we may want to test system A then B then C. Tomorrow we may need to test A in parallel with C
and then do B. There are many drivers to the order of testing -— manpower available to do a job,
Ground Support Equipment ready, compatibility of operations (downlist/downlink formats, GPC
memory configuration, etc.) and the Jjobs scheduled due to unexpected drivers such as equipment
failure and replacement.

In order to automate on a global firing room basis, we first have to automate individual
subsystem functions. This is currently underway. To assure that these functions can then be
integrated, a common set of groundrules (standards) have been developed to assure that subsystems
can communicate with one another and with the integration console in a uniform manner.

STANDARDS

A set of groundrules were established to design the application software. Early efforts
concentrated on standardizing the man-computer interface. Standards were developed for the use
of color on the CRT's and on how the data was to be displayed. Standards were developed on how
the engineer would use the CCMS keyboard to communicate to the application software. Later stan-
dards were developed that provided rules on how the software structure was to be designed. This
standard identified program types and the relationship of each type to the overall design of the
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software set. Application sets were defined along engineering subsystems, e.g., Hydraulics,
Environmental Control and Life Support, Electrical Power Distribution and Control, Data
Processing, etc. These Application Sets were assigned to a physical Firing Room console and
teams were established by console to produce the documentation and software.

Each Console Set Working Team is comprised of contractor and NASA system engineers from each
member Application Set, software specialist engineers, technical documentation, and quality
control personnel. The teams are responsible for producing console application software
requirements, software design specifications, and development and implementation of the software
itself. The teams meet on a regular basis to coordinate requirements and implementation
details. This highly orangized activity is opposed to the methods used earlier where a system
engineer had a broad, general set of requirements which he went off and coded to. Since most
programs were simple, stand-alone programs, this method was satisfactory. The increased level of
organization and coordination was driven by the increased complexity and interdependency of the
software which was required. Because this software was now going to be used at multiple sites
(VAFB), and because it would probably be with the Shuttle program longer than its designer, docu-
mentation became more important.

In addition to the oonsole set working teams, someone had to assure the consoles would
communicate properly with one another, and that subsystems required to support other subsystems
were aware of it. ‘This function is provided for by the Software Automation Subpanel. This
group's primary responsibility is the integration of the automation effort within the Firing
Roam.

STRUCTURE STANDARD

The Software Structure Standard establishes a software design that separates the overall
software function into primarily three groups. Display Driver programs are the primary man-
machine interface. The operator uses these Display Driver programs to initiate software func-
tions and also to view data on the engineering system. While looking at an overview display of a
Shuttle system, the operator may move a cursor to a target on the CRT which causes the overview
display to terminate and another Display Driver is to be performed which displays a particular
subsystem in greater detail. This Display Driver may have cursor targets that, when selected,
cause a particular command to be issued. The command feedback is displayed, allowing the opera-
tor visability into system response to the command.

Sequencer programs are designed to automate a particular function. There are Sequencer
programs that power-up a particular hardware system on the Orbiter. There are sequencers that
perform detailed LRU checkout. In general, a sequencer requires no manual control except to
perhaps supply program options, or respond to errors. A sequencer provides only limited operator
interface capability. Instead the sequencer interfaces with Display Driver programs to display
messages or to present prompts to the operator. The Sequencer program is also responsible for
recognizing and reacting to system anocmalies.

The third class of programs are those that bind the other program types together and provide
the continuity between one function and another. The main program in this type is called the
System Scheduler. The purpose of this program is to validate all requests to perform a function
against functions already in progress and the current hardware configuration. It also estab-
lishes a relative priority among functions and will interrupt one task to execute a task of a
higher priority. The System Scheduler is the hub of inter and intra console software
communication. When one program needs to communicate to another it sends the request to the
System Scheduler which will validate the request and relay it to the proper receiving program.
This same scheme works when one Application Set needs to send data to or request data from
another Application Set. This standardized communication scheme provides the linkages that form
an integrated Application Set and ultimately an integrated Firing Room software design.

CONSOLE STATIONKEEPING

In order to solve the problem of decreasing the number of engineers required on console
during relatively quiet periods while other subsystems are testing, we developed a concept called
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"Stationkeeping", (frequently referred to as "babysitting"). Depending upon the system being
station-kept, the level of monitoring of functions and automatic response varies. All systems
have a set of measurements which are monitored for anomalous conditions. In general, these meas—
urements are monitored against limits in the Front End Processors. When a limit is violdated, an
interrupt is sent to the GOAL program at the console. In response to this interrupt, the program
then evaluates a set of related measurements to determine what, if any, the failure was. A
message indicating the failure is then sent to the operator. 1In the case where no operator is
present, the message is routed to the Integration console for display to the operator there.

What happens in response to an error? Here again, this is system dependent. In DPS, any
failures which degraded the testing support (such as a GPC failure) caused data oollection to be
automatically initiated and a proposed plan for recovery to be displayed to the operator. If the
console operator selects to perform the recovery plan, all steps which can are automatically
executed. Any steps requiring manual actions are presented in a tutorial fashion. This
software, in essence, is a canned "expert system engineer" who knows what to do ahead of time in
all predictable failures. There undoubtably will be cases which the software was not designed to
cover. When these occur they will be added into our software, thus teaching our "expect" some-
thing new.

The concept of stopping to provide the console operator with an option to perform the re-
covery sequence or not is not used in all cases. In many instances, because of possible hazards
involved or potential hardware damage, recovery is invoked automatically. Loss of cooling is an
example where steps are automatically taken to restore cooling to the vehicle without operator
intervention.

Once we developed the concept of stationkeeping software for systems when engineers were not
going to be on station, it was just an extension to also use this same software when the engineer
was on station. This helps in assuring the appropriate data is taken when a problem occurs and
that the correct steps are taken to correct a problem. This allows less experienced engineers to
become console operators. The stationkeeping concept has also been extended to systems such as
hydraulics to provide their "incident prevention" software which causes emergency hydraulics
power down whenever anything is detected which indicates the system is incorrectly configured or
samething critical has failed which could result in hardware damage.

In the case of DPS, in order to have Integration console do their stationkeeping a number of
support functions had to be performed from the Integration console (i.e., format changes, launch
data bus switching, I/O resets, etc.). This was easily implemented using the communication tech-
niques described above. As the system matures, additional capabilites will be added to the Inte-
gration console menu of DPS functions to increase the amount of time stationkeeping can be active
from the Integration console.

Although our stationkeeping software is still under development, we have already begun to
reap the rewards. DPS stationkeeping software went on station during STS-6. Approximately 80%
of the flow is now done with no one at the DPS console. This solves many problems:

o More cost effective utilization of manpower.

o Improved morale by decreasing shift work.
o Allow engineers to work more interesting tasks.

THE CHALLENGE IS NOT OVER

The solutions that have been outlined have a common denominator. They all require highly
integrated and complex software. Early efforts at automation isolated top level functions from
one another to minimize the amount of interaction between software elements. This methodology
worked fine but it would not support an environment where multiple semi-independent operations
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Firing Room environment is exactly what is needed to produce a turnaround concept that minimizes
human intervention and decision making. Now that we have solutions for our past challenges, new
ones confront us in our efforts to control this huge ball that has begun to roll called "automa-
tion". The software development tools that we have used in the past were fashioned after our
level of sophisticated software which in most cases was crude. The new challenge that we face is
to produce the software development tools and techniques that will keep the automating ball roll-
ing in the right direction and speed so as not to swallow up those of us in its path.

For the most part, mathematical models of the various Shuttle and ground support systems
were used to verify the checkout application software. Our. simulation capability is called the
SGOS (Shuttle Ground Operations Simulator) system. It consists of math models executing under a
real-time operating system in one of our ground data processing computers and another computer
that supports the Orbiter and ground data links, buffering, and data conditioning between the
Firing Room and the real-time operating system. To the Firing Room personnel and their software
executing in the oonsoles, a high fidelity math model will provide measurements and react to
commands identically to its hardware counterpart. The math models would adequately allow the
engineer to debug and verify his mostly manually controlled programs, but they were not to the
level of fidelity to simulate a total system response to a stimuli. The need to have high fidel-
ity integrated models of hardware was an obvious priority when we began our automation effort.
Once high fidelity models were produced, we quickly ran into the limits of the real-time simula-
tion capabilities. Unlike other NASA centers, we don't have dedicated computers for our math
models to run in. Instead we designed a real-time simulation operating system that would time-
share the computer resources with many other operations. Because of this constraint, the problem
of increasing the simulation capability without taking over the whole computer and still main-
taining real-time response proved quite challenging. The end result of this challenge is affec-
tionately known as "Big Sim". The system has just been released for Firing Room use. It triples
our model capacity while spreading out its operating system responsibilities so as not to signi-
ficantly increase processor usage. With this increased capability, we are now able to integrate
enough system models to simulate a total Shuttle at the Pad with the required ground support
equipment. For the first time we will have the capability to provide launch countdown simulation
with high fidelity math models. "Big Sim" is a necessary and welcome addition to our expanding
collection of software development tools.

Software development is a lengthy and time consuming process. Requirements must be
generated, software specifications must be developed, and the programs themselves have to be
coded, debugged, and verified. Each of these steps have to be reviewed and approved. The whole
process is complicated even more by our overall objectives to significantly increase the level of
integration between systems. The automation effort requires a substantial committment by NASA
and its contractors to supply the necessary manpower to implement these concepts that have been
discussed. This software development effort coincides with our requirement to shorten Shuttle
turnaround and to process multiple Orbiters, ET, and SRB's in parallel. All this must be done
within the current manpower ceilings in order to remain cost—effective. How do we do it?

We are currently working on a software system that will take a software specification as
input and generate an application program. The system is called LAP (Launch Processing System
Automatic Programmer). The specification document written in a user oriented language is pro-
cessed against the rules of our Application Software Structure Standard. The output will be an
application program meeting the software specification requirements and also conforming to the
Structure Standard. This automatically generated program should be much easier to debug because
only high level logic needs to be checked instead of a module by module debug. This system is in
the very early stages of implementation, so it is too early to tell how efficient the end product
will be. Because few of our application programs have been optimized for speed, we do not expect
the inherent degradation of performance usually associated with adding another layer of software
between the programmer and computer to be much of a problem.

We have accomplished a lot in our automation efforts to date, but the job is far from
complete and we continue to meet challenges on a daily basis.
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INTRODUCTION

Shuttle navigation, for the purpose of this report, is defined as the determination of Orbiter
position, velocity, and attitude and associated effort. This, together with guidance, flight con-
trol, consumables, and systems management, is required for classical navigation - successful movement
of a craft from an initial to a final destination.

Position and velocity propagation (the extrapolation in time using an initial estimate) requires
the measurement or modeling of the gravitational, aerodynamic, and rocket engine forces acting on the
vehicle. Position and velocity determination is performed using observations such as the distance to
external features, the rate of change of such a distance, and the direction toward the feature. On-
board state propagation is more often the mode of state knowledge maintenance, as is shown in table
1, since the ability to determine position and velocity using such observations is limited. An over-
view of Shuttle navigation is presented in reference 1.

TABLE 1.- SHUTTLE NAVIGATION SYSTEM

Navigation systems Ascent Descent Orbit
Orbiter State? Propagation State propagation,
propagation and determination attitude determination
Ground State State Orbit
determination determination determination

aState: position and velocity.

By state is meant that set of parameters which adequately describes the translational and/or
rotational situation of the Orbiter. The actual state parameter set maintained onboard sometimes
includes acceleration and system biases; however, most of the time, it is limited to position and
velocity.

CHALLENGING AREAS

Shuttle navigation as accomplished during the initial flights was challenging in at Teast three
respects: the use of off-the-shelf redundant conventional navigation equipment and the project goal
to successfully return the vehicle and crew after two nonsimultaneous failures; the need for accurate,
timely ground-determined position and velocity during ascent; and navigation during descent from orbit
through rollout.

The management of redundant Inertial Measurement Units (IMU's), the use of redundant Tactical
Air Navigation (TACAN) equipment, the use of triple state maintenance, and the details of descent nav-
igation have been presented in reference 2. The following material contains a review of ascent
ground state determination and selected descent navigation areas.

ASCENT GROUND NAVIGATION

A ground-based system (state calculation performed by a ground computer) was developed to sup-
port the ascent flight phase during the interval from 1ift-off through about 1 minute past main
engine cutoff (MECO). This system provided the ground flight control team with a capability to moni-
tor onboard navigation system performance and to protect engine cutoff conditions as necessary with
an update to the onboard position and velocity. A capability to update the onboard state after MECO
was provided to protect ascent abort options - primarily the ability to return to a landing site
within one revolution.
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Figure 1 shows these update opportunities. Both C-band (range and angle observations) and S-
band (range, Doppler, and angle observations) tracker data were used in the Houston Mission Control
Center (MCC) computers to determine position and velocity. The transfer of state information to the
Orbiter is done in the form of a correction using differences between onboard and ground knowledge
during powered flight. The onboard state vector is replaced as necessary with ground information dur-
ing free flight.

I OMS-1

PRE-MECO
STATE POST-MECO

STATE UPDATE

UPDATE
(AR, AV) (T,R,V)
s AS REQUIRED

REQUIRED

TIME
RANGE
DOPPLER
ANGLES

GSFC

TIME

RANGE
RANGE SAFETY - MCC
ANGLES

OMS - ORBITAL MANEUVERING SYSTEM
KSC - KENNEDY SPACE CENTER |
GSFC - GODDARD SPACE FLIGHT CENTER

FIGURE 1.- ASCENT STATE UPDATE OPPORTUNITIES.

The ground pre-MECO performance is shown in table 2. Position accuracy has been 300 to 1100
feet, well below a 6000-foot goal. The critical parameters, radial and downtrack velocity components,
ranged from 3 to 20 ft/sec and 2 to 5 ft/sec, respectively, compared to a required accuracy of 50 and
40 ft/sec.

Figure 2 is a sketch of the post-MECO geometry. One minute of tracking data is available from
which to determine the orbit. During this time, the vehicle covers about 40 of travel. The task is
to determine the orbit semimajor axis (SMA) to 1 nautical mile or the perigee altitude to approxi-
mately 2 nautical miles. The insertion altitude (post-MECO) is approximately 60 nautical miles and
the Orbiter skims the Earth to reach 150 to 160 nautical miles halfway around, at which time a maneu-
ver is performed to circularize the orbit.

An accuracy in the semimajor axis of 0.3 nautical mile or better has been achieved as shown in
table 3. The position was determined to a few hundred feet on most flights. Orbit plane was deter-
mined to about 0.019, These accuracies were achieved through the use of a Kalman filter and measure-
ments from multiple trackers, accurate atmospheric refraction models with constants reflecting Taunch
day conditions, and by including measurement bias and vehicle thrusting as state elements. Inter-
active controls and displays allowed for some inflight ground user control such as the adjustment
of the filter state noise for powered versus free flight and the assessment of the quality and
validity of navigation results.
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TABLE 2.- STS ASCENT DELTA STATE UPDATE ERRORS
(MECO MINUS 30 SEC)

Flight Position errors,2 ft Velocity errors,
ft/sec

U v W Mag u v W Mag
STS-1 300 100 100 330 3 2 2 5
STS-2 100 50 50 120 5 3 2 7
STS-3 500 100 -300 590 10 -5 -5 13
STS-4 1000 500 300 1160 20 5 5 22
STS-5 -300 200 300 470 -10 5 7 14
STS-6 500 400 -200 670 10 5 -5 13
Predicted (30) 40 20
Required (30) 50 40

ay = radial, V = downtrack, W = crosstrack.

FIGURE 2.- POST-MECO ORBIT DETERMINATION.
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TABLE 3.- STS ASCENT GROUND NAVIGATION ERRORS
(MECO PLUS 60 SEC)

Flight Position, ft SMA, Orbital plane,

n. mi. deg
U v W

STS-1 -100 100 40 0.3 0.007

STS-2 70 10 -50 -.1 -.012

STS-3 41 31 -58 -.2 .005

STS-4 220 65 30 ~.2 .007

STS-5 -1350 300 -100 ~.3 -.012

STS-6 40 50 40 0 -.005

Predicted (30) 0.5

Required (30) 1.0

Onboard post-MECO errors are shown in table 4. The onboard navigation state has never been
updated by the ground because the errors are small.

TABLE 4.- STS ASCENT ONBOARD NAVIGATION ERRORS
(MECO PLUS 60 SEC)

Flight Position, ft SMA, Orbital plane,
n. mi. deg
] v W
STS-1 700 -300 -4200 0.1 -0.04
STS-2 700 -600 -3000 -.5 -.03
STS-3 600 -200 -3200 0 -.04
STS-4 300 300 -3200 ol -.04
STS-5 200 -300 -1800 -1 7 -.02
STS-6 -600 100 -2100 -.2 -.03

ENTRY NAVIGATION

The entry pre-deorbit activities include establishment of a knowledge of IMU orientation using
star trackers and the transfer of an accurate state vector from the ground to the Orbiter. On some
flights, there is provision for a downtrack position update between the deorbit maneuver and 400 000
feet altitude (entry interface).

Figure 3 shows events and altitudes. Use of altitude data derived from IMU measurements starts
at 235 000 feet altitude and continues until barometric altimeter data are used at about 84 000 feet.
TACAN range and bearing data are used from about 135 000 feet until microwave landing system data are
used at 17 000 feet altitude.

105



ENTER DESCENT DOWNTRACK

NAV SW THREE STATE DEORBIT POSITION
STATE VECTORS UPDATE MANEUVER  ADJUSTMENT ENTRY
" \ + + : INTERFACE 400 000 FT ALTITUDE
J—— 1

235 000 FT

DERIVED ALTITUDE
DATA PROCESSING

TACAN DATA
PROCESSING,
MSBLS - MICROWAVE SCANNING BEAM LANDING SYSTEM 135 000 FT

DME - DISTANCE MEASURING EQUIPMENT

BAROMETRIC ALTIMETER
DATA PROCESSING, 84 000 FT
ONE STATE VECTOR

B>
MSBLS DME AND
AZIMUTH

MICROWAVE LANDING SYSTEM
DATA PROCESSING, 17 000 FT

>

MSBLS ELEVATION
TACAN

FIGURE 3.~ DESCENT ONBOARD NAVIGATION.

BASE VECTOR

The accurate propagation of an initial state vector to entry interface is affected by trans-
lational effects from rotational maneuvers, drag, and vehicle outgassing or venting. These effects
were reduced by procedures designed to minimize the time between ground state determination and entry
interface, minimizing the rotational maneuvers, and use of attitude-dependent drag force models.

The position accuracy at entry interface has ranged from 0.2 to 0.8 nautical mile. This is
small compared to a 5-nautical mile 30 predicted accuracy because the propagation interval was
greatly reduced from that originally expected.

DOWNTRACK ADJUSTMENT

A capability was developed to quickly determine downtrack position and adjust the onboard vector
if necessary in the region between the deorbit maneuver and entry interface. The procedure is to use
S-band range and Doppler data directly to determine the downtrack position error in the onboard state
and then calculate the adjustment to the onboard vector timetag required to move the estimate of posi-
tion forward or back along the orbit path. The timetag adjustment is voiced to the flightcrew for
manual entry into the onboard computer.

The range measurement is used at vehicle acquisition near the horizon, at which point most of the

downtrack position error is reflected in the differences between the observed range and the range com-
puted using the onboard state vector (fig. 4).
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FIGURE 4.- DOWNTRACK POSITION ADJUSTMENT TECHNIQUE.

The Doppler measurement is zero as the vehicle passes by the site which, given good orbit shape
and plane information, enables downtrack position to be easily determined. The two independent deter-
minations of downtrack position are compared. No adjustment has been made on any of the flights to
date because of the very small errors in the base vector. The adjustment technique has been accurate
to at least 1000 feet (0.04 second).

IMJ _ORIENTATION

The IMU orientation accuracy requirement for descent support is 0.53° with a design goal to pro-
vide for desired system performance margins of 0.26 deg/axis. Orientation knowledge is accurate to
about 0.06 deg/axis 1o using the star tracker for initial determination and 0.08 deg/axis 1o using a
crew optical alinement system. These accuracies allow for 3.3 hours of IMU drift from the last aline-
ment to entry interface. IMU drifts are calibrated in flight by the ground. Typical calibrated drift
rate errors are about 0.02 deg/hr/axis. IMJ alinement on Apollo was performed using a manually oper-
ated sextant. Use of the automatic star tracker has also been very successful.

DESCENT NAVIGATION

RADIAL POSITION ERROR AND IMU MEASUREMENTS

State propagation with the use of velocity change due to contact forces measured by the IMJ and
gravitational acceleration models was expected to result in large errors in radial position during de-
scent. A method for constraining the size of the radial position and velocity error was desired to
minimize position transients at TACAN acquisition and to provide good radial rate information for
guidance. The approach taken is shown in figure 5. Drag acceleration, measured by the IMJ, is a
function of vehicle speed, mass, area, and atmospheric density. Atmospheric density decreases
exponentially with altitude. Altitude was computed given the other parameters and provided to a navi-
gation filter as an observation for state determination. This approach was expected to degrade IMU
altitude knowledge for normal IMJ performance at higher altitudes but to improve on it at Tower al-
titudes. This prediction can be seen in figure 6. A shift in the predicted error (mean +30) in ra-
dial position occurs at initial use of the derived altitude at about 230 000 feet altitude. The
predicted errors apply for all of the flights shown except flight 4. Flight 4 occurred in July and
the uncertainty in atmospheric density is expected to be worse than for cooler seasons. Use of de-
rived altitude worked as predicted. The altitude error is less than 1 nautical mile throughout de-
scent.
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DESCENT STATE DETERMINATION USING TACAN AND MICROWAVE DATA

Some effect on radial position accuracy from the use of TACAN range data can be seen (fig. 6) in
the 130 000-foot-altitude region. The TACAN ground site is near the runway and the Tine of sight be-
tween it and the Orbiter is more toward the horizontal than the vertical. The result is Timited di-
rect visibility of radial position and limited ability to correct it. Use of barometric altimeter
data at about 84 000 feet altitude reduces radial position error to less than 500 feet by the time
landing system measurements are available. Use of microwave landing system data at about 17 000 feet
altitude reduces the position error to less than 100 feet. Radial position guidance requirements
have been met with good margins.

The use of derived altitude affects downtrack position because radial and downtrack position
errors are correlated (fig. 7). The use of TACAN observations easily reduces downrange position
errors to less than 3000 by 120 000 feet altitude.

Crosstrack position error is shown in figure 8 as a function of altitude. A 1.20 TACAN bearing
error on flight 1 led to an 8000-foot crosstrack error at about 115 000 feet altitude. The error
decreased with decreasing range to the TACAN site. Otherwise, the crosstrack error was Tess than 1
nautical mile throughout descent.
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FIGURE 7.- ERROR IN DOWNRANGE POSITION.
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The error information for selected times is provided in tables 5 to 7. Table 7 shows an improve-

ment at touchdown on flight 6 due to the use of a microwave landing system ground antenna that was
more compatible with the Orbiter antenna. The vertical error on flight 2 at touchdown is the result
of using microwave landing system elevation data at too low an elevation so that multipath error ef-
fects deteriorated the state.

AIR RELATIVE DATA

Air relative parameters - Mach number, angle of attack, and dynamic pressure - are required for
flight control prior to air data availability at about 84 000 feet altitude. There was a desire to
have the vehicle control be independent of position and velocity error. Use of drag acceleration
measured by the IMJ's for the computation of air relative parameters resulted in relatively accurate
parameters with only second-order dependence on position and velocity.

FUTURE NAVIGATION EFFORT

New capabilities planned include navigation for rendezvous and proximity operations and refined
orbital onboard state propagation in 1984; flexibility ahd reduced onboard maintenance of runway,
TACAN, and microwave site data in 1985; and autonomous orbital navigation by 1986. There will be
three additional vehicles to check, a first KSC landing, a Vandenberg Taunch, a Vandenberg landing,
and an automatic landing. The first use of the Tracking and Data Relay Satellite (TDRS) for ground-
based orbital navigation will occur in 1983. Onboard descent autonomy requires autonomous orbital
navigation, deorbit targeting, and independence from current ground management of the use of onboard
descent navigation sensors.
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TABLE 5.- ONBOARD NAVIGATION SUMMARY NEAR TACAN ACQUISITION

Pre-TACAN Post-TACAN
Flight Position, ft Flight Position, ft

Horizontal Vertical Horizontal Vertical
STS-1 5 822 -696 STS-1 4349 -467
STS-2 1 452 2021 STS-2 1230 998
STS-3 11 834 1831 STS-3 2460 728
STS-4 15 458 -5858 STS-4 2609 -3903
STS-5 4 050 3720 STS-5 2262 1625
STS-6 6 334 -1860 STS-6 1052 -1241
Mean +1lo2 10 602 2269 Mean +lo 3326 2291
Mean +30 27 066 5903 Mean +30 9980 6134

aExpected.

TABLE 6.- ONBOARD NAVIGATION SUMMARY NEAR MSBLS ACQUISITION

Pre-MSBLS Post-MSBLS
Flight Position, ft Flight Position, ft

Horizontal Vertical Horizontal Vertical
STS-1 877 303 STS-1 36 51
STS-2 1113 -488 STS-2 120 51
STS-3 1386 -6 STS-3 14 -54
STS-4 320 411 STS-4 54 78
STS-5 750 194 STS-5 83 23
STS-6 1220 440 STS-6 102 74
Mean +1lo0@ 470 420 Mean +lo 67 43
Mean +3c 1230 1213 Mean +30 198 99

aExpected.
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TABLE 7.- ONBOARD NAVIGATION SUMMARY AT TOUCHDOWN

Flight Touchdown, ft
Downtrack Crosstrack Vertical
STS-1 -4 18 5
STS-2 36 50 15
STS-3 32 72 6
STS-4 19 48 6
STS-5 10 29 2
STS-6 20 4 4
Mean +30@ 48 30 30
aExpected.
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ABSTRACT

The Space Shuttle descent mission planning, mission design, deorbit targeting, and entry guid-
ance have necessarily become interrelated because of the nature of the Orbiter's design and mission
requirements. The desired descent trajectory has been formulated in a drag acceleration/relative ve-
locity state space since nearly all of the vehicle's highly constraining flight 1imitations can be
uniquely represented in this plane. This paper presents a description of these constraints along
with the flight requirements that affect them, a discussion of the guidance logic which allows the
Orbiter to follow the designed trajectory, and a summary of the impacts of contingency aborts and
flightcrew interaction. The mission planning and guidance techniques have remained essentially
unchanged through the Shuttle flight test program and subsequent operational flights. No problems or
anomalies have been observed in these areas.

INTRODUCTION

The experience gained in developing the Gemini and Apollo entry mission plans, flight software,
and trajectory monitoring procedures has provided insight into the problems encountered during the
atmospheric descent of a manned spacecraft. The Shuttle Orbiter shares many requirements and con-
straints with these earlier vehicles. A flightpath must be maintained that causes no violations of
the spacecraft's thermal or load limits yet ensures atmospheric capture and stable flight. Allowance
must be made for uncertainties in atmospheric properties, navigational accuracies, and aerodynamic
characteristics. The vehicle and crew must be able to function autonomously because of communication
blackout and limited ground coverage. Finally, the spacecraft must be delivered to a specified loca-
tion and energy state with the required precision.

Although the general nature of these requirements for manned reentry vehicles is similar, be-
cause of the Orbiter's basic design, nearly all of its flight constraints are significantly more
1imiting than those of previous spacecraft, and its mission is more complex. In addition to the nor-
mal end-of-mission functions, the Shuttle's entry system must support the needs of transoceanic abort
Tanding (TAL) and abort once around (AOA) contingencies. These factors imply a wide range of vehicle
weights and center-of-gravity (c.g.) locations and have made it necessary to implement a complex guid-
ance scheme with greater flexibility than that of either the Gemini or the Apollo vehicle.

The development of the guidance logic and the selection of a basic flight profile are closely re-

lated through the Shuttle descent mission planning. Therefore, the effects of both mission require-
ments and guidance system characteristics are addressed.

ENTRY CONFIGURATION

During the early phases of entry (before active guidance), attitude control in all vehicle axes
is maintained by the Orbiter reaction control system ?RCS). To avoid unacceptable aerothermodynamic
heating, especially on the upper surface and wing leading edge, a 400 angle of attack is flown during
the high-speed flight regime (Mach > 14). Even though this value is far on the back side of the
1ift-to-drag ratio (L/D) curve, it still results in a much higher L/D than for previously flown
manned reentry vehicles. Figure 1 shows the overall aerodynamic characteristics on a typical Orbiter
entry trajectory (ref. 1).

When sufficient atmospheric dynamic pressure has been achieved, attitude control is transferred
to the aerodynamic control surfaces (aerosurfaces). At a navigation-sensed dynamic pressure of 10
psf, the roll RCS jets are deactivated and differential elevon deflections control motion about that
axis. When the dynamic pressure exceeds 20 psf, control by the elevator in the form of symmetric
elevon deflections replaces the pitch jets. As is indicated later, the primary maneuvers performed
during entry are rotations about the vehicle velocity vector. These maneuvers amount to coordinated
rol] and yaw rates about the spacecraft body axes. Because of the large angle of attack, the verti-
cal stabilizer is not an effective aerosurface during high-speed flight; therefore, the maneuvers re-
quire a combination of aft yaw RCS jets and ailerons. The yaw jets operate throughout entry.

In addition to providing active vehicle control (i.e., the Orbiter is statically unstable during
much of its flight), the flight control system must compensate for variations in pitching moment due
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FIGURE 1.- TYPICAL ORBITER AERODYNAMIC CHARACTERISTICS.

to shifts in the spacecraft center of gravity and aerodynamic moments. To maintain the elevons in
a thermally benign position where they are aerodynamically effective for lateral control, the large
aft body flap is used for pitch trim. The ailerons trim out any lateral c.g. effects.

ENTRY CORRIDOR

Entry imposes on a returning vehicle certain physical conditions, the severity of which depends
on the particular trajectory flown. In general, for a given entry velocity, a steep flightpath angle
implies high surface temperatures and aerodynamic load factors, whereas a shallow flightpath angle
can result in poor trajectory control (phugoids) or atmospheric skipout. The width of the entry cor-
ridor is a function of such vehicle capabilities as thermal and structural constraints and aerodynamic
characteristics. Figure 2 shows the entry corridors for the Apollo command module (CM) and the Shuttle
Orbiter (ref. 2). Both are defined by the flightpath angle and the inertial velocity at entry interface
(400 000 feet altitude). It is apparent that the Shuttle thermal 1imits impose severe restrictions on
the entry corridor and place stringent requirements on entry targeting and guidance.

DEORBIT TARGETING

The Shuttle orbital maneuvering system (OMS) performs a single deorbit burn to arrive at entry
interface. The result is a specific combination of velocity, flightpath angle, and range to go, which
depend on the orbital altitude and burn characteristics. To cover the range of Shuttle operational
orbits (as high as 500 nautical mﬂesg, a target line is generated in the V-Y plane representing a
set of acceptable entry interface (EI) conditions. The intersection of this target line with the ap-
propriate deorbit curve defines the target state. The range to the target is controlled by properly
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timing the burn. The segment of the entry from EI to active guidance initiation is normally flown at
a wings-level attitude (steep target). In the event of a fue%-critica] deorbit or an OMS underburn,

a bank angle as great as 900 can be commanded (shallow target). This prebank has the effect of |
steepening the early trajectory by dumping 1ift. Typical steep and shallow target lines and the |
transfer-orbit curves are shown in figure 3. The onboard deorbit guidance actually targets the line

rather than the intersection, so that any deviation from the ideal transfer still results in accept-

able entry conditions. The target lines themselves represent EI states which allow the trajectory to

converge to preplanned entry profiles (to be discussed later). For steep targets, the line is adjusted

to optimally trade surface temperatures against high backface temperatures; the latter temperatures

are caused by the large heat loads generated during long, shallow glides.

ha - APOGEE ALTITUDE

STEEP SHALLOW
TARGET LINE TARGET LINE

hg = 100150 200 300 400 500 n. mi.

INERTIAL .12 |}

FLIGHTPATH N
ANGLE AT N
E,DEG .16 | TYPICAL N
El STATE oS -
~
-2.0 |- ~
-2.4 : . J
25 000 25500 26 000 26 500

INERTIAL VELOCITY AT EI, FT/S

FIGURE 3.- STEEP AND SHALLOW TARGET LINES.

115




TRAJECTORY CONSTRAINTS

Once the Orbiter has achieved the desired EI state, it is still necessary to actively guide the
vehicle to the landing site while remaining within trajectory and vehicle 1imits. The various con-
straint boundaries become binding at different flight conditions, and their interaction can be com-
plex. To visualize the profile that must be flown, the constraints must be formulated as functions
of the proper trajectory variables.

For thermal and flight control system considerations, the Orbiter angle of attack (and therefore
its aerodynamic characteristics) has been scheduled as a function of Earth relative velocity. Figure
4 shows the profile used in the majority of Shuttle flights. The ramp beginning at a velocity of
14 500 ft/s delivers the Orbiter to the terminal area energy management (TAEM) interface (2500 ft/s)
on the front side of the L/D curve, where more conventional aircraft-type control is employed.
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FIGURE 4.- ORBITER ANGLE OF ATTACK PROFILE.

The most critical constraints during early entry are the thermal protection system (TPS) surface
temperatures. For a fixed angle-of-attack profile, large dynamic pressures and relative velocities
will elevate surface temperatures. Since the aerodynamic flow field over the Orbiter's surface is
complex, mathematical models representing heat rates on specific vehicle locations or control points
are used for trajectory design (ref. 3). Figure 5 depicts the positions of several control points.
Depending on the particular flight condition and the maximum allowable temperature at each point, any
of these locations may represent the 1limiting constraint on the trajectory.

To ensure stable, nonoscillatory flight, a design requirement has been implemented to guarantee
that the Orbiter flightpath angle is always decreasing, that is, that the trajectory is constantly
becoming steeper. The limiting case, where Y = 0, defines the equilibrium glide boundary. Physi-
cally, this value corresponds to the flight condition in which the vertical component of the vehicle
1ift acceleration plus the centripetal acceleration induced by the high velocity are balanced by grav-
ity. For a given bank angle, the constraint can be expressed as a function of dynamic pressure and
inertial velocity since they determine the magnitudes of 1ift and centripetal acceleration, respec-
tively. The value of the minimum allowable bank angle resulted from trade studies evaluating the hor-
izontal 1ift component necessary for Orbiter crossranging requirements.
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The Shuttle Orbiter is also much more Timited in its maximum allowable Toad factor than were pre-
vious reentry vehicles. Gemini and Apollo spacecraft operated at 4g to 7g with a design Timit of
12g on the Apollo (M (refs. 4 and 5). In contrast, the Orbiter was designed with a maximum normal
load factor of 2.5g and a trajectory-shaping goal of 1.5g. The actual load factor encountered de-
pends only on the normal acceleration magnitudes or, equivalently, on angle of attack and dynamic
pressure. During lower speed portions of the entry (3500 to 2500 ft/s), dynamic pressure becomes a
constraint because of its effects on wing loading and aerosurface hinge moments.

A11 of these constraints could be portrayed in a dynamic pressure/velocity state space. Use of
dynamic pressure as a guidance control parameter would involve derivation from sensed vehicle acceler-
ations and attitudes and would require 1ift and drag coefficient models for all valid angles of at-
tack and Mach numbers. Since considerable uncertainties existed in the preflight predictions of
these quantities, the constraint boundaries were reformulated into a drag acceleration/Earth relative
velocity state space. This formulation requires only an estimate of the Orbiter 1ift-to-drag ratio,
which is probably the most reliable aerodynamic parameter to predict and can also be directly meas-
ured during flight. In addition, a drag acceleration profile uniquely defines the range flown during
entry. Figure 6 depicts the surface temperature, equilibrium glide, Toad factor, and dynamic pres-
sure constraints in this plane for typical mission parameters. To accomplish a safe entry, the
Orbiter must fly the corridor between these constraint boundaries.

The corridor width, and therefore the safety margins of the entry flightpath, depends on spe-
cific mission characteristics. The Space Shuttle must operate over large variations of orbital incli-
nation, vehicle weight, and center-of-gravity location. Inclination affects the relationship between
inertial and Earth relative velocity and shifts the equilibrium glide constraint in the D-V plane;
the corridor narrows for increasing inclination. Vehicle weight is the driver on the location of all
the surface temperature boundaries. An increase in weight narrows the corridor as the Orbiter must
fly a trajectory consistent with larger aerodynamic forces to produce equivalent accelerations. The
change in these constraint boundaries can be seen in figure 7. As the c.g. shifts, the body flap
must deflect to trim the vehicle and thereby alters the airflow and thermal distribution on that sur-
face. An aft c.g. deflects the body flap down into the airflow and increases the temperature of the
associated control point as shown in figure 8. 1In practice, the elevon and predicted body flap posi-
tions are balanced so that neither surface temperature is excessively more restricting than the other.
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The combination of the effects of these mission parameters can be seen in the constraint bound-
aries of a "worst case" entry. As shown in figure 9, essentially no corridor remains.
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GUIDANCE LOGIC

The engineering challenge addressed in designing the entry guidance was to devise a method for
directing the Orbiter along a trajectory which remained within the highly confining constraint corri-
dor using primarily the onboard navigation while still allowing enough flexibility to arrive at the
landing site with the proper energy reserve. Achievement of this objective was made possible by the
realization that the drag acceleration/relative velocity plane was the proper state space in which
to view the constraints and define the entry range. It then became natural to implement the guidance
logic in this plane also (ref. 6). Figure 10 depicts a typical drag profile, which represents the
desired entry trajectory for the boundaries in figure 6.

ENTRY PROFILE

To remain within the constraint corridor, the guidance has been divided into four phases. The
temperature control phase is initiated at a vehicle load factor of 0.176g and continues as long as
surface temperatures are the binding constraints. At a relative velocity of 17 000 ft/s, a pseudo-
equilibrium glide phase is entered for a short time to deliver the vehicle to the flight region in
which load factor 1imits deceleration. A constant-drag phase designed to produce a 1.5g total load
factor is then followed until the Orbiter pitch down and associated L/D increase requires a lower de-
celeration level. The transition phase completes the entry and delivers the spacecraft to the de-
sired energy state at TAEM interface. A1l guidance phases are defined by simple geometry in the D-V
plane, and 15 constraints mathematically describe the entire entry profile. It is the task of de-
scent mission planning to select this profile based on its capability to accommodate nominal and all
foreseen stress requirements.
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The flightpath resulting from the profile of figure 10 is shown in figure 11 along with typical
Apollo and Gemini descents (refs. 7 and 8). It is obvious that an extended high-altitude glide is
the direct result of the thermal and load factor 1imitations. This long flight time produces a
backface temperature constraint which is not uniquely defined in the D-V plane. The TPS was sized on
the basis of a reference heat load, and any increase in this value has a direct bearing on the tem-
perature of the Orbiter's aluminum structure. Procedures such as on-orbit shading of the lower sur-
face before entry help alleviate this heat soak, but, in practice, the constraint on backface tempera-
ture is more binding than the equilibrium glide boundary.

TRAJECTORY CONTROL

Once a reference profile with the proper range potential has been designed, a method of com-
manding flight control and correcting for deviations must be devised. Recall that the only vehicle
characteristic necessary to define a path in the D-V plane is the vertical component of the 1lift-to-
drag ratio, L/Dy. Conversely, a reference L/Dy corresponding to the reference drag profile can be
computed. Since the total vehicle L/D is scheéu]ed with velocity (through angle og attack), this

L/Dy is achieved by rotating the 1ift vector about the velocity vector through a stability bank angle
with magnitude

Also, because the in-flight L/D can be measured directly by the onboard navigation, the vertical com-
ponent can be precisely controlled.

To compensate for deviations from the drag profile, a drag error feedback term was introduced
into the commanded L/Dy equation. It is usually desirable to include a lead term in a feedback control
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system, but accelerometer noise and small vehicle attitude changes make the time derivative of drag
an unsyitable measurement without significant filtering. After appropriate manipulation, altitude
rate (h) can be used as a measure of the drag rate due to trajectory effects only, and a reference
h profile can be analytically constructed from the reference drag profile. The final form of the
vertical L/D command equation is

L/Dycommanp = /Pvper * kp (D - DReF) + kp (h - hRer)

where kp and kp are appropriate system gains. Again, this expression is implemented through
a stabiQity bank angle command.

RANGE PREDICTION

As has been stated earlier, the reference drag profile uniquely defines the range remaining to
be flown from a given velocity. This range prediction, based on approximations to the equations of
motion, is compared with the navigation-based range-to-go value to form an error term used to adjust
the current drag profile as follows: increase it if the Orbiter is too close to the target, decrease
it if it is too far. Thus, in effect, an outer feedback loop which continually updates the original
reference profile is formed. Operationally, it is desirable to preserve as much ranging capability
as possible late in the entry to allow for postblackout navigation updates and runway redesignations.
Therefore, only the current guidance phase of the profile is adjusted for ranging and, consequently,
the Orbiter is forced back toward the center of the ranging footprint (ref. 9).

CROSSRANGE CONTROL

Because a bank angle must be maintained to achieve the proper vertical trajectory, the horizon-
tal component of 1ift can be used to turn the flightpath. The relatively high Orbiter L/D allows a
much larger crossranging capability than with previous vehicles, approximately 750 nautical miles.
This capability greatly aids operational factors such as the number of return opportunities into a
given landing site and abort-once-around contingencies. To target for the proper crossrange, the
guidance computes the azimuth error between the velocity vector and the line of sight to the runway.
If this angle becomes greater than a stored deadband schedule, a bank reversal is commanded.

The trajectory is essentially uncontrolled during a reversal, and some lofting occurs because of
the Orbiter's maximum roll rate of only 5 deg/s. This lofting would cause the drag level to drop
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below the reference profile; consequently, compensation has been added to the guidance pitch channel
by which the angle of attack and, therefore, the drag coefficient is allowed to increase for driving
the vehicle back to the reference. This modulation also decreases the effect of any unforeseen atmos-
pheric density gradients. Typical altitude rate, roll, and angle-of-attack histories are shown in
figure 12. The result is very tight drag trajectory control as shown in figure 13.
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FIGURE 12.- FLIGHT DATA PARAMETERS FROM STS-5. FIGURE 13.- DRAG AND REFERENCE PROFILE, STS-6.

CONTINGENCY ABORTS

The guidance, in addition to providing trajectory control for nominal and dispersed end-of-
mission entries, must allow intact vehicle recovery for mission emergencies and aborts. The logic
has been adapted for two contingencies: abort once around and transoceanic abort landings.

An AOA results from main propulsion system (MPS) failures during ascent which prevent nominal
orbit insertion or Orbiter system failures which dictate immediate return to Earth. The latter usu-
ally involves a rather standard entry, although thermal loads may be more severe since there has
been no time to dissipate ascent heating and the vehicle weight is usually higher. To compensate,
the guidance drag profile is lowered. An MPS failure implies that the Orbiter may achieve entry
interface with a shallow flightpath angle (perhaps necessitating entry prebank) with high heat loads
resulting fram the long-range, shallow trajectory. Still, the AOA falls into nearly the same region
as dispersed end-of-mission entries, and no modifications to the guidance software have been neces-
sary to support it.

A TAL is caused by one- or two-engine MPS failures during ascent and involves targeting for and
flying to a downrange landing site. The TAL concept originated when flightcrews noticed during as-
cent simulations that entry-type energy-range conditions were often achieved. Although this observa-
tion is essentially true, the flight conditions during a TAL are similar to a very steep, low-energy

‘ entry, which would place extreme thermal stresses on the Orbiter. Figure 14 shows the vehicle drag

| and drag profile resulting from a TAL simulation. The entry is so steep that even 1ift-vector-up

| flight produces a large drag pulse and the associated high surface temperatures. Although this pulse
is of short duration, large portions of the TPS would probably be damaged. Still, subsequent conver-
gence to the profile is quite rapid and thus the other constraint margins can be maintained. Ranging
to the new landing site is accomplished in the normal manner.

FLIGHT DECK DISPLAYS AND CREW INTERACTION

The flightcrew can monitor entry by means of computer-driven cathode-ray tube (CRT) operations
displays. Figure 15 shows the configurations for the segment of flight from a velocity of 20 000
ft/s to 13 500 ft/s. The central portion of the display depicts a velocity versus range plot of the
entry constraints (solid lines). From left to right, these are 2.5g load factor, nominal trajectory,
equilibrium glide for 370 bank angle, and equilibrium glide for 00 bank angle. The dashed lines rep-
resent constant-drag levels with the numerical value shown above each line. The numbers in the lower
section of the display are the vehicle altitude rates necessary to parallel the nominal profile. The
square depicts the current guidance-commanded drag level, and the Shuttle symbol is the navigation es-
timate of the vehicle range to go. The dots and triangles mark the past values of these quantities
snapped at 30-second intervals. In addition, reference drag command, roll command, dynamic pressure,
and other guidance and flight control parameters are displayed digitally. Figure 15 represents a sit-
uation in which the Orbiter was low in drag and too far from the landing site, but has converged to
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the guidance command. In addition to the CRT's, the error needles of both cockpit attitude-direction
indicators are driven by the guidance outputs.

Normally, the guidance commands are fed directly into the flight control system, but they can be
interrupted if the crew enables the control stick steering (CSS) mode. In this configuration, guidance
will continue to drive the flight deck displays but inputs to flight control are made by way of the
commander's or the pilot's rotational hand controller.

FLIGHT RESULTS

Figures 12 and 13 represent typical flight data obtained from the onboard recorders during
entry. No unexpected guidance or trajectory behavior has been seen during flight. During several
entries, manual or automatic test maneuvers have been executed for the purpose of determining the
Orbiter's dynamic and thermal characteristics more accurately. In all cases, the guidance system
reestablished the vehicle on the proper trajectory in the predicted amount of time.

CONCLUSIONS

The Space Shuttle entry guidance meets the objectives of accommodating a large variety of mis-
sion characteristics while maintaining the vehicle within highly confining physical constraints and
delivering it to the target with the required accuracy. The guidance logic and the mission planning
activities are based on a reference drag profile shaped to allow for flight safety margins. Attitude
commands to the flight control system are provided by correcting for deviations from this profile in
a closed-loop manner. The Shuttle flight test program and subsequent operational flights have proven
the soundness of interrelating deorbit targeting, guidance, mission planning, and mission design
through the drag acceleration plane. No guidance-related anomalies have occurred during flight, and
no modifications or improvements to the system are seen as necessary at this time.
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SOME EFFECTS OF DIGITAL SAMPLING ON
ORBITER FLIGHT CONTROL SYSTEM OPERATION

S. V. Murray
NASA Lyndon B. Johnson Space Center
Houston, Texas

ABSTRACT

An entry dynamic stability ground test of the 0V102 Space Shuttle Orbiter revealed some small
amplitude oscillatory output of the flight control system which could have constrained flight of the
STS-1 mission. These limit-cycle-type outputs were attributed to a combination of rigid body mo-
tion of the Orbiter on its landing gear (not a factor in flight) and some interesting effects of its
digital flight control system. These effects included frequency aliasing and phenomena associated
with digital quantitization of low-amplitude sensor signals. An understanding of these digital ef-
fects suggests some significant improvements possible in future designs.

INTRODUCTION

The Space Shuttle Orbiter employs a sophisticated variable gain, closed-loop, digital flight con-
trol system, designed to operate over a very wide range of flight conditions. A number of redundant
sensors are used, including rate gyro assemblies (RGA's), accelerometer assemblies (AA's), and iner-
tial measurement units (IMU's). Data from these and other sensors are processed by the digital
autopilot (DAP) algorithms in the Shuttle's general-purpose computers (GPC's). Desired commands are
then sent to the flight control effectors, which include main and OMS engine gimbals, elevons, body
flap, speedbrake, and rudder. Unlike previous autopilot designs, the Shuttle cannot be flown open
loop. Even in manual modes, the sensor-computer-effector loop remains unbroken; the control stick
merely replaces automatic guidance as one of the many inputs to the control system.

In designing the DAP software for the GPC's, both the desired effectiveness of the control
effector in controlling the Orbiter state and the undesired effect of effector motion feeding back
through the Orbiter structure into the sensor had to be considered. For example, an abrupt movement
of the elevons causes a structural vibration which produces a nontrivial feedback from the rate
gyros. Designing the control system, then, required an accurate understanding of the Orbiter's
structural dynamics and the incorporation of appropriate digital filters to reduce these effects.

HOT FIRE TEST

Since it is difficult to predict the structural dynamics of a vehicle to a high level of accu-
racy by analysis only, verifying the dynamic stability of the flight control-structural system was an
obvious candidate for vehicle tests. U.S. Air Force specifications require automatic flight control
systems to demonstrate a gain margin of at least 6 decibels during ground tests (ref. 1). A gain mar-
gin test was first conducted on 0V102 in November 1979 as part of the APU hot fire at the Kennedy
Space Center. This closed-loop test was conducted with the software in major mode 305 (terminal area
energy management ~ from Mach = 2.5 through rollout). The forward loop gains were patched to be 6
decibels higher than nominal, and pulse-type programmed test inputs were applied. The result was a
3.6-hertz oscillation in the roll axis coupled by the first fin-bending mode through the roll rate
gyro into aileron motion of the control surfaces. Amplitude was limited by the control surface rate
1imit in the software. It was also surprising to find that yaw rate gyros 1 and 2 were responding at
6.5 hertz and yaw rate gyros 3 and 4 responding at 3.6 hertz. Figure 1 illustrates these motions.
Figure 2 shows the different mounting locations for gyro packages 1 and 2 up on the fuselage side
frames. These side frames were twisting in yaw and the first wing bending mode frequency ?6.5 hertz)
during the coupled 3.6-hertz 1limit cycle. These findings resulted in changes to the Orbiter struc-
tural model, a corresponding redesign of the bending filters in the DAP software, and a relocation of
RGA's 1 and 2 as shown in figure 2.
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TABLE 1.- EDST FLIGHT CONDITION IDENTIFICATION

FLIGHT CONDITION .
PARAMETER | FSSR NAME |CONDITION1 | CONDITION 2 COMMENT
MACH MACH 3.4 0.8
ALT,FT | ALT 114,000 41,000
g, PSF QBAR 85* 90 *SET TO FORCE GDQ, GDA TO LIMIT VALUE
REL-VEL-MAG
TAS,FPS | TAS 3535 581
o, DEG | ALPHA 20 13.6
6, DEG THETA 15.2 1.6
6,DEG | PHI 0 0
ac, DEG | DEFB 7.7 77
agp) DEG | DSBC 5.0 5.0
apy, DEG | DBFRC 0 0.0
o DEG | DROFB 0 0
SIN o SINALF .34202 .23514
COS a COSALF .93969 97196
SIN 6 SINTH 26219 2792
cos e COSTH .96502 .99961
SIN ¢ SINPHI 0 0
cos ¢ COSPHI 1.0 1.0
GDbQ 5.0 (MAX) 2.06284* *GAIN VALUE EQUIV TO “AUTO” WITH CSS OR GAIN ENABLE SELECTED |
-7.7 DEG -7.7 DEG
DETRIM 0
DATRIM
DRTRIM
ROLLOUT
FLATURN
WOWLON
GROUND STEER | 0 0

ENTRY DYNAMIC STABILITY TEST

Because of this experience, a more extensive test was planned, and successful completion would be
required before the STS-1 mission. Two flight conditions were examined (table 1). The first was in
the entry mode (major mode 304) with the DAP patched to believe it was at Mach 3.4 and an altitude of
114 000 feet. The second was in the TAEM mode (major mode 305) with a Mach of 0.6 and an altitude of
41 000 feet. For this entry dynamic stability test (EDST), the vehicle would be resting on its land-
ing gear with the tires deflated. Shop hydraulics would be used instead of vehicle auxiliary power
units. A patched version of the appropriate flight software would be loaded, and necessary vehicle
systems would be powered up. The KSC launch processing system would be used to uplink flight soft-
ware patches, command step inputs, and thereby control the test. Figure 3 illustrates the vehicle
configuration. The multiplexer/demultiplexer units (MDM's), in addition to their obvious function,
provided the necessary analog-to-digital and digital-to-analog conversions. It will be shown that
this A-D process had significant effects on the test. The Shuttle modal test and analysis set (SMTAS)
consisted of special test equipment used for sinusoidal test inputs, data collection, and reduction.
Step inputs would be provided to excite the system by providing torque commands, normally used only
for ground checkout, to the rate gyros. In addition to the closed-loop test, an open-loop test was
planned. Here, the DAP commands to the actuators were disconnected and a sine wave substituted in
their place. This signal was slowly swept from frequencies of 1 to 18 hertz, which allowed measure-
ment of the actual aerosurface command to sensor to DAP command transfer functions. This test would
be useful in understanding the closed-loop response.
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RESULTS

Consequently, the EDST was conducted on OV102 in August of 1982. The Tow-altitude (MM 305) case
was stable and well damped at both nominal and +6 decibel DAP gains. The high-altitude case, at nomi-
nal gains before any test stimuli were applied, entered a sustained symmetric elevon oscillation of
about 0.6 degrees peak-to-peak at 2.5 hertz. This had not been predicted pretest, but since the am-
plitude was small and the response to step input was damped, the test was continued.

When the gains were increased +6 decibels, an antisymmetric elevon oscillation of 3 degrees
peak-to-peak at 2.5 hertz were encountered, again before any test stimuli were applied. This oscilla-
tion was a 1imit cycle, signifying that the elevon motion had reached the rate 1imit applied for
hydraulic/mechanical considerations. To complete the test, the gains were backed down to +3 decibels
above nominal in the roll and yaw channels, while being kept at +6 decibels in pitch. Here the oscil-
lations continued but were symmetric, and the amplitude was limited to about 1 degree, less than the
1imit cycle. The response to step inputs was damped.

DISCUSSION

The results of this test caused concern about their potential impact to the STS-1 mission. Were
these effects liable to appear in flight? Were they acceptable? If a significant redesign of the
flight system were required, it would cause a very substantial impact to the whole STS schedule.
These oscillations were attributed to two causes: (1) the interaction of the Orbiter with its suspen-
sion system (landing gear) and (2) a combination of effects unique to digital systems.
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The open-loop tests showed that the Tower-frequency structural modes agreed very well with the
models, but at higher frequencies they were much more heavily damped than had been predicted. The
tests also showed that the rigid body mode of the Orbiter on its landing gear had a higher than
predicted natural frequency, and, in the roll channel, a much higher than predicted frequency re-
sponse. Figure 4 shows the predicted versus actual frequency response in the roll channel. This fig-
ure is a composite made from two frequency sweeps: “one from 1 to 2 hertz, the other from 2 to 12.5
hertz. The second peak after 2 hertz is probably a start-up transient response reflecting the 1.9-
hertz landing gear mode. This higher-than-predicted rigid body mode was the proximate cause for the
+6 decibel antisymmetric instability. But why was this instability at 2.5 hertz instead of the 1.9-
hertz rigid body mode? What caused the lower amplitude symmetric motion at the lower gains? For
this, some digital effects which provided the real "lessons learned" should be examined.

These digital effects were the phenomena of frequency aliasing and the effects of digital
quantitization of small amplitude signals. Frequency aliasing is caused by the fact that a digital
system can sense a signal only at discrete time intervals. The sampling theorem requires that the
frequency of the signal being measured be no greater than one-half of the frequency of the sampling
itse1f. The Orbiter's RGA's are sampled at 25 hertz. Thus, the highest frequency input which could
be effectively handled (or Nyquist rate) is 12.5 hertz. Signals higher than this are "folded over"
around the Nyquist rate to a lower frequency. For example, a 23-hertz signal would reflect around
12.5 hertz to appear as a 2-hertz signal to the flight system. Figure 5 helps to provide an intui-
tive appreciation of the effect. In theory, high-frequency structural modes could be reflected down
to appear to the DAP as Tow-frequency inputs, effectively circumventing the digital filters designed
to attentuate them. Because of this concern, open-loop frequency sweeps were made during the EDST up
to frequencies of 18 hertz. However, these sweeps showed that the high-frequency structural modes
were much more heavily damped than predicted and should not have been important. Aliasing was impor-
tant, however, but only as it was associated with some small amplitude signal quantitization effects.

The stair steps in figure 6 represent the way an analog signal from an RGA is quantitized into
a digital signal in the Shuttle MDM. For normal large amplitude signals, the steps are relatively
small enough to represent a straight 1ine with a gain of unity. However, as the relative size of the
signal decreases, the effective gain can increase dramatically. The small signal shown is engaging
one quantitization step, and it is obvious that its gain could increase to a very high number, depen-
dent on the bias and amplitude of the input. The output from this system would be a bit toggling
square wave. Figure 7 illustrates the way a square wave can be represented in terms of its Fourier
components. Consider a 7.5-hertz square wave. Its primary Fourier component would be well atten-
tuated by the DAP bending filter. However, its third Fourier harmonic would-be 22.5 hertz, which
would alias to 2.5 hertz. It is also interesting that the third harmonic of 2.5 hertz is the origi-
nal 7.5 hertz, thus making it possible for the signal to feed itself. In fact, there is a family of
frequencies which have harmonics capable of aliasing in such a way as to reinforce themselves as
shown in table 2. Factors which 1imit their actual impact are the DAP bending filters and the fact
that for a square wave, the amplitude of the harmonic component is inversely proportional to its
order.

These effects can be seen in some data taken during the open-loop test. Figure 8 is actual data
taken during a frequency sweep. The first three channels are RGA inputs to the DAP. The last chan-
nel is a DAP elevon command, which was disconnected from the actuators to open the loop. On the left
side, the elevons are being driven at about 7.5 hertz with the frequency slowly'increasing with time.
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TABLE 2.- TWENTY-FIVE-HERTZ SAMPLING CHARACTERISTICS
FUNDAMENTAL  3RD HARMONIC ALIASED
FREQUENCY FREQUENCY FREQUENCY
3RD HARMONIC CHARACTERISTICS 6.25 18.75 6.25
12.50 37.5 12.5
(3RD HARMONIC)2 CHARACTERISTICS 2.5 7.5 22.5 2.5
3.125 9.375 28.125 3.125
5TH HARMONIC CHARACTERISTICS 4.167 20.833 4.167
6.25 31.25 6.25
(5TH HARMONIC)2 CHARACTERISTICS 0.9615 4.8077 24.038 0.9615
1.0416 5.2083 26.0416 1.0416
7TH HARMONIC CHARACTERISTICS 3.125 21.875 3.125
4.167 29.167 4.167
(7TH HARMONIC)2 CHARACTERISTICS 0.50 3.50 24.50 0.50
.5208 3.646 25.5208 .5208
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The RGA's are mostly toggling 1 bit producing the small square waves discussed, only occasional-
1y engaging a second quantitization level. Now observe the DAP command, a very significant sine wave
with a frequency of about 2.5 hertz.

In looking at this type of data, other cases showed significant aliased harmonics in the output
although they did not feed themselves and thus did not contribute to oscillatory behavior. The key
here seemed to be whether or not the sampled, aliased harmonic had a period which was an integral mul-
tiple of the sampling period. Those which did could be expressed "cleanly" by the digital system.
Those which did not experienced frequent phase shifts as the signal "beat" against the sample rate
and quickly lost their significance. Table 3 shows the harmonics greater than 1.5 hertz, which meet
this criterion for a 25-hertz sampling system and the inputs necessary to create them.

The driving signals greater than 10 hertz appear to be aliasing second harmonics which would in-
validate our odd-only rule derived from the Fourier components of a square wave. Actually, these are
fifth and seventh harmonics aliased around 50 to 75 hertz. The cases where this effect would be im-
portant would be where an open-loop "noise" source existed; e.g., an ac signal in an RGA which might
alias to manifest itself in unexpected places.

As stated, only a few of these frequencies can feed back to reinforce themselves, and some of
these are attenuated by the bending filter. Let's consider another effect of the bending filter.
Figure 9 shows three plots. The first plot (a) is the frequency response of a zero order hold
(sample and hold) with a sample rate of 25 hertz. The second plot (b) shows the frequency response
of the Shuttle pitch channel bending filter. The curve between 20 and 30 hertz is obtained by
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TABLE 3.~ VULNERABLE FREQUENCIES IN TWENTY-FIVE-HERTZ SYSTEM,

FREQUENCY OF FREQUENCY OF DRIVING
ALIASED HARMONIC, Hz SIGNALS
5 10
3.5714 10.714 7.1429
3.125 9.375
2.7778 111111 5.5556
2.5 7.5
2.2727 11.3636 9.0909 6.8182 4.5455
1.9231 11.538 7.6923 5.7692 3.8462
1.7857 8.9286 5.357
1.6667 11.667 6.6667 3.3333
1.5625 7.8125 4.6875

reflecting the bending filter curve around 25 hertz and scaling it by the frequency response of the
zero order hold. The third plot (c) shows this 20 to 30-hertz region increased +6 decibel. Notice
how perfectly the filter tunes to 22.5 and 27.5 hertz which, of course, alias to 2.5 hertz.

Figure 10 gives a good overview of the system with the effects discussed. It can be seen why
the 2.5-hertz phenomena were encountered. The pressing question after the DST was whether or not it
was safe to fly. The Tanding gear mode, of course, would not be a factor in flight. For Tanding and
rollout, the DAP would be in the low-altitude flight condition, which was found to be quite stable.
What about the digital effects? Could they lead to large instabilities? The answer is no because
they are bounded to small amplitude. Considering figure 6, it is obvious that as the input signal in-
creases to engage more quantitization steps, its gain rapidly decreases to approach unity. Or, using
the Fourier approach, the more quantitization steps a signal engages, the more it resembles a sine
wave and the weaker its harmonics become. After the DST, these effects were modeled in a time domain
simulation. The results are shown in figures 11 and 12. It is obvious that while the effects are
significant at low amplitudes, as either the amplitude is increased or the quantitization level is
reduced, they rapidly become less important.

CONCLUDING REMARKS

So the Shuttle is safe to fly. What can be learned from this experience that can be applied to
future projects? First, this stresses the importance of a high sample rate. Increasing this rate,
in addition to eliminating many other undesirable effects, reduces the number of significant har-
monics which can be aliased. Second, the size of any analog to digital quantitization levels should
be carefully considered in view of the application. In the case examined, the quantitization was
quite appropriate for low-altitude flight. But it became inappropriate with the control system gains
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required for flight at high altitude and Mach number. It may be worthwhile to study some new ap-
proaches, such as variable quantitization levels, as illustrated in figure 13. This would provide

higher resolution around a trim point than could be provided over the whole range. In some cases,

the best approach might be a hybrid system with completely analog inner Toops and digitally-controlled
ains. Finally, the software control laws should be designed with an appreciation of these effects.

%here was no hard reason for the Shuttle bending filter to peak at 2.5 hertz or to have such a pro-

nounced peak at all. It was merely tolerated, with no appreciation of the consequences, to gain

a marginally better band pass. As future control systems evolve, an understanding of these digi-

tal effects will be important for achieving optimal designs.
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SPACE SHUTTLE HANDLING QUALITIES

David W. Gilbert
NASA Lyndon B. Johnson Space Center
Houston, Texas

ABSTRACT

This paper provides an overview of the initial Orbiter handling qualities requirements, their ef-
fect on the vehicle design, and how it all turned out through the first six orbital missions. Follow-
ing this, there is a series of more detailed discussions of some specific areas consisting of hand
controller considerations and the wheelie problem. Finally, there is a discussion which reviews the
requirements for the pitch axis subsonic flight control system and provides some results of recent
simulator evaluations to compare the existing system at landing with several other configurations.

THE REQUIREMENTS

The original handling qualities requirements for the Space Shuttle were written more than 10
years ago. At the time, the magnitude of the task seemed overwhelming considering the size of the
flight envelope the variety of control devices, control modes and control tasks. The existing MIL
Spec. and user's guide run about 800 pages. This provides the requirements for conventional aero-
dynamic vehicles which correspond to a small part of the Shuttle mission/flight control matrix.

Table 1 attempts to illustrate this. From a flight envelope viewpoint, most conventional aircraft ex-
perience lies in the lower right corner of the entry/ aerosurface control element in table 1. What
were we to do with the rest of it? As a starting point, the Space Shuttle Flying Qua]itifs Symposium
was held at what was then the Manned Spacecraft Center in Houston, Texas in January 1971.* This was
organized by Donald C. Cheatham (NASA, retired) to solicit industry-wide opinion on the subject. It
was well attended by a cross-section of the guidance, navigation, and control (GN&C) community. The
coverage, however, turned out to be 1imited to aerodynamic control of entry through landing. While
most of the problem areas were recognized and discussed and systems concepts were presented, little
design criteria was proposed except in the approach and landing area. In fact, one of the partici-
pants proposed that definitive criteria were not needed. Supposedly, the contractors knew what was
good and bad. The simple statement "make it good" was the only requirement needed--an interesting
concept. However, the flight control system designers said they needed some response criteria be-
cause of the closed-loop, fly-by-wire control concept and the unconventional airframe characteristics.
After about six months of debate, all relevant information on handling qualities for the whole Shuttle
mission were incorporated into 30 pages of text.

The basic reason for the relatively abbreviated set of requirements was that it was not intended
to be a generally applicable specification for manned spacecraft or define the total boundary of ac-
ceptable conditions and the ultimate 1imits between acceptable and unacceptable. Instead, it was in-
tended to present conditions that were thought to be easily achievable and fall well within the ac-
ceptable boundaries for a specific vehicle and mission concept. No theoretical rationale was pro-
vided. The requirements were based on simulations of the vehicle and mission as known at the time.
One underlying assumption was that there would always be active, closed-loop control of vehicle re-
sponse parameters with sufficient control power and parameter adjustment capability to get any type
of response desired. In most cases, all that was specified was the control power or maneuver rate,
the control modes, and a transient response envelope. The response requirement format chosen allowed
the requirements for the whole mission to be specified on two pages. It was all quite arbitrary.
However it represented something that worked on the existing simulators and was consistent with
Apollo experience where it was considered applicable.

The remote manipulator system is shown as a control effector used during onorbit payload opera-
tions. This was not addressed in the original requirements, as it is in a slightly different class.
Because of the flexibility of the arm, the limited force, and variable geometry and inertia it is
not a trivial matter. It is a valid man-in-the-loop handling qualities consideration for payload
operations, especially heavy payloads. Handling qualities had no significant influence on the de-
sign other than control mode and controller configuration. The task now is to accommodate the result.

To provide Shuttle-type vehicles with conventional handling qualities requirements during as-
cent, onorbit, and early entry is a very big job remaining to be done. One might debate whether it
really needs doing. The need to compromise with the ideal handling qualities requirements will be
much greater for this type of vehicle because of the potential costly impact on vehicle configuration
and consumables. As a result, the need to define the minimum acceptable side of the requirement is
probably where the real urgency lies.
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TABLE I

Mission phase

Control effectors Launch and Abort Onorbit Entry

SRB/M.E. - TVC First stage ascent = = ===e=- emeee-
Attitude control
Fly commands

M.E. TVC Guided ascent and = ==0=me=e= eeee--
Abort - fly the
Commands

RTLS, TAL, AOA, ATO

OMS TVC Orbit insertion AV Orbit maneuver AV ------
Rendezvous
Fly commands Deorbit
RCS Single engine OMS Attitude control q < 2 PSF
Ro11 control Stationkeep
Fly commands Prox OPS Fly commands

Payload OPS
Single engine OMS
Ro11 control

RCS/AERO  mmeem emmeee q=2PSF>M=1
Fly commands
Aero Surfaces Trim for load relief = =-===- M<1

RMS e==== Payload OPS = =-=----

RESULTS

After five approach and landing test flights and six orbital missions, a major result is that
the only significant handling quality concerns have been in that little area where we have vast expe-
rience--the landing maneuver--specifically, the final flare to touchdown and the derotation to lower
the nose gear. In reviewing this ironic turn of events, it appears that the reason is that in de-
signing a vehicle that performs well in all the other mission phases where we have less experience,
we have so changed the inherent vehicle characteristics, the flight control system and the flight
path that it is no longer representative of the experience we do have. Efforts to make it more con-
ventional for landing failed due to the penalties in weight, performance, and complexity imposed on
some other part of the mission. The factors we were driven to accept were the following:

1. Unpowered approach and landing 5. Lack canard control surfaces
2. Lack of static stability 6. High landing speed

3. Elevon controls 7. Massive redundancy

4, Lack of direct 1ift control 8. Digital flight control

These factors either by themselves or combined affect the handling qualities during approach and
Janding. The last two contribute to additional time delays in the flight control system.
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From an overall standpoint, handling qualities did not have much effect in determining the con-
figuration of a really new first-generation vehicle, such as the Orbiter. Some of the reasons for
this are the following:

1. In a radically new first-generation vehicle, the uncertainties in performance and survival
far overshadow the vagaries of handling qualities requirements. In terms of urgency, compromises are
not likely to be made in favor of handling qualities. In a second-generation vehicle, the result
might be quite different since both handling qualities and performance capability would be better un-
derstood.

2. With the advent of fly-by-wire and digital flight control, there is a tendency to assume
that any handling qualities problem can be solved with software. There is probably even a lot of
truth in that but it does not follow that we are instantly smart enough to know how to do it. We
sti1l have a lot to learn about the fine points of fly-by-wire, closed-loop control of statically un-
stable aircraft in situations where precise control relative to another near object (a vehicle or the
ground) is concerned. Even with a more favorable vehicle configuration, it would be easy to end up
with poor handling qualities due to the way the control loops are designed. There are a lot more
choices but we do not understand the additional set of limitations that go with them. There are more
ways to go wrong. The trend in vehicle design, however, seems clearly to optimize for performance
and depend more on fully active computer dependent flight control systems to make up the deficien-
cies. The Orbiter took a giant step in that direction.

3. These are interesting and challenging problems--the kind that engineers like to work on.
Sometimes we are too willing to accept the challenge rather than argue for the tried and true. So,
in a sense, we tend to invite trouble.

4, Finally, there is the fallback argument that if handling qualities become too much of a prob-
lem, the auto mode is always available. However, the auto mode must be given equal priority in the
design process as it was in the Shuttle. Each control mode has its unique problems. For a really
new vehicle, providing both greatly improves the Tikelihood that at Teast one will always be avail-
able.

The reason there have not been more problems in other mission phases might be that so far they
have not really been exercised in situations that are critical from a handling qualities standpoint.
A11 launches have been in automatic control with no launch aborts. We have not done any rendezvous,
stationkeeping, or docking yet. It is the operation in close proximity to another object that tends
to stress the handling qualities. For the most part, however, onorbit operations are not time criti-
cal and proceed very slowly. Some can even accommodate repeated attempts; e.g., docking. So there
really is no reason for concern at this time.

During most of entry, maneuver rates are very low. Most have been flown in the auto mode. How-
ever, enough has been done to indicate the pilot has adequate control to perform the required bank re-
versals manually and has done some pushover/pull-up maneuvers to gather aero data. The significant
issue here appears to be RCS propellant consumption not handling qualities. The auto system tends to
use less. The anomalies that did occur are the result of variations in the aero data from that used
to design the system and affects both auto and manual modes.

Subsonically, the pilot appears to have no problem flying the vehicle manually to perform the
heading alignment maneuvers, the steep approach and preflare. From there to touchdown, it appears
necessary to exercise unusual care to avoid large control inputs which tend to produce pilot-induced
oscillation (PIO) in the pitch axis. More about that later. One other exception is the effect of
winds aloft. Since the Orbiter is unpowered, its trajectory and energy management can be greatly
affected. In three of the first six missions, there have been winds outside of the environmental de-
sign specification. Some last-minute modifications to the approach trajectory were required. There
has been a continuing effort to develop ways to make the system able to accommodate a wider range of
wind conditions.

SOME PROBLEMS AND CONCERNS

Several other topics warrant some further discussion with respect to handling qualities. These
are hand controller configuration, the derotation control problem or "wheelie", and the pitch axis
flight control system tendency toward pilot induced oscillation at landing. This section will ad-
dress each of these.

139



HAND CONTROLLER CONCERNS

The Orbiter uses the same Apollo-type hand controller for both aero control and onorbit reaction
control system (RCS) attitude control. The latter is essentially an on/off control function. Ide-
ally it should have a different type of feel than that required for good aero control. We optimized
as much as possible for good aero control and accepted the result for RCS control. As a result, it
is impossible to tell by the feel force exactly when the jets fired. Consequently, there is a ten-
dency to make sure the control input is big enough. There has been some concern, but this is appar-
ently acceptable, although some of the more demanding tasks like docking have not been done yet. The
alternative is more mechanical complexity, such as having two controllers or adjustable feel. Al-
though this area could be developed further, it doesn't appear necessary.

Another peculiarity of this most simple fly-by-wire hand controller is the aero trim function.
In a conventional mechanical system, the stick force can be trimmed without moving the stick. In the
Orbiter, the manual trim signal goes into the control Toop. This causes the vehicle to respond un-
less one backs off on the controller as the trim is applied. In general, this cannot be done perfect-
ly but there have been no complaints. This is probably because the manual trim is hardly ever used
since automatic trim follow-up is available. It would complicate the controller greatly to make the
trim function appear conventional.

Controller location was also of some concern. It is in the center (not side stick) and canted
some 19 degrees left to be comfortable for right-hand use. It provides better access and room for
displays and switches. However, there was concern about the possibility of control cross-coupling
since it is not aligned mechanically with the vehicle axes. To keep it in the center and aligned
with vehicle axes would make it misaligned with natural arm motion. Either way some cross-coupling
is likely. It does occur at times but not to a large degree and apparently has not been objection-
able.

In the Orbiter, the hand controller is only connected to some electrical transducers and feel
springs. It is easy to move the controller faster than the surface can respond without knowing it.
When this happens in one control axis, a small input in the other axis will be ignored in an elevon
system unless some special limiting is provided in the software. We did not have this limiting ini-
tially because it did not appear that the problem ever arose during simulations. During the last
approach and landing test (ALT) flight however the situation occurred. Small Tlateral inputs were
ignored until the pilot put in a big one provoking a lateral PIO when the vehicle suddenly responded.
We subsequently added a series of limiters in the aileron/elevator/elevon mixer logic. This insured
that control in one axis was never completely locked out due to rate saturation in the other.

This resulted in getting by with a very simple and light-weight hand controller configuration
relative to what it might have been.

THE "WHEELIE"

The wheelie that occurred on STS-3 was a bonafide handling qualities problem even though it
occurred after main gear touchdown. The external symptom was the unintended pitch up during rollout
after the nose had started down. The problem is caused by the change in geometry that takes place
when the vehicle touches down. The center of rotation shifts from the center of gravity to the main
gear. This aft shift in the center of rotation, coupled with a vehicle that is already statically un-
stable, results in a rapidly increasing nose down moment as the nose is lowered. The control system
configured for the inflight situation could not keep up with the rapidly changing elevator trim re-
quirement. Nor could it provide a stable pitch rate control loop. This was recognized analytically
early in the program. However there was a reluctance to accept the required switching of control sys-
tem parameters at touchdown that is necessary to compensate for the change in geometry. Instead, the
pilots demonstrated during simulations that they could handle the problem. The procedure was to hold
the nose up at the touchdown attitude until the speed decreased to an acceptable value. Then the
nose gear is let down. Pitching over can cause full-up elevator and if started at too high an air-
speed can result in excessive gear loads. Once the nose starts down, the trim changes so fast that
is is almost impossible to stop it without overcontrolling. That's what happened on STS-3. It was
not too difficult for the lightweight ALT Orbiter. However, at today's heavier landing weight and es-
pecially combined with a forward center of gravity, the control task is considered unacceptable.

The problem was reevaluated on a fixed base simulator and several fixes were developed. They
involved changing the flight control system for landing or switching parameters at touchdown. Fortu-
nately, this problem was quite obvious on the simulator and it was also quite noticeable when an im-
provement was made. The simulator evaluation included a sequence where the nose was lowered then
raised again to evaluate controllability under the worst weight and center of gravity conditions. We
ended up choosing the fix that was simplest to implement. This consisted of switching the pitch axis
hand controller output through the same signal path that the autoland system uses. It switches param-
eters at touchdown. Most of the software was already there.
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LANDING FLIGHT CONTROL

The Orbiter pitch axis control during landing has undoubtedly been the single most worrisome
handTing qualities problem. The symptoms are that if the pilot attempts to take very aggressive con-
trol of the vehicle close to the ground and force it to land at a specific point, there is a tendency
to get into a pilot-induced oscillation. As a result, the pilots have learned to get the approach
well set up early from an energy standpoint and take unusual care to avoid large inputs close to the
ground. Gusts and crosswinds could aggravate this technique, hence, the concern.

The attitude control response has been consistently reported as crisp. Consequently there is
something deficient in the path control; i.e., the control of altitude rate or normal acceleration.
This always leads back to the same dilemma. It is obvious that the normal acceleration (Nz) response
is sluggish. To quicken it significantly requires more overshoot in the pitch rate response and the
pilots always object to that. Notice that the choice of feedback parameters (6 or Nz) is not neces-
sarily a significant issue here. The response to command can be made the same with either feedback
depending on how it is shaped. But either way, to get faster Nz response means more pitch rate over-
shoot. Actually, pitch rate was selected as the specified response parameter. It was well behaved
with no initial reversals or dependence on sensor location as is the case for Nz. This does not
inherently 1imit any type of control system configuration but just judges them based on the pitch
rate response. Other considerations for choice of feedback parameter in the actual system are based
on the response to external disturbance. For a vehicle, such as the Orbiter, with zero or slightly
negative static stability, pitch rate appears the safer choice. It is less demanding on surface rate
in gusts and turbulence. To rate 1imit under these conditions could mean loss of control.

More analytical treatments in references 3 and 4 have pointed out that the existing pitch rate
control system mechanization cancels the inherent zeros in the bare airframe pitch rate transfer func-
tion and replaces them with another term that does not completely cancel the corresponding term in
the flight path response 1ike a conventional unaugmented airframe. Figure 1 illustrates this. The
result shown in figure 2 is an unnatural attentuation. There is also an additional phase lag in the
flight path response relative to what it would be with perfect cancelation. There are, in general,
two ways to correct this. One is to reshape the pitch rate control system to preserve the bare
airframe short period zero as in reference 4. The other way is to add a lead/lag filter in the hand
controller output. It is tuned to cancel the existing system zero and replace it with the natural
ajrframe value. Since this is done outside the control loop, it does not change the stability mar-
gins of the inner control loop. It only changes the handling qualities as seen by the pilot.

A recent series of fixed base simulator evaluations examined these and other variations in the
pitch axis control during landing. This was done to determine if improvement is possible by changes
to the software. These simulations are still in progress. A complete treatment is beyond the scope
of this paper but some of the findings have been the following:

1. None of the changes made more than a 0.5 improvement in the Cooper-Harper rating or a 26 per-

cent improvement in landing performance with respect to the existing baseline system. Twice that much
would be required to consider a change.
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2. The systems with the best landing performance were not rated the best by the pilots. In
fact, the two systems with the best landing performances were both rated worse than the baseline.

3. The lead/lag stick filter addition to the baseline was one of the two best systems from a
performance standpoint (group 1 out of 8) even though not properly implemented in detail.

4, The baseline system was in group 3 out of 8 from a performance standpoint. It was rated in
group 2 out of 5 (C.H. = 3.5) by the pilots which is quite consistent.

These systems did not all have the same inner loop gain or gain margin. Consequently it is not
immediately obvious what aspect of a given system caused a certain result. Also, from the pilots'
comments, it is clear that there are many subtleties that affect the rating of a system. These
subtleties include having to control across the hand controller detent or use push force right at
touchdown. It is also clear that the pilots' first priority is attitude response. Systems with sig-
nificant overshoot tended to be downgraded even though they might have better flight path response.
This probably resulted from training and adjustment to accommodate the existing system. Changing the
system response characterstics to achieve better landing performance would probably require a signifi-
cant amount of retraining. The improvement needs to be significant enough to warrant the effort.

CONSIDERATIONS FOR NEXT TIME

It is interesting to consider what should be done from a handling qualities standpoint if a sec-
ond-generation Shuttle were to be designed. There are at least two major objectives to address.
First, there should be an effort to provide more definitive requirements for mission phases other
than approach and landing. A significant amount of basic knowledge is available that would be use-
ful. However, it needs to be organized and written down. The effort would probably expose holes
where further activity would be beneficial. Future missions will serve to increase the understanding
of these requirements and allow a more knowledgeable compromise with new vehicle configurations if
available at the outset.

The other major objective should be to improve the pitch axis handling qualities for landing.
First, serious consideration should be given to arrange the vehicle configuration such that fast-
acting direct 1ift control is available for landing. This could be by means of canard control sur-
faces or wing flaps if it is a tail-controlled vehicle. Possibly even the reaction control system
could be used if it were designed with this in mind. Secondly, there needs to be a strong influence
at the beginning of the program to keep the flight control system time delays to a minimum. Addi-
tional time delays tend to creep in and this is clearly detrimental though somewhat difficult to
quantify. Specific requirements should be imposed for end-to-end system response delays. In addi-
tion, the design and development effort must be monitored closely. Aggressive action should be taken
where necessary to ascertain that proper attention is given to meeting the requirements. The inner
flight control loops should be processed at 50 cycles/second or more for landing. The redundant ac-
tuator design should be reviewed to quantify and determine ways to minimize the response delays to
small signals. Finally, a hardware feed forward provision should be implemented so that small ampii-
tude, high passed analog signals can be sent directly to the actuators from the hand controller or
sensor summing junction to bypass the digital delays and overcome the small amplitude actuator non-
linearities. These improvements are relatively easy during the design process but nearly impossible
to change after the hardware is built.
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ABSTRACT

The shuttle program took on the challenge of providing a manual landing capability for an opera-
tional vehicle returning from orbit. Some complex challenges were encountered in developing the longi-
tudinal flying qualities required to land the orbiter manually in an operational environment. Approach
and landing test flights indicated a tendency for pilot-induced oscillation near landing. Changes in
the operational procedures reduced the difficulty of the landing task, and an adaptive stick filter has
been incorporated to reduce the severity of any pilot-induced oscillatory motions. Fixed-base, moving-
base, and in-flight simulations were used for the evaluations, and in general, flight simulation has
been the only reliable means of assessing the low~speed longitudinal flying qualities problems. Over-
all, the orbiter control system and operational procedures have produced a good capability to routinely
perform precise landings with a large, unpowered vehicle with a low lift-to-drag ratio.

INTRODUCTION

The flying qualities task of manually landing an unpowered vehicle with a low lift-to-drag ratio
(L/D) is a difficult one and has been a subject of NASA research for many years. One of the first
flight programs to seriously address the problems associated with an entry from orbit was the X-15
research airplane program from 1959 to 1968, The objectives of the X-15 program included an evaluation
of unpowered landings from the last part of an entry from orbit to touchdown. The program consisted of
199 flights, with routine landings made on the Edwards dry lakebed. After the X-15 program, a series
of lifting body configurations, which were more representative of the aerodynamic configurations that
would be required for entry, were evaluated in the terminal area and landing phases. Two landings were
made during the program on the 4570-m (15,000-ft) concrete runway. These early vehicles were quite
small and simple in design. The control systems generally consisted of only angular rate feedbacks
since the vehicles had aerodynamic static stability. The guidance system consisted of ground controller
calls based on radar tracking of the flightpath. Nonetheless, the lifting body program demonstrated
the feasibility of having a pilot make a manual landing of an unpowered entry vehicle with a low L/D on
a conventional runway.

From this modest beginning, the shuttle program took a bold and pioneering step to produce a
vehicle that would return from orbit and land on a conventional runway. To meet this goal would require
an entry vehicle with an operational capability to land day or night in all types of weather using a
4570-m (15,000~ft) runway. The low-speed longitudinal control system was further complicated by the
requirement for a center-of-gravity position that ranged from statically stable to statically unstable.
At the time the orbiter was designed, the flying qualities data base was limited for aircraft with
advanced control systems similar to that required to meet the orbiter design requirements. Little
experience existed in the use of high-gain, digital flight control systems for statically unstable
aircraft, and the influence of the time delay between the pilot input and the airplane response would
not be fully appreciated until much later, based on experience with the orbiter and highly augmented
fighter aircraft. In general, the flying qualities design criteria reflected experience with more con-
ventional airplanes which only required very simple control systems.

This paper discusses some of the complex challenges encountered in developing the longitudinal
flying qualities required to land the orbiter manually in an operational environment. The results of
tests that have led to modifications are discussed, as well as the results of some additional testing
that may lead to further control system modifications. These studies have included fixed-base, moving-
base, and in-flight simulation. Some of the simulation techniques required to examine the low-speed
longitudinal flying qualities problems are also addressed.

OPERATIONAL TECHNIQUE FOR MANUAL LANDING CAPABILITY

The most significant task in an unpowered vehicle is that of energy management. In the terminal
area phase, the orbiter's speedbrakes are used in conjunction with angle of attack and S-turns to put
the orbiter in approximately the correct energy state at the start of the landing phase at an altitude
of about 3700 m (12,000 ft). The first part of the landing phase (fig. 1) is devoted to the final
energy management maneuver and consists of a steep glide slope (approximately 20°) with a fixed aim
point relative to the runway and a constant equivalent airspeed. The objective of this phase is to
reach an energy window at about 610 m (2000 ft) above the runway with the correct speed and flightpath.
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Since there is no active energy management
below this point, the steep glide slope man-
euver becomes the critical energy management
Fask for bott'l the m%mual and automatic land- 3700 m (12,000 1)
ings. The pitch-axis task has several levels
of automation, depending on the guidance
information, With the normal navigational
and guidance information available, the glide
slope can be tracked in the autopilot mode or
the manual control mode. In the manual mode,
the task consists of manually tracking the
guidance command information displayed to the
pilot on the flight director. If no guidance
information is available, the glide slope can
be established visually using a light-beam
system on the ground. 1In all cases, the
speed can be maintained by manual or auto- Steep glide )
matic modulation of the speedbrakes. s|°P°(20°)-‘/\\

Energy
management

phase

Altitude
(not to scale)

610 m (2000 ft)

/ Preflare

Having established the proper energy,

the final landing phase is begun at about \

610 m (2000 ft) above the runway. Again, \;N~\

there are several levels of automation Shallow glide G Final
available: the autopilot mode; the flight slope (1°) \\ flare

director mode, which when combined with the
heads-up display provides guidance inform- A
ation until touchdown; and the completely Down-range distance

manual mode, in which the landing is made Figure 1. Landing trajectory.

using the normal visual and motion references.

A 1.2 to 1.5g9 flare is used to transition from the steep glide slope to a glide-slope angle of about 1°.
In addition to the visual and acceleration cues, the pilot has cockpit displays of pitch-rate informa-
tion to assist in establishing the initial pitch rate during the flare. The final glide slope is quite
shallow, and a small final flare is made to reduce the rate of sink to a desirable level. The flare to
touchdown is often made as one continuous maneuver without actually establishing the final glide slope.
This operational technique provides an extremely versatile capability for establishing the desired
touchdown conditions under all types of normal and contingency situations.

APPROACH AND LANDING TESTS

In 1977, the low-speed characteristics of the orbiter were evaluated in flight during the approach
and landing test (ALT) program. The first four landings were on the Edwards dry lakebed; the fifth
landing was on the 4570-m (15,000-ft) concrete runway. These tests validated the concept of landing a
large, low L/D vehicle on a standard runway. In general, the flying qualities were quite good. The
normal acceleration control in turns was good, although the vehicle was very responsive in pitch, which
combined with the light stick forces made pitch control sensitive. The tests were not without problems,
however. On the fifth flight (the concrete runway landing), a tendency for pilot-induced oscillation
(PIO) in both pitch and roll was exhibited near touchdown. Postflight analysis indicated that the prob-
lem, which was primarily in the pitch axis, resulted in rate limiting of the elevons. Because of the
priority rate limit logic that allocates elevon surface rate for both pitch and roll commands, the rate
limiting in the pitch axis produced rate limiting in the roll axis, resulting in the roll oscillations.

Although this series of flights demonstrated the landing capabilities of the orbiter, it also
indicated that additional work would be necessary to make the longitudinal flying qualities satisfac-
tory for the manual landing task. In particular, there was a need to evaluate the cause and signifi-
cance of the PIO tendencies observed in the ALT flights. In the following sections, the general nature
of the longitudinal control problem is discussed, as well as some of the modifications that have been
evaluated.

LONGITUDINAL CONTROL CHARACTERISTICS

The shuttle orbiter has two modes that affect longitudinal control. The first mode is pitch atti-
tude control. A major factor contributing to pilot-induced oscillatory motions in this mode is the
effective time delay between the pilot input and the airplane response. The actuators contribute a
significant delay, as they do on most aircraft. The structural and smoothing filters, which are
required because of the high-gain feedback control system, contribute additional significant delays.
The digital control system also contributes delay because of the average sampling time and the computa-
tion time. A second factor that contributes to pitch attitude PIO tendencies is the nonlinear stick
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gearing, which is a method of obtaining good sensitivity around the neutral stick position while retain-
ing a good maximum pitch rate or normal acceleration capability. Unfortunately, in any kind of oscil-
latory maneuver, any divergence results in increased stick inputs, which increases the effective pilot/
stick gain caused by the nonlinear stick. As a result, there is an inherent tendency for oscillations
to diverge rapidly once a slight divergence occurs. In simulations of the PIO it is interesting that
there were almost no instances of slowly divergent oscillations. If the oscillation began to diverge,
it rapidly became a fully developed PIO, resulting in loss of control.

The second mode involved in longitudinal control is altitude or flightpath control. A primary
factor that makes altitude control difficult is the loss of lift caused by elevon deflection. Because
of this factor, a nose-up pitch command initially results in a downward acceleration at the center of
gravity (fig. 2). At the pilot location, which is near the center of rotation, there is a delay of
- approximately 0.5 sec before any motion is detec-
1.6 ted by the pilot. This delay, in combination
with the sluggish rise time of the acceleration
to its steady-state value, makes it difficult for
the pilot to accurately control altitude. The
high cockpit location and poor visibility also
contribute to the inability of the pilot to accu-
rately judge altitude, especially near touchdown.
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These two modes have been examined in terms
of a pilot closed-loop system with a pitch-
attitude inner loop and an altitude outer loop
Pilot location (ref. 1). Regions of stability as a function of
Center of gravity pilot gain are shown in figure 3 for several mag-
| [ [ | [ | nitudes of control input and indicate that
0 1 2 3 4 5 6 because of the nonlinear stick gearing, stability
Time, sec decreases as stick deflection increases. The
Figure 2. Response characteristics of the orbiter :i:i/§:i§hu::3lzzi:nziszziz;: Zioizgfizzgea:tzis
for a step pilot input. Airspeed = 190 knots. tude control; the results are shown in figure 4 in
terms of the amount of pilot lead and the amount of resonance experienced for various amounts of closed-
loop bandwidth. As the task becomes more demanding, the pilot tries to increase the pilot-vehicle band~
width to get better response. The pilot lead required is generally indicative of the amount of pilot
workload, and the resonance is a measure of the degree of the PIO tendencies, Figure 4 shows that the
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orbiter has reasonably good handling qualities for low bandwidths, but as the bandwidth increases,
there is an increase in the pilot lead required and a sharp increase in the PIO tendency.

DEVELOPMENT OF THE STS-1 CONFIGURATION

After the ALT flights, two approaches were pursued to improve the landing characteristics. The
first was to make the task easier, thus reducing the need for large values of closed-loop bandwidth;
the second was to reduce the tendency toward PIO when large bandwidths were used.

TIME-DELAY AND TASK EFFECTS

One of the main causes of the pitch attitude PIO is the interaction of time delay and high-
bandwidth requirements. To study this effect, a series of flights was flown using the Dryden F-8 digi-
tal fly-by-wire (DFBW) airplane (ref. 3). The two landing tasks of most interest were the high-workload
case, in which the pilot was attempting to land precisely on a designated area of the runway, and the
low-workload case, where the pilot was attempting to land on the runway without concern for the actual
touchdown point. A steep glide slope about half that of the orbiter was used for both cases, and the
high-workload case had a 46-m (150-ft) lateral offset at 30 m (100 ft) above the runway. The spot-
landing case was similar to the conditions for the ALT flights. After the ALT flights, the orbiter
landing task was made easier by basing the touchdown point on velocity rather than a fixed point on the
runway. This technique reduced the need for high-bandwidth control and made the task more like the
low-workload task evaluated in the F-8 DFBW tests.

The results of the F-8 tests are shown in figure 5 along with the results from the total in-flight
simulator (TIFS) orbiter simulation. For orbiter time-delay values of approximately 235 msec, the
effect of task is quite significant, and it /
appears that the current operational proce- /
dures for the orbiter produce a task that Pitch
is between the low- and high-workload tasks rate
of the F-8 tests. These results also indi- degl/sec
cate that time delay can cause a signifi- ’
cant degradation in handling qualities when IT e Time
a high-workload task is performed. Inter-

4 xale: bl %o £irmed ——— High-workload task} 8D
estingly, ese same results were confirme gaks § TN Low it Tkt F-8 DFBW
in a study of the standard approach task Othitet raslite

for fighter aircraft (ref. 4). This study

on TIFS simulation
with lateral offset
and vertical gust

NN

was instigated as a result of difficulties N

with handling qualities in the landing ) Satisfactory
phase for several of the latest generation @ = = = | ———————"——
of fighter aircraft. These aircraft have 4 ==
control systems similar to the control sys- Pilot
tem of the orbiter, with high-gain feedback rating
systems requiring structural bending filters

and other filters that introduce signifi-

cant time delays. The results for the 8
fighter aircraft in the landing task were

essentially the same as for the high- 10 | | | | | | |
workload task of the F-8 study. These

tests have contributed significantly to the 4 50 100 150 200 250 300 350
understanding of time-delay effects in Time delay, 7, m sec

modern aircraft, and the results have now
been incorporated into the current specifi-
cations for military aircraft.

Unsatisfactory

| Unacceptable

Figure 5. Time-delay effects obtained from orbiter
simulations and from the F-8 flight tests of
reference 1.

PIO FILTER

To reduce the possibility of developing a large-amplitude pilot-induced oscillation near the
ground, an adaptive stick gain was developed (refs. 5 and 6). This system can best be thought of as a
closed-loop bandwidth limiter. The relationship of resonance to bandwidth (fig. 4) shows that it would
be highly desirable to restrict the pilot to bandwidths less than 3 rad/sec to avoid large-amplitude
oscillations. The adaptive stick gain algorithm consists of a frequency detector combined with variable
stick shaping (fig. 6). The PIO filter reduces the stick gain by reducing the parabolic portion of the
stick gearing so that at its maximum amount of reduction, the stick is very nearly linear (fig. 7). By
reducing the overall pilot/stick gain, the PIO tendency is reduced and, in addition, the more linear
stick gain reduces the divergent nature of the PIO caused by the nonlinear stick. Tests on the TIFS
demonstrated the capability of reducing the PIO tendencies of the orbiter in high-workload situations.
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The PIO filter does not significantly improve the flying qualities of the crbiter, but it does provide
some protection from potentially dangerous, large-amplitude oscillations near the ground.

Another modification was to increase the stick force gradient by a factor of two. This decreased
the pitch sensitivity, thus reducing inadvertent inputs. It also improved the pilot's awareness of
impending PIO situations. In the orbiter, there are almost no acceleration cues because of the loca-
tion of the center of rotation, and the visual cues of attitude are limited because of pilot location.
As a result, the pilot would not be aware of any oscillatory motion until the amplitude grew large.
With the increased stick forces, the types of inputs that generate PIOs would be more obvious to the
pilot, and proper attention could be given to the oscillatory motions before they became a significant

problem.
Other changes made before the orbital flights

included a change in the priority rate-limiting logic
to reduce the interactions of the roll and pitch

Attit
i axes. In addition, the pitch attitude response was
Input and made slightly less sensitive by reducing the overall
reszonsm 2 loop gains at the landing condition. The result of
o9 Pilot input these changes was a high-gain, pitch-rate-command

| | | | control system which was optimized to give excellent
0 1 2 3 4 5 6 attitude control. With this type of system, the
pilot can pull up to a desired attitude and release

Time, sec the stick, and the attitude will overshoot slightly

and return to the value at which the stick was

Figure 8. Orbiter attitude response for pilot  rcjleased (fig. 8). This makes it extremely easy for
pulse input. Airspeed = 190 knots. the pilot to establish a precise attitude without
using complex pilot control techniques.

PIO TENDENCY AND SIMULATION

Analytical results can provide considerable insight into the nature of flying qualities problems,
but simulation has also played an important role in the development and evaluation of the control sys-
tem. Most of the early studies of the flying qualities of the orbiter during landing were performed on
a fixed-base simulation with a visual display of the runway. The task was generally not very demand-
ing, and as a result there was little indication of any PIO tendency. In 1978 after the ALT experi-
ence, the Ames Flight Simulator for Advanced Aircraft (FSAA) moving-base simulation (ref. 7) and Cal-
span TIFS facility (ref. 8) were used to examine the PIO characteristics of the orbiter. The FSAA is a
moving-base simulator with a TV model-board visual display of a runway. The TIFS is an in-flight simu-
lator that can reproduce cockpit motions in addition to providing the real-life visual scene. A safety
pilot is used to prevent the evaluation pilot from getting into any dangerous conditions. During
these evaluations, the pilots evaluated the PIO tendencies using the rating scale shown in table 1.
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TABLE 1. — PIO RATING SCALE.

approximately 15 m (50 ft).

The histogram in figure 9 summarizes the

results obtained. It is clear from this
Rating Description figure that the FSAA with limited motion and
visual cues produced very little PIO tendency
1 No undesirable motions compared to the TIFS.
2 Undesirable motions that are cured by
pilot technique In 1979 and 1980 another series of sim-
3 Undesirable motions that can be cured ulations were made with the Ames Vertical
by sacrificing the task or by Motion Simulator (VMS) (ref. 9) and the TIFS.
increased effort The VMS had sufficient vertical motion to
4 Sustained nondivergent oscillations provide good vertical motion simulation, but
5 Divergent oscillations for abrupt it had the same visual display that was used
maneuvers only on the FSAA. In both of these simulations a
6 Divergent oscillations encountered in very demanding task was used to accentuate
normal control the PIO tendencies. A 46-m (150-ft) lateral
offset was performed at 30 m (100 ft) above

the runway, and a 4.6-m/sec (15-ft/sec) ver-
tical gust was introduced at an altitude of

This produced a task that would be unlikely in real life, but it provided

a situation that produced a pilot gain high enough to make the PIO tendencies of the vehicle apparent
The results of these tests are summarized in figure 10, and a significant difference

to the pilot.
still exists between the moving-base simulation and the flight simulation.

On both of these simula-

tors, after becoming familiar with the simulator, a normal straight-in approach and landing could be

made without evidence of a PIO tendency.

simulations,
similar

Although the PIO tendencies were not the same for the two

for tasks less demanding than those that would produce PIOs, the two simulators produced

evaluations of the basic handling qualities.

The general conclusion from these tests is that

flight simulation is probably the only reliable method of evaluating the landing characteristics. The
introduction of an artificial task produces pilot workload levels nearer to the workload levels that

can be encountered in flight, but even flight simulation does not produce the same sense of urgency
that the actual flight environment produces.

90 & 90 —
[] FSAA, 1978 _ [] vms, 1980
60 TIFS, 1978 60 |— TIFS, 1979
Occurrence, Occurrence,
percent percent
) b %
7
0 0 1 3 4 5 6
PIO rating PIO rating
Figure 9. Comparison of PIO rating from the FSAA Figure 10. Comparison of PIO ratings from the VMS

and TIFS simulators for the landing task with the
ALT orbiter configuration.

ORBITAL FLIGHTS

and TIFS simulators for the landing task with the
STS orbiter configuration.

The first orbital flight of the space transportation system (STS), made in 1981, represented a
significant event in demonstrating the feasibility of making manual landings with an entry vehicle.
Subsequent flights have demonstrated a capability to land on a 4570-m (15,000-ft) concrete runway in a

routine manner.
greater-than-predicted value of low-speed L/D.

In the early flights, variations in touchdown point and speed have resulted from a
Predictions are extremely important for the landing

phase because there is no energy management below 610 m (2000 ft), and increases in L/D result in

higher touchdown speeds or longer landings.

With the predicted data now updated with the flight

results, this problem has been reduced significantly. Overall, the STS flights have demonstrated a
good manual landing capability, with acceptable landings being made in a variety of wind and turbulence
conditions. The capability demonstrated so far is especially impressive when one considers that each
manual landing has been performed by a different pilot, thus reducing any of the pilot training advan-
tages resulting from actual flight experience.
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POTENTIAL IMPROVEMENTS

As discussed previously, one disadvantage of the current orbiter control system is the sluggish
response in normal acceleration, which makes flightpath control more difficult. One maneuver that is
especially difficult is leveling off near the ground (such as to bleed off speed to obtain a better
touchdown velocity). This difficulty, caused by the problem with ballooning, is especially noticeable
when in ground effects. Unlike a conventional transport, the orbiter has a considerable amount of
excess energy at a nominal landing speed of 200 knots, but because of the rapid deceleration (4 to
5 knots/sec), any significant ballooning can result in a low-energy condition fairly rapidly. To
improve the flightpath response, it is necessary to speed up the acceleration response by increasing
the amount of pitch rate overshoot. The example in figure 11 shows a faster acceleration response,

which results in better flightpath control, but
the attitude response drops back when the stick is
—— System for good attitude response released, which makes accurate pitch attitude con-
---— System for good flightpath response trol more difficult. Simulator studies of systems
P of this type are currently being conducted, and an
Pitch rate, o s analysis of this type of system is given in refer-
deglsec /s ence 10. An interesting problem has developed in
g | | | | the effort to improve the longitudinal flying
0 qualities. On the one hand, an effort has been
made to make the landing task easier, while on the
14 other hand, an effort has been made to improve the
F_ flightpath control at landing. These efforts have
resulted in conflicting requirements for the pitch

12 response characteristics. As the task becomes
Normal easier, it is generally performed in a more open-
acceleration loop fashion and attitude becomes the primary var-
9 1.0 iable to be controlled, which produces a require-
: ment for extremely good pitch attitude control.
One example of an open-loop control strategy is in
| | | N the final flare and landing in which the pilot
'80 1 2 3 4 increases the vehicle attitude a predetermined
amount at the final flare point and then lets the
Time, sec airplane land with minimal pilot inputs. Several
Figure 11. Comparison of response characteristics of the landings to date have been of this type and
for good attitude response and for good flightpath have been quite successful. In contrast to this
response. technique, there is the control strategy that

requires a more closed-loop control of the flight-

path. This technique would be especially appro-
priate for nonstandard landing situations, such as during recovery from an automatic landing system
failure near the ground. To improve the normal acceleration response, this technique requires an
increase in the pitch rate overshoot, which is in conflict with the good attitude response required
with the more open-loop tasks. Further test results from both flight and simulation will be required
to determine which control technique (and therefore, control system) will provide the best overall
capability for the manual control task in the operational environment.

CONCLUDING REMARKS

The shuttle program was initiated as a bold and pioneering effort to develop a true spaceplane
capable of returning from orbit and landing on a conventional runway. Some complex challenges were
encountered in developing the longitudinal flying qualities required to land the orbiter manually in an
operational environment. Approach and landing test (ALT) flights indicated a tendency for pilot-induced
oscillation near landing. Changes in the operational procedures have reduced the difficulty of the
landing task, and an adaptive stick filter has been incorporated to reduce the severity of pilot-
induced oscillatory motions. Fixed-base, moving-base, and in-flight simulations have been used during
the evaluations, and in general, flight simulation has been the only reliable means of assessing the
low-speed longitudinal flying qualities problems. Some additional refinements may still be required to
improve the flying qualities for the manual landing task, and two types of systems appear viable,
depending on the nature of the task: one emphasizes attitude control, and the other emphasizes flight-
path control. Further flight experience will contribute additional information about the manual
landing task, especially in regard to the interfacing of the manual task to the automatic landing mode
and the heads-up display (HUD) flight director mode in the operational situation. Overall, however,
the orbiter control system design and the operational procedures have met the objective of providing
the flying qualities necessary for a manual landing. An impressive manual landing capability for an
unpowered vehicle with a low lift-to-drag ratio has been demonstrated, and precision landings are now
being made routinely. The shuttle program has used many advanced technologies and demonstrated their
application for the first time in an operational environment. In addition to providing an operational
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space transportation system, the orbiter development program has also made a significant contribution
to the generic flying qualities and flight control system technology for advanced aircraft.
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ABSTRACT

The phase B Space Shuttle systems definition studies resulted in a generic configuration consisting
of a delta wing orbiter, and two solid rocket boosters (SRB) attached to an external fuel tank (ET).
The initial challenge facing the aerodynamic community was aerodynamically optimizing, within limits,
this configuration. As the Shuttle program developed and the sensitivities of the vehicle to aero-
dynamics were better understood the requirements of the aerodynamic data base grew. Adequately charac-
terizing the vehicle to support the various design studies exploded the size of the data base to pro-
portions that created a data modeling/management challenge for the aerodynamicist. The ascent aero-
dynamnic data base originated primarily from wind tunnel test results. The complexity of the configura-
tion rendered conventional analytic methods of little use. Initial wind tunnel tests provided results
which included undesirable effects from model support structure, inadequate element proximity, and
inadequate plume simulation. The challenge to improve the quality of test results by determining the
extent of these undesirable effects and subsequently develop testing techniques to eliminate them was
imposed on the aerodynamic community. The challenges to the ascent aerodynamics community documented
in this paper are unique due to the aerodynamic complexity of the Shuttle launch. Never before has such
a complex vehicle been aerodynamically characterized. The challenges were met with innovative engineer-
ing analyses/methodology development and wind tunnel testing techniques.

INTRODUCTION

During first stage flight, which for purposes of this paper corresponds to the flight regime from
a Mach number of 0.60 through SRB separation, aerodynamic data bases were required to support various
subsystem design studies. Over-all vehicle aerodynamic characterization was required for vehicle per-
formance analyses, vehicle structural design analyses, and SRB separation system design studies. More
detailed aerodynamic inputs were required for venting analyses, protuberance design studies, tile load
studies, and the ascent air data system design study. This paper discusses the aerodynamic challenges
and consequent approaches/techniques to overcome them relative to the aerodynamic characterization of
the Space Shuttle launch vehicle (SSLV), its four elements in proximity (orbiter, external tank, two
SRBs), and the orbiter's basic components (wing, elevons, and vertical tail). Three basic challenges
are addressed in terms of an ascent launch vehicle aerodynamic data base and a SRB separation aero-

dynamic data base.

CHALLENGE: AERODYNAMIC OPTIMIZATION OF BASIC GENERIC CONFIGURATION

The phase B Space Shuttle systems definition studies resulted in a generic launch configuration
consisting of a delta wing orbiter and two solid rocket boosters attached parallel to an external fuel
tank. The evolution of this generic configuration (Fig. 1) to its present form is the result of many
system and subsystem optimization studies. Preeminent among these, in the early 1970's, were perform-
ance trade studies, guidarce and control design studies, and attach structure sizing studies. Because
vehicle aerodynamics is a basic input to these studies, the ascent aerodynamic community was initially
challenged to provide a data base that would allow configuration optimization from an aerodynamic
standpoint. This challenge was met by several parametric configurational studies in the early 1970's.
These studies provided a data base for determining the relative aerodynamic effect of ET and SRB nose
shapes, SRB location (longitudinal and radial) on the ET, and orbiter incidence relative to the ET.
The significant results of these studies (Fig. 2) showed that an ogive ET nose shape produced the least

151

//7



launch vehicle drag and consequently the best aerodynamic performance; that reducing the orbiter inci-
dence to a minimum would minimize attach structure loads by reducing the orbiter longitudinal aero-
dynamics; and that moving the SRBs down and aft reduced launch vehicle drag, increased stability by
moving the aerodynamic center aft, and minimized aerodynamic interference on the orbiter. This move-
ment of the SRBs also reduced the probability of contact with the orbiter wing during SRB separation.

In the 1975 time frame, after the major configurational changes had taken place, additional parametric
drag reduction studies were conducted to support on-going performance improvement trade studies.
Innovative aerodynamic fairing designs were generated (Fig. 3) and their drag reducing potential inves-
tigated. Several configurations reduced drag (Fig. 3) and consequently improved aerodynamic performance.
However, weight and manufacturing cost proved too formidable thus negating their benefits.

CHALLENGE: DEVELOPMENT/MANAGEMENT OF REQUIRED AERODYNAMIC DATA BASE

The initial concept of the launch vehicle aerodynamic data base was, relative to the final product,
simple. With both the Space Shuttle main engine (SSME) and SRB nozzles having gimbal capability,
sufficient control authority existed to negate using aerodynamic control surfaces during ascent. The
elevons could be set in a single position for the entire ascent flight regime. Element proximity aero-
dynamics were considered secondary inputs to the attach structure design because thrust and inertial
forces were so much larger. Therefore, the fidelity of the required launch vehicle data base was con-
sidered relatively unimportant. Even though it was understood that booster separation motors (BSM)
would change the aerodynamic flowfield associated with the launch vehicle at SRB separation, the degree
of change was underestimated. This was primarily due to a lack of separation system requirement defini-
tion and a lack of understanding of the criticality of controlling the nonlongitudinal aerodynamic
forces to ensure no recontact.

As the Shuttle program developed and the sensitivities of the vehicle to aerodynamics were better
understood the requirements of the aerodynamic data bases grew. Structural loads studies of the elevon
actuator and wing structure showed capability exceedances. This dictated scheduled elevon movement
as a function of Mach number (Fig. 4) to maintain actuator and wing structure within allowable limits.
Because trajectory parameters affecting hinge moments would vary from flight to flight, and because of
the inclusion of uncertainties on the wind tunnel derived hinge moments for any set condition, an active
elevon load relief system was implemented to ensure no elevon actuator overload. This elevon movement
also changed the orbiter proximity aerodynamics which had now been determined to have a significant
impact to the attach structure loads. Consequently, the launch vehicle aerodynamic data base now had to
include the effects of elevon movement. With the realization of the acute sensitivity of the vehicle
to ascent aerodynamics, particular attention now had to be paid to the fidelity of the launch vehicle
data base. That is, the seemingly minor effects of the distribution between the elements of the airload
on the attach structure, the asymmetry created by the ET protuberances, and the SSME/SRB plume effects
on the forebody became significant. The sensitive orbiter thermal protection tiles imposed a stringent
design requirement (minimized BSM exhaust plume impingement) on the SRB separation system. This dic-
tated high BSM thrust, over a very short burn time, and a particular orientation of the BSMs (Fig. 5).
Elevated thrust was required to account for the cosine losses associated with the BSM 40 deg pitch and
shallow 20 deg inboard roll angles. The combination of high thrust and forward facing jets in the SRB
nose frustum greatly amplified the anticipated BSM exhaust plume effect on the vehicle flowfield (Fig.
6). This placed greater emphasis on the fidelity of the data base methodology and attached more sig-
nificance to the BSM plume scaling parameters, utilized for wind tunnel testing, in the data base.
Naturally, with the better understanding of the vehicle's acute sensitivity to aerodynamics, coupled
with questionable wind tunnel test results (to be discussed later), the uncertainties on the aero-
dynamic data bases also became prominent inputs to the various discipline studies. Therefore, adequate
aerodynamic characterization of the vehicle to support the various design studies exploded the size/
complexity of the data bases to proportions that created a data modeling/management challenge for the
aerodynamicist. However, math modeling methodology which included the effects of the potential changing
vehicle parameters on aerodynamics and their associated uncertainties was developed. This modeling
methodology satisfied the user discipline requirements and provided adequate aerodynamic data bases for
design studies.

LAUNCH VEHICLE AERODYNAMIC DATA BASE

Aerodynamics represent external applied forces to which the vehicle as a whole and its discrete
structure reacts in flight. Therefore, historically, launch vehicle aerodynamic data bases are com-
posed of two parts: a static stability data base which constitutes the resultant three aerodynamic
force and three moment coefficients, and the airloads data base which is comprised of distributed
localized pressure coefficients over the geometry of the vehicle. Naturally, the integration of the
airloads data base into resultant forces/moments must equal the static stability force/moment data to
ensure consistency between the various system design studies relative to overall vehicle design. The
Space Shuttle launch vehicle aerodynamic design data base, in this respect, is no different. The
uniqueness of the Shuttle data base is that five vehicles (Fig. 7) must be dealt with in a consistent
fashion — the mated vehicle and its elements (orbiter, ET, LSRB, RSRB). Since each of the elements
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contribute significantly to the mated vehicle aerodynamic characteristics, none can be treated as a
simple protuberance with relative minor interference effects. Each must be dealt with as an independent
element in proximity to others. Additionally, the data base includes aercodynamic characterization of
three orbiter components — wing, vertical tail, and elevons (inboard and outboard).

In the initial planning of the launch vehicle aerodynamic data base the aerodynamicist had to con-
sider, along with the inherent characteristics of the basic outer moldlines of the generic vehicle, the
interference effects of the ET and SRB protuberances, the airloads on the attach structure and its inter-
ference effect, and the significant effect of the SRB and SSME exhaust plumes. Consideration also had
to be given to the primary source of the data base — the wind tunnel. Ideally, the aerodynamicist
desired to utilize a single high fidelity model to simultaneously determine both the static stability
force and moments and the distributed pressures — including plume effects. This, however, was not
possible due to the physical limitations/complexity of a model to obtain the data and the interference
effects of the model support system required to supply the high pressure gas for the plume simulations.
Early in the Shuttle program, these considerations were hampered by a lack of knowledge of how to
properly simulate the plumes and the fact that few wind tunnel facilities had the capability of supplying
an auxillary high pressure air supply for plume testing. Therefore, a methodology was derived to
account for these considerations and work around the problems associated with generating a consistent
launch vehicle data base through combination of results from different types of wind tunnel tests,

The total coefficient (Fig. 8) is comprised of forebody and base characteristics. Furthermore,
the forebody coefficients are separated into plume-off (p—off) data and plume~on (p-on) increments to
account for the effects of the plumes. This formulation permitted the determination of the most sig-
nificant aerodynamic characteristics, the p-off forebody data, from one test (A in Fig. 8) and the
plume effects from an independent test (B in Fig. 8). This minimized the model support system effects
in the data base. Plume-off base environments on the models are removed from the total measured test
(A) results to create p-off forebody data. These base environments are irrelevant to the data base
because of the model support system interference and the overwhelming changes created by the SRB/SSME
exhaust plumes. By including the forebody plume effects as p-on minus p-off increments the effect of
the model support system required for plume testing (B) is reduced to a second order effect. The base
characteristics are determined from the plume test. By utilizing the measured p-on base pressures from
test (B) rather than p-on minus p-off increments to be applied to the p-off base environments from test
(A), the model support system effects on the base characteristics are eliminated and the effects of the
plumes are adequately included in the data base. The airloads data base is formulated in much the same
manner. The p-off forebody pressure coefficient distributions over the geometry of the vehicle are
determined independently of the p-on pressure coefficient increments and then combined. Again, with
this formulation the model support system effects are minimized.

Each of the six static stability forces and moments for the mated vehicle and its four elements
are formulated in this manner. The forebody coefficients are a function of the freestream Mach number,
the vehicle's orientation to the freestream flow (a,B), and the elevon deflection angles (Table 1).
Math modeling of the elevon effects on the mated vehicle characteristics, using a fourth order poly-
nomial fit, has been incorporated into the data base at the request of the trajectory and guidance/
control disciplines to facilitate its use. The element data are provided for nine discrete inboard/
outboard combinations. Wing and vertical tail shear, bending, and torsion and elevon hinge moments
constitute the component data. These are formulated similarly to the element data. The base charac-
teristics are formulated as forces and moments primarily as a function of altitude. This is due to
their first order dependency on the plume characteristics, which, for a given nozzle and engine operat-
ing characteristics, are primarily a function of altitude. However, math modeling has been incorporated
to account for the small effects due to vehicle attitude and SSME power level changes. This methodology
formulation allowed, early in the Shuttle program, determination of a quality data base. Then, as
forebody configurational changes took place, the plume technology data base matured, and plume-on
facility testing capability developed, refinements to the data base could be effected without regenerat-
ing the complete data base.

Two types of uncertainties were generated for the launch vehicle data base — tolerances and varia-
tions. These uncertainties, although not statistically derived, were generated as three-sigma incre-
mental values with, in general, a normal distribution about the nominal data base. The tolerances, or
lower uncertainty bounds, represent a measure of the experimental wind tunnel test data scatter about
the established nominal data base. Tolerances were utilized in the Shuttle program for operational
subsystem design. Variations, or upper uncertainty bounds, represent the potential difference between
the wind tunnel derived, experimental characteristics and the actual flight vehicle characteristics.
Variations were utilized in the Shuttle program as constraints in the flight planning activities.
Ordinarily variations are derived by employing the historical flight experience of a vehicle similar
to the one being designed. No vehicle similar to the Space Shuttle launch vehicle has ever flown.
However, vehicles such as the generic lifting bodies and high altitude/high speed aircraft are similar
to the reentering orbiter. The orbiter entry aerodynamic discipline utilized the flight experience of
these vehicles to derive "variations" for the orbiter entry aerodynamic data base. The ascent aero-
dynamic community utilized the orbiter entry variation-to-tolerance ratio along with the established
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launch vehicle element tolerances to establish the launch vehicle variations. Both tolerance and varia-
tion uncertainties were generated for each totally independent forebody force, moment couple, and aero-
dynamic center coefficient for each component and element of the launch vehicle. This permitted deter-
mination of the total moment uncertainty for each component and element as the root-sum-square (RSS) of
these three independent contributors. The mated vehicle uncertainties were established as the RSS of
each element's uncertainty. The base characteristic uncertainties were likewise independent and
combined in an RSS fashion with the forebody uncertainties. Analytical modeling was formulated to allow

assessment of a single coefficient uncertainty or any combination of coefficient uncertainties by any
subsystem discipline.

SRB SEPARATION AERODYNAMIC DATA BASE

The Shuttle Solid Rocket Boosters (SRBs) are separated at burnout from the launch vehicle by means
of two basic phenomena. Longitudinal separation is achieved as a result of the higher axial acceleration
of the orbiter/external tank (OET). Lateral and normal separation are achieved, however, by the applica-
tion of thrust to the SRBs and aerodynamic forces. Unlike previous cylindrical launch vehicles, control
of these nonlongitudinal forces is critical to assure that no recontact occurs. This criticality mani-
fested itself in the aerodynamicist's ability to model three aerodynamic phenomena: (1) the proximity
effect of one vehicle's flowfield on those of nearby vehicles, (2) the jet interaction effect of the
BSM plumes on the flowfield surrounding all of the vehicles, and (3) the effect of direct BSM plume
impingement on the external tank. Each of these phenomena is a function of the orientation of the OET
with respect to the free stream flow and the relative displacements and orientations between the vehicles.
The jet interaction and plume impingement effects are also a function of a plume scaling parameter.

This knowledge defined the set of eight independent parameters, the effects of which had to be con-

sidered in deriving the separation data base (Fig. 9). The effects of Mach number and Reynolds number
were found to be second order in the range of anticipated flight conditions and were thus included in
che data base uncertainty. To preclude the necessity of updating the complete data base each time the
vehicle outer moldline was changed, the dependent variables (aerodynamic coefficients) were formulated
as BSM plume-on and plume-off proximity increments; that is, coefficient increments to be added to SRB
and OET free-stream aerodynamic data. Utilizing this approach would allow the effects of minor con-

figuration changes to be adequately reflected in updates to the isolated aerodynamics with negligible
effects on the proximity increments.

It became obvious that the use of eight independent variables in the data base would present severe
difficulties if a standard square grid of representation was utilized in modeling the required aero-
dynamic characteristics. The most obvious difficulty would be the number of data points required. The
squareness of the grid in 8-dimensional space would also assure that most of the data points would be
far removed from areas of interest. In fact, many data points would be required in locations that are
unrealizable due to physical constraints imposed by the basic configuration. Obviously, superimposing
the large matrix of proximity variables required at a large AX on AX = 0 would be unrealizable since
the AX = 0 position constitutes the mated position of the SRB's where the other variables can only have
the value of zero. As with the launch vehicle data base, consideration also had to be given to the wind
tunnel, the basic source of the aerodynamic data. Limitations on specific combinations of the independ-

ent parameters AX, AY, AZ, Ao, AR were imposed by physical constraints of the facility and its model
mounting/sting movement capability.

These difficulties were circumvented by developing a unique data organization concept to handle the
five proximity independent variables. This new approach, designated the "hypercube" format, allows data
to be placed only along required separation paths. At each desired AX two 4-dimensional hypercubes are
situated so as to encompass anticipated dispersions in AY, AZ, Ao, and AB. An outer cube encompasses
all dispersions, including system failures, while an inner cube includes the nominal separation path
with 30 dispersions. These hypercubes are not constrained to have parallel opposite sides to that they
can be shaped to match physical constraints imposed by the test facility and still provide data near the
required trajectory points as determined by trajectory dispersion analyses (Fig. 10). Data points were
generated at the vertices of the hypercubes. In addition, an interior point is placed within each
hypercube to increase the data density in a region of interest. Typical BSM plume-on SRB trajectories
through the hypercube matrix are demonstrated in Figure 11 in terms of the parameters AX, AY, and AZ.
The AX values at which hypercubes are placed were selected to maintain constant time increments at the
separation relative longitudinal acceleration rather than constant length increments. This increases
the data density early in the motion when trends are being established.

The use of this approach has provided a much higher data density along separation trajectory paths
while reducing the required number of data points by a factor of at least 20 from a square grid. A
special algorithm has been developed which transforms these 4-dimensional arbitrary shapes into
4-dimensional cubes so that a low order polynominal can be easily fit to the vertices and interior
point, thus providing interpolation. Interpolation in the remaining independent variables o, B, and
the plume scaling parameter is handled in a similar manner, although the organization of these variables
is based initially on 3-dimensional cubical shapes since there are no physical interference constraints
to be taken into account.
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The uncertainties associated with the SRB separation aerodynamic data base are composed of three
components: an error resulting from the hypercube interpolation process, an error due to the asymmetry
of the motion of the two SRBs with respect to the OET, and an error associated with scaling the BSM
plumes. The uncertainty component associated with interpolation error accounts for the inability of the
hypercube interpolator polynomials to exactly model the data and for the fact that the data base was
generated at a constant value of Mach number. It also implicitly accounts for the random uncertainty
associated with the wind tunnel data measurements/acquisition system. The uncertainty component asso-
ciated with asymmetric SRB motion accounts for the error incurred in performing all plume-on testing
with the SRB's in symmetric positions with respect to the OET. SRB asymmetry modifies plume-on aero-—
dynamics by establishing unequal impingement of the BSM plumes on the external tank and by causing an
asymmetric interaction of the plumes with the free-stream flow. The third aerodynamic uncertainty
component results from errors in plume scaling, that is, errors incurred by using the jet-to-free stream
momentum ratio rather than the momentum flux ratio as the plume simulation parameter (discussed later).
The total coefficient uncertainties in the data base were obtained by root-sum-squaring the contribution

of these three components.

CHALLENGE: WIND TUNNEL TESTING TECHNIQUES/IMPROVEMENTS

The primary sources of the Space Shuttle ascent aerodynamic data base are wind tunnel test results.
The multibody configuration with its significant interrelated interference effects precluded using con-
ventional analytical tools to characterize the vehicle. Initial wind tunnel tests provided results
which included effects from model support structure, inadequate element proximity, and inadequate plume
simulation. It became obvious, as the Shuttle program matured, that these undesirable effects were
significant. The challenge to improve the quality and detail of test results by determining the
extent of these effects, and subsequently develop testing techniques to eliminate them, was imposed on
the aerodynamic community. In the process of establishing the ascent aerodynamic data base two basic
types of wind tunnel test results were utilized. Force and moment data were obtained by using balances
located in the models. Data of this type were obtained for the mated vehicle, the elements, and the
components for the launch vehicle data base. Data of this type were also obtained for the SRBs and OET
combination in proximity for the SRB separation data base. The other type of data obtained from testing
were local pressure distributions (airloads test) over the entire vehicle. These data were obtained by
locating pressure orifices on the outer moldline of the model and recording the sensed pressures.
These data were utilized in formulating the airloads for the launch vehicle data base. As mentioned
earlier, the physical limitations/complexity of the models did not permit simultaneously obtaining all
the required data with a single model/test. Therefore, different type tests were conducted and their
results combined to generate the data base. Mated vehicle/element plume-off force/moment and airloads
test results were combined with plume-on mated vehicle/element airloads test results to obtain the
launch vehicle data base. The SRB separation data base utilized only BSM plume-on and plume-off
force-moment test results. Associated with each of the above type tests were peculiar generic problems
and inadequacies that had to be resolved in order to establish a quality data base.

LAUNCH VEHICLE/ELEMENT/COMPONENT PLUME-OFF TESTS

Initial emphasis was placed on the mated vehicle force/moment aerodynamic characterization. To
support generating the required data, wind tunnel tests utilizing a single sting support (Fig. 12)
were conducted. The elements were rigidly mounted to each other with scaled attach structures thus
preserving the required proximity. A single balance was located in the orbiter which measured the six
aerodynamic forces and moments required by the launch vehicle data base. This single sting/base mount-—
ing arrangement was most practical and provided minimum sting effects on the forebody aerodynamic data.

As the Shuttle program matured emphasis shifted to defining the element and component aerodynamic
characteristics. Wind tunnel tests, designated as IA81 and IA135, were conducted in the Ames Research
Center Unitary Plan Wind Tunnel (ARC UPWT) to provide aerodynamic data supporting the integrated vehicle
baseline characterization cycles 1 and 2 (IVBC-1 and IVBC-2). These tests, to obtain data for each of
the elements and components in proximity, utilized a four-sting model support system (Fig. 13). Each
element, which contained a balance for measuring the aerodynamic forces and moments, was mounted on a
separate sting in proper proximity with the free-stream air off. The sting and balances were designed
to minimize deflections considering model weight and aerodynamic load, yet, provide adequate measure-
ment accuracy in terms of the expected aerodynamic loads on the model. However, with freestream air on
the aerodynamic loading on each element caused excessive model separation. Thus, the proper inter-
ference effects of the elements on each other was not realized. And, furthermore, each element was at
a different attitude relative to the freestream flow. Additionally, the presence of the ET sting and
the sting support created an effect on the forebody aerodynamics. The presence of these effects was
implicitly determined when the summation of the element did not equal the mated vehicle data obtained
from other tests utilizing a single sting support system. The presence of these effects was further
verified by a series of parametric tests conducted in the Marshall Space Flight Center's l4-in. Trisonic
Wind Tunnel. The significance of these undesirable effects, except from a purist standpoint, were of
little consequence to the aerodynamist. However, as structural load sensitivity studies developed,
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significant impacts of small changes in the element/component aerodynamics on the vehicle's attach
structure, wing design, and vertical tail design were realized. Obviously, the undesirable effects in
the aerodynamic data base needed to be eliminated if possible, rather than incorporate them into uncer-
tainties on the data.

To eliminate the above undesirable effects the ascent aerodynamic community and wind tunnel model
designers established the '"shell model" concept for Space Shuttle testing (Fig. 14). This concept
offered two distinct advantages over previous model designs: (1) only a single sting support is
required, thus eliminating the majority of the sting interference effects, and (2) permits measuring
the element data simultaneously with the mated vehicle data, thus ensuring that the summation of the
element aerodynamic data equals the mated vehicle aerodynamic data. This is achieved by utilizing a
balance in each element and specific attachment of the element's outer moldline (OML) shells to each
other via the scaled attach structures. This permits each balance to measure aerodynamic loads
experienced by certain combinations of elements (i.e., the SRB balances measure SRB aerodynamics, the
ET balance measures ET and SRB aerodynamics, and the orbiter balance measures the mated vehicle aero-
dynamics). Thus each element's aerodynamic characteristics are obtained directly through measurement
(SRBs) or by subtracting appropriate balance results (orbiter and ET). This shell model concept was
pilot tested using a 1 percent scale model in the ARC UPWT, and later utilized with a 2 percent model
(Fig. 15) in the 16T Propulsion Wind Tunnel facility at the Arnold Engineering Development Center (AEDC)
to provide a large part of the power-off data base for STS-1.

To eliminate the remaining potential sting interference effects on the orbiter forebody aerodynamic
characteristics an additional model was designed utilizing the '"shell model" concept (Fig. 16). This
3 percent scale model was supported by two stings through the base of each SRB and utilized a single
balance in the orbiter to determine the orbiter aerodynamic characteristics. The orbiter was mounted
as a shell model to the ET/SRB combination via the scaled attach structure. This model was also
utilized to determine the power-off pressure distributions on the vehicle. The orbiter balance was
removed and the complete vehicle instrumented with approximately 1,500 pressure orifices. This model

was also tested at the AEDC 16T facility and the results constitute the remaining part of the power-off
data base for STS-1.

LAUNCH VEHICLE/ELEMENT/COMPONENT PLUME-ON TESTS

Early in the Shuttle program it was anticipated that the exhaust plumes from the SSME/SRB engines
would affect the aerodynamic characteristics of the vehicle. This was based on the history of rocket-
powered launch vehicles and the resulting plume effect phenomena that was developed over the years.
This phenomena is philosophically demonstrated in Figure 17. For a given engine/rocket motor operating
at a fixed altitude and Mach number the exhaust plume phenomena vary with increasing rocket engine
chamber pressure. The plume diameter is initially too small to significantly alter the forebody
pressure. Thus, the primary effect is the entrainment of the base flow by the high velocity gases in
the boundary of the plume and the subsequent reduction of power-off base pressure. As the plume grows
in size, it begins to block the base and increase the base pressure. Ultimately, the boundary layer
will separate, and a recirculating pattern will develop. For multiple engines, the plumes will impinge
upon each other and deflect exhaust flow into the base. Three or more engines can reverse enough mass
into the base to choke the volume enclosed by the engines. The effect of the plumes can actually
increase base pressure above the power-off level.

To simulate the plumes and their effect in wind tunnel testing the ascent aerodynamics community
had three basic design options available: (1) hot gas by combustion, (2) cold or warm/heated gas, and
(3) solid body simulators. Hot gas testing was eliminated as a viable option when cost and complexity
were considered. Additionally, the data quality for hot gas testing is limited extensively because of
the short-duration of steady state flow. The use of a solid body simulator was also eliminated from
consideration. Since the base environment was not known before testing, the configuration of the plume
shape could not be determined to enable design of the solid body. Historically, cold gas testing had
been used almost exclusively for launch vehicle plume simulation. A cold gas model can continuously be
operated to obtain 70 to 100 data points per shift in the test facility. Therefore, the Space Shuttle
Program Office chose this technique to determine launch vehicle plume effects because of cost and
schedule effectiveness.

In 1972, NASA initiated the planning phase for the first wind tunnel test of the Space Shuttle
launch vehicle (SSLV). At this time, the technical archives were surveyed to determine the appropriate
rocket exhaust simulation techniques. The data accumulated through experience with the Saturn launch
vehicle were chosen for study. A comparison of the wind tunnel predictions with the Saturn flight data
indicated a deficiency in the technology at that time. The base drag was substantially overestimated
by the predictions from wind tunnel testing. The surveys concluded that the simulation techniques and
the simulation parameters were not well understood. Therefore, the aerodynamic community was challenged
to better understand the flow phenomena and develop a set of simulation parameters for use in wind

tunnel testing of the Space Shuttle launch vehicle. To this end a plume technology program was
initiated by NASA.
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The objective of the technology program was to determine a set of functions that would correlate
base pressure data generated by wind tunnel cold gas tests with full scale flight base pressure. An
empirical data base was obtained using generic models with some geometry variations to assess configura-
tion effects on the base pressure. The key independent variables were simulated gas, nozzle geometry,
and geometric configuration. Hot, warm, and cold gases were used. Simulated model nozzle area ratios
and nozzle lip angles varied from test to test, assuring that internal geometry was not an explicit
contributor to the correlation functions. The external configurations consisted of cone or ogive noses
and cylindrical afterbodies with single or triple nozzle bases (SRB and orbiter bases respectively);
and, a triple body configuration to assess the effects on a centerbody (similar to the external tank on
the Space Shuttle). Because difficulties were encountered in correlating the plume technology test data
due to limited variations in nozzle geometry and test conditions, analytical tools were utilized to
supplement the data base.

The substantial empirical and analytical data base generated throughout this technology program
was then analyzed for correlation by plotting the base pressure data as a function of reasonable can-
didate simulation parameters. The successful simulation parameters were those that would coalesce the
base pressure data to a simple function of the assumed simulation parameter. As the technology program
developed, the plume simulation correlation parameters matured from the simple parameters defining plume
shape to a function based on shape and gas dynamic characteristics. The final simulation parameter
developed through the technology program has the form:

This final "winning" set of simulation parameters is demonstrated in Figure 18 along with a definition
of terms. The caveat, however, is that neither the hot gas technology test nor the hot gas analytical
data agree with this simulation. In other words, this simulation correlated the cold/warm gas data but

an apparent temperature function, (Tc/Tt )C, needed to be included to fully correlate the data. These

o
data came too late to impact any Space Shuttle testing prior to the first flight due to program
schedule and resource restrictions. However, indications were that the exclusion of the temperature
function would result in an overprediction of the flight base drag and, consequently, an underestimate
of vehicle performance resulting in a conservative design. The current status of the technology program
is best described as "terminated incomplete.'" The technology program, however, yielded substantial
knowledge on how to correlate the cold gas base pressure and, therefore, advanced the state-of-the-art.

Not only did the definition of the simulation parameters have to be addressed, but also the applica-
tion of the required simulation in the wind tunnel had to be established. Unfortunately, the key to the
technique of base pressure correlation is that the simulation parameters are a function of the base
pressure itself. For example, §., and M, are dependent on the Prandtl-Meyer expansion at the nozzle lip
and, therefore, proportional to the base pressure and the square root of the base pressure, respectively.
Consequently, if the base pressure is not known a priori, the correct simulation in the wind tunnel is
impossible to establish. The technique that evolved from the plume technology program and the early
SSLV tests to circumvent this problem is as follows:

1. Model nozzles are designed, using analytical tools, to provide a range of similarity parameters
for a test.

2. For a fixed Mach number, a variation of the base pressure is obtained through a variation of
the model's SSME and SRB chamber pressures via the auxillary high pressure air supply.

3. The variation of the base pressure from the wind tunnel test is plotted as a function of the
simulation parameter. See curve A in Figure 19.

4. A similar curve can be analytically derived for the full scale prototype by assuming a base
pressure (curve B, Fig. 19). This curve represents the loci of possible values of the similarity
parameters for the prototype as a function of base pressure.

5. Where the curve of prototype possibilities is equal to the wind tunnel test data, the similar-
ity is matched, and the resulting base pressure is the design value.

The SSLV test data were acquired in the ARC UPWI. This facility developed the capability to supply
secondary air flow at a rate of 1500 psi and 80 1b/sec for Shuttle propulsion system simulation. In
Figure 20 the model is shown installed in the UPWT 1l-ft test section. Note the model support structure
required to supply the high pressure air for plume simulation and an enclosure for the instrumentation
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leads from the model. As mentioned earlier, this support structure, due to its interference effects on
the forebody, dictated that only incremental effects of the plumes could be utilized. Balances were
utilized in the orbiter wing, elevons, and vertical tail to provide incremental force/moment data for
the components. Additionally, the entire vehicle was instrumented with pressure orifices to provide
the incremental plume effects on the pressure distributions. The results from this type test were com—

bined with plume-off data, determined from other tests, providing a complete plume-on launch vehicle
data base.

SRB SEPARATION TESTS

Basic wind tunnel testing of separating bodies was recognized as a complex operation early in the
Shuttle program. In fact, if the bodies have significantly different flight path angles, wind tunnel
testing cannot be performed to adequately simulate the combined flowfield of the bodies. This is
because the wind tunnel, with its inherent axial flow, provides only a single fixed flight path angle
for all bodies. The addition of booster separation motor (BSM) plume simulation further complicated
the testing by providing a high energy disturbance to the flowfield. Fortunately, the SRB flight path
angle was not significantly different from the Orbiter/ET flight path angle during the initial phases
of separation. Therefore, the error in attitude and consequent flowfield development was small and
represented no stumbling block to SRB separation testing. However, determining the correct BSM plume
simulation to provide the required vehicle flowfield and plume impingement effects on the OET repre-~
sented a challenge to the aerodynamicist.

The requirement of correct BSM simulation manifests itself in the need to simulate the near-field
jet interaction (JI) effects on the SRB aerodynamic characteristics, and the need to simulate the far-
field spacial content of the plume (jet) impingement forces on the OET (Fig. 21). Early in 1973 the
planning for the first SRB separation test was initiated. At this time a literature survey was con-
ducted to retrieve all possible information relative to the effects of jet emission normal to freestream
flow. The results of the survey indicated that the similarity parameter for near-field simulation of a
transverse firing single jet was the ratio of jet-to-freestream momentum flux, Eﬁ/ﬁ;. Plume interaction

with a freestream crossflow, as depicted in Figure 22, was then defined by the following empirical rela-
tionship for Mach disk height:

- 0.25 0.5 0.5
2044—u.2) 1.25(4+y_ )y M 2 [3—1] s
o Y5 ZMj (y 3 +1) (1‘Y°°)+ZYQM”2 q, (1+cos® J)

The far-field jet impingement pressure similarity parameters were, intuitively, momentum flux ratio and
plume diameter at the point of impingement some distance from the jet (Fig. 22).

It was also found that plume gas temperature and molecular weight affect jet/flowfield interaction
by strongly influencing the external flow separation distance upstream of the nozzle for low molecular
weight or high temperature transverse jets. This effect is correlated by the "RT" ratio as follows:

- (RT0)j _ (To/MW)j
TTwRD, T @AW,

"RT" simulation provided the rationale for using air as the injectant gas in wind tunnel plume testing.
Findings from the survey indicated that "RT" effects are negligible for t < 7. Since the values for
flight (t = 2.91) and test with air (t = 4.6) are below this limit, unheated air was selected to simu-
late the BSM exhaust product plume.

Even though these similarity parameters were developed from single jet data, they were utilized
for the multijet case in the early phases of SRB separation testing. At this stage of separation system
development, the BSM configuration was four motors in line rather than abreast as shown in Figure 5.
The forward motors were located further aft (SRB forward skirt) and the rear motor exit planes pointed
toward the orbiter body flap rather than in an aft direction. Their angular orientation directed the
plumes more toward the orbiter than the final configuration shown in Figure 5 (i.e., 30 deg and 20 deg
rather than 20 deg and 40 deg, respectively). Results from these tests indicated significant flowfield
changes and impingement pressures on the sensitive orbiter TPS tiles. To verify and expand the findings,
analytical tools were utilized to reproduce the test generated plume characteristics and a separation
motor technology program was initiated at the Marshall Space Flight Center. The technology program
verified the simulation parameters and added insight into the relationship between the flowfield of
single jets and mutliple jets. Utilizing the developed analytical tools, sensitivity studies were
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performed for various alternate BSM configurations and orientations in an effort to relieve the impinge-
ment effects on the orbiter. The final BSM orientation (Fig. 5) resulted from these studies. Along
with the relocation/orientation of the BSMs their thrust was increased and burn time decreased. This
reduced the time that the massive complex jet/flowfield interaction would take place and still provide
adequate impulse to the SRB to avoid recontact.

As plans for testing of the final BSM configuration developed, it was realized that scaling Hﬁ/ﬁ;

was no longer possible. The increased thrust required a plume gas air supply pressure (1500 psi) that
exceeded the facility's capability and the small nozzle sizes required (1/32~in. throat diameter)
became prohibitive. As a result, jet-to-freestream momentum ratio (¢j/¢w) was selected over ﬁj/ﬁ; as

the plume scaling parameter. This choice preserved the geometric scaling of hMD but removed any
dependence on nozzle size, dj:

0.5 0.5

Yl 0.25 :
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Using momentum ratio scaling, nozzle throat size was doubled to minimize the chance of nozzle plugging
(a problem encountered in early testing) and the chamber pressure was reduced to within plant gas
supply limits. Model nozzle area ratio was adjusted to obtain a good match of plume cross-sectional
area and hence proper simulation of the blockage associated with flowfield interaction effects.
Utilizing the momentum ratio similarity parameter induced errors into the wind tunnel test results.
However, an estimate of the uncertainty in SRB aerodynamic characteristics was appropriately evaluated
by comparing test and flight data available from a military missile which utilized a transverse jet for
attitude control. These uncertainties were included in the separation aerodynamic data base.

All testing used to define the SRB separation aerodynamic data base was conducted in the U.S. Air
Force Arnold Engineering Development Center/Von Karman Facility Tunnel "A" using a 1 percent scale
model of the Space Shuttle vehicle. This facility was selected because of its efficient captive
trajectory system (CTS) which provides rapid computerized movement of models in the tunnel without

interrupting the primary tunnel air flow.

In BSM plume-on testing, the orbiter/ET was placed on the CTS sting and the two SRBs were placed
on a specially designed screw-jack adapter to the primary sting. This adapter allowed automatic move-
ment of the SRBs in the yaw plane but required manual placement in pitch. The BSM plume-on test
installation is shown in Figure 23a. Separate lines were provided to supply plume air to plenum
chambers for the forward and aft nozzle clusters in each SRB. The forward clusters were fed by air
flowing through the balances. Care was taken to balance the plenum chamber pressures between forward
and aft jets and between left and right SRBs by means of orifice meters in the individual supply lines.
In plume-on testing, previous experience has shown that it is necessary to account for SRB-to-SRB BSM
plume induced flow interference as well as for the mutual coupling of the SRBs plume interference
effects on the flowfield surrounding the OET. Hence, the use of both SRBs is required.

In plume-off testing, a single SRB was mounted on the CTS and moved through the hypercube matrix
of points representing relative positions and attitudes of the SRB with respect to a fixed OET. The
model installation is shown in Figure 23b. Although forces and moments were measured on both models,
axial force and rolling moment were not measured on the SRB. The SRB model was equipped with a flow-
through balance for use in plume-on testing making it impossible to measure axial force with any degree
of accuracy. Rolling moment was also eliminated from the balance readings since it is negligible as a
result of SRB body symmetry. Previous plume-off test experience indicated that SRB-to-SRB effects are
minimal and that SRB effects on the orbiter/ET are additive, thus justifying the use of a single SRB

test procedure.

The final SRB separation verification test was conducted at AEDC in March 1982 and provided the
data for the current data base. This test culminated a complex wind tunnel test program to define the
aerodynamics associated with SRB separation.

CONCLUDING REMARKS

The challenges to the ascent aerodynamic community documented in this paper are unique due to the
aerodynamic complexity of the Shuttle's ascent flight. Never before has such a complex vehicle been
aerodynamically characterized.

The initial optimization challenge was met by providing a parametric aerodynamic data base which
allowed configuration optimization from an aerodynamic standpoint.
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The challenge to aerodynamically characterize the vehicle with math modeling methodologies to

support vehicle design and flight planning studies was innovatively met.

Techniques for combining the

results of several wind tunnel tests were developed which minimized model support system effects in the

launch vehicle data base.
and complex SRB separation aerodynamic data base.

A unique and effective modeling approach was developed to handle the large

The challenge to develop testing techniques to improve the quality of initial wind tunnel test

results was successfully met,

were designed and utilized.

Parametric wind tunnel tests and analyses were conducted to determine
model support system effects on vehicle aerodynamics.

The resulting optimum models and support system

Comprehensive plume technology programs were conducted which established

simulation parameters permitting the use of high pressure air to simulate engine exhaust plumes and

high energy forward facing jet effects.

The unique and innovative engineering approaches/techniques developed to meet the aerodynamic
challenges imposed by the complex Shuttle configuration and ascent flight have resulted in quality

aerodynamic data bases.
fied by the successful STS program.

The success of the Shuttle ascent aerodynamic development program is exempli-
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Plume boundary tion

Rolling moment
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Yawing moment
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Shear force
Torsion moment
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Wing
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TABLE 1:

LAUNCH VEHICLE AERODYNAMIC DATA BASE FORMULATION
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Figure 1. Space Shuttle Design Evolution.
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Figure 2. Typical Results of Parametric Configurational Studies.
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Figure 3. Aerodynamic Fairing Concepts for Launch Vehicle Drag Reduction.
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Figure 5. Booster Separation Motor Orientation.
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Effect of BSM on Shuttle Flowfield, Mc’° = 4.5, AEDC/VKF Tunnel A.
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Figure 15. Single Sting/Multiple Balance Shell Model in AEDC 16T Tunnel.
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Figure 20. Launch Vehicle Plume Test Model in ARC UPWT.
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Figure 23.

(a) BSM Plume-On.

(b) BSM Plume-Off.

SRB Separation Test Model Installation in AEDC/VKF Tunnel A.
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ABSTRACT

The Space Shuttle aerodynamics and performance communities were challenged to verify the
Space Shuttle vehicle (SSV) aerodynamics and system performance by flight measurements.
Historically, launch vehicle flight test programs which faced these same challenges were unmanned
instrumented flights of simple aerodynamically shaped vehicles. However, the manned SSV flight
test program made these challenges more complex because of the unique aerodynamic configuration
powered by the first man-rated solid rocket boosters (SRB). The analyses of flight data did not
verify the aerodynamics or performance preflight predictions of the first flight of the Space
Transportation System (STS-1). However, these analyses have defined the SSV aerodynamics and
verified system performance. The aerodynamics community has also been challenged to understand
the discrepancy between the wind tunnel and flight defined aerodynamics. This paper presents the
preflight analysis challenges, the aerodynamic extraction challenges, and the postflight analyses
challenges which led to the SSV system performance verification and which will lead to the
verification of the operational ascent aerodynamcis data base.

INTRODUCTION

The challenge of the Space Shuttle program was to develop a reusable spacecraft which would
experience a conventional launch through a high dynamic pressure environment, perform an on-orbit
mission and return to a conventional aircraft type landing. These requirements were satisfied by
a complex configuration comprised of the first winged orbital spacecraft (Orbiter), first man-
rated SRB, and external fuel tank (ET) (figure 1). During the development of this vehicle, the
aerodynamics and performance communities were challenged to assure flight safety by analysis and
to verify the SSV aerodynamics and system performance by flight test. Historically, flight test
programs of launch vehicles have been unmanned instrumented flights. However, the Space Shuttle
program management decided to perform an orbital manned mission on the first mission of the flight
program. This decision was based on program mission requirements, compressed development
schedules, and impact of vehicle loss.

PREFLIGHT ANALYSIS CHALLENGE

The manned SSV flight test program challenged the ascent communities to insure flight safety.
Extensive preflight analyses were performed to identify the SSV system performance and structural
sensitivities to potential inflight dispersions. Once these sensitivities were identified ascent
trajectory profiles were designed which satisfied the STS mission requirements and maintained
adequate margins of safety. Initial ascent trajectory design concepts for the SSV employed a
gravity turn technique to maximize vehicle performance. This concept maintained a zero angle-of-
attack (o = 0) throughout the first stage of flight. While this design approach was found to be
adequate for earlier genmeration launch vehicles, the resulting structural load environment for the
SSV was unacceptable. Therefore, the primary challenge for the ascent community was to identify
the ascent flight constraints within which the SSV trajectory profile could be designed to provide
adequate margins for the vehicle structure while minimizing the impact to the STS performance
capability (illustrated in figure 2 and 3). With the cooperation of the structural, aerodynamic

and trajectory design communities, an approsch1 using structural load indicators was developed
which modeled each of the critical SSV structural areas (see figures 4 and 5) in terms of the
external forces on the element: thrust; aerodynamics; and inertia. These structural load
indicator models were evaluated for various flight conditions to derive the flight constraint
envelopes. To insure adequate structural margins, the structural load indicator models were
evaluated using a six degree-of-freedom ascent trajectory simulation to determine sensitivities
and criticality of the various indicators to potential inflight dispersions. Figure 6 illustrates

the constraint envelope and inflight dispersions evaluated in terms -of flight conditions. Figure
7 presents the measured wind dispersions used in figure 6 to provide protection for inflight winds
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and maintain a high launch probability. Figure 8 presents the resultant flight constraint
boundaries and trajectory design dynamic pressure and angle-of-attack requirements. These
analyses pointed out the sensitivity of the SSV to the Orbiter aerodynamics which resulted in the
requirement to extract the Orbiter aerodynamics from flight measurements.

By the mid 1970”s, to provide adequate structural margins on the Orbiter wing and

Orbiter/ET/SRB (element) attach struts, an angle-of-attack of -2° vas required during the
transonic regime of the ascent trajectory. This more negative o profile was achieved at the cost
of approximately 700 pounds of payload capability relative to the initial trajectory design. In
the late 1970”s, the aerodynamic data base uncertainties were increased from a level which
considered only wind tunnel data scatter (tolerance) to a level which also considered model scale
to full scale aerodynamic uncertainties (variations). This increase was made to protect the SSV
against the potential modeling and scale effect uncertainties associated with the complex SSV
configuration. This change in the potential inflight dispersions resulted in an ascent trajectory

profile design with o = -3° and a further loss of payload capability of approximately 800 pounds

relative to the o = -2° design. Thus, the trajectory design for the STS-1 had protected the SSV
against aerodynamic uncertainties and inflight dispersions to provide adequate performance,
acceptable structural loads and to insure high launch probability.

AERODYNAMICS EXTRACTION CHALLENGE

Since the preflight analyses were based on ground test defined aerodynamics, the aerodynamics
community was challenged to develop techniques to extract the aerodynamic characteristics of the
SSV, elements and components from flight data. An extraction procedure was developed which

substituted known or measured quantities into the equations of motion2 and solved for the
aerodynamic forces and moments. The SSV was instrumented to measure the required quantities:
linear and angular accelerations, angular rates, thrust vector of each Space Shuttle main engine
(SSME) and SRB (i.e., magnitude and direction), and trajectory parameters. These measurements
could not be used directly to extract the aerodynamic characteristics, but required some
adjustments. Analysis techniques were developed to account for vehicle characteristics,
instrumentation location and instrumentation system biases. The SSME thrust vector analysis
combined the elasticity of the Orbiter thrust structure and measurement of thrust vector control
(TVC) actuator stroke to determine the direction of the thrust vector. Similarly, the structural
characteristics of the SRB were combined with the SRB TVC actuator stroke measurement to determine
the SRB thrust vector direction.

Since the center of gravity (cg) of the SSV moves during flight, techniques were required to
relate the accelerometer measurements to the cg location. Acceleration measurements were taken at
several locations on the Orbiter and SRB. The acceleration analysis used all compatible
measurement in a least-squares procedure to define the SSV cg acceleration. Since the Orbiter is
not a rigid body, accelerometer misalignment studies were required to determine the effect of body
bending on the aerodynamic extraction results. These analyses indicated that the expected
misalignments would not effect the aerodynamic extraction results.

Flight measurement of the SSV trajectory parameters and configuration parameters were
required to relate the extracted aerodynamics to the ascent aeordynamic design data base. An air
data system was designed into the tip of the ET to provide pressure measurements from which the
angle-of-attack, angle-of-sideslip, dynamic pressure and Mach number could be determined (figure
9). An extensive wind tunnel calibration program was conducted to provide correlation between

these pressure measurements and the required trajectory parameters.3 Also, flight measurement of
the Orbiter elevon position was required. Measurements of the elevon actuator stroke were made
and converted to elevon angular position data. Also, techniques were developed to extract elevon
hinge moments from actuator pressure measurements and strain gauge measurements. The flight
elevon position analysis combined the position measurement, the extracted hinge moments, and the
aeroelastic characteristics of the elevon support structure to determine the aeroelastic elevon
position.

Since preflight analysis had identified structural sensitivities to the element (Orbiter, ET
and SRB) aerodynamics, extraction procedures were developed to define the element aerodynamics.
The element extraction procedure required the same measurements as previously described. However,

to isolate one element from the SSV the measurement of the interface loads were required. Each
Orbiter to ET strut and each SRB to ET strut (figure 4 and 5) (except the forward ball fitting)
were instrumented. From the measurement of the strut loads, each body axis interface force could
be determined. A precise calibration of each flight test strut assembly was performed. These
calibrations were used to determine the flight measured strains. As with other measurements,
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biases were required to be removed. Removal of the airload and inertial load acting on each strut
was required. The initial weight of the Orbiter prior to SSME ignition was used to determine the
Orbiter strut bias. A pre-ignition SRB strut bias could not be determined since a preload was
present on the SRB struts on the pad which was released at lift-off. The SRB strut bias was
determined by using the strut calibration zero load point and the strut measurement at SRB

separation.

Prior to the first flight of the SSV the capability to extract the SSV, element and component
(elevon hinge moment) aerodynamics was achieved by the aerdoynamics community. Although preflight
analyses had indicated that the wing and vertical tail (components) were critical structure at
some flight conditions, no procedures were developed to extract these component aerodynamics. The
available strain gauge instrumentation was considered a structures community responsibility.
Furthermore, the limited amount of pressure instrumentation was considered verification data and
no procedures were developed to model these data.

POSTFLIGHT ANALYSIS CHALLENGES

The aerodynamics and performance communities were further challenged by the anomalies which
occurred during STS-1. The first-stage trajectory was steeper than expected (lofted) which
resulted in a SRB staging altitude approximately 10,000 feet higher than predicted (figure 10).
Post flight extraction of the aerodynamic forces and moments revealed that significant differences
existed from the baseline longitudinal forebody and base aerodynamics of the SSV and elements
(figures 11 and 12).

These results challenged the aerodynamic community to understand these results and provide
models of the flight derived aerodynamics. The performance communities were challenged to
reconstruct the observed trajectory anomalies and verify subsystem models for trajectory design
and performance prediction.

Initially, the aerodynamics community thought that the extracted aerodynamic results were
incorrect because the observed discrepancies were larger than the conservative aerodynamic
variations. However, preliminary trajectory reconstructions supported the flight derived
aerodynamics, and extensive review of the extraction procedure, particularly thrust vectors,
resulted in only minor modifications. STS-2 and -3 resulted in similar extracted aerodynamic
characteristics. As the flight test program continued, the trajectory reconstruction analyses
developed confidence in the trajectory design. STS-4 was designed to provide the aerodynamics
community with flight data at a less negative angle-of-attack. After STS-4, gradient and
intercept analyses of the derigatives (3C/3a and 3C/3B) indicated that the wind tunnel data base
derivatives and absolute levels were incorrect as shown in figures 13 and 14. These results were
modeled into the present SSV and element aerodynamic data bases.

As these models were being developed, the aerodynamic community was attempting to understand
the discrepancy between wind tunnel and flight aerodynamics. Center-of-pressure analyses
indicated that a positive normal force increment was acting on the aft region of the SSV and
primarily on the Orbiter. Assessment of limited pressure instrumentation on the Orbiter fuselage,
wing and base indicated that a higher than predicted base pressure environment existed during
flight which had fed forward of the Orbiter base. A review of the plume simulation used for SSV
wind tunnel tests was conducted. Studies using an analytical program and flight test base
pressures concluded that the plume simulation parameter (used to set test conditions) was

deficient and required a temperature function to account for hot gas effects.4 A post flight wind
tunnel test was conducted to simulate the flight base pressure enviromment. Preliminary results
seem to verify flight pressure measurements in the elevon region of the wing and aft fuselage
(figure 15 and 16). Analyses of the post flight wind tunnel test are continuing and will
determine what part of the observed difference was due to plume simulation deficiencies. The
remaining difference is assumed to be Reynold”s number effects. Since post flight wind tunnel
data analyses will not be complete for some time and since only limited flight pressure data was
obtained, problems in modeling the flight force and moment increments into the external pressure
distributions have prevented complete verification of the ascent aerodynamic data bases.

Since the SSV pressure distributions are questionable, the day-of-launch assessment of wing
loads is questionable. Wing pressure distributions are inputs to the current load indicator
equations. Techniques were developed to determine the wing load distribution from flight strain
gauge data. Attempts to modify the wind tunnel derived pressure distributions based on flight
pressure measurements have failed to match loads data extracted from wing strain gauge data.
However, the gauge data was questioned and a check calibration performed after STS-5 revealed that
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several key gauges either had the wrong scaling factors or reversed polarity. After using the
check calibration data, the extracted wing loads comparisons did not improve. Currently, the
aerodynamics and structures communities are implementing plans to correlate calculated internal
stresses using revised pressure distributions with measured flight stresses. The results of this
effort will be verified SSV pressure distributions.

The performance communities” trajectory reconstruction work provided the basis for
verification of the SSV system performance. The trajectory reconstruction of STS-4 using flight
derived aerodynamics and post flight subsystem model updates (SSME Isp and thrust; SRB Isp and
thrust; and gimbals) matched the vehicle tracking data (BET), air data system parameters,
occurrence of flight events, ET propellants remaining at MECO (table 1) and attach structure
loads. Figures 17, 18, and 19 present the trajectory parameter reconstruction comparisons. These
reconstructions also provide load comparisons of previously critical structural loads (figure 20).
The trajectory recomstruction task also produced a reassessment of trajectory design constraints.
In terms of payload capability, the flight base aerodynamics increased the SSV performance
approximately 1000 pounds. However, the current evaluation of wing loads reflected a need to bias

the ascent trajectory profile to o = -5° to maintain acceptable margins. This angle-of-attack
requirement during the first stage cost approximately 1100 pounds of payload capability relative

to the a = -3° used during the flight test program. Figure 21 summarizes the impact of
maintaining structural margin requirements as a result of changes to the aerodynamic data base on
the ascent trajectory design and SSV performance from the early design phase of the SSV to the
current operational baseline. Therefore, verification of SSV performance was achieved by
trajectory and load reconstructions that modeled subsystem changes and accounted for as flown wind
profiles.

CONCLUSION

The Space Shuttle aerodynamcis and performance communities have met the challenges of the
Space Shuttle Program. From a trajectory design and performance point of view, the SSV
aerodynamic characteristics and paylaod capabilities have been defined, modeled and verified. 1In
addition the element aerodynamic characteristics have been defined and verified, which prior to
STS-1 were considered most significant to the SSV structure and to trajectory design. However,
the flight results changed the emphasis from the element aerodynamics to the external pressure
distribution of the Orbiter wing. Because of limited external flight pressure instrumentation,
flight strain gauge data must be used to extract the external pressure distributionms. Attempts
to model the strain gauge results failed to predict measured stresses when pre-STS-1 wing load
indicator equations were used. The aerodynamics community initiated regression analyses of flight
wing strain measurements to produce wing load indicators that would provide an adequate tool for
day-of-launch wing load calculations to insure flight safety. Once this method was shown to
provide excellent prediction capability, the structure community implemented the procedure for
critical wing structure. Also, the aerodynamics community initiated a cooperative effort of the,
aerodynamics and structures communities to define the SSV pressure distribution through an
iterative procedure of pressure distribution definition, internal loads calculations, and flight
comparisons. The initial step in this effort has pointed out that the current pressure
distributions are not adequate. Review of the effort to date, points out the need for the
structures community to insure that the effects of fuselage torison and bending on strain gauge
measurements are defined, understood and modeled. Therefore, the above cooperative effort will
provide definition and verification of the ascent aerodynamics pressure distributions which will
complete the ascent aerodynamics operational data base.

Finally, the efforts of the aerodynamics and performance communities to meet the Space
Shuttle challenges have provided the Shuttle Program management insight to trajectory design

constraints, performance improvements and limitations, effects of flight defined aerodynamics, and
day-of-launch risk assessments.
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ABSTRACT

Recovery and reuse of the Space Shuttle solid rocket boosters was baselined at the initiation of
the program to support the primary goal to develop a low cost space transportation system. The recovery
system required for the 170,000-1b boosters was for the largest and heaviest object yet to be retrieved
from exoatmospheric conditions. State-of-the-art design procedures were ground-ruled and development
testing minimized to produce both a reliable and cost effective system.

The ability to utilize the inherent drag of the boosters during the initial phase of reentry was a
key factor in minimizing the parachute loads, size and weight. A wind tunnel test program was devised
to enable the accurate prediction of booster aerodynamic characteristics. Concurrently, wind tunnel,
rocket sled and air drop tests were performed to develop and verify the performance of the parachute
decelerator subsystem. Aerodynamic problems encountered during the overall recovery system development
and the respective solutions are emphasized.

INTRODUCTION

At the onset of the Space Shuttle program, numerous trade studies investigated means to develop a
cost effective space transportation system. One conclusion drawn from these studies was that recovery,
refurbishment and reuse of the Solid Rocket Boosters (SRBs) would provide a significant cost savings
over expendable boosters.l This conclusion was based in part on the assumption that a recovery system
could be developed utilizing a current state-of-the-art design approach. This challenge was accepted by
the Marshall Space Flight Center in May 1972 when this center was given overall responsibility for
developing the SRB recovery system. The challenge has been successfully met as evidenced by the initial
Shuttle flight verification test in April 1981 and in subsequent Shuttle flights.

Aerodynamics have played a key roll in the recovery system development. The purpose of this paper
is to address some of the aerodynamic issues and trades and how various aerodynamic challenges were met
through a combined conventional and innovative systematic approach aimed at providing both a reliable

and cost effective system.

A trace of the historical development of the recovery system and the aerodynamic challenges
encountered cannot begin without first a brief description of the SRB configuration and reentry profile.
Refering to the reentry sequence in Figure 1, the twin boosters burn out and separate from the remaining
Orbiter/External Tank at an altitude of approximately 150,000 ft. After reaching an apogee near
220,000 ft, the 170,000-1b spent SRBs reenter the atmosphere in a random tumbling mode. After an
initial deceleration phase during which the Mach number decreases from approximately 5.0 to 0.5, the
nose cap is ejected initiating the deployment sequence of the decelerator subsystem parachutes. The
54-ft drogue parachute, deployed at an altitude of approximately 15,000 ft, stabilizes the booster in a
tail first attitude. The drogue is also used to deploy a cluster of three 115-ft main parachutes at an
altitude near 6500 ft. The main parachute system provides the final deceleration to the nominal 87

ft/sec water impact velocity.

A schematic of the SRB illustrating the location of the recovery system major elements is provided
in Figure 2. The parachutes packs, as shown, are contained in the forward portion of the booster. An
11.5-ft pilot, used to deploy the drogue, is located in the nose cap. At the proper altitude, determined
by a barometric switch, the nose cap is jettisoned by firing three 30,000-1b thrusters. As shown by
the sequence in Figure 3, the nose cap is connected by a three-legged bridle and riser to the pilot pack,
and utilizing the drag of the cap deploys the pilot parachute.

Main parachute deployment, again initiated by a baroswitch signal, occurs when the frustum is
severed by a linear shaped charge. The frustum then descends under the drogue to water impact and is
recovered along with the booster approximately 140 n.mi. downrange of the launch site.
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ESTABLISHMENT OF RECOVERY SYSTEM BASELINE

In the initial design definition phase of SRB recovery system development, two primary issues
received the major emphasis. These were (1) how to provide high altitude booster deceleration to
achieve conditions suitable for parachute deployment, and (2) how to optimize the recovery system for
water impact. For both of these issues, the requirements to utilize only state-of-the-art concepts and

to minimize cost and complexity of recovery eliminated some of the potential options such as the use of
active stabilization or attitude control systems.

Some of the options considered for the high altitude deceleration phase of reentry are shown in
Figure 4. These include the use of various drag producers such as extendable flaps, drag petals and
inflatable type devices such as ballutes. However, a drawback to each of these methods is that they all
tend to orient the booster centerline in the streamwise direction resulting in a tremendous decrease in
SRB drag. From this standpoint, a high angle of attack or "broadside" reentry mode appeared highly
desirable. In fact, the natural aerodynamic drag of the booster alone could potentially provide the
deceleration required to generate the conditions needed at parachute deployment. Although the best
method of achieving a near broadside reentry mode had not been determined, this reentry concept was
adopted because of the numerous advantages it offered.

Concurrently, other studies were being performed to optimize the final deceleration system. One
key trade considered an all parachute versus a hybrid parachute braking rocket system. The results
(Fig. 5) indicated that for water impact velocities above 65 ft/sec a pure parachute system would be
lighter. Studies of water impact had concluded that a 80 to 100 ft/sec tail first impact would provide
a good compromise between initial impact and slap down loads. The pure parachute system was therefore
baselined to provide both a lighter weight and less complex system.

With a booster recovery scheme developed, several key aerodynamic challenges remained including
(1) determining the best means of achieving a broadside reentry, (2) developing an SRB aerodynamic data
base, (3) establishing design requirement for the parachute system, (4) optimizing the parachute system
from a design/performance standpoint, and (5) verifying overall performance through a systematic and
cost effective development test program.

Since the parachute design requirements were directly dependent on the SRB initial deceleration
phase, it was paramount that the initial SRB deceleration phase be investigated first. If the booster
center of gravity were ideally located at approximately 53 percent body length from the SRB nose (near
centroid of area) the booster would tend to trim at an angle of attack near the optimum 90-deg. The
booster center of gravity at burnout, however, is 5 or 6 percent further aft which causes the booster
to tend to trim in a somewhat tail first and lower drag attitude.

Early studies considered an aerodynamic "fix" to force the booster to reenter closer to 90 deg.
To accomplish this several possibilities were explored. In one concept strakes were added to the fore
and aft section of the SRB on opposite sides of the vehicle. The strakes would create a yawing moment
sufficient to induce a flat spin. This concept, however, required a tight control of the static margin
and also roll stabilization to assure that the strakes would be oriented for maximum effectiveness.

A more practical solution proposed? also utilized strakes but in a somewhat different manner. By
adding strakes at several circumferential locations on the SRB aft skirt, an effective rearward shift
in center of pressure of approximately one percent body length could be achieved.

Since the addition of strakes added weight and cost to the SRB, recovery studies continued to
investigate reentry with an unmodified booster. The major concern with this approach dealt with the
predictability of conditions at parachute deployment. Because of an integral effect of the phasing of
the 1lift vector during reentry, significantly different trajectories could result from small differences
in booster mass characteristics, aerodynamics, and other system uncertainties. It was difficult not
only to establish a nominal reentry trajectory but also to define reasonable worst case conditions to
establish design requirements for nose cap separation and drogue deployment.

The solution was to utilize a "Monte Carlo" approach to establish a set of approximately 400
possible trajectories. In each trajectory the system dispersions were selected using a random distri-
bution for each established uncertainty. The booster aerodynamics, except for the center of pressure,
were also treated in this manner. The center of pressure dispersion was fixed at the 95-percentile
worse case direction (forward) to establish a set of design conditions for parachute deployment.

One result of the reentry analysis was the establishment of a booster center of gravity aft limit
for recovery system design purposes. As the center of gravity moves aft, the conditions at drogue
deployment become increasingly sensitive to system uncertainties and the chances of a "lock-up" to a
catastrophic tail first trim more probable. The final selection of a 59-percent aft limit was a
reasonable compromise between SRB weight distribution and acceptable conditions for drogue deployment.
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Using the Monte Carlo trajectory set, parachute design requirements could also be traded against
probability of a successful recovery to optimize the recovery system from a cost standpoint. This
resulted in a design based on a 99th percentile trajectory eliminating the few cases resulting in near

tail first reentries.

The primary tasks remaining were to (1) develop a valid aerodynamic data base for the final SRB
baseline configuration, and (2) develop an optimum parachute system to meet the established requirements.
The manner in which these tasks were undertaken will now be addressed.

SRB AERODYNAMIC DATA BASE DEVELOPMENT

The SRB reentry aerodynamic characteristics were developed primarily by a series of wind tunnel
tests utilizing various size models, several test facilities and, in some instances, specialized test
techniques. The data base development task was made more complex by the large test matrix required to
encompass the wide range of potential reentry conditions inherent to a randomly tumbling reentry body.
Other problems experienced were attributed to Reynolds number and sting interference effects.

REYNOLDS NUMBER EFFECTS

Although a major portion of the SRB reentry is supersonic, the greatest challenge in developing
the data base was to obtain accurate aerodynamic characteristics in the subsonic flow regime. The
reentering SRB is essentially a cylinder_in crossflow type problem that is compounded by the existence
of very large Reynolds numbers (% 2 x 10’) and SRB protuberance effects. Because of the importance of
Reynolds number, every attempt to match, maximize or determine the effects of this parameter on SRB

reentry aerodynamics was incorporated into each test.

Figure 6 provides a comparison between flight Reynolds number and levels obtained in wind tunnel
As shown, a reasonably close match was achieved with tests in the MSFC High Reynolds Number
Reynolds numbers up to 2.0 x 106 were also obtained in large (2.8 percent) model
As expected large variations with Reynolds number were obtained.

testing.
Wind Tunnel (HRWT).
tests in the Ames Unitary Tunnel.

STING INTERFERENCE EFFECTS

Although sting interference effects are present in practically all wind tunnel test results, the
magnitude of the error introduced can normally be ignored. For the SRB tests, however, sizable sting
effects were sometimes obvious as illustrated in Figure 7. The pitching moment coefficients presented
as a function of angle of attack were obtained for identical configurations and conditions using two
different model support systems; one a side mounted strut and the other a sting attached to the nose of
the SRB model. The discontinuity is indicative of the presence of sting effects but not necessarily

the magnitude since both sets are erroneous to some degree.

Sting interference problems have typically been associated with the testing of bodies at high
angles of attack. However, in the SRB tests the problem has been amplified by the necessity to test at
high Reynolds numbers where the resulting high loads dictate the use of massive model support hardware.
However, even the low Reynolds number tests utilizing smaller struts demonstrated significant sting
effects and made comparing data obtained from different facilities at similar conditions extremely
difficult. The severity of the problem is also illustrated by Figure 7 which shows that the sting
effect can have a sizeable influence on the apparent static trim angle. The 20-deg difference measured
by the two systems would not be acceptable if treated as an uncertainty in developing conditions at nose

cap deployment.

Because of the criticality of defining the proper reentry conditions, a special test program3 was
initiated to quantitatively determine the effects of sting interference. The goal of this program was
to (1) obtain sting interference corrections for model support systems used in MSFC TWT, MSFC HRWT and
Ames Research Center test results, and (2) determine the optimum sting arrangement to minimize sting

effects in future tests.

The technique employed was similar to that utilized in Reference 4. That is, a dummy sting was
used in conjunction with a live balance and sting to back out the sting effect (Fig. 8). Hardware was
also developed to determine corrections for both the nose and side mount configurations. This provided
an indication of the resulting data uncertainty, due partially to a mutual interference effect between
dummy and live sting, and also the data needed to establish the best sting setup for given conditions.

A photograph of the sting interference test setup for the HRWT facility (Fig. 9) illustrates the
size of the sting system relative to the SRB model. An example comparison of the sting corrected nose
and side mount data with design data and large model test results (SA11F) is shown in Figure 10. 1In
this particular case, the corrected data are to the right of both data sets. The resulting higher trim
angle creates a more severe reentry environment, further illustrating the importance of these tests.

191



PARACHUTE PERFORMANCE DATA BASE DEVELOPMENT

The parachute system for the SRBs evolved from a systematic development/verification test program
that included wind tunnel, rocket sled and air drop testing. In order to minimize development costs it
was mandatory that the number of air drop tests be reduced from the thirteen originally planned to only
six. This success oriented approach placed a greater burden on predrop configuration design optimiza-

tion including that of the parachute deployment method and parachute configuration to achieve the desired
performance.

WIND TUNNEL TEST PROGRAM
Wind tunnel testss’6’7 were performed for two primary purposes. One was to parametrically inves-
tigate the performance of 20-deg conical ribbon parachutes to augment the data base available. The
configurations tested were appropriate for the drogue, drogue pilot and main parachute system. The
second major objective was to investigate several potential deployment methods for the drogue parachute
(Fig. 11). One-eighth scale models of the drogue parachute of 16~ and 24-percent porosity were used
for the drogue performance and drogue deployment phases of the test. Since the same parachute models

were also used for the main parachute performance tests the ribbon width and spacing was geometrically
scaled for the drogue parachutes only.

A photograph of the model used in the drogue deployment tests is shown in Figure 12. 1In these
tests both the parachutes packs and the nose cap were geometrically and mass scaled to simulate the
deployment dynamics. A photograph showing typical parachute models is shown in Figure 13.

These tests accomplished all of the goals established. A recommended method of deploying the
drogue parachute was later adopted and proved successful. Performance characteristics were established
for the SRB candidate 20-deg conical ribbon parachutes including the effects of geometric porosity,
reefing, clustering, suspension line length and forebody interference. These data enabled a sound

configuration selection in the early design stage that would basically remain unchanged throughout the
remaining development program.

ROCKET SLED TEST

The initial phase of parachute deployment, i.e., nose cap separation and pilot parachute deployment,
was considered a critical aspect of the recovery scheme. To verify that the full scale flight configu-
ration would perform as predicted and demonstrated in scaled model tests, a rocket sled test was per-—
formed8>9 at the Rocket Sled Test Facility at Sandia Laboratories, Albuquerque, New Mexico. This test
provided a functional checkout of nose cap separation, structural verification of the nose cap/pilot
chute rigging under design limit load environment and aerodynamically the dynamic behavior of nose cap
separation and pilot deployment for both a worst case windward (a = 80°) and a high alpha/high dynamic
pressure (140 deg/270 psf) test condition.

The sled test was both a technically sound and cost effective alternative to an air drop for
development testing this portion of the recovery system. Primarily, it provided a means of controlling
the most critical test parameters such as velocity and SRB angle of attack. Figure 14 illustrates the
general configuration and the test setup for the 80-deg angle-of-attack test. The configuration was

comprised of a flight-type nose cap, jettisoned by firing three thrusters, and an adapter representing
a small portion of the nose cap frustum.

For the 80-deg test, 16 HVAR (6500-1b thrust) rockets were used to accelerate the text fixture
down the 5000-ft-long track to a peak velocity of 465 ft/sec. Following a brief coast period, the nose
cap was ejected at a dynamic pressure of 197 psf. The test sequence is shown in Figure 15. No deploy-
ment problems were experienced and the cap cleared the drogue and pilot chute packs by a substantial
margin.

Similar success was achieved with the 140-deg test which utilized 21 HVAR rockets. For each of
the tests, film analysis and laser tracking data were used to determine nose cap ejection velocities
and the cap displacement relative to the parachute packs.

AIR DROP TESTS

An important element of the SRB decelerator subsystem development program was the air drop
programl0,1l performed at the National Parachute Test Range, El Centro, California. These tests were
used to provide functional, structural and performance evaluation of the overall parachute system. The

program consisted of six drops employing a 48,000-1b drop test vehicle (DTV) which was released from
the B-52 mothership.

A schematic of the DTV configuration is shown in Figure 16. The major components include a ballast
section, a flare section, an aft facing frustum and a nose cap. Three fins, not shown in this figure,
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were added beginning with the third drop test to improve the DIV stability. Similar to the flight
booster, the drogue and pilot chute packs are contained in the nose cap and the main parachute pack in
the frustum. However, unlike the flight sequence which is initiated by ejecting the nose cap, the DTV
contains a small mortar deployed vane chute which deploys a 11.5-ft nose cap extraction chute.

A comparison of the relative size of the DIV and SRB is shown in Figure 17. The significant weight
difference (48,000 versus 170,000 1b) rendered it impossible to develop significant loads in more than
one reefing stage of the drogue or main during a single test. Furthermore, in some cases, test peculiar
reefing ratios and sequencing were required to set up the desired deployment condition. For the main
chute cluster tests, the DIV deceleration was so great during deployment that it was not possible to
obtain a high load condition. Single main chute tests were therefore used to evaluate the parachute
structural integrity and cluster tests at flight deployment conditions used to assess the functional
and performance aspects.

A matrix of the drop test program and the primary test objectives is contained in Table I. Note
that in some tests planned objectives were not fully met. The reasons involve not meeting test condi-
tions (Test 1), not attaining the desired loads (Test 2), or in having a significant failure (Test 3).
The objectives were met, however, within the total drop test program.

A typical drop test sequence is illustrated in Figure 18. The test conditions for the drogue
initial inflation were achieved by allowing the DTV to free-fall for a predetermined time from the drop
altitude ranging from approximately 16,000 to 22,000 ft.

The measurement program consists of drogue and main chute load sensors, acceleromters, rate gyros,
extensometers and a total pressure probe. Photographic coverage included two DTV onboard cameras, chase
plane cameras, and ground based cameras. Space position data were obtained from the range cinetheodolite
system.

A typical performance comparison between wind tunnel and drop test results12 is contained in Figure
19. 1In general, the drop tests verified the predrop test performance predictions for the full open
parachutes. The drop tests also permitted a refinement of the reefing line lengths to balance or
optimize the loads experienced on each of the three stages for both drogue and main parachute systems.

Aside from the measured data obtained, visual coverage of the drop test program provided a sig-
nificant insite into the aerodynamic behavior of the pilot, drogue and main parachute system during
both the deployment process and during steady state conditions. Figure 20 illustrates some of the
drogue deployment characteristics that were revealed during Test 2. As the drogue canopy emerged from
the bag, the sailing lines rotated the canopy approximately 180 deg relative to the DTV. This also
caused a twisting or wrap-up of the drogue suspension lines as shown. Although undesirable, no damage
or appreciable drag loss resulted from this behavior. This anomaly was traced to the use of a test
peculiar reefed pilot parachute which did not provide sufficient drogue pack acceleration to overcome
aerodynamic forces on the lines.

Main parachute deployment has always been a major concern because the parachutes must be deployed
out of a hard container (frustum) containing jagged edges at the separation plane. In Test 5 the
frustum moved laterally after separating causing a skewed deployment of the three main parachutes. The
cause of this is thought to be related to the dynamic motion of the DTV prior to frustum separation.
Another problem experienced in single main tests is that of inflation overtake. To meet the Test 2
objective of deploying a main chute in a design limit environment, the drogue chute was reefed to 27
percent full open. Because of the resulting slow deployment velocity a phenomenon called "inflation
overtake" occurred (Fig. 21). When this happens the parachute begins to inflate prior to being fully
extracted from the deployment bag resulting in contact between the parachute and container. In Test 2,
the result was several torn horizontal ribbons in one gore and in the vicinity of the canopy skirt.

Although many of the problems experienced were related to test peculiar conditions or configura-
tions, a good understanding was gained relative to aerodynamic sensitivities to changes from the base-
line design. This understanding has already enabled some modifications to the decelerator subsystem to
accommodate unforeseeable changes in the SRB design. However, of primary importance, the drop test pro-
gram established the needed confidence that the subsystem was ready for qualification testing on the
actual Space Shuttle flights.

CURRENT/FUTURE CHALLENGES FOR SRB RECOVERY

'Although a recovery system has been successfully developed for the Space Shuttle SRB, both planned
and proposed changes in the booster design are presenting new challenges. For instance, the reentry
center of gravity has already migrated 16 in. beyond the original aft limit established for recovery
system design. This movement is primarily a result of deleting development flight instrumentation,
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adding approximately 1000 1b of structural reinforcement in the aft skirt region to take higher than
expected water impact loads, and reducing the motor segment weight. To compensate for the hotter tra-
jectory resulting from the more tail first reentry, some reconfiguring of the parachute sequencing and/
or reefing will most likely be required.

An alternative to structurally strengthening the booster aft skirts is to reduce the water impact

velocity. This approach, currently planned for the twelth Shuttle flight, will require the development
of a larger main parachute.

Another major challenge will be the development of a new drogue and pilot parachute system for the
planned filament would case SRB. This booster, although some 30,000 1b lighter at burnout than the
current steel case SRB, will nonetheless have more stringent design requirements.

LARGER MAIN PARACHUTE

The larger main parachute system will consist of a cluster of three 136-ft-diameter parachutes of
similar design and construction to the 115-ft chutes. This size parachute will provide a reduction in

nominal water impact velocity from 87 to 75 ft/sec and can be contained within the volume available in
the frustum.

Figures 22 and 23 provide a status of parachute system development relative to size versus peak
load and dynamic pressure at deployment respectively. Included for comparison are the Shuttle drogue
and main parachutes. These charts illustrate that the larger main parachute system will be stretching
the boundary of parachute technology with respect to a combination of size, load, and deployment condi-
tions. State-of-the-art design techniques can still be utilized, however, and the development risk is
considered to be low.

A three-drop development test program is planned utilizing the DTV shortened by 54 in. to reduce
B-52 hook loads. These tests will be performed at the Naval Weapons Centers, China Lake, California.

FILAMENT WOUND CASE PARACHUTES

The filament wound case SRB is being developed to reduce weight for high performance Shuttle
missions. This booster, although externally similar to the steel case, is some 30,000 1b lighter at
burnout and has a center of gravity almost 3 ft further aft. Because of the more aft center of gravity,
the booster trim angle is increased about 10 deg (more tail first) causing a substantial drag loss and
decrease in booster deceleration. This results in near sonic conditions at drogue deployment with
dynamic pressure above 900 psf. One method available to improve the deployment conditions and currently
baselined is to jettison the high performance motor nozzle extension at apogee. This provides a blunter
configuration and increases reentry drag which lowers the deployment Mach number to approximately 0.95
and dynamic pressure to 715 psf.

The greatest challenge for the development of this system will be to devise a development test
program that is both meaningful and cost effective which will verify that the deployment system will
function properly in a high Mach, high dynamic pressure environment. A combination of rocket sled and
air drop tests is currently planned to accomplish this end.

SUMMARY

The challenge of developing the recovery system for the Space Shuttle SRB has been successfully
met as demonstrated by both development air drop tests and flight experience. The inherent aerodynamic
characteristics of the reentering SRBs have been utilized to significantly diminish the requirements on
the parachute system. The parachute system itself has been systematically optimized through wind
tunnel, rocket sled and air drop tests to minimize development costs and maximize overall reliability.
A similar approach using the current system data base as a foundation can now be used to develop
recovery systems to meet future, more stringent Space Shuttle recovery system requirements.
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TABLE I. PRIMARY DROP TEST OBJECTIVES MATRIX
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Figure 1l4.

Sled Test Configuration (80-Degree Test).
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ABSTRACT

The major aerodynamic design challenge at the beginning of the United States Space
Transportation System (STS) research and development phase was to design a vehicle that would fly as
a spacecraft during early entry and as an aircraft during the final phase of entry. The design was
further complicated because the envisioned vehicle was statically unstable during a portion of the
aircraft mode of operation. The second challenge was the development of preflight aerodynamic
predictions with an accuracy consistent with conducting a manned flight on the initial orbital
flight.

This paper presents a brief history of the early contractual studies highlighting the technical
results and management decisions influencing the aerodynamic challenges. The configuration
evolution and the development of preflight aerodynamic predictions will be reviewed. The results
from the first four test flights shows excellent agreement with the preflight aerodynamic
predictions over the majority of the flight regimes. The only regimes showing significant
disagreement is confined primarily to early entry, where prediction of the basic vehicle trim and
the influence of the reaction control system jets on the flow field were found to be deficient.
This paper concludes with an analysis of postflight results to attempt to explain these prediction
deficiencies.

INTRODUCTION

A traditional phased approach was used in the programmatic design evolution of the Space
Shuttle. The concept evaluation phase (Phase A) contractural studies were conducted in 1969. The
Phase B concept definition phase extended over approximately 2 years beginning in mid 1970. The
research and development phase (Phase C) and the production and flight test phase (Phase D) began
with selection of Rockwell International as prime contractor in August 1972.

The following sections begin with background information which presents a brief review of the
Phase A and B studies. The study results and management decisions which influenced the aerodynamic
design are highlighted.

The remainder of the paper addresses the challenges facing the aerodynamic analyst at the
beginning of Phase C & D, the approach used in attacking these challenges, and the success with
which these challenges were conquered. The paper concludes with a review of the postflight analysis
activity.
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NOMENCLATURE

ACRONYMS
ADDB Aerodynamic Design Data Book
AFFTC Air Force Flight Test Center
AEDC Arnold Engineering Development Center
ALT Approach and Landing Test
ARC NASA Ames Research Center
ASI Aero Stick Input
ATP Authority to Proceed
CDR Critical Design Review
DFRC Dryden Flight Research Center
EAFB Edwards Air Force Base
ETR Eastern Test Range
FCF First Captive Flight
FCS Flight Control System
FMOF First Manned Orbital Flight
GN&C Guidance, navigation, and control
JsC NASA Johnson Space Center
KSC NASA Kennedy Space Center
LaRC NASA Langley Research Center (also LRC)
LTV Ling-Temco-Vought Corporation
MSFC Marshall Space Flight Center
NASA National Aeronautics and Space Administration
OADB Operational Aerodynamic Data Book
OFT Orbital flight test
OML Outer Moldline
OMS Orbital Maneuvering System
ov Orbital Vehicle
PDR Preliminary Design Review
PRR Program Requirements Review
PTI Programmed Test Input
PWT Propulsion Wind Tunnel
RCS Reaction Control System
RSI Reusable Surface Insulation
SEB Source Evaluation Board
SRR Systems Requirements Review
SSME Space Shuttle Main Engine
STS Space Transportation System
TAEM Terminal Area Energy Management
TPS Thermal Protection System
TWT Transonic Wind Tunnel
UPWT Unitary Plan Wind Tunnel
VAFB Vandenberg Air Force Base
VKF Von Karman Facility
WIR Western Test Range
SYMBOLS
b Reference wing span, ft
CA Axial force coefficient
CD Drag force coefficient
CL Lift coefficient
Cl Rolling moment coefficient
Cpv Effective-dihedral parameter, per degree
B
CR Aileron roll-control effectiveness, per degree
Ga
CQ Rolling moment coefficient derivative with respect to rudder, per degree
(Sr
Cm Pitching moment coefficient

210



mwéa .nll_.:’:!85'|'_hB°B'§ =
o

< << wm
gy ©

){| »®

W o®
i

[}

S0V >> 00 O 00 00 R
g;m

Longitudinal static stability parameter, per degree

Elevon pitch control effectiveness, per degree

Normal force coefficient
Yawing moment coefficient

Directional-stability parameter, per degree

Yawing moment due to aileron deflection, per degree
Rudder yaw-control effectiveness, per degree

Side-force coefficient

Side-force coefficient derivative with respect to sideslip, per degree

Side-force coefficient derivative with respect to aileron, per degree
Side-force coefficient derivative with respect to rudder, per degree

Factor of proportionality in linear viscosity-temperature relation

Center of gravity, inch
Altitude, ft

Lift-to-drag ratio

Reference body length, 107.525 ft

Free-stream Mach number
Mean aerodynamic chord, also ¢, 39.568 ft
Mass flow, lbm/sec

RCS jet mass flow ratio

Number of RCS jets firing

Dynamic pressure, lb/ft2

Free-stream dynamic pressure, lb/ft2
Reynolds number

Reference area, 2,690 ft:2

Velocity

Design touchdown speed
Viscous interaction parameter
Characteristic length, ft
Viscous interaction parameter

Angle of attack, deg
Angle of sideslip, deg

Aileron deflection angle, (left elevon - right elevon )/2, deg

Bodyflap deflection, positive for trailing edge down, deg

Elevator deflection, positive for trailing edge down, (left elevon + right elevon)/2, deg

Rudder deflection, deg
Speedbrake deflection, deg

Sweep angle, deg

Taper ratio

Mass density of air
Momentum parameter (1bf)
Bank angle, deg
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j
= RCS jet stream momentum ratio
b
ch Longitudinal center of pressure, inch
RMJI Rolling moment interaction due to side firing jets
SFJ
™M Yawing moment interaction due to side firing jets
JISFJ
SF Side force interaction due to side firing jets
JISFJ .
PMJI Pitching moment interaction due to side firing jets.
SFJ
RMJI Rolling moment interaction due to down-firing jets
DFJ
A Incremental value
SUBSCRIPTS
j Jet exit conditions
® Free-stream conditions
s Spanwise shock location
BACKGROUND

The Space Transportation System (STS) was initiated with the "Phase A" conceptual design
contracts in 1969. These contracts studied various methods of producing a completely reusable
spacecraft system capable of a runway landing. A typical concept is shown in figure 1. The results
of the Phase A studies led to the selection of a two-stage, completely reusable vehicle as the focus
for "Phase B" contractual studies. The majority of the studies addressed a first stage manned
"flyback" booster in combination with an Orbiter second stage as shown in figure 2. Subsequent to
staging, the flyback booster utilized air breathing engines to return to the launch site for a
runway landing. The Orbiter would continue the launch phase until low earth orbit was achieved.
Following a typical on-orbit mission of 5 to 7 days, the Orbiter would re-enter the Earth’s

atmosphere at a high angle of attack (up to 60%), ultimately landing on a runway much like a
conventional airplane. Midway through Phase B, estimates of system development costs indicated that
the peak yearly funding requirements for the parallel development of two manned, fully reusable
vehicles would not be a viable programmatic approach. During this time, the second stage fuel tanks

were removed from the Orbiter to minimize the impact of any Orbiter weight growth during program
development.

In the final months of Phase B, a parallel-burn concept was selected. This concept consisted
of the simultaneous burn of both the solid rocket boosters (SRB) and the three liquid-fueled Space
Shuttle main engines (SSME). The two SRBs assisted lift-off and the initial ascent flight. The
SSMEs, fed by an expendable external tank (ET), continued to burn until near orbital insertion. The
orbital maneuvering system (OMS) engines provided the additional delta-velocity required for orbital
insertion. Figure 3 shows a Rockwell configuration, which is typical of the four parallel-burn
configurations proposed for the Phase C & D contract.

As a result of the Phase B efforts, the Shuttle configuration shown in figure 4 was selected
for the design and development phase. It was a partially-reusable vehicle with a parallel-burn

propulsion system consisting of recoverable SRB“s and an expendable ET used to supply fuel to the
three main engines of the completely reusable Orbiter.

In addition to defining the concept for the Phases C & D contract, Phase B studies resulted in

several programmatic decisions which significantly influenced the aerodynamic design of the Space
Shuttle Orbiter.

The most significant Phase B decision was the selection of the reusable surface insulation
(RSI) system rather than a hot-structure system for protection from entry heating. This RSI design

dictated that the initial entry angle of attack (o) should be as high as possible (30° to 50°) to
minimize re-entry heating. The U.S. Air Force requirement of a 1100-nautical mile (2037-kilometer)

crossrange dictated that o be 30° or lower in order to achieve the required hypersonic L/D. To
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reduce re-entry heating, thereby increasing lifetime of the RSI, an G profile of 40° was chosen for
those missions not requiring the high crossrange.

Another Phase B decision affecting the future aerodynamic design was to provide for a
completely computer—-controlled, automated entry. This permitted the design of an entry flight
control system (FCS) to artificially provide the required vehicle stability and the proper handling
qualities. Traditionally, a relatively large empennage is required to provide the requisite vehicle
directional stability. However, augmentation of the aerodynamic stability through the FCS permits
the design of a smaller empennage, thus providing a significant reduction in vehicle weight.

Initially in Phase B there was not a design landing velocity on which to size the wing, the
major weight driver of the Orbiter. As a consequence, it was difficult to make relative weight
comparisons among the various contractor designs. Midway through the Phase B effort, NASA defined a
subsonic "design" velocity which was to be used to size the Orbiter wing. This design velocity,
later referred to as the design landing velocity, was defined as the trimmed velocity at an angle of
attack equivalent to tail scrape angle at touchdown. A design velocity of 165 knots (306 km/hr) was
chosen since man-in-the-loop simulations indicated this velocity produced actual touchdown
velocities of 180-190 knots (334-352 km/hr). Touchdown velocities of this magnitude were well
within the state of the art in landing gear systems. This criteria was used throughout the
remainder of the development program.

As an end item product for Phase B each contractor was required to estimate the amount of the
Phase C & D wind tunnel testing that would be required for detail design and development. In
reviewing these estimates, it became obvious that the aerodynamicist would be faced with properly
analyzing, verifying, and documenting the largest wind tunnel development program ever undertaken.
Using these contractor estimates, NASA established the Source Evaluation Board (SEB), a total
baseline wind tunnel program of 32,000 hours. Proposals of the four contractors called for programs
ranging from 27,000 to 50,000 hours. The actual program ultimately accumulated 46,000 hours for the
Phase C & D effort.

Although not directly related to the aerodynamic design, two program management decisions were
made at the beginning of Phases C & D which significantly affected the magnitude of the challenge to
the aerodynamicists. The first decision was to baseline the Orbiter systems configuration at the
Authority To Proceed (ATP) milestone. Thereafter, the only design changes permitted were those
which were required to fix critical system design problems. The Orbiter systems baseline included
not only the vehicle outer mold line (OML) configuration, but guidance, navigation, and control
(GN&C) systems and other subsystems. The second decision was to fly a manned, orbital mission on
the initial flight of the Space Shuttle system. This philosophy of permitting only mandatory design
changes (which became known as "make-work") significantly influenced the management of the
aerodynamic and FCS development.

THE CHALLENGES

Strongly influenced by the economic and programmatic decisions previously discussed, three
major aerodynamic challenges emerged.

The first challenge was the aerodynamic design of a spacecraft/aircraft that could fly through
the entire atmospheric flight regime. The design had to satisfy the conflicting requirements of a
spacecraft-like re-entry and a aircraft-like runway landing. It was to be the first winged vehicle
to fly through the hypersonic speed regime, providing the first real test of experimental and
theoretical technology of high speed flight. No design precedents existed to help establish the
design requirements of such a vehicle. Yet, the design had to satisfy the conflicting aerodynamic
characteristics of the various flight regimes as well as satisfying the requirements of a completely
automated, multi-mode flight control system.

The second challenge was the preflight prediction of the aerodynamic characteristics of a
complex vehicle with an accuracy consistent with establishing sufficient confidence to conduct the
first orbital flight with a manned vehicle. This required the identification of the proper
aerodynamic similarity parameters and overcoming the unknowns of the hypersonic wind tunnel
facilities. It called for the efficient conduction and analysis of the most extensive wind tunnel
program ever undertaken. And finally, in order to ensure consistency of design, it required careful
configuration management of a continuously evolving aerodynamic data base to ensure that at any one
point in time all systems and subsystems were using the same set of aerodynamics.
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Finally, the third challenge was the technical management of the aerodynamic subsystem, which
consisted of the following elements:

a. Integrating and focusing the efforts of a diverse number of organizations from the
NASA, DOD, and industry aerodynamic communities.

b. Obtaining the support and ensuring the efficient utilization of virtually every major
wind tunnel facility in the United States.

c. Ensuring the proper and timely interface with the other Space Shuttle systems and
subsystems.

This paper will primarily address the first two challenges, which are technical. Although the

third challenge, technical management, is indirectly addressed, more insight into this challenge may
be found in reference 1.

THE APPROACH

The Approach Section reviews the rationale the aerodynamic analyst used in attempting to
conquer the aerodynamic challenges. The section begins with a review of the design criteria used to
configure the Orbiter. Following this initial section, the program schedule will be delineated.
The section concludes with an extensive review of the aerodynamic development.

ORBITER AERODYNAMIC CRITERIA

Aerodynamic criteria2 for the final selected configuration dictated that the vehicle perform as
both a spacecraft and an aircraft during re-entry (figure 5). Accordingly, the external features
must be carefully configured to (1) provide the protection and versatility required for orbital and
atmospheric flight and (2) the aerodynamic performance, stability, and control necessary for an
unpowered descent and landing. The aerodynamic lines must ensure acceptable performance for the
hypersonic-to-subsonic speed range and provide the required crossrange and touchdown velocity.

Aerodynamic requirements, as shown in table 1, were developed from analysis of the re-entry
phase of the mission. The angle of attack during initial entry was established by the RSI
temperature requirement. The center of gravity (cg) requirement resulted from a NASA survey of
potential payload users. Aerodynamic static stability was not required, since the design criteria
permitted stability augmentation by the FCS to meet aircraft flying qualities criteria. Early entry
flight simulations identified a FCS requirement for longitudinal static stability of no more than 2%
LB (5.44 % MAC) unstable at the aft cg. These requirements defined the aerodynamic design criteria

for pitching moment characteristics. The subsonic lift-to-drag ratio (L/D) was set by the minimum
value necessary for a safe landing.

The final Orbiter configuration, as shown in figure 6, evolved from a series of program and
technical refinements directed to achieve the vehicle yielding the best combination of performance
and cost. This evolution is discussed further in a later section. Figure 7 presents the general
sizing criteria for the various components of the Orbiter. The double-delta wing planform, combined
with a fuselage of moderately low fineness-ratio (approximately five), minimizes the interference
heating effects, provides the required hypersonic crossrange, and possesses an acceptable trim and
stability range over the flight Mach number range.

The subsonic design velocity was increased to 171 knots (88 m/sec) in order to reduce the

Orbiter wing size thereby reducing vehicle weight. The leading edge sweep angle (A = 45°) and
aspect ratio (2.265) were selected on the basis of aerothermodynamic trade studies to provide the
design touchdown speed for a cg at the forward limit with minimum wing size. This optimized the
wing leading edge thermal protection system for a reuse cycle of 100 flights before major rework.

The fuselage was designed to accommodate a variety of payloads and to house the crew. It also
was designed to contain the propulsion systems for launch and orbital maneuvering as well as provide
a support structure for the main engines. The size of the payload bay was a contract specification.
The size of the base of the fuselage was dictated by the packaging of the SSME”s. The forward
fuselage was dictated by packaging of the crew compartment. Nose camber and cross section, along
with upward sloping forebody sides, were selected to improve hypersonic pitch trim and directional
stability. And in conjunction with wing-body blending, to reduce entry heating on the body sides.
Reaction control system (RCS) jets for entry attitude control and orbital maneuvering engines were
incorporated in pods located in the aft body fairings. The orbital maneuvering system (OMS) pods
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were sized for the OMS tankage. The bodyflap, originally sized to provide thermal protection for
the SSME“s during entry, is now also used as the primary pitch trim device.

The vertical tail was sized to provide a low speed Cn of 0.0013 at an angle of attack of 13°
e 2
about a center of gravity located at the aft limit. It has a reference area of 413.25 ft° (38.39

mz) including the rudder/speedbrake. The section profile consists of a 5° half-angle double-wedge
airfoil. The rudder is split along the Orbiter plane of symmetry to provide directional stability
augmentation in the hypersonic/supersonic flight regimes, and to apply drag modulation for the
subsonic flight phase, approach, and landing.

DEVELOPMENT APPROACH

The Development Approach will initially address the development schedule followed by a review
of the configuration evolution.

DEVELOPMENT SCHEDULE

Major program milestones for Phase C & D are illustrated in figure 8. They start with the ATP
in August 1972 and culminate with initial operational capability in 1982. The Orbiter concept at
ATP was a blended delta wing vehicle based on precontract studies and configured to meet initial
Space Shuttle Program requirements. As a result of a continuing assessment of system requirements
and technical refinements early in the contract, the Orbiter concept was modified to reduce weight

and decrease program and operating costs.3 Refinements in the aerodynamic configuration led to a
double-delta planform incorporating a more efficient lifting surface than the blended delta. The
System Requirements Review (SRR) in August 1973, finalized the technical requirements for the Space
Shuttle systems (i.e., the total vehicle, its elements, and their ground systems) and approved the
design approach of the vehicle and associated support equipment. The Preliminary Design Review
(PDR) cf the first Orbiter vehicle (OV-101) and subsystems for the approach and landing flight test
(ALT) program were completed in February 1974. The PDR of the second Orbiter Vehicle (0V-102)
followed in March 1975. 0V-101 rollout from final assembly in Palmdale, California, took place in
September 1976. The ALT Program consisted of three parts: (1) Orbiter/747 mated; (2) tailcone~on
Orbiter alone; and (3) tailcone-off Orbiter alone. The vehicle was mated to the Boeing 747 carrier
aircraft at the Dryden Flight Research Center (DFRC), Edwards Air Force Base, and the first captive
flight was completed in February 1977. The first ALT flight of OV-10l from the Boeing 747 took
place on August 12, 1977. A detailed review of the ALT program is presented in reference 4. In
March 1978, 0V-101 was delivered to the Marshall Space Flight Center (MSFC), Alabama, for ground
vibration testing.

Fabrication and assembly of OV-102, the first orbital vehicle, began in 1975, and the Critical
Design Review (CDR) was conducted in July 1977. Rollout of OV-102 was accomplished in March 1979,
with delivery to Kennedy Space Center, Florida occurring a few weeks later. The first manned
orbital flight was conducted in April 1981. The official Orbital Flight Test (OFT) program was
established as the first four flights (STS-1 thru -4) with the initial operational capability
starting with STS-5 in November 1982. However, aerodynamic flight test maneuvers are planned
through STS-17.

CONFIGURATION EVOLUTION

Stability, control, and performance requirements for the Orbiter vehicle are, for the most
part, established by the entry phase of the mission. On the other hand, design airload conditions
are primarily driven by the ascent phase.

Design issues keyed to achieving the proper aerodynamic balance to provide stability, control,
and center of gravity envelope during the entry flight regime are: (1) wing design, (2) wing-body
integration, and (3) integration of aerodynamic and flight control requirements. Wing design was
key because of its influence on vehicle weight, thermal enviromment, aerodynamic stability, buffet
characteristics, and gliding and landing performance capability. Wing-body integration was
important in obtaining a balanced aerodynamic configuration capable of trim and -ontrol over the
entire speed range, and in minimizing thermal environment due to interference flow effects.
Fuselage dimensions were largely fixed by payload size and packaging efficiency while aerodynamic
and aerothermodynamic considerations established forebody shape and local contours. Integration of
aerodynamic control requirements was of major importance in meeting flying quality goals in all
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flight regimes, and minimizing vehicle weight as affected by control surface arrangement, size, and
actuator requirements.

Prior to Shuttle Program "go-ahead" in August 1972, NASA funded extensive Shuttle System trade-
of f studies (Phase B contracts) to determine the following: (1) operational cost effectiveness; (2)
desired configuration and geometry; (3) major subsystem definition; (4) configuration drivers
consisting of landing speed, payload size and weight, and center of gravity envelope; (5) entry
crossrange and aerodynamic heating; (6) stability and control requirements; and (7) flying
qualities. From these studies emerged a baseline configuration at Shuttle Program ATP. Following
ATP, further trade studies were conducted by JSC and the prime contractor to refine the baseline

des;i.gn.5 Essentially four aerodynamic configurations were evaluated before the final baseline
design was selected.

The phasing of the evolving configuration is illustrated in figure 10. The Rockwell blended
delta configuration was baselined at ATP, with only "make-work" design changes permitted thereafter.
The vehicle was sized for a dry weight of 170,000 1b, (77,110 kg) and landing payload of 40,000 lbs
(18,144 kg). Initial wind tunnel tests indicated the ATP configuration did not meet the landing
performance requirements. Wing optimization to meet these requirements led to baselining a
configuration for the December 1972 Program Requirements Review (PRR).

The "make-work" philosophy was interrupted late in 1972 by a change in system requiremements
prompted by NASA“s desire to reduce the operational cost per flight. This requirement update
reduced the vehicle dry weight to 150,000 1bs (60,039 kg) and landing payload to 32,000 1lbs (14,515
kg).

In addition to this requirement change, Rockwell was directed by NASA to incorporate the
double-delta wing design. A year of NASA in-house study indicated the double-delta wing had
exceptional landing performance. In addition the aerodynamic stability and trim could be adjusted
by modifying the lightly loaded forward delta (glove). This simple control of aerodynamic features
allowed the design of the main delta wing box to be frozen. Any cg or aerodynamic stability
problems which might surface during program development could then be corrected by glove
modification thereby minimizing program impact.

During this period, the maximum utilization of uniform dimension tiles was baselined in an
attempt to minimize the RSI production and installation costs. Incorporation of this "standard"
tile design, led to a vehicle whose surface was composed of large flat areas, limiting curvature to
smaller areas between the flat ones.

These changes in system requirements and design led to baselining a new configuration for the
March 1974 PDR., Initial wind tunnel tests of this PDR configuration indicated the configuration was
not workable. Aerodynamic tests showed difficulty in providing trim capability at the forward cg in
the supersonic flight regime. Aerocheating tests indicated the blunt fuselage nose resulted in early
transitional flow and high temperatures along the lower body surface. Also wing incidence, camber,
and thickness distributions designed for maximum subsonic performance led to local fairings on the
lower wing and fuselage surfaces which caused high local heating. These findings led to a
configuration modification of the Orbiter to eliminate these deficiences.

Ensuing wind tunnel tests indicated the revision of the PDR configuration was an acceptable
configuration. After minor changes, such as blunting the forward portion of the OMS pod to allow

the aft payload bay to open 1800, this configuration was baselined as the CDR configuration at the
0V-102 PDR in February 1975.

After a flurry of configuration development activity in the first 7 months of the Phase C & D
contract, the aerodynamic configuration remained relatively stable allowing the aerodynamic effort
to focus on the development and verification of the preflight aerodynamic predictions.

AERODYNAMIC DEFINITION APPROACH

Conventional flight test programs call for the incremental expansion of the flight envelope to
demonstrate the design capability of the aircraft. This is not feasible with the Shuttle vehicle.
Once the Shuttle is launched, it is committed for flight over the complete mission profile from
ascent to orbital insertion, deorbit, re-entry, and landing. Predicted flight characteristics must
be based on aerodynamic data derived from theory, ground testing, and analysis. Careful attention
has been given to the interactions between flight control systems design and aerodynamic
characteristics. Because of these considerations great care had to be exercised in the development
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of the preflight aerodynamic estimates. This section of this paper addresses the management,
development and verification of the preflight aerodynamic predictions.

TYPICAL ORBITER MISSION

At an altitude of approximately 600,000 ft, the Orbiter is designed to perform an unpowered,

gliding re-entry at an angle of attack of approximately 40°. The angle of attack is modulated
depending upon the crossrange requirements. Downrange modulation is achieved by periodically
performing bank reversals across the prescribed ground track. Figure 1l presents a typical re-entry
trajectory.

Although entry interface (EI) is defined as 400,000 ft altitude, a sensible atmosphere is not
reached until Mach 27 at an altitude of approximately 300,000 ft, with a dynamic pressure of 2 psf.
Early entry stability and control is provided primarily by the aft-mounted reaction control system
(RCS) jets, (figure 12). The forward-mounted jets are reserved for on-orbit attitude control and
ascent aborts. The roll and pitch jets are active until dynamic pressures of 10 and 20 psf,
respectively, are obtained, at which point the elevons are sufficiently effective to provide pitch
and roll control. The yaw jets provide stability augmentation until the vehicle has decelerated to
Mach 1.

A gradual pitch down is initiated between Mach 14 and 12. By Mach 2 the vehicle is flying at

more conventional angles of attack from 3% to 10°. Equilibirum subsonic gliding flight is achieved
at an altitude of approximately 40,000 ft. The approach and landing interface occurs at 10,000 ft,

and the vehicle subsequently reaches a glide slope of approximately ~19°. Nominal touchdown
velocity is 195 knots with a rollout of 7,000 to 9,000 ft.

ORBITER FUNCTIONAL CHARACTERISTICS

The functional characteristics of the Orbiter are presented in figure 13. The thick, double-
delta wing is configured with full span elevons, comprised of two panels per side. Each elevon
panel is independently actuated. All four panels are deflected together as an elevator for pitch
control and left and right elevons are deflected differentially as an aileron for roll control.

The bodyflap, originally designed as a heat shield for the SSMEs, is now also used as the
primary longitudinal trim device. The elevons are programmed to follow a set schedule during entry
to provide the optimum aileron effectiveness.

The vertical tail consists of the fin and a split rudder. The rudder panels are deflected
together for yaw control and are separated to act as a speedbrake to provide for subsonic energy
modulation. The speedbrake, initially closed upon entry interface, opens fully just below Mach 10,
and then follows a predetermined schedule until Mach 0.9 is reached. The rudder is not activated
for yaw control until Mach 3.5.

PREFLIGHT PREDICTION REQUIREMENTS

The preceding discussion leads to the conclusion that prediction of the basic aerodynamic
characteristics of the vehicle are required from Mach 0.2 through 27, and at an angle of attack

range from near 0° to 40°. Figure 14, which delineates utilization of the vehicle control
effectors, shows that predictions of aileron and elevon effectiveness would be needed over the same
M, o range. Rudder power needs definition below Mach 3.5. The high dynamic pressure to be
encountered forced consideration of structural deformation effects on aerodynamics. Also the
effectiveness of the RCS would have to be determined from on-orbit conditions down to as low as
50,000 ft (Mach 1). The RCS effectiveness is a function of jet thrust, plume impingement and the
vehicle flow field/plume interaction as shown in figure 15.

PREFLIGHT WIND TUNNEL PROGRAM

Key to the Space Shuttle development has been the acquisition of wind tunnel test data to
support GN&C design and evaluation by providing a continuously maturing aerodynamic data base
reflecting configuration and subsystem updates. By the first orbital flight (STS-1) in 1981,
approximately 46,000 total wind tunnel test hours had been conducted for aerodynamics, heat
transfer, and structural dynamics, consisting of approximately 24,900 for the Orbiter vehicle,
17,200 for the mated launch configuration, and 3,900 for the carrier aircraft program, as shown in
figure 16. A total of 101 models have been built: 45 aerodynamic, 34 heat transfer, and 22
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structural dynamics. All wind tunnel testing was coordinated with and approved by NASA management
at JSC. A detailed review of the history and management of the wind tunnel program may be found in
reference 1.

Orbiter aerodynamic test hours are summarized in figure 17. Approximately 38% of the Orbiter
aerodynamic test hours were utilized in the subsonic regime, 44% in the transonic/supersonic regime,
and 187 in the hypersonic regime. As may be seen from figures 16 and 17, the Space Shuttle wind
tunnel program was by far the largest program ever undertaken by this country. Also seen in figure
17 is an additional 10,000 hours of testing performed by Langley for special investigations
requested by Space Shuttle management.

SELECTION OF SCALING PARAMETERS

In order to accurately simulate flight conditions in a wind tunnel, the appropriate similarity
parameters must be matched. Traditionally, Mach number and Reynolds number are the key parameters.

Problems in flow simulation6 occur when the geometric scaling of viscous flow is important, or when
coupling between the viscous surface flow and the external flow field is strong. In the first case,
the boundary layer can be considered separately from the inviscid flow field, and viscous effects
can be scaled. This holds for Mach numbers up to approximately 10. It is well known, for example,
that skin friction varies with Reynolds number in a predictable manner and can be scaled to flight
conditions from suitable wind tunnel results.

For Mach numbers greater than approximately 10, a pressure interaction results from the outward
streamline deflection induced by a thick boundary layer, and the viscous—inviscid interaction must
be considered. For this case, there are two classical simulation parameters commonly considered:

(1) i;, the viscous interaction parameter introduced by Hayes and Ptobstein7

e
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(2) V;, the viscous parameter introduced by Whitfield and Griffith8

where M_ is the free-stream Mach number, C_ is the factor of proportionality in the linear

viscosity~-temperature relation,9 and Re is the free-stream Reynolds number based on the appropriate
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X

characteristic length (x). The parameter iw is the relevant parameter for the local effects
(pressure coefficient, heat transfer, etc.) in both the strong and weak interaction cases; whereas

v; is the relevant parameter in terms of overall integrated effect. For Shuttle, it has been

observed that 3; correlates total aerodynamic coefficients better than im, and consequently, V; was

selected as the hypersonic simulation parameter. A detailed discussion of the use of these scaling
parameters for the Space Shuttle is presented in reference 10.

Figure 18 shows a comparison between flight Re and V; and the simulation capability of

Ly

typical wind tunnels used to develop the Orbiter aerodynamic data base. It can be seen that the
tunnel capabilities reasonably match flight conditions above Mach 3. It should be noted that

although flight Reynolds number and Mach number were not simulated above Mach 15, if V; is the

correct similarity parsmeter, the tunnel prediction of aerodynamic characteristics should be good.
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One inadequacy worth noting is that at the time of the Shuttle aerodynamic development (prior to
STS-1) neither experimental facilities nor theory could accurately predict real gas effects.

SIMULATION OF REACTION CONTROL JET INTERACTION

Early entry aerodynamic characteristics are highly influenced by interactions between the
reaction control system (RCS) jet plumes and the local flow field over the Orbiter as shown in
figure 15. The total jet effects are comprised of three factors: (1) jet thrust, (2) surface
impingement, and (3) jet interaction with the flow field. Impingement and interaction effects are
interrelated. Jet interaction was obtained from wind tunnel testing while surface impingement was
estimated from vacuum chamber tests and theory. Coupling is present between the plume effects and
aerodynamic surfaces, and between the jets themselves.

A series of scaled model RCS nozzles with different expansion ratios were employed during the

wind tunnel test program. General Dynamics/Convair, under contract to the NASA (NAS9—14095),11
developed a method whereby the experimentally-measured induced plume effect (surface impingement
plus flow field interaction) could be separated into two component parts and the impingement term
extrapolated to flight conditions. To obtain a correct modeling of the reaction control system
plume effects in the wind tunnel, it was necessary to observe certain scaling criteria. The primary
factors for consideration, aside from dimensional scaling, are plume shape, jet-to~free-stream
momentum ratio (¢j/¢co) and mass flow rate ratio (n'1j/n'1w). The RCS pitch jets (up and down firing

jets) correlated better with momentum ratio whereas the yaw jets (side firing jets) correlated
better with mass flow rate ratio.

These scaling parameters are defined as:
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A detailed discussion of the selection of these scaling parameters is presented in reference

11.

THE WIND TUNNEL PROGRAM

The wind tunnel program can be divided into three phases. These phases are related to the
development schedule as illustrated im figure 10.

The first of these phases (Phase I) was the configuration development phase. This phase, which
covered the time period of ATP to SRR, addressed ATP configuration refinement, evaluation of the PDR
configuration, and definition of the CDR configuration.

The prime contractor devoted the majority of their Phase II efforts to developing and verifying
the aerodynamic characteristics for the ALT/carrier program although initial development testing for
the OFT program was also performed. These latter development tests were directed toward
establishing the basic stability and control characteristics across the Mach range; establishing
control surface effectiveness and hinge moments; initial RCS testing; and viscous interaction
testing. The FCS was converging on a detail design during the Phase II time period and concerns
surfaced regarding the sensitivity of the FCS to nonlinear aerodynamics. In order to investigate
potential nonlinearities, JSC management requested the LaRC to supplement the contractor’s test
program. These tests investigated the following areas: (1) non-linear aerodynamic characteristics
of the basic vehicle and its control surfaces; (2) aerodynamic damping characteristics; (3) control
surface interactions; and (4) high Mach/altitude simulations. In addition, the possibility of high
altitude snap roll caused by asymmetric separation of the wing”s leeside flow field was explored.
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The final phase (Phase III) of the wind tunnel program was initiated in early 1978 to verify
the predicted aerodynamic characteristics of the final vehicle configuration prior to the first
orbital flight (STS-1). The objectives of this phase were to:

a. Verify and/or update the aerodynamic characteristics of the final, "as built"
configuration across the Mach range of 0.2 to 15.

b. Test fine-cut (small increments) in Mach number, angle of attack, angle of sideslip,
and control surface position along the nominal flight trajectory.

c¢c. Minimize model-to-model and tunnel-to-tunnel discrepancies.

The final, preflight Aerodynamic Design Data Book (ADDB)12 is primarily based on these verification
tests. The verification phase consisted of three parts:

a. Seven initially planned verification tests.
b. Five anomaly resolution tests.
c. Five supersonic/hypersonic lateral-directional nonlinearity tests.

The complete verification phase is shown in figure 19.

Two high-fidelity wind tunnel models, of 2% and 5% scale, were designed and constructed based
on the March 1976 0V-102 configuration drawings to ensure accurate modeling of all aerodynamic
surfaces and simulation of all revelant cavities and protuberances as shown in figure 20. Although
some minor changes to the TPS thicknesses were made after March 1976, these changes were closely
monitored to ensure that there were no aerodynamicly significant differences between the wind tunnel
models and the actual flight vehicle OV-102.

Part 1 of the verification phase consisted of the wind tunnel tests required for verification
as it was originally conceived. These tests covered the Mach range of 0.2 to 15 using the two high-
fidelity models without planned duplication of test conditions with different combinations of models
and facilities. Several additional tests and considerable analyses were required to actually
complete the preflight verification process. In order to acquire the highest quality data possible
within time and fiscal constraints, a test team was established for each test consisting of the
prime contractor, JSC, and facility engineers, co-chaired by the JSC and the prime contractor lead
engineers. This team followed the test from initiation through model design and construction, test
plan development, conduct of tests, and analysis of results.

The design of the verification tests drew heavily on the experience and results of a series of
wind tunnel tests conducted by LaRC. These tests utilized a 1.5-scale model (0OV-101/140C
configuration) with remotely controlled elevons. They were conducted to investigate transonic and
low supersonic lateral-directional nonlinearities and showed the importance of obtaining wind tunnel
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data in small increments and of utilizing remotely controlled aerodynamic surfaces. Two of the
major benefits of testing with remotely controlled surfaces are: (1) permits efficient acquisition
of small increments of the primary variable of interest, i.e., the control surface position; and (2)

permits the acquisition of more accurate data by "sweeping" the control surface position while other
test variables are held constant.

The verification phase relied heavily on the NASA-Ames Research Center (ARC) wind tunnel
facilities, as had the development test phase. Table 2 shows the utilization of facilities for
Phase III.

Although Part 1 of the verification tests were largely successful, initial analysis of the data
from these tests indicated additional wind tunnel tests were required to resolve the following test
anomalies:

a. Transonic - resolve blockage and shock reflection effects.
b. Supersonic - verify relatively large facility (AEDC) flow tare corrections.

The tests shown under Part 2 in figure 19 were conducted as part of the verification tests phase to
address the transonic blockage/shock reflection and supersonic tare correction problems.

The quick-look analysis of these tests still did not provide any clear-cut solutions to the
original problems. Therefore, in July 1978, the Technical Panel for Orbiter Aerodynamics was formed
at the request of the JSC Center Director to address these problems. The objective of the Panel was
to expedite the analysis of the Orbiter aerodynamic design data to produce a mature data base that
would support the launch of the first manned orbital flight planned for March 1980. This Panel was
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comprised of working-level aerodynamicists representing expertise from ARC, DFRC, LaRC, JSC, AFFTC,
and the prime contractor. The major functions of the Panel were:

a. Recommend and conduct wind tunnel tests.

b. Evaluate and recommend the most valid test data for use in establishing the ADDB
preflight predictions.

c. Perform an independent, detailed analysis of critical areas.

d. Perform a thorough review of the proposed ADDB prior to publication and make
recommendations for accceptance or change.

e. Obtain Panel consensus that the ADDB is the "best" representation of the Orbiter
aerodynamics.

f. Give technical approval of the official ADDB.

The results of a wind tunnel test conducted by LaRC to assess the OV-102 configuration showed
that there were no significant aerodynamic differences between OV-101 and OV-102. As a result, the
large number of wind tunnel tests LaRC had conducted using the 1.5%Z model (0V-101 configuration)
were used in developing the final fairings for the preflight ADDB. The high fidelity OV~102 model
data was still considered prime and weighed the heaviest of all the data. The LaRC tests
contributed significantly to filling in gaps of the OV-102 data base and to establishing model-to-
model and tunnel-to-tunnel repeatability. The product of the Panel was the official Space Shuttle

Orbiter ADDB published in October 1978 and revised in April 1979.14

Prior to the formation of the Panel, the technique of reviewing the "correctness" of the ADDB
published by the prime contractor was to conduct a formal review after publication. Unless major
discrepancies were identified and agreed to, no changes were usually made as a result of the formal
review. Because the Panel worked closely with the prime contractor, making recommendations and
changes during the development of the ADDB, a much more detailed review and refinement than by
previous means of review was made possible. Almost all of the changes recommended by the Panel were
accepted and implemented with minimum schedule impact. A significant amount of work by individual
members was published directly in the ADDB.

After the Panel”s work was complete, a minor update to the April “79 ADDB was made and the
official aerodynamic data base was frozen in May 1980 to conduct final GN&C verification for STS-1.
This data, the official preflight Orbiter aerodynamic data base, was published as a NASA Contractor

Report in November 1980,15 and was designated as the "STS-1 ADDB,"

In January 1980, while conducting an in-house research test on high angle of attack
aerodynamics, LaRC found a large difference in directional stability at Mach 6 from what the STS-1
ADDB predicted. This gave rise to some potential FCS concerns about performing a bank reversal in
flight near Mach 6. An investigation of this potential problem led to Part 3 of the verification
test phase: Supersonic/hypersonic lateral-directional nonlinearity tests.

It turned out that the lateral-directional characteristics are highly nonlinear with sideslip
angle (B) at certain angles of attack. Further, this phenomena is not limited to Mach 6, but occurs
over a Mach range of 2 to 8, at various a”s. Also, nonlinearities of the sideslip derivatives with
Mach, o, and speedbrake were identified that had not been observed previously. The basic problem

was that the sideslip derivatives are linear only over a range of 1/2° beat in some cases. The

smallest tested previously was 1° and most data was at 2°. The cause of these nonlinearities is
thought to be a complex vortex interaction with the vertical tail/speedbrake.

Discovery of a problem of this magnitude so late in the Shuttle program development (projected
launch date of STS-1 was just over 1 year from discovery of problem) presented a schedule problem of
how to acquire the necessary wind tunnel data, analyze the results, and put the data fairings in a
form that was acceptable for input to the simulators so that a safety assessment could be performed
prior to the STS-1.

In order to resclve the aerodynamic/FCS anomaly in time to support STS-1, a team was formed
consisting of JSC, the prime contractor, LaRC, and wind tunnel facility engineers. This included
aerodynamicists, flight control engineers, and simulation engineers at JSC. The wind tunnel tests
conducted are shown under Part 3 in figure 19.

Detailed analysis of the test data was performed on-site during each wind tunnel test such that
by the end of the test, final fairings were complete and the data had been converted into a form
ready for the flight simulators. The data was then evaluated on an engineering simulator at JSC.
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The results showed that the large nonlinearities with B could cause loss of control during a bank
reversal when combined with certain FCS uncertainties such as winds and errors. As a result, the
trajectory of the first flight (STS-1) was changed to avoid a bank reversal near Mach 6.

These new wind tunnel data were then used to produce a major update in the STS-1 ADDB,

published in April 1982 as the Pre-Operational ADDB.12 The Pre-Operational (Pre-Op) ADDB, although

published after STS-1, contains no flight data (except for limited ALT results) and represents the
true best estimate of preflight aerodynamics of the Space Shuttle Orbiter. Ultimately, the Pre-Op
ADDB will be updated based on orbital flight test results to produce the Operational Aerodynamic
Data Book (OADB) for the Orbiter. This will be the aerodynamic data base used for Shuttle
operational planning such as mission planning, trajectory design, and crew training.

WIND TUNNEL DATA BASE ANALYSIS

It was a major undertaking just to collect the wind tunnel data base. The fruits of this
undertaking would be meaningless unless the results of these tests could be presented to the
aerodynamic analysts in a digestable form. The Space Shuttle Program management turned to the
computer to facilitate this analysis. Chrysler Corporation”s Space Division devised and operated a
system of computer programs called "DATAMAN" to document and present test results to the aerodynamic
analysts in a variety of plotted forms. The analyst could have at his disposal the data in the
desired form allowing an efficient analysis to be performed. Chrysler received data tapes from the
various facilities, transformed the various tapes to a common format, and used the computer program
system to correlate, document, and produce data upon request to the aerodynamic analysts. A
detailed review of this unique capability is presented in reference 16.

ORBITER AERODYNAMIC CHARACTERISTICS

Pref light predicted aerodynamic characteristics of the final Orbiter vehicle are summarized in
this section. These characteristics derived from an extensive wind tunnel test data base adjusted
for those effects which could not be simulated in the wind tunnel. Before discussing the
corrections made to this data base and the actual aerodynamic characteristics, the management,
control, and verification of the aerodynamic data base will be reviewed.

The challenge of the management of the aerodynamic data base falls into two areas: 1) creating
and controlling a common data base for the multitude of users within NASA, and the contractors
across the nation; and 2) verifying that data base. Late in Phase B, a common Orbiter aerodynamic
configuration was selected as a focus for all in-house and contractor efforts. The aerodynamics for
this configuration were compiled into an ADDB to be used for all computer simulations. The use of a
central controlled ADDB continued into the Phase C & D time period. (An ADDB of estimated
aerodynamic characteristics for the ATP configuration was submited with the Rockwell proposal.) As
the configuration evolved a data book consisting of the estimated aerodynamic characteristics for
each configuration was produced and subsequently verified experimentally. To further standardize
the data base the process of centrally digitizing and producing computer tapes of each data book was
initiated early in Phase C & D. Thus, the aerodynamic data base evolved into an ADDB and its
corresponding digital computer tape, under configuration control of one of the major program panels.

ADDB verification was accomplished by a detailed technical review by NASA experts prior to each

programmatic milestone until approximately l-year before the first manned orbital flight. (The
procedure used in this time frame was addressed previously in Phase III of the Wind Tunnel Section.)

WIND TUNNEL DATA BASE ADJUSTMENTS

The traditional free-stream Reynolds number was selected for the flow field scaling parameter
below Mach 15, while a viscous interaction parameter (V;) was utilized at higher Mach numbers.

Since the test facilities were able to provide near-flight Reynolds number simulations over a large
Mach number range, as shown in figure 18, no corrections to the wind tunnel results were required.
At lower Mach numbers, the traditional adjustments were applied for Reynolds number effect on
friction drag. Additional adjustments were applied to the profile drag to account for the added
roughness of the thermal protection system tiles, and for minor protuberances, which could not be
simulated on the wind tunnel test models.
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In general, no attempt was made to obtain a wind tunnel measurement of the effects of
structural deformation on the longitudinal aerodynamics through testing of conventional aeroelastic

or deformed models. Since at higher a's these effects can be significant, some adjustment to the
wind tunnel data must be made to provide adequate estimates of the flight aerodynamics. The
approach used in the Shuttle Program to estimate the aeroelastic effects is thought to be wunique.

First, a sensitivity analysis was performed with the aid of a structural/aerodynamic analysis

computer program.l7’18 The geometry model used is shown in figure 21. This program was used to
systematicly stiffen various portions of the vehicle structure to analytically evaluate the effect
of the stiffness changes on the aerodynamics. The results indicated that the major longitudinal
aeroelastic effects were produced by deformation of the wing back-up structure where the elevon
actuator is attached, resulting in a change of the elevon position not measured by the vehicle
position sensors. The effect was mddeled by combining a rotary spring constant, as determined from
vehicle loading tests, with wind tunnel derived aerodynamic hinge moment characteristics to

determine a correction (usually less than 1°) to the rigid elevon deflection angle. The "elastic"
elevon angle is used to look-up the rigid aerodynamic characteristics in determining the vehicle
longitudinal aeroelastic characteristics.

The computer program indicated the major aerodynamic effect in the directional axis was the
deformation of the vertical tail and the aft fuselage. Of particular concern was the predicted 40%
reduction in rudder power due twisting of the vertical tail around its elastic axis. It was felt
that this large effect could not be left to theoretical prediction techniques alone. After
establishing the structural characteristics of the vertical tail and aft fuselage from the
structural test article, an aeroelastically scaled vertical tail was constructed which simulated the
root spring constant and tail stiffness distribution. It was then tested on a standard force model

across the high a Mach range. The results from these wind tunnel tests were then analytically
adjusted to "free" the orbiter from the sting mounting constraint necessary in the wind tunnel. The

adjusted wind tunnel data are compared with the computer program predictions in figure 22 for a q of
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300 psf (14,364 N/m"). As can be seen, the correction is significant. A detailed development of
this unique approach for evaluating aeroelastic effects is presented in reference 26.

AERODYNAMIC CHARACTERISTICS

The key aerodynamic parameters which have a significant influence on the Orbiter performance,
and stability and control are shown in table 3. Lift, drag, and pitching moment are the primary
aerodynamic parameters governing the entry trajectory and range capability. Pitching moment
determines the bodyflap setting required for trim. Design areas sensitive to trim setting are
elevon and bodyflap heating during initial entry, and control surface actuator stall limits at
transonic speeds. In addition, there is an interaction between elevon setting and lateral-
directional control capability because of the change of aileron effectiveness with elevon position.
Lateral-directional trim and control capability is governed by the aileron, rudder, and sideslip
derivatives. Above Mach 3.5 the aileron is used for both roll and yaw trim before the rudder

becomes effective.

In the spacecraft mode of operation, bank maneuvers are initiated by the yaw jets and the
aileron is used to coordinate the maneuver. Between Mach 3.5 and 1.5 the flight control system
gains are scheduled to provide a transition to a conventional aircraft mode where the bank maneuvers
are initiated by the ailerons about the roll axis and the rudder is used to coordinate the maneuver.
Both the aileron and rudder are used for trim below Mach 3.5. The derivatives C_ , CQ 5 cn 3 Cl s

B B 8 S,

a
Cn , €y were key parameters in establishing control capability, reaction control system
(V)
' r
propellant usage, and the switch-over point from spacecraft to aircraft control modes.
HIGH ALTITUDE AERODYNAMICS

Entry interface for the Shuttle has been defined as 400,000 ft (120,000 meters) altitude. In
this high altitude region, rarefied gas flows are encountered by the Orbiter as it enters the
atmosphere. Aerodynamic design issues in this region involve determining the effectiveness of the
RCS control jets and their influence on the Orbiter flow field, in addition to defining viscous
interaction effects associated with low Reynolds number/high Mach number flows.
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Initial entry aerodynamic characteristics are strongly influenced by interactions between the
RCS jet plumes and the local flow field over the Orbiter (figure 15). The application of the RCS

data to a typical entry flight condition of g = 1.0 1b/ft2 (47.9 N/mz) at an altitude of 260,000 ft

(79,250 meters) are presented in figure 23 for three left downfiring RCS jets. The RCS impingement
and flow interaction results have an adverse effect on pitch and roll control while increasing yaw
control.

Viscous interaction primarily affects the shear forces with essentially no affect on normal

force. Variation of V; along the nominal entry trajectory is illustrated in figure 24. High values

of V; correspond to low values of Reynolds number which is associated with the thickening of the
hypersonic laminar boundary layer causing increased shear on the lower surface of the Orbiter.

Evidence of this is seen in figure 25 as an increase in axial force coefficient with increasing V~
@

yields no change in normal force. There is insignificant effect of V; on pitching moment for 0°

bodyflap as shown at the top of figure 26. At negative (trailing edge-up) bodyflap deflections, the
movement of the bodyflap has little effect on the boundary layer on the lower surface of the

Orbiter, and consequently, the effect of V; on pitching moment is similar to the 0° deflection case.
However, for positive (trailing edge-down) deflections, the bodyflap control effectiveness decreases
with increasing V;, (figure 26). At large values of V;, the correspondingly low Reynolds number

results in a thickening of the boundary layer which causes the separation point to move forward with
increasing control deflection. This causes the center of pressure to move forward, resulting in

reduced pitching moment effectiveness with increasing V. Effects of V° on aerodynamic performance
oo ©

characteristics are indicated in figures 27 and 28 for a nominal entry trajectory. The decrease in
L/D ratio caused by the increase in axial force is accounted for in design of the entry trajectory.

LONGITUDINAL CHARACTERISTICS

Longitudinal stability and control characteristics for low speed to hypersonic Mach numbers are
illustrated in figures 29 and 30. These data are based on an extensive series of wind tunnel tests.
Representative wind tunnel data are shown on the curves. The low-speed longitudinal characteristics
shown in figure 29 demonstrate stall-free characteristics over operating flight conditions. The
predicted characteristics are compared with test data obtained with a 0.36-scale model in the ARC
40x80-ft (12.19x24.38 m) wind tunnel. The changes in low-speed stability shown by the large changes
in pitching moment at high o.”s are due to leeside separation on the Orbiter wing induced by
vortices from the wing/fuselage junction. The leeside flow separation influences the supersonic
stability characteristics also. It can be seen in figure 30 that for Mach 10 and 5, the variation
of pitching moment with normal force coefficient for zero and positive elevon deflection follows the
typical hypersonic pitch characteristics. This relationship between pitching moment and normal
force coefficient does not follow the "sine square" variation for negative elevon deflections. The
change in characteristics is due to the change in flow pattern on the leeside of the Orbiter wing as
influenced by negative elevon deflections.

The surface flow patterns on the leeside of the Orbiter wing at supersonic speeds consist of
three distinct flows. At low a”s, the flow, which is initially perpendicular to the leading edge,
is turned parallel to the free-stream by the presence of the fuselage (figure 3la). When the angle
of attack is great enough to cause the wing leading edge shock to detach, the trailing edge shock
will become strong enough to separate the boundary layer (figure 31b). This separation is the
result of subsonic flow aft of the detached shock expanding around the leading edge and reattaching
at supersonic speeds. The flow must still be turned into the free-stream direction as before. The
turning is accomplished by a strong shock that causes the boundary layer to separate. The wake
begins to affect the flow pattern at high angle of attack causing a secondary type of separation
(figure 31c). Leeside flow boundaries at Mach 6.0 are shown in figure 32. The relationship between

b
spanwise location of the shock induced separation, —%, and Mach number was obtained from a

correlation of delta wing data. The shock detached boundary was obtained from oil flow photographs.

The effect of leeside separation on wing pitching moment is shown in figure 33. The subsonic
leading edge suction that occurs when the bow shock detaches results in a more stable pitching
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moment slope. The change to a more stable slope is the result of leading edge suction when the wing
bow wave detaches and a reduction of lift over the wing area aft of separation line. The center of
pressure is more aft for the lift gain (due to leading edge suction) than for the lift loss due to
shock-induced pressure aft of the separation line. The wing pitching moment becomes more stable,

thus accounting for the increased stability shown in figure 30 for +10° elevon deflection.

Elevon effectiveness is also influenced by leeside separation. Loss in elevon effectiveness at
high negative (trailing edge up) deflection can be attributed to the effect of back-pressure on the
leeside flow field. Flap type controls will often cause boundary layer separation, especially in
hypersonic low-density flows. Such back-pressure effects are of practical concern since it is
desirable to control the Orbiter with leeward control deflection (trailing edge up) in order to
minimize control surface heating. Figure 34 shows elevon effectiveness data obtained from the AEDC

tunnel A at Mach 5 for an elevon deflection of -35°. The measured elevon effectiveness is seen to
be less than shown by shock expansion theory. This is probably due to shock-induced separation.
The extent of separation increases with o. After the o for shock detachment is reached, the back-
pressure effect from the elevon will affect the wing flow. At high a”s, the positive lift produced
by the wing vortices outweighs the negative lift generated by the elevon-induced flow separation
over the inner wing surface. The result is a loss of elevon effectiveness below the shock expansion
value. Adjusting the theory for leeside separation results in reasonable agreement between theory
and experiment.

Static trim capability for the elevon and bodyflap mentioned for trim to the forward and aft cg
positions is shown in figure 35. The control schedules presented on the figure are for determining
maximum obtainable cg trim limits. A reserve for maneuvering, trimming Ycg offset, manufacturing
misalignments, and aerodynamic uncertainties has been added to the limits of the elevon
effectiveness data to establish the limits shown on the figure. The aft cg limits are based on a

positive elevon deflection of 15° for Mach numbers less than or equal to 10. A positive elevon

deflection of 10° was used for Mach numbers greater than 10 due to thermal protection system design
limits during maximum heating conditions. Forward cg trim limits are based on an incremental
pitching moment coefficient reserve of 0.015 for Mach numbers less than or equal to 10 and 0.02 for
Mach numbers greater than 10. Figure 35 indicates a slightly reduced forward cg trim margin at Mach

5.0 in the O range from 20° to 45°. This is attributed to the loss in elevon effectiveness due to
leeside separation. Center of gravity trim limits for the entry o schedule are shown in figure 36.
Both figures 35 and 36 indicate that a wide trim margin exists across the Mach number range.

Elevon control power, in conjunction with the bodyflap and speedbrake, provide trim capability
between the design cg limits. The elevon schedule, shown in figure 37, illustrates the nominal and
the most positive and negative settings for trim at forward and aft cg positions. The extreme
settings account for control margin and uncertainties in aerodynamic characteristics.

LATERAL DIRECTIONAL CHARACTERISTICS

Lateral-directional stability and control characteristics for a mid cg along the nominal entry
trajectory are illustrated in figures 38, 39, and 40. The Orbiter exhibits a stable dihedral effect
(negative CSL ) across the complete Mach range during both the spacecraft and aircraft control modes

(figure 38). During the spacecraft mode, and during transtion to the aircraft mode, the vehicle is
directionally unstable. Cn becomes positive indicating static stability in yaw between Mach 2 and

1, and remains directionally stable throughout the aircraft mode (Mach numbers below approximately
1.5). Aileron and rudder control effectiveness characteristics are illustrated in figures 39 and
40,

Early analytical studies predicted an effect of elevon deflection on the lateral-directional
characteristics. Studies showed that the relatively large sized elevon in the presence of the deep,
flat-sided fuselage could induce a change in the pressure distribution in the aft region of the
fuselage. The change in the pressure distribution resulted in an incremental change in side force,
yaw, and rolling moment when the vehicle was yawed. The effect of elevon on lateral-directional
stability is illustrated in figures 41 and 42. The aileron control derivatives Cg, and Cn are

63 <Sa
also affected by elevon position as shown in figures 43 and 44. The sensitivity of these
derivatives to elevon position influences vehicle control boundaries.
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Low-speed directional stability characteristics exhibit a strong combined Reynolds number and
o effect as shown in figure 45. The figure illustrates the importance of full-scale Reynolds number
testing on high o aerodynamics. Test data obtained from models tested at low Reynolds number (below

5 x 106 based on MAC) show essentially no change of directional stability with a. The early work of

Polh.sunus19 and Jorgensen and Brownsonzo indicated that Reynolds number and body corner radius could
have a significant effect on the high o characteristics of the Orbiter. These predictions were
borne out when the Orbiter model was tested at near full-scale Reynolds number in the ARC 40x80-foot
(12.2x24.4 m) wind tunnel. It can be seen in figure 45 that the high Reynolds number test data show
a decrease in directional stability with angle of attack which is in contrast to the low Reynolds
number data which show essentially no change in stability with a.

AERODYNAMIC UNCERTAINTIES

The two program management decisions given in the Background section (to freeze the Orbiter
systems configuration at ATP and to fly a manual Orbital flight on the initial mission) had a
significant influence on the approach selected for the aerodynamic design and verification of the
Orbiter, particularly with regard to aerodynamic uncertainties. These decisions led to the
development of two types of aerodynamic uncertainties: (1) Wind tunnel uncertainties, and (2) Wind
tunnel-to-flight uncertainties.

WIND TUNNEL UNCERTAINTIES

The first decision baselined both the FCS and the aerodynamic configuration (as well as other
systems and subsystems) in August 1972 at the ATP milestone. Thereafter, the only aerodynamic and
FCS changes that were permitted were those which were required to fix critical system design
problems. As evaluations of the baseline systems were conducted, it became clear that some
significant changes to both the FCS and aerodynamic design would be required. This resulted in the
final FCS and the aerodynamic design being conducted in parallel. This presented a problem of how
to design a FCS "tuned" to the vehicle aerodynamics while the baseline aerodynamic data base was
still evolving. Somehow, the FCS had to be designed to be insensitive to “"reasonable" changes in
the aerodynamic characteristics. This led to the requirement for a set of aerodynamic "design-to"
uncertainties that would be used along with the baseline nominal aerodynamics in FCS design. These
"design-to" uncertainties, designated "tolerances", were defined as the minimum error that is
expected in the preflight aerodynamic predictions.

With the wind tunnel data base as the foundation for the preflight predictions, it was assumed
that the minimum error that could be expected would be the ability to reproduce experimental results
between various wind tunnel tests. Therefore, repeat tests were performed using various wind tunnel
facilities, different models, and on occasion, different test organizations. Although the
individual causes for any differences were not specifically identified, it is felt the total
difference is representative of what may be expected for wind tunnel test repeatability.

As an illustration of the mechanics of this procedure, consider pitching moment coefficient,
where repeat tests are presented along with ADDB estimates in figure 46. It can be seen from this
figure that a 0.05 scale model (model 39-0) was tested in both ARC 1lx1l foot facility, and in the
LaRC l6-foot transonic facility. Similarly, a 0.015 scale model, model 44-0, was tested by LaRC in
three facilities: 1) the Ling-Temco-Vought High Speed Wind Tunnel (LTV 4 x 4); 2) the LaRC 8-foot
tunnel; and 3) the ARC 11x11 foot facility. In addition, the 0.02 scale model, model 105-0 was
tested in the LaRC 16T tunnel. With all these potential sources of differences, a peak-to-peak
repeatability in pitching moment coefficient (Cm) of approximately 0.006 was observed. This

repeatability represents the combined error sources of the following: 1) the same model in several
tunnels (tunnel-to-tunnel repeatability); 2) different models in the same tunnel (model-to-model
repeatability); and 3) different test organizations (testing technique differences).

Based on this correlation, the difference between the wind tunnel results and the ADDB at
various angles of attack were correlated with Mach number (figure 47). Tolerances (wind tunnel
uncertainties) were obtained by fairing a curve through these data points using engineering
judgement. The nominal flight angle of attack was given a high weighting in the fairing process. A
similar process was used to develop tolerances for lift and drag coefficients, the sideslip
derivatives, aileron derivatives, and rudder derivatives. Reference 21 provides a more detailed
report on the development of the Orbiter wind tunnel uncertainties.
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WIND TUNNEL-TO-FLIGHT UNCERTAINTIES

The second program management decision, to fly a manned vehicle on the initial orbital flight
test of the Space Shuttle, raised the question of how to maximize mission safety without the benefit
of conducting a graduated flight test program as is traditionally done in most aircraft development
programs. This decision led to the requirement to provide a reasonable estimate of the maximum
possible errors in the preflight aerodynamic predictions that might occur on the first Space Shuttle
flight. These aerodynamic uncertainties were designated '"variations".

In order to certify that the Space Shuttle system was ready for the first flight, a multitude
of flight simulations were conducted using the aerodynamic variations, along with other system
uncertainties, to "stress" test the FCS. Based on the results of these simulations, a cg, elevon
schedule, and the FCS gains were selected for STS-1 which maximized the stability and control
margins, thereby maximizing mission safety.

However, these "worst case" uncertainties must not be so conservative as to completely
invalidate the FCS design. Since the preflight predictions were primarily based on wind tunnel
tests, variations would represent the possible errors between wind tunnel and flight aerodynamics.
It was felt that the most reasonable approach for the development of variations would be to analyze
the wind tunnel to flight test differences of previous aircraft programs. Unfortunately, the
verification of preflight predicted aerodynamics was not a major objective of most of the earlier
flight test programs. This severely limited the amount of data available for conducting flight test
to wind tunnel comparisons. The flight data base was further limited by restricting the comparison
to those vehicles which were geometrically similar to the Orbiter.

Variations were established by fairing the differences between the flight and predicted
aerodynamics as a function of Mach number. Because the selections of the configurations and the
fairing process are very subjective in nature, a team of aerodynamicists from NASA Dryden Flight
Research Center, NASA Johnson Space Center, Air Force Flight Test Center, and the prime contractor
was formed to conduct the analysis and reach a consensus on variations.

The team”s flight-to-predicted pitching moment correlation and their recommended variation
fairings are presented as a function of Mach number in figure 48. As can be seen from this figure,
the flight data is limited to below Mach 3. In Mach regimes where flight data was unavailable and
the ideal gas assumption was justified, variations were obtained by multiplying the wind tunnel-
derived tolerances by a safety factor, usually 1.5. A similar process was used to develop
variations for the other aerodynamic parameters. A more detailed development of variations is given
in reference 22.

A detailed investigation of the effect of real gas effectslo was conducted in 1974 using state
of the art theoretical techniques. Geometric limitation of the computer codes at that time did not
lend sufficient confidence to use these results in adjusting the ideal gas wind tunnel data.
Instead, a conservative estimate of the real gas effect was added to the pitching moment tolerances
to estimate variation in the high altitude flight region. Presented in figure 49 is pitching moment
variation as a function of the viscous interaction parameter in this flight region. The predicted
real gas effects gave a more nose moment up to the basic vehicle pitching moment than ideal gas
predictions. Therefore, the real gas increments were added to the positive pitching moment
tolerances resulting in the unsymmetrical variations illustrated in this figure. A procedure for
statistically combining these uncertainties is delineated in reference 23.

It is believed that the Space Shuttle Orbiter is the first winged aircraft/spacecraft to be
designed using a systematic development and application of aerodynamic uncertainties.

THE ACCOMPLISHMENTS

The success of the first orbital flight of the Space Shuttle in April 1981 demonstrated the
successful aerodynamic design and development of a vehicle configuration capable of flying both as a
spacecraft and as an aircraft, and that the preflight predictions were of sufficient accuracy for a
safe, manned re-entry. The question now becomes how well did the aerodynamicist do in the

predictions? These preflight aerodynamic predictions k4 represent the culmination of the most
intense aerodynamic development effort ever undertaken. The foundation of these predictions was an
extensive wind tunnel program of more than 27,000 occupancy hours. This wind tunnel data base has
been extensively analyzed by a team of aerodynamicists representing expertise from NASA, the prime
contractor, and the Department of Defense. State of the art computer codes supplemented the wind
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tunnel analysis. The success in predicting the flight aerodynamics represented a test of the
nation”s state of the art aerodynamic capability in the 19707"s. For the first time in aircraft
development history, the aerodynamicist was required to establish uncertainty levels (bounds) for
preflight predictions. An assessment of how well the aerodynamic community performed is indicated
by the ability to predict flight data within the wind-tunnel-to-flight-uncertainties (i.e.
variations).

CORRELATION OF FLIGHT WITH PREDICTED
FLIGHT TEST PROGRAM

One of the major objectives of the Orbiter flight test program is the accurate determination of
the aerodynamic characteristics where placards in the operational flight envelope have been
identified due to possible uncertainties (variations) in the aerodynamics. For the first orbital
flight (STS-1), flight test maneuvers were not conducted in order to minimize safety risks. During
the second and subsequent flights, specially designed flight test maneuvers were conducted to permit
aerodynamic data extraction.

Since during entry the Orbiter is in gliding flight with a relatively steep glide path slope,
correlation of Orbiter flight data with predicted was somewhat more difficult than with more
conventional powered aircraft. The aerodynamic analyst was faced with the dilemma of having all
flight conditions varying simultaneously from entry to touchdown. Accordingly, the correlation of
cause and effect was considerably more difficult.

Although a number of parameters have a significant effect on the aerodynamics, Mach number was
selected as the prime correlating parameter in order to provide an overview of the entire flight.
Therefore, an analysis technique must be selected to minimize the effect of the other parameters.

In order to make a meaningful correlation of data from several flights, the effect of flight-
to-flight differences in the independent variables needed to be minimized. Since the same basic

trajectories were flown for STS-1 thru -4, V;, and speedbrake setting (GSB) vary only slightly

(for a given Mach number) from flight-to-flight. The most significant independent variable was
elevon position (Ge) , which was progressively more positive (trailing edge down) on each successive

flight. The elevon position varied from -3.5° on STS-2 to 5.8° on STS-4.

In order to correlate data over several flights, the flight minus predicted was correlated with
Mach number. The predicted variations (uncertainties) are shown to gage the significance of any
differences.

LONGITUDINAL PERFORMANCE FLIGHT RESULTS

In wind tunnel testing, the independent parameters are known precisely, while the accuracy of
the aerodynamics is not so well known. In full scale flight testing the aerodynamics are, by
definition, fully simulated and the aerodynamic forces and moments may be extracted without accurate
knowledge of the flight conditions. For the Orbiter, determination of the flight independent

variables particularly q, with sufficient accuracy for aerodynamic correlations is very difficult.
Significant correlation errors can occur when using the independent variables to non-dimensionalize
the flight forces and moments and to "look-up" the corresponding predicted aerodynamic coefficients.
Therefore, in correlation of flight results with predictions, analysis techniques must be selected
to minimize the effect of possible errors in the independent variables.

L/D was selected for comparisons of predicted and flight aerodynamics since it is only
sensitive to errors in flight accelerations and is independent of dynamic pressure. As seen in
figure 50, flight results show the predicted L/D to be within variations down to near Mach 1.
Subsonic L/D was underpredicted by approximately 5-10%.

The longitudinal aerodynamic center of pressure (xCP/LB)’ which is also independent of q, was

selected for trim comparisons. For a trimmed vehicle, the longitudinal center of pressure coincides
with the flight cg. Figure 51 presents a comparison of the flight and predicted centers of
pressure. As can be seen in this figure at Mach numbers above 10, the predicted Xc /LB is more aft

than the flight value by as much as 0.7% of the reference body length (1.9% of the MAC), which is
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well outside variations. As shown from Mach 3 to 10, flight results indicate that longitudinal trim

was accurately predicted even though unusually high o"s between 15° and 30° were flown. Although
the flight results agreed with the predicted data within the variation (uncertainty) bounds, the
agreement is less than satisfactory.

LATERAL-DIRECTIONAL STABILITY AND CONTROL CORRELATIONS

In order to permit the accurate extraction of stability and control characteristics, specially

designed maneuvers were designed and conducted starting with STS-2.24 The two primary types of

stability and control maneuvers are: (1) Programmed Test Inputs (PTI) and (2) Aero Stick Inputs
(ASI). Although both types of maneuvers are designed preflight to yield the optimum vehicle motion
for data extraction, the PTIs generally result in better quality data because they are precisely
executed, as designed, by the on-board computer. The ASIs are manually executed by the crew. More
detailed descriptions of the flight test maneuvers, instrumentation, and data extraction techniques
may be found in references 24 through 27.

Correlations of flight with predicted data are shown in figures 52 through 55 for lateral-
directional stability, aileron effectiveness, and rudder effectiveness. Over the majority of the
entry flight regime, flight results show good agreement with predicted data. However, at a few
points during entry, both the lateral-directional stability and aileron effectiveness show
differences between flight and predicted data approaching the variations level. Based on results
extracted from the PTIs, rudder effectiveness appears to be well predicted throughout the flight
regime.

As might be expected, the two regimes which show the largest differences between flight and
predicted data are the transonic and hypersonic real gas regimes. The transonic wind tunnels have
an inherent problem area of blockage and shock reflection due to tunnel walls, while at the same
time having an order of magnitude lower Reynolds number than flight. And no tunnel today has the
capability to truly simulate the real gas enviromment. In the hypersonic regime above Mach 10, the
lateral stability, Cl , appears to be less stable than was predicted while the directional

stability, Cn , does not show any discernable trends. Flight results shown in figure 54 indicate
that the elevon has a stronger effect on aileron effectiveness than was predicted.

In the transonic speed regime, the vehicle appears to be laterally more stable than predicted.
However, there is considerable scatter in the flight directional stability data. Below Mach 3, the
flight results indicate that the aileron is less effective in roll than predicted.

Recalling that the aerodynamic variations were derived from wind tunnel-to-flight differences

experienced by previous aircraft,22 it appears that, based on four flights, the Space Shuttle
Orbiter stability and control aerodynamics were generally better predicted than most other aircraft.

RCS JET INTERACTION )

The interference between the RCS jet plumes and the flow field at high altitudes is one of the
more significant differences observed between flight and predicted data. The term "jet
interference" is used to indicate combined jet interaction and plume impingement effects. During
the first flight of the Space Shuttle (STS-1), the execution of the first bank maneuver during entry
resulted in damped oscillations in sideslip angle and roll rate that were significantly larger than

were predicted by preflight simulations. As shown in figure 56, oscillatioms up to 4° in sideslip

occurred in flight whereas only 1° was predicted. Analysis of flight data indicates this was due to
an overprediction of the rolling moment due to side~firing jets (RMJI ) in the high Mach number,
SFJ
high altitude regime. As shown in figure 57, flight results obtained from PTIs conducted on STS~2,
-3, and -4 not only confirm this overprediction, but also indicate that the jet interference is a
function of the number of jets firing.28 Because the RMJI is of opposite sign and greater than
SFJ

the rolling moment due to direct thrust, it causes a reversal in the total rolling moment due a jet
firing.

Flight results have also shown that the yawing moment jet interference (YMJI ) and side force
SFJ
jet interference (SFJI ) due a side-firing jet were underpredicted. Analysis of flight results

SFJ
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have also indicated that the pitching moment (PM ) and rolling moment (RM ) jet interference
JIDFJ JIDFJ
due to down-firing jets is less than predicted, as shown in figure 58. (A more comprehensive

analysis may be found in reference 28.)

The flight test results obtained to-date indicate that both the side-firing jets and the down-
firing jets are in general more effective than predicted.

POSTFLIGHT ANALYSIS

Several papers at the Langley "Shuttle Performance: Lessons Learned" conference29 held in
March of 1983, addressed the aerodynamic prediction deficiencies identified in a previous section.

An analysis is presented in reference 30 concludes that the underprediction of the subsonic L/D
was due primarily to the over-prediction of profile drag. An over-estimate of the drag increment
added for nonsimulation of the thermal protection system (TPS) steps and gaps led to this profile
prediction deficiency.

Reference 30 presents an analysis of the longitudinal trim characteristics. The hypersonic
pitching moment prediction deficiency is attributed to an error in prediction of the center of
pressure. This is further substantiated by the good agreement between flight and predicted
bodyflap and elevon effectiveness.

A possible explanation of the basic vehicle center of pressure prediction deficiency is
addressed in reference 31. In this analysis, Mach, real gas, and viscous effects are incremented to
Mach 8 wind tunnel data. Mach and real gas increments were obtained from computational fluid
dynamic codes that were not available in the Shuttle development time frame. An estimate of
pitching moment increments due to an increase in viscous shear acting on the bottom surface of the
vehicle is obtained by semi-empirical means. This buildup process is presented in figure 59.
Figure 60 shows a good prediction of trim bodyflap when these corrections are applied.

Finally, reference 32 concludes that the proper wind tunnel simulation parameter for RCS jet
interaction still has not been identified.

CONCLUDING REMARKS

This paper has reviewed the aerodynamicists” success in conquering the challenges that were
present in the Space Shuttle Program.

Apparently, the current state of the art real gas prediction techniques would properly account
for the hypersonic center of pressure change encountered during re-entry of the Space Shuttle,
although the quest for the proper RCS wind tunnel simulation parameter continues.

Although the flight tests for the majority of the Shuttle systems are completed, the
aerodynamic flight test program is scheduled to continue through flight 17 in order to certify
flight over the design cg range of 0.65 LB to 0.675 LB' This extended program will allow the

program not only to refine the ability to predict the aerodynamics of the Orbiter, but also to
provide the researcher with an extensive flight data base which should be used to improve future
testing and prediction techmiques.

The challenge of the future rests in the hands of the researcher and the future program
analysts. That challenge is to fully exploit the methods, the information, and the experience
gained from the most extensive, complicated, aerodynamic development program ever accomplished:
America’s Space Shuttle.
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TABLE 1.- AERODYNAMIC DESIGN CRITERIA

PARAMETER VALUE
ANGLE OF ATTACK
HYPERSONIC 25 TO 50 DEG
TRANSONIC 0TO 15 DEG
SUBSONIC -5 TO 20 DEG

CENTER-OF-GRAVITY RANGE
MINIMUM TRAVEL
DESIGN RANGE

LANDING PERFORMANCE
PAYLOAD
LANDING WEIGHT (WITH PAYLOAD)
MINIMUM DESIGN TOUCHDOWN SPEED, Vp

LONGITUDINAL STABILITY
MINIMUM HYPERSONIC STATIC MARGIN
MINIMUM SUBSONIC STATIC MARGIN
(AFT CENTER OF GRAVITY)

LIFT/DRAG MODULATION
PEAK SUBSONIC VALUE (GEAR UP, égg = 0)
PEAK SUBSONIC VALUE (GEAR UP, égg = 85 DEG)

2% BODY LENGTH
0.65Lg — 0.675Lg

(14,515 Kg) 32,000 LB
(85,230 Kg) 187,900 LB
(88 m/s) 171 KNOTS

POSITIVE

-2% Lg (-5.45% MAC)

NOT LESS THAN 4.4
NOT LESS THAN 2.5

TABLE 2.- SPACE SHUTTLE ORBITER WIND TUNNEL UTILIZATION SUMMARY

TEST

IDENTIFICATION FACILITY MODEL SCALE
TRANSONIC

OA145A ARC 11 x 11 FT -.05
OA270A LaRC 16T .05
0A270B LaRC 16T .02
LA70 CALSPAN S FT 015
LA76 LTV 4 x 4 HSWT .015
LA77 ARC 11 x 11 FT .015
LA111 LaRC 8 FT TWT .015
LA115 LaRC 8 FTTWT .015
SUPERSONIC

OA145B ARC9x7FT .05
OA145C ARC8x7FT .05
OA209 AEDC “A” .02
LAB3A LaRC UPWT-1 015
LAG3B LaRC UPWT-2 .015
LA75 LaRC UPWT-2 015
LA76 LTV 4 x 4 HSWT .015
LA101 LaRC UPWT-1 .015
LA110 LaRC UPWT-1 .015
LA114 LaRC UPWT-2 .02
LA125 LaRC UPWT-2 .02
LA131 LaRC UPWT-2 .02
LA144 LTV4Ax4FT .02
HYPERSONIC

OA113 CALSPAN HST (48 IN.) .01
OA171 NSWC TUNNEL 9 .02
0A208 AEDC “B” .02
OA257 LaRC 20 IN. .01
0A258 AEDC “B” .02
0A259 AEDC “B” .01
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TABLE 3.- KEY AERODYNAMIC PARAMETERS

AERODYNAMIC FLIGHT WHY PARAMETERS AERO CONCERN IN
PARAMETER REGIME ARE SIGNIFICANT DEFINITION OF PARAMETERS
L/D, Cpp,, Cm“ ALL © CROSSRANGE ® VISCOUS INTERACTION EFFECTS

© TERMINAL AREA ENERGY ® FLOW SEPARATION
MANAGEMENT
e ELEVON REQUIRED TO TRIM ® REAL GAS EFFECTS NOT
® RCS FUEL USAGE SIMULATED IN WIND TUNNEL
HINGE MOMENTS | TRANSONIC ® ACTUATOR DESIGN © WIND TUNNEL WALL, BLOCKAGE,
e DEFINES CONTROL SURFACE AND SHOCK REFLECTION EFFECTS
STALL AND RATE LIMITING
CONDITIONS
Cns., C|6. HIGH e AILERON IS USED FOR BOTH ® CONTROL SURFACE INTERACTION
SUPERSONIC ROLL AND YAW TRIM ABOVE ® EFFECT OF ELEVON ON AILERON
MACH 3.5 BEFORE RUDDER IS EFFECTIVENESS
ACTIVATED
® RCS FUEL USAGE
Cn.+C1.:Cn...C TRANSONIC/ ¢ RUDDER IS USED FOR BOTH © CONTROL SURFACE INTERACTION
e’ oa" Tor 'or| SUPERSONIC YAW AND ROLL TRIM © RUDDER EFFECTIVENESS AT
FOR 1.5 <M <3.5 HIGH o AND MACH
® AILERON COORDINATES TURN
® RCS YAW JET IS NEEDED ® AEROELASTIC EFFECTS
UNTIL RUDDER IS EFFECTIVE ® TRANSONIC WIND TUNNEL
ACCURACIES

® DEFINES SWITCH-OVER POINT
FROM SPACECRAFT TO
AIRCRAFT FCS MODE

Orbiter

Launch configuration

FIGURE 1.- TYPICAL PHASE A CONFIGURATION CONCEPT.
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FIGURE 2.- TYPICAL PHASE B CONFIGURATION CONCEPT.

12,25 FT

| f\SE IN DIA SRM (2) I

84.9 FT {
e §9.,9 n'.__..] w

T T 0
| =
' 182.3 FT J
| 150.0 FT
210.1 FT

11° PRECANT ANGLE

.,

I i A DAAE 3>
URIGINAL PAGE IS

©

OF POOR QUALITY

IfFT

4“,

FIGURE 3.- TYPICAL PARALLEL BURN CONFIGURATION.
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SOLID ROCKET BOOSTER

EXTERNAL (SRB) 146.0 IN. DIA
TANK (ET) (370.8 cm)
333.0 IN. DIA
(845.8 cm) v
=

> le 157FT

(0.48 m) <_*

54.5 FT
(1661m) ™~

S m ; 78.1 FT
l | : , (23.80 m)

0° NULL + 8° GIMBAL —>_§ | 1

——————— 122.2 FT (37.25 M) ———|

GROSS LIFT-OFF WEIGHT-2022.6 x 10%g (4459K LB)

ORBITER ........... 68.5 x 10%g (151K LB)
SRB(2) .©ooveevnnnn. 1172.1 x 10%g (2584K LB)
(3 756.1 x 108g (1667K LB)

2 PAYLOAD (DOWN) ... 14.5 x 10%g (32K LB

(DESIGN))
Vi ORBIT
,/_
I " 7 Wmunited states
- ] | ] | ] 7]
/ 4

‘(133:27'::1)’!‘* 149.1 FT (45.45 m) -

ER
NASA

L

- 154.4 FT (47.06 m) -

¢ 184.2 FT (56.14 m) g

FIGURE 4.- SPACE SHUTTLE INTEGRATED VEHICLE FINAL CONFIGURATION.
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400 = ENTRY INTERFACE
31.5
350
< ~——— AUTQ ELEVON TRIM ON. 0.53
300 L 1.83. M27 ~——— AERO SUFACE CONTROL ON
281 =
L 5.03. M27
9.93. M27 ——— ROLL RCS OFF
- BANK CMD
25 250 19.93. M24 ———— PITCH RCS OFF
TEMP CONTROL.
~<——— BANK REV
18 - |PW\SE M18
EQUI-
¢ el BANK REV
15+ GLIDE
PHASE
T ——— SPEED BRAKE RAMPS OPEN
134 150 -
10
W BANK REV, IR DATA PROBES. DEPLOY
: 100 TRANSITION PHASE S M3.7, SIDOERTOR c
- "o = TAEM INTERFACE
6 - :
50 — ML.1=\ —— vAW RCS OFF
44 M0.95 o8
.7
M0.58 “T—— A/L INTERFACE
1= 0 T = T T : T 1
28 24 20 16 12 8 4 0

FIGURE 5.- ORBITER ENTRY PHASES.

COMPONENT
GEOMETRY
WING VERTICAL TAIL
AREA 2690 FT2 41325 FT12
SPAN 936.68 IN 31572 IN.
ASPECT RATIO 2.265 1675
TAPER RATIO 0.2 0.404
SWEEP (LE) 81/45 DEG 45 DEG
DIHEDRAL 35 - -
INCIDENCE 05 DEG =
MAC 474.81 IN. 199.81 IN
CONTROL AREA MAX DEFLECTIONS
SURFACE (FT2) (DEG)
ELEVON (1 SIDE) 206.57 ~35 TO+20
Xo=238 BODY FLAP 135.75 ~11.7T0+225
IML SPEEDBRAKE 97.148 0TO 87.2
( ) RUDDER 97.148 ~228T0+228
REFERENCE CENTER OF GRAVITY
065 Lg l
(Xo=1076.7) it
440.72
1 Hwall __l & 6 *,
NASA bl 1
— RN Zo=315
i United Statesc  =o- | (o]
e ] 3 o s
1290.3 I | l
'«——— REF BODY LENGTH 938.68

NOTE: ALL DIMENSIONS IN INCHES

FIGURE 6.- SPACE SHUTTLE ORBITER FINAL CONFIGURATION.
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LITY
FLARED RUDDER - SPEED BRAKE
® RUDDER SIZED

VERTICAL BY CROSSWIND
® SIZED BY SUBSONIC LANDING
STABILITY

MODERATE FINENESS
RATIO-SOFT CHINE

® CONTOURED FOR
HYPERSONIC, TRIM,
PERFORMANCE, AND HEATING

ORBITAL MANEUVERING
SYSTEM (OMS) POD
® SIZED BY TANKAGE

..J AFT FUSELAGE
= ® SIZED BY SPACE SHUTTLE

4\ AIN ENGINES (SSME)
\ BODY FLAP

® SIZED TO PROTECT
SSME FROM ENTRY
HEATING

DOUBLE DELTA WING (81°/45°) FULL SPAN ELEVONS/AILERONS
® SIZED BY HYPERSONIC TRIM;
® SIZED BY 171-KNOT DESIGN
VELOCITY PITCHDOWN MANEUVER

FUSELAGE
® SIZED BY PAYLOAD
REQUIREMENTS

FIGURE 7.- ORBITER SIZING CRITERIA.

1972 | 1973 [ 1974 [ 1975 [ 1976 [ 1977 [ 1978 [1979 [ 1980 [ 1981 [ 1982] 1983 [ 1984 [ 1985
AUTHORITY TO PROCEED (ATP) ’ﬁ;
SYSTEMS REQUIREMENT REVIEW (SRR) A
AUG

ORBITER REPLIM DESIGN REVIEW (PDR)

ORBITAL FLIGHT PDR

ORBITER 101 ASSEMBLY & ROLLOUT #

FIRST CAPTIVE FLIGHT

APPROACH & LANDING TEST (ALT)

CRITICAL DESIGN REVIEW (CDR)

ORBITER 102 ASSEMBLY & ROLLOUT Bl /7

MAR
FIRST MANNED ORBITAL FLIGHT (STS-1) ﬁ
KSC INITIAL OPERATIONAL CAPABILITY N%V
ORBITAL FLIGHT TEST PROGRAM +
VAFB INITIAL OPERATIONAL CAPABILITY A

0CcT

FIGURE 8.- SPACE SHUTTLE PROGRAM MILESTONES.
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CONFIGURATION DESIGNATION

ATP

PRR

PDR

CDR

CONFIGURATION CONTROL DRAWING
NUMBER

VL70 - 000001

VL70 - 000040A

VL70 - 0000898

VL70 - 000140C,
VC70 - 000002

WING DESIGN

50° BLENDED DELTA

50° BLENDED DATA

45°/79° DOUBLE DELTA

45°/81* DOUBLE DELTA

‘WING AREA, FT2 (m?)

3220 (299.14)

3220 (299.14)

2690 (249.90)

2690 (249.90)

WING SPAN, FT (m)

84.0 (25.60)

84.0 (25.60)

78.1 (22.80)

78.1 (23.80)

CVERALL LENGTH, FT (m)

125.8 (38.34)

125.8 (38.34)

125.2 (38.18)

122.2 (37.25)

PLAN VIEW

DRY WEIGHT, LB (kg)

170,000 (77,110)

170,000 (77,110)

150,000 (68,039)

150,000 (68,039)

LANDING PAYLOAD, LB (kg)

40,000 (18,144)

40,000 (18,144)

25,000 (11,340)

32,000 (14,515)

CG RANGE (% REFERENCE LENGTH)

65.0 - 68.0

65.0 - 63.0

65.0-67.5

FIGURE 9.- ORBITER CONFIGURATION EVOLUTION.

LT MM T P TR TH A N TR T

DEFINITION PHASE £HE, ALT PDI J;
AW WL o0 (2] [] ] ? | a
PHASE C/0. ATP PRR}—— SRA. L1 F POR: ALT COR CDR—SOPCW DCR RR
ALT/OV101 A o
QOFTIOV102 9“ ? 3 EDR.CER
POR LT S FAE
CARRIER Ensre_ 8 18 & — e
ME)
MISC (SSMEID,;p a8
CONFIGURATION
EVOLUTION
8/82 12/7;
ate S
aun__|am
PRR
m__sm
POR =
31 2/75
monc m
217 o
COR
WIND TUNNEL
PROGRAM
PHASING
8/82 I
PHASE | FRRRREX
In 12175
PHASE Il
s 481
PHASE 1l

FIGURE 10.- SPACE SHUTTLE PROGRAMMATIC PHASING.
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$, BANK ANGLE (DEG)

100~ 400~ 400 40
2
50l 300} T 300} Q 30|
E (£ X H —\.‘.’. 4
X - Q iy A
= n [ [ 2
L N - : l ,’ '-.J|- %, /
Of § 200 ¢ 200F < 20} —===f=qi o=/
t Q 8 “; : "n.' | ','.. ' /
= . ~
2 g - /}/ —0
= = S S g .“Jn
60|~ © 100~ i 100 Z 10 RN
y } 2 ra
§ g
/ \ "...
-100 = 0 L o- 0 \_=_=E—4 L1 | | | ) | .'- |
2 4 6 81 2 4 6 810 20 30
MACH NUMBER
FIGURE 11.- TYPICAL ORBITER ENTRY TRAJECTORY.
PITCH-DOWN 1 FWD RCS MODULE, 2 AFT RCS SUBSYSTEMS IN PODS

THRUSTERS 38 MAIN THRUSTERS (14 FWD, 12 PER AFT POD)

— —FIXED PITCH-UP/ROLL
THRUSTERS

VERNIER
THRUSTERS

FORWARD RCS MODULE

PITCH-UP/ROLL
THRUSTERS

THRUSTERS

PITCH-DOWN/ROLL
THRUSTERS

AFT PROPULSION SUBSYSTEM (OMS/RCS POD)

FIGURE 12.- REACTION CONTROL SYSTEM (RCS).
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FLARED RUDDER-SPEED BRAKE

e L/D MODULATION AT
LOW MACHS

@ SUPPLEMENTS SUPERSONIC
YAW STABILITY

® YAW CONTROL BELOW
MACH 3.5

VERTICAL

® DIRECTIONAL STABILITY
® CONTROL EFFECTIVENESS

MODERATE FINENESS
RATIO-SOFT CHINE
@ HYPERSONIC L/D

® WING/BODY MATCHING AFT REACTION

CONTROL JETS

® SIDE FIRING JETS
SUPPLEMENTS YAW
STABILITY ABOVE
SONIC SPEEDS

BODY FLAP

® PRIMARY LONGITUDINAL
TRIM DEVICE

® SHIELD NOZZLES

FULL SPAN ELEVONS/AILERONS
DOUBLE DELTA WING (81°/45°) ® CONTROLLER FOR LONGITUDINAL
® HIGH LIFT EFFICIENCY STABILITY AUGMENTATION

® MINIMIZE WING AREA @ SHORT PERIOD LONGITUDINAL TRIM
® |INCREASE CROSS RANGE ® ROLL CONTROL AND TRIM
FORWARD

REACTION CONTROL JETS

FIGURE 13.- ORBITER FUNCTIONAL CHARACTERISTICS.

MACH
30 25 20 15 10 5 1
— — 4 —t t —— —
qPSF
02 10 20 30 40 50 60 70 80 90 100 110 120 150 200 190 160
Lk | 4 l | l l 1 f 1 Il | l T e 1 1
i 5 7 =% T G T ;3 i T T T v T T T T
| ALPHA | 40<Q<43 | 30 << 40 | 10 << 30
..-Rcs-..]
P|TCH oooooo-o-..co....ouoco-ocooocc.-oELEvoNso-o-o.o-o...oo.oo-coco-oooo-¢o¢¢c¢ooooucao
<RCS"|
ROLL uco..oo-o-o.....o.oo-a.--oocc--oooAILERONS.---- -------- L R
v‘w .q--.-ono-.--o.......o.o--...--...-.Rcs-. ..... R R T I A
| * RUDDER *

FIGURE 14.- USE OF RCS AND AEROSURFACES BY FCS.
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ROLL

* PLUME IMPINGEMENT
* FLOW FIELD INTERACTION

RCS EFFECTIVENESS COMPONENTS
¢ JET THRUST

o A NHNLYS
u m 0104V
Z 02X
m o Y3IHEYD
3 w M HONNYT
M = 3z ¥311840
o e 2
Ww_ {2 m A NHNLYS
. ol 01104V
o w
=3 gl 92 02X
1 s o < 85-8
E m ®° e
> £ g
W w 3QHOONOD
m m HIIHHYO
iy HONNVT
m H3118HO
S ﬁ L ANHNLYS
5 01104V
m [ .02-X
g [ -
m m — LEb-d4
- E | 0L-8
- B8 C o
= 4 [ 30HOONOD
m > 77777 u318uvo
. V7] HONAvA
L i { {

SANVSNOHL 'SHNOH ADNYdNOD00

FIGURE 16.- SPACE SHUTTLE WIND TUNNEL PROGRAM.
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30

25
NASA IN-HOUSE
20
OCCUPANCY
HOURS, 15 PRIME CONTRACTOR
(THOUSANDS)
10
o
0
ORBITER B-1 B-70 F-111 B-58 X-20
CONCORDE APOLLO
FIGURE 17.- ORBITER WIND TUNNEL PROGRAM.
\
‘ 108 B % /1 CALSPAN @5
| 403:8?)" LarcY - {’ l‘
A 16T’>;\|/FLIGHT 107 \ ‘\\ FLIGHT
LTV = I
- ! ARC N\ \
’ 7 ;. | \tﬂ Ve
1 : \ 0.01
L. | NSWC_AC
Rei b : Ve 002
\ B ReLp : l
" lL ; 0.0365
‘ L 108" 11N, ] \'o.os
\ //o.oa
| (g 0.10
104 S | o ! { B
0 5 10 15 20 25 30

‘ 105

MACH NUMBER

FIGURE 18.- FACILITY SIMULATION CAPABILITY.
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1977 1978 1979 1980 1981
MIAIMIJTJTATSToINTO JTFTMIATMI JTITATSTO[NTO] JTF IM[AIMJTTAISTOIN[D [ F [M[AIM[ J[JTA[S [0IN]D] J]F [M[A M
SHUTTLE PROGRAM MILESTONES
STS-1
A A A A
COR 0V-102 ROLL OUT STS-1 ADDB FRR
VERIFICATION TEST PROGRAM  |mmme PART | i | e PART Il | < PART Il >
160 !
« SUBSONIC |
|
o TRANSONIC - oEsil2 : 120
0A145A LA11S  0A270A/B/C | 0A400
448 69 a8 : 138
o SUPERSONIC P et A T
g ow w 2
o HYPERSONIC 0A208 OAITY : LAT41A LAI41B 0 0350 OR2ST
FIGURE 19.- WIND TUNNEL VERIFICATION TEST PROGRAM.

OML DUPLICATED TO VERTICAL TAIL MAIN PROPULSION
0.1-IN. FULL SCALE ® SPANWISE GAPS AND OMS NOZZLES
®RCC LEADING EDGE ® AERO SEALS (TRIMMED TO
ot e 7 Accomopare

// STING MOUNT)

CARGO BAY DOORS
® GAPS

® HINGE COVERS
AFT RCS POD

RECE?\SED THERMAL

GLASS
@ WINDSHIELD
® OBSERVATION

WINDOWS G :
® HATCH WINDOWS ' BODY FLAP

® SPANWISE
® AERO SEAL

T-O UMBILICAL

GAPS
S

RCS NOZZLE
CAVITIES

FLIPPER DOORS

VENT CAVITIES

® FORWARD RCS
ELEVONS
AIR DATA STAR TRACKER  @GMS$ Rcs
PROBES PORT CAVITIES ~ @AFT FUSELAGE o Gap 70

FIGURE 20.- WIND TUNNEL MODEL FIDELITY.
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(FUSELAGE = 30 PANELS)

TAIL

L)
il S T ST A AP £X FBR
R, 7 (1 AP 7R L M5

s e, e, X AN

FUSELAGEJ o

A

FIGURE 21.- ORBITER AERODYNAMIC PANELING.

. Ty

DYNAMIC PRESSURE

300 psf (14,364 n/m2)

G

q = 300 psf
WIND TUNNEL

e e | THEORY!

10—
FLEX
CY‘SR 0.8
RIGID "YR
CY5R 0.6
0.a_L | | | | |
0.2 0.6 1.0 1.4 1.8 2 4
MACH
1.0
cFLEx -
8p 0.8 el
(RIGID LIPS \ ~
N8R 0.6— =
0.4l | | | Je ) il
02 06 1.0 1.4 1.8 2 2
MACH
1.0~
F
(FLEX Bl
26R
oRIGID ny
Lop 0.6\—
l | | | (el |
.4
0452 06 1.0 1.4 182 4
MACH

FIGURE 22.- COMPARISON OF WIND TUNNEL WITH THEORETICAL PREDICTION OF THE

AEROELASTIC EFFECTS ON RUDDER DERIVATIVES.
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@=20° B=0° & =6, =0° g_=1.0psf (47.9 N/m?)

E BF
CONTROL 3-JET IMPINGEMENT  INTERACTION NET
AXIS MOMENT (N-m) MOMENT (N-m)  MOMENT (N-m) MOMENT (N-m)
ROLL . +36,590 ~8,030 -27,040 +1,520
PITCH -126,600 +8,690 +43,775 ~-74,135
YAW -38,300 ~-7,860 -4,860 -51,020

VACUUM THRUST FOR

ONE JET (N)
T = 3870
Nj = 3570
Aj = -756
Yj = 1298
- . . 5
Nj§ 20° )
. 120 N;
Yj
A

FIGURE 23.- REACTION CONTROL JET MOMENTS.

0.100¢

1] L] Ll
.
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11 N FUGM\\\*

0.010F
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=<
=

FACILITY

AEDC - B HWT
AEDC - C HWT
MSFC - 14"TWT
ARC - 3.5"'HWT
LRC CFHT
LRC He

LRC N2
CALSPAN - 48"
AEDC - FHWT

VISCOUS PARAMETER V'

74
v =D DXOO0

0.001

I 1 1 % | A 4% 1 A

-

i J )

4 6 8 10 12 14 16 18 20 22 24 26 28 30
MACH NUMBER

FIGURE 24.- VARIATION OF VISCOUS PARAMETER ALONG NOMINAL ENTRY TRAJECTORY.
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FIGURE 25.- EFFECT OF VISCOUS INTERACTION ON NORMAL AND AXIAL FORCE.
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FIGURE 26.- EFFECT OF VISCOUS INTERACTION ON PITCHING MOMENT.

246



(L/D)TRIM
0.62
0.64
L 0.66
L

0.68

16 WITHOUT VISCOUS INTERACTION .
AND LOW-DENSITY CONSIDERATIONS
121
08|
VISCOUS
INTER- LOW-DENSITY
0.4 ACTION REGIME
REGIME
0 | [ | AJ
0 100 200
ALTITUDE 103 METERS
FIGURE 27.- VISCOUS INTERACTION EFFECT ON L/D.
-
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ABSTRACT

The approach used in establishing the predicted aerodynamic uncertainties and the process
used in applying these uncertainties during the design of the Orbiter flight control system and
the entry trajectory is presented. The flight test program that was designed to verify the
stability and control derivatives with a minimum of test flights is presented and a comparison of
preflight predictions with preliminary flight test results is made. It is concluded that the
approach used for the Orbiter is applicable to future programs where testing is limited due to
time constraints or funding.

NOMENCLATURE

A Amplitude, deg/sec or g's

AN Normal acceleration, g°s

Ax Axial acceleration, g’s

Ay Lateral acceleration, g°’s

C£ Coefficient of roll due to sideslip, per deg

B

C'Q Coefficient of roll due to aileron deflection, per deg
Sa

CQ Coefficient of roll due to rudder deflection, per deg
Sp

Cn Coefficient of yaw due to sideslip, per deg
B

Cn Coefficient of yaw due to aileron deflection, per deg
Ga

Cn Coefficient of yaw due to rudder deflection, per deg
dr

CN Coefficient of normal force due to elevon deflection, per deg
$

e

Pitching moment coefficient

Pitching moment coefficient at 0 angle of attack

(5
Cm Coefficient of pitching moment due to bodyflap deflection, per deg
<SBF
cm Coefficient of pitching moment due to elevon deflection, per deg
Se
Cm Coefficient of pitching moment due to angle of attack, per deg
a
CY Coefficient of side force due to sideslip, per deg
B
CY Coefficient of side force due to aileron deflection, per deg
da
CY Coefficient of side force due to rudder deflection, per deg
)
T
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LB Body length, in.

L/D Lift-to-drag ratio

M Mach number

T Time, sec

v Velocity, ft/sec

X Body axis axial coordinate, in.

Y Body axis lateral coordinate, in.

Z Body axis vertical coordinate, in.

o Angle of attack, deg

B Sideslip angle, deg

68 Aileron deflection, deg

6BF Bodyflap deflection, deg

Ge Elevon deflection, deg

6: Rudder deflection, deg

SSB Speedbrake deflection, deg

o] Standard deviation

q Dynamic pressure, psf

Wy Undamped natural frequency of the dutch roll oscillation

W, Undamped natural frequency of the numerator of ¢/6a transfer function

ACRONYMS

ACIP Aerodynamic Coefficient Identification Package

cg Center of gravity

FCS Flight Control System

FSL Flight Software Laboratory

GN&C Guidance, Navigation and Control

GPC General purpose computer

IMU Inertial Measurement Unit

LRU Line replaceable unit

MMLE3 Modified maximum likelihood estimator, version 3

MXRCS RCS roll moment

MZRCS RCS yaw moment

POPU Pushover Pullup Maneuver

PTI Programmed test input

RCS Reaction control system

SPS Shuttle Procedures Simulator

STS Space Transportation System

STS-1 First Flight of the Space Shuttle

STS-2 Second Flight of the Space Shuttle

WowW Worse on worse combination of errors
INTRODUCTION

The decision to perform an orbital manned mission on the first Shuttle launch presented
several challenges to the entry design community. A significant challenge was presented by the
question of how to maximize safety (man rate the system) on the first flight considering the
parallel development of the aerodynamics and the Flight Control System (FCS). A challenge was
also presented in setting up a flight test program for a vehicle that was flying through a
continuously changing environment. Finally, because of cost and operational constraints, the
question of how to develop an operational vehicle with a minimum flight test program became a
large challenge. This paper will address how these challenges were successfully met.

AERODYNAMIC VARIATIONS DEVELOPMENT

The challenge of maximizing safety on the first flight led to development of a reasonable
estimate of maximum possible errors in the preflight predicted aerodynamics which were used to

certify the FCS prior to the first flight. The best approach for the development of these errors

which were called variations, was concluded to be an analysis of the wind tunnel to flight test

differences of previous aircraft programs. Unfortunately, the verification of preflight predicted
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aerodynamics was not a major objective of most of the previous flight test programs. This
severely limited the amount of data available for conducting flight test to wind tunnel
comparisons. The flight data base was further limited by restricting the comparison to those
vehicles which were geometrically similar to the Orbiter. Those vehicles chosen as applicable to
the Orbiter are presented in table 1. Also presented are geometric factors and other
considerations pertinent to the vehicle configuration choices.

Variations were established by fairing the differences between the flight and predicted
aerodynamics as a function of Mach number. The selections of the configurations and the fairing
process are very subjective in nature. For this reason, a team of aerodynamicists from the
various NASA centers, the Air Force and the contractors was formed to conduct the analysis and
reach a consensus on variations.

The team”s flight-to-predicted correlation and their recommended variations fairings are
presentéd in reference 1. A more detailed development is presented in reference 2. The
development of a less severe set of uncertainties (tolerances) based on the repeatability of wind
tunnel tests is also presented in reference 1.

Reaction control jet plume interaction variation development is reviewed in reference 3.

THE CORRELATION OF AERODYNAMIC VARIATIONS

A total of 9 lateral directional coefficients (3 each beta, aileron and rudder derivatives)
were defined for application to the Orbiter entry FCS verification. Use of all possible
combination of signs and variations for these 9 coefficients would have resulted in an impossible
number of cases to analyze and simulate. Therefore, considerable attention was devoted to
identifying the more critical combination of coefficient variations for use in FCS verification.

In addition, an alternative to a worse-on-worse (WOW) analysis was desirable to provide a
less demanding and possibly more realistic result for formal verification. The initial step in
reducing the WOW case was to define any sign correlation that might exist between coefficient
variations based on the physical relation of the coefficients.

Reference 4 presents the details involved in defining the correlation coefficients.
Correlations were established for the sideslip, aileron and rudder derivatives. For the
correlated coefficients, 99 percentile ellipses were established from the equation

. e o RS2 - 2 Xy ey 5 Xy
L=(-0) {(3%) 5y 30y Ga) * o) b

X and Y are the correlated coefficients, Gx and Oy are the standard deviations and Py is the

linear correlation coefficient which varies between zero and one. Stated from a probability
standpoint there is a one chance in a hundred that a combination of errors in X and Y would lie
outside the locus of the 99 percentile ellipse.

Figure 1 presents an example of correlations in the yawing moment and rolling moment sideslip
coefficients. The vector from the origin represents the nominal value for Cn and C2 while the
B
rectangle represents the 30 variations. The different ellipses inside the rectangle show the
effect of varying the correlation from 0O to a highly correlated value of .9. Results from wind
tunnel tests were used to establish the correlation coefficients.

APPLICATION OF AERODYNAMIC VARIATIONS

A programmatic decision was made to use aerodynamic variations in the Orbiter FCS design
evaluation and verification process. For the initial FCS design evaluation and simulation
studies, a "worst on worst" combination of variations was used. For the formal entry verification
at the Flight Software Laboratory (FSL) at Rockwell, variation sets were used which correlated the
roll and yaw moment coefficients for the sideslip, aileron and rudder coefficients.

Because of the wide range of flight conditions the Orbiter was to encounter during the first
reentry flight test, it was required to evaluate as many combinations of aerodynamic uncertainties
as possible. However it was also desirable to select a more limited set of uncertainties for
concentrated analysis and simulaticn efforts. It thus became necessary to define those
aerodynamic uncertainty combinations that presented the most potential problems to the Orbiter and
to make certain that the flight control system could maintain control of the Orbiter with these
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combinations. In the initial FCS evaluation, a total of 26 lateral directional variation sets
were evaluated in a series of almost 600 piloted simulation runs on the Shuttle Procedures
Simulator (SPS) at the Johnson Space Center (JSC). These 26 cases were selected using various
trim, controllability and handling qualities criteria. Based on the results of these simulation
runs plus additional trim and stability analyses, a subset of 7 cases were chosen and used for the
majority of the formal verification process.

Figure 2 shows a vector diagram of the aero coefficients and RCS jets for the roll and yaw
axes at Mach 3.5. The numbers shown on the diagram indicate the nomenclature used for identifying
the 7 cases selected for the verification process. The corners shown indicate the WOW or
"rectangular" variation sets which were used in the FCS development while the ellipses represent
the correlated variations. The elliptical variation sets were generally selected from points on
the ellipses that were close to the rectangular counterparts. Some of the history and logic
involved in the selection of the cases used for the FCS verification will now be discussed.

LCDP AND C_~ DYNAMIC
B

A significant portion of the analysis devoted to aerodynamic variations was applied to
variation sets 19 and 20. Variation set 19 represented the most severe case for the Lateral

Control Departure Parameter (LCDP).5 During the early stages of the Orbiter development, most of
the reentry was performed using an all aerodynamic control concept. Prior to rudder activation
which then occurred around Mach 5, the aileron was the only aerodynamic control effector for
lateral directional control and trim. A reverse aileron control that required a negative value

for the LCDP, C_ C -C, C < 0, was utilized prior to rudder activation.6 The lateral trim
n, ¥ L, n
B 78 B 6

a a

logic was also configured so that a negative value of the LCDP was required prior to rudder

activation. Some of the early simulations using aerodynamic uncertainties on the aileron and beta

derivatives resulted in lateral trim and controllability problems prior to rudder activation.

Analysis indicated that the problem was caused by a sign change in the LCDP in the Mach 5 regionm.

As a partial result of this problem, several changes were made to the FCS. The basic FCS design

was changed from the aileron bank control to a system utilizing the yaw RCS jets to initiate bank

maneuvers and the ailerons to coordinate the maneuvers prior to activation of the rudder.7 After
the rudder became active, a gradual FCS gain change produced the conventional aileron bank control
with rudder coordination.

Since use of the yaw jets for trim would result in excessive propellant requirements, the
aileron was still required for trim. To improve the aileron trim capability in the critical Mach
region, changes were made to the angle of attack and elevon schedules. With aero variations
applied, Mach 3.5 was the highest Mach number that the rudder could be considered effective and
this Mach number was chosen as the activation point for the rudder. It was then considered a
requirement that aileron trim be available down to Mach 3.5 with minimal yaw RCS requirements.

Figure 3 shows the sensitivity of the Orbiter LCDP to angle of attack for several Mach
numbers with the worst case aero variations applied. It is obvious that in the Mach greater than
3 region an angle of attack of more then 15° is desirable in order to maintain a negative LCDP.
The early flights of the Orbiter were tailored so that the angle of attack remained above 15° for
Mach greater than 3.5.

Another significant factor in the LCDP is the elevon trim position. This is due to the
effect of elevon position on the aileron derivatives. A desired elevon trim position of +5°

(down) was eventually selected for STS-1 in the Mach 3-4 region. In the higher Mach region where
elevon heating is a concern, the elevon was scheduled at -1 degree (up) and in the transonic
region where there was some concern about hinge moments, a schedule close to zero was selected.
The elevon position is maintained by the bodyflap through a feedback from the elevon which drives
the bodyflap to maintain the pre-set elevon schedule.

Application of the LCDP in the Mach range from approximately 3-8 was a driver in the angle of
attack, elevon and speedbrake schedules as well as the longitudinal cg choice for STS-1.

In the longitudinal axis the primary problem associated with aero uncertainties was the
pitching moment uncertainty, Cm and its effect on elevon trim position. Figure 4 shows the pre
o

STS-1 capability to position the elevon for the design cg body length extremes of 65 percent
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(forward) and 67.5 percent (aft) with pitching moment variations and with the bodyflap positioned
at its extreme limits to aid the desired trim. Also shown on figure 4 is the STS-1 elevon
schedule. It is obvious that with Cm variations the Orbiter could not achieve the desired elevon

schedule over the design range of cg”s. Based on the desired elevon schedule and the effect of
pitching moment variations, the STS-1 cg was selected at 66.7 percent body length. Figure 5 shows
the elevon envelope at the 66.7 percent cg with Cm variations while figure 6 shows the effect of

cg on the LCDP at Mach 3.5 for the worst case variation set. The cg envelope adopted for STS-1
mission rules is shown in figure 7.

Variation set 20 created the minimum value for Cn dynamic which is defined as Cn cosa -
B B8
I
Clssina Ei . Cn dynamic is the stability term for coupled lateral directional motion ard it was
x B

considered a requirement to have a stable value for this parameter throughout entry. Figure 8

shows Cn dynamic in the lower Mach region for variation set 20 for lg flight at 7.5° a. The

unaugmented Cn dynamic is unstable from about Mach 1.2 to 3.2 at these flight conditioms.

B

The Orbiter FCS utilizes a side acceleration feedback to the rudder and yaw jets to provide
stability augmentation. An approximate B feedback gain to the rudder can be computed and from
this gain a rudder "augmented Cn dynamic" can be calculated. For the Mach 2 region the

B8
equivalent gain for B feedback to the rudder is approximately -1.5 to -2. Additional augmentation
is provided by the yaw RCS jets and although the system is nonlinear, an approximation to an
augmented C dynamic can be obtained which is valid for sideslip angles less than that required

B
to fire all 4 jets (approximately 1° to 2°). The effective Cn dynamic for both rudder and RCS
B

augmentation is shown in figure 8. Very little improvement is shown for the rudder augmentation.
This is due to the small rudder effectiveness which results from the aeroelasticity effects and
from application of aerodynamic variations. It is evident that the RCS provides a significant
improvement. However after the jets are saturated additional augmentation is not available and
there is a B limit beyond which control is not possible. For STS-1, angle of attack and dynamic

pressure limits were established based on the ability of 2 yaw jets to control the Orbiter at 1.5°
sideslip for the worst case aero variations. Figure 9 shows the lower angle of attack boundary
established for the flight rules based on lateral trim concerns above Mach 3 and Cn dynamic

concerns below Mach 3. In the Mach 2 region STS-1 had a dynamic pressure limit of 250 psf
programmed into the guidance laws and the trajectory was shaped to provide ample margin above the
lower alpha limits.

ADDITIONAL CRITERIA

While the aero variation sets associated with the LCDP and with Cn dynamic received
B
considerable attention during the FCS design and verification process, other combinations of
variations shown on figure 2 were also extensively analyzed. Diagrams similar to figure 2 were

widely used in helping to select which variation sets to use at different flight conditions. This
was particularly true of cases involving co-alignment of effectors and stability derivatives. For
example, with the variation set 19, the beta and aileron vectors align which corresponds to the
LCDP going to zero. This results in the loss of aerodynamic lateral trim capability and would
require the use of yaw jets to trim. Variation set 19 was used for the worst case LCDP analysis.
Variation set 20 was used for the minimum CnB dynamic case and results in both minimum B stability

and rudder effectiveness. Variation set 20 resulted in another problem at higher Mach numbers

which required a change to the FCS. At the hypersonic Mach numbers and 40° angle of attack when

variations were applied to 1 yaw jet, a coalignment of the jet and B vectors occurred due to a

counter clockwise rotation of the jet vector. Since the bank control is achieved through the

combination of jets and R, a control criteria similar to the LCDP results. The form of this

criteria used for the Orbiter was C -C, M > 0. With one yaw jet firing a control
nBMxRCS e Zges

reversal resulted which was similar to the case for the aileron control problem associated with
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the LCDP. As a result of this problem, the FCS was changed so that a minimum of two yaw jets were
always fired. Another case that received considerable attention was variation set 12 which is a
high gain case utilizing the most stable sideslip derivatives in combination with the most
effective control surfaces and jets. This case provided a balance for the low g2in cases and
resulted in FCS gains that covered the potential extremes in the aero variations. Case 9 was
similar to case 20, but in the presence of large winds around Mach 5, a long period oscillation
was observed under certain flight conditions. Offline stability analysis indicated the more
negative Cah associated with variation set 9 was resulting in a system approaching neutral

A
stability.

In general cases 2, 11, and 23 produced less severe problems than the previously mentioned
cases and were eventually dropped from the formal verification for STS-2. Case 2 was originally

selected because it produced the largest value for (w¢/wd)2 and there was some concern about

creating pilot induced oscillations (PI0) with this set of variations. However, there was no
indication in any of the piloted simulations that this case produced any PIO tendencies. Case 11
was originally selected because it was thought to give the minimum value of the LCDP for the
conventional aileron control mode. However, in the critical Mach region around Mach 2, case 9
usually resulted in a lower value of the LCDP. Case 23 was selected because it generated a
maximum sideslip angle during the high heating region.

A problem that was observed with cases 9, 11 and 23 was an occasional tendency for the
aileron and rudder to trim against each other after the rudder became active. From figure 2 it
can be observed that the aileron and rudder vectors are almost co-aligned for these cases and is
the probable cause for the trim problem. A procedure was utilized for STS-1 which required the
crew to check the trim after the rudder became active and to trim the aileron back toward zero if
a force fight resulted between the aileron and rudder.

FCS VERIFICATION PROCESS

The 570 piloted simulated runs on the Shuttle Procedures Simulation at JSC were completed in
December 1977 and uncovered several significant problems when the variation sets were applied.
Several changes were made to the FCS and another series of simulations were made in April and May
of 1978. The modified FCS was able to maintain control of all combinations of aerodynamic
variations except for ome case in the Mach 6 region. This problem occurred when a variation set
with minimum values of Cn dynamic was combined with large winds resulting in errors in the

navigation derived angle of attack. Because angle of attack terms are present in the bank
coordination logic of the FCS, errors in the angle of attack result in miscoordination during bank
maneuvers and a resulting buildup in sideslip angle. If RCS jet failures occurred, control

problems resulted for angle of attack errors greater than approximately 3°. In order to
accommodate this problem the flight rules for the early flights required manual bank reversals at
reduced roll rates in the Mach 6 region if RCS jet failures occurred. >

The formal integrated guidance, navigation and control (GN&C) verification testing began at
the FSL in September 1979. A total of 35 runs were made before the simulation was suspended due
to several significant problems that resulted. Forty-one flight software anomalies were

identified of which 21 were related to the FCS. In general the problems occurring on the FSL had
not been observed in the non integrated FCS simulations or were of a much smaller magnitude. As a
result of the FSL results extensive analysis of the FCS was done to attempt to identify and
correct the observed anomalies. The launch schedule slip due to the loose tile problem provided
the FCS community an opportunity to perform a major review of the FCS design. Some of the
problems were related to excessively large uncertainties applied to the GN&C line replaceable
units (LRU) and some related to the FSL models. However some FCS changes were required to handle
the aero variations and the Orbiter Software Control Board approved the change requests in April
1980.

s . . b A 8 .
Figure 10 shows the test matrix that was proposed for the final FCS verification. The matrix
includes aerodynamic uncertainties, winds, and tolerances on the GN&C LRU"s. Most of the
simulation runs were performed using the upper left box (nominal) and the lower right box (worst

case). Figure 11 outlines the verification process that was approved by the Orbiter

Configuration Control Board (CCB) prior to the final integrated verification testing at the FSL.8
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The GN&C first was tested with nominal aerodynamics and then with the variations. If no
problems occurred with worst case variations, verification was considered complete. If problems
resulted with variations, the case was repeated with tolerances. If the system could not handle
tolerances, a design change was required and the process repeated. A case that passed with
tolerances but failed with variations resulted in a review with the aero group to discuss the
validity of the specific variation case. The problem was then presented to the CCB who made the
decision to either accept the risk associated with the case or to require a design change.

Formal verification was donme on the FSL in August and September of 1980. The GN&C
performance was greatly improved compared to the previous verification runs. A week long post
simulation review by personnel from Rockwell, Honeywell, and JSC was conducted to thoroughly
analyze the results of each run. A total of 16 anomalies were identified, but most of these were
relatively minor and required no substantive action. The most significant problems were
associated with the low c, dynamic cases in the presence of design case winds around Mach 5. The

program managers eventually accepted these cases after it was shown that the design winds for the
STS-1 flight date of April resulted in less severe problems than the worst case winds used for the
FSL verification. The flight rule requiring manual bank maneuvers in this Mach region following
RCS jet failures also tended to alleviate the problem. Based on the results of the verification
process the GN&C community had a high degree of confidence as the Orbiter entered the flight test
program.

FLIGHT TESTING CHALLENGE

Stability and control testing of the Space Shuttle is drivenm by conflicting program desires,
while limited by unique problems. Space Shuttle flights are very costly when compared with test
flights of other aircraft. There is an intense desire within the program to bring the Shuttle to
an operational mode, where payloads can begin to make the Shuttle cost effective. On the other
hand it is important to assure the safety of entry flight and to identify the real limitations of
the Shuttle through flight testing. This conflict in goals has resulted in the need for a minimum
amount of highly productive testing.

Conventional flight test techniques and computer programs have formed the basis for the
Shuttle flight test program. Modifications to these techniques have been necessary, however, due
to the inherent constraints in Shuttle testing. Measures have been taken to emsure the quality of
maneuvers and the data from them, so that the number of repeat maneuvers can be minimized.

The flight test plan developed for the Shuttle contains very few test points when compared to
test programs of military aircraft. Enough maneuvers are scheduled only to verify the safety of
the Shuttle entry; not enough to build a flight test data base. Where significant differences
exist between the flight data and the wind tunnel data base, further test points are scheduled.

The stability and control derivatives are obtained from the onboard sensor data through the

MMLE3 parameter identification program.9 This program was developed at Dryden Flight Research
Facility and is a state-of-the-art method of extracting derivatives from flight data. MMLE3 is
the latest version of a program which has been used in many test programs for all types of
aircraft.

Derivative deltas calculated between flight and values from the Shuttle Aerodynamic Design

Data Book 0 are provided to Shuttle simulators to demonstrate the safety of further testing on
upcoming flights and to assure the safety of flying cg’s associated with planned payloads.

TEST REQUIREMENTS

Aerodynamic test requirements have arisen from two sources. The original source is the
preflight wind tunnel data and the associated aerodynamic variations. The other source of
requirements is the flight data from the initial flights, during which anomalies occurred. The
types of problems identified involve either potentially excessive RCS fuel usage for longitudinal
and lateral trim, or potential loss of control.

PREFLIGHT TEST REQUIREMENTS

Preflight wind tunnel data for the Orbiter is very extemnsive and coupled with the FCS
verification process provided sufficient confidence to fly the initial missions under benign

] o 11 o
conditions and within a limited range of x cg ~. However, at the cg extremes, analysis indicated
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combinations of uncertainties in pitching moment and the stability and control derivatives
resulted in potential control problems. These potential problems resulted in the establishement
of the entry flight placards on angle of attack, dynamic pressure and x cg mentioned previously.
Figure 12 shows the preflight areas of concern identified on a typical Mach-alpha profile.

From entry interface to a dynamic pressure of 20 lbs per sq ft, uncertainties in basic
pitching moment and in pitch jet, bodyflap, and elevon effectiveness indicated a possible problem
in longitudinal trim at the cg extremes. Such a trim problem would result in excessive use of RCS
fuel by the pitch jets.

From Mach 7 to 3, uncertainty in the LCDP was the primary concern. Since the LCDP changes
signs in this Mach region, the FCS gains were designed to provide a transition from a mode
requiring a negative LCDP to a conventional aircraft control mode requiring a positive LCDP.

Since the exact location of the sign change in the LCDP is unknown there is a requirement for
identifying the aerodynamic coefficients in the LCDP and determining the effects of the elevon and
cg position on these coefficients.

In the region from Mach 3 to 1, Cn dynamic was a concern, particularly for trajectories

resulting in large dynamic pressures. Cn dynamic was also a concern in the Mach 5-8 region for
B
high wind cases that produced an error in the navigation derived angle of attack. After the

rudder becomes active at Mach 3.5, the combined lateral trim characteristics of the aileron and
rudder were of particular interest.

Flight testing is planned between Mach numbers of .9 and .75 due to reduced rudder
effectiveness at minimum speedbrake settings. The rudder is aft of the maximum thickness point on
the vertical tail, and effects of the flow past the rudder panels become less certain with a
closed speedbrake.

FLIGHT TEST REQUIREMENTS FROM FLIGHT DATA

Anomalies in the actual flight data have extended the test requirements as originally
conceived. These anomalies have in some cases accentuated the need for certain data already in
the flight test plan. Others have pointed to a need for more concentrated investigation of
certain flight regimes. A summary of flight anomalies are shown in figure 12, items 1 through 7.

During the initial bank maneuver on flight 1, at a dynamic pressure of 14 lbs per sq ft, a
large oscillation occurred in sideslip. Studies have indicated that the primary cause was a

missed prediction in roll due to yaw jet firing.12

Another flight anomaly is a longitudinal trim difference from what was predicted. This
occurs both in the hypersonic regime with a pitch up difference and in the transonic regime, where

the difference is a pitch down moment.12 Because the pitching moment anomaly causes more up (=)
elevon trim transonically, the aileron effectiveness data required in this regime has become even
more important. The hypersonic anomaly has caused an increased need for longitudinal stability
and control data to ascertain the contributions of Cm - Cm ~ Cm , and Cm to this problem.

e BF 7
Figure 13 indicates the range of elevon settings required for trim based on attributing the

pitching moment difference to Cm alone.
o

Causing additional interest in the Mach 2 to 1 regime is an anomaly which has been observed
on the first five flights. The anomaly is in the form of an undamped low amplitude roll
oscillation, which has a frequency of approximately 1/4 hertz. This problem has not resulted in

additional test requirements, since intensive testing is already planned for this regime.12

Additional stability and control testing in the hypersonic regime has resulted from STS-1
data. These data indicated that lateral stability was different than expected. Specifically Cn

was more (+) than expected.ll’ 13, 14 In addition, aileron trim was observed to have an offset
between Mach 18 and 7. This offset has been observed to change signs, indicating possible flow
asymmetries.
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Another important anomaly has occurred hypersonically. Above Mach 10, where the elevon
schedule has been varied between -1 and +5 on flights 1-4, the flight data indicate that the
aileron is more effective than predicted at positive elevon deflections. The data also indicate

the effectiveness to be close to nominal at 0° elevon setting. While this is beneficial for
positive deflections, the trend indicates that the aileron may be less effective at negative
deflections. This accentuates the need for data which will clarify the dependence of aileron on
elevon deflection.

These anomalies have not restricted the flight placards further. However, they have

emphasized the need for data in certain flight regimes. They have also caused the planning of
further testing in specific areas.

SHUTTLE FLIGHT TEST PROGRAM

The Shuttle test program is the product of significant planning and integration with other
program requirements. The flight test requirements from wind tunnel uncertainties and flight
anomalies dictated the flight conditions at which maneuvers would be done. Sufficient maneuvers
were planned at nominal conditions to indicate repeatability of results. Additional maneuvers
were planned over the ranges of elevon and angle of attack that will be seen operationally to
check coefficient sensitivities to these parameters. The test plan has been modified to provide
additional information in areas where anomalies have occurred. This is necessary to establish an
understanding of the anomaly and to develop a data base for simulators in areas where the wind
tunnel data is deficient.

The tests planned for each flight are limited by the nature of the Shuttle entry and by other
program requirements. Only one maneuver at each flight condition is possible on a given flight,
since the Shuttle glides from 400,000 ft in altitude at Mach 25 to touchdown in the span of 30
minutes. The crew has monitoring functions and other tasks during entry that also limit the
number of maneuvers that can be performed. This has resulted in a limit of 8 to 10 maneuvers per
flight and in a ground rule which requires that maneuvers be spaced to the satisfaction of the
flight crew. Another limitation is the amount of RCS fuel available for doing maneuvers. Entry
tests must compete in priority with other mission objectives for RCS fuel. This includes on-orbit
activities such as rendezvous tests and payload deployment. Other entry tests such as structural
flutter tests and aerothermal pushover pullup test maneuvers (POPU) have taken priority over
stability and control maneuvers, because instrumentation for these tests were available on flights
1-5 only. When a conflict occurs, guidance maneuvers and guidance phase changes take priority
over test maneuvers.

The flight testing has been planned to meet program objectives. The first and most important
is to open the cg placards as quickly as possible in order to verify the safety of flying planned
payloads. In addition, data resulting from tests are scheduled to support planned flight control
system changes which will improve control where in-flight aerodynamic anomalies have occurred.

SENSOR DATA FOR TESTING

Sensor data used in stability and control analysis is obtained from two basic sources. The
primary source of data is the aerodynamic coefficient identification package (ACIP), which is
located in the wing carry-through structure. It was designed specifically for aerodynamic data
extraction. The other source is the onboard data system, which provides real-time data for the
guidance and flight control systems. The ACIP is a high quality data package recording data at
173 samples per second utilizing a 14 bit system. The onboard data system records data at 5 and
25 samples per second using an 8 bit system. A more detailed explanation of the sensor data is
given in reference 12.

STABILITY AND CONTROL MANEVUERS

Maneuvers for stability and control data have been carefully developed to provide the maximum
amount of information possible. It is important in this testing to excite the motion defined by
the derivatives in question, so as to identify them from the flight data. Because of the limited
testing of the Shuttle and the characteristics of the flight control system, precise maneuver
design and execution are very important. Poorly performed maneuvers can be costly to the program
in the form of further required testing.

The flight control system of the Shuttle heavily modifies inputs through the stick and is

designed to damp oscillations and transients. This design causes difficulty in pulsing a control
effector gnd allowing motion to damp as is done with most aircraft. In pulsing the Shuttle, the
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control system modifies the stick input with filters, responds to rate and acceleration feedback
values, and damps the response with further surface motion. In general, when the vehicle is
pulsed, all control effectors available are put into action to quickly damp the vehicle motion.
This can cause difficulty in separating out the effectiveness of the various control effectors.
It makes it difficult to accurately identify damping derivatives.

To overcome this important problem and to provide exact designed inputs, programmed test
inputs (PTI) were developed. This type of maneuver is input directly to the flight control system
through onboard software. The amplitude and timing is governed by programmed variables to
generate a specific input at a predesignated flight conditionm.

The crew involvement in the maneuvers is almost entirely a monitoring function. The maneuver
sequencing is initiated by the crew before the first maneuver, and the software automatically
executes the predefined maneuvers within specified windows. These windows are defined by dynamic
pressure or Mach number. The software avoids executing maneuvers close to bank reversals and
other guidance phase changes. The crew monitors trajectory and trim parameters and important
entry flight systems to assure safe maneuver conditions. The crew can quickly stop the maneuver
sequence by moving the stick or selecting the control stick steering (CSS) mode. They have full
visibility into the testing status through items on their displays.

The inputs are made through the flight control system, and go to an integrator at the point
where the surface deflection is commanded. The input is added to the current command. The
command, a surface rate, is then processed through a maximum rate limit function. Signals can be
sent to the elevon, aileron, rudder, and pitch, yaw, and roll jets. Because of the direct input
capability, maneuvers are input in the automatic guidance mode. The input is in the form of a
doublet. The doublet commands surface rate in one direction and then the opposite direction
resulting in a pulse from the control effector. These doublets can be strung together in
combinations to provide various inputs from each of the control effectors. There is a capability
to define 25 PTI windows, and there are 45 doublets that can be grouped in the windows as desired.

The input from the automatic PTI is not completely free of flight control system
interference, but the design does allow for enhanced maneuvers. An example of a maneuver for Mach
5.8 is illustrated in figure l4. The inputs are defined by amplitudes, times, and the effector to
be pulsed. The flight control system continues to respond to the motion feedback, but direct
input can be made to the control effector. In this example it is possible to make the ailerom
input while there are no yaw jet firings.

Direct input to the surfaces in a "bare airframe" sense is not possible in the program at
present. With the basic lack of stability of the Shuttle, it would not be safe to maneuver the
vehicle without an active control system. The automatic PTI design offers the most feasible
alternative that is available.

Maneuvers, once designed for the optimum motion for data extraction, are assessed for flight
control and guidance safety. Although potential problem areas are approached carefully, care must
be taken in maneuvering not to excite an undamped or diverging oscillation. It is also important
not to perturb the trajectory so as to disturb the ranging capability during the Shuttle’s gliding
descent.

Maneuvers are studied extenmsively for flight control safety. Both off-line and real-time
simulators are used to study maneuvers with worst case aerodynamic uncertainty combinatioms.
Maneuver amplitudes are increased to assess safety margins. Loss of RCS jets is also simulated.
Flight test aerodynamic results are fed through this same process to verify maneuver safety
margins with data that is the best possible representation of actual Shuttle characteristics.

Maneuver guidance impacts and entry timeline conflicts are assessed in a similar manner.
Simulations are run to determine conflicts between stability and control maneuvers and guidance
maneuvers and phase changes. Shuttle pilots assess maneuver conflicts with other important pilot
functions. If conflicts arise from these studies, maneuver windows are adjusted or are deleted.
In general the short, low amplitude, PTI maneuvers have a negligible impact on guidance
capability, but they are studied nonetheless. When combined with other maneuver sequences,
guidance impacts can occur. RCS jet fuel budgets for maneuvers are developed during these
simulations to provide the pilots with fuel "red lines" that must not be violated, in order to
continue initiating maneuvers. Usage of RCS fuel during maneuvers is significant. Loss of
vehicle control is possible if the RCS fuel is depleted.
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SHUTTLE MANEUVER TEST PLAN

The maneuvers planned or already flown on each flight are listed in figure 15. The left hand
column lists the flight conditions at which the tests are planned. The other columns are labeled
by flight number. Flight one had no planned maneuvers other than bank reversals required for
ranging. The first entry was designed to be as benign as possible. Flight 2 had 25 maneuvers,
including pitch and roll maneuvers for stability and control data, a pushover pullup maneuver, and
bodyflap pulses. Subsequent to STS-2, decisions were made to reduce the number of maneuvers per
flight so as to decrease crew workload during entry. As a result fewer maneuvers are shown on
flights 3-17. The test program has therefore evolved from an initial 10 flights into a 17 flight
program in order to obtain sufficient data. It can be observed in figure 15 that the most
concentrated testing is from Mach 6 to .9. This is because it is the most critical regime with
respect to potential problems in stability and control.

The test plan for stability and control data is designed to provide sufficient information to
remove forward and aft cg constraints. The forward center of gravity travel is limited primarily
by aileron characteristics at negative elevon settings. To verify the aileron characteristics
before flying a forward cg, the vehicle trim of a forward cg is simulated by appropriate
scheduling of the elevon. Elevon schedules for flights 1-17 are shown in figure 16 with the
locations of the maneuvers from figure 15 superimposed. The schedules cover the range of expected
values for the full range of cgs. These elevon schedules are attained during flight by onboard
software programming of the elevon settings. The bodyflap is used to trim the vehicle at the
given setting. The schedule shown for flight 2 is the most benign schedule and provides the most
positive aileron control between Mach 6 to 1. As the flights progress and more data is obtained,
the elevons are to be scheduled gradually more up (-) until the most forward cg is simulated on
flights 14-17. Hypersonically, the elevon is being trimmed beyond what is required during normal
entry for a forward cg (figure 13). This is due to the data already obtained which indicated
anomalous aileron effectiveness as a function of elevon position. The settings shown on flights
14 to 17 should shed additiomal light on this problem and the results can be used to assess
certain abort profiles which use more negative elevon positions  for trim.

Angle of attack will be varied on a limited number of flights. Figure 17 illustrates the
nominal angle of attack profiles to be flown on particular flights. Maneuvers will be executed
along these profiles to verify predicted angle of attack trends in stability and control
parameters. Flights 6, 8, and 12 will be flown with an elevon schedule that has been flown
previously so as to vary only one parameter at a time, Flights 14, 16, and 17 will be flown with
an elevon setting that represents the trim requirements for a forward cg. The symbols represent
where maneuvers will occur along the profile on flights where the profile is off-nominal.
Stability derivatives CQ and Cn(S are of particular interest as a function of angle of attack.

8 A

In addition, an understanding of the possibility of aileron effectiveness being a function of the

combined effects of angle of attack and elevon is to be studied. This will require deviations in
both angle of attack and elevon position for various maneuver test points.

Additional factors in the planning will contribute to the necessary understanding of the
stability and control characteristics of the Shuttle. Figure 18 shows speedbrake schedules for
the nominal entry, and planned schedules for flights 5 through 17. With these different
schedules, rudder sensitivities can be obtained. With the automatic maneuvers beginning on flight
5, a rudder pulse can be input at any point regardless of whether or not the rudder is active in
the flight control system. The rudder normally becomes active at Mach 3.5. With this capability,
the rudder effectiveness will be tested 1/2 Mach number higher per flight, beginning on flight 5
at Mach 4. To obtain further data on possible aerodynamic asymmetric characteristics of the
Shuttle, Ycg offsets are planned through payload placement. Ycg values of .5 to .9 inches have
been flown on flights 4 and 5. A Ycg value of 1.5 inches is planned for flights 7 and 11, with
the sign of the offset reversing between the two flights. Although POPU maneuvers were planned
primarily to obtain aerodynamic performance and aerothermal data, these maneuvers were also a
valuable source of additional longitudinal stability and control data. Bodyflap pulses were flown
only on STS-2. During these maneuvers the crew manually changed bodyflap trim down (+) to move
the elevons up (-). A PTI was then performed. This was to provide early indications of aileron
effectiveness with more (-) elevon settings.

FLIGHT DATA ASSESSMENTS

An important product of the flight test program is the confidence that is gained from flight
test results, in assessing the safety of upcoming flights. Vehicle cgs associated with specific
payloads must be shown to be safe. In addition, further testing in the flight test program
depends on values of derivatives obtained from previous tests. For instance, it is important to
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understand as much as possible about stability and control characteristics for down elevon
positions, before it is safe to fly with elevons at more negative settings. To accomplish this,
fairings are developed for the flight test results and are provided to the Shuttle flight control
system community. These fairings or "assessment" values are incorporated into simulators which
are used to verify the safety of upcoming flights. Exact maneuvers and trajectory profiles are
simulated with correct cgs. In addition, stability analyses are performed using the flight
derived aerodynamic data to update cg placards for the vehicle.

STS-1 THRU -4 FLIGHT ASSESSMENT VALUES

Flight test results in the form of stability and control derivatives have been output for use
in simulators after flights 1, 2, and 4. Some of the most significant of these derivatives are
shown in figures 19 to 24. These figures show derivative values for various types of maneuvers
from flights 1 to 4. It is important to note that the highest quality maneuvers are the PTI s,
which have darkened symbols. In the plots, pre-flight 1 Aerodynamic Design Data Book values
(solid line) and the associated uncertainties are drawn. The abrupt changes in the data book
values at some locations are due to the data being plotted for the specific flight condition and
configuration where the maneuver was executed and do not represent abrupt nonlinearities in the
data base. The uncertainty brackets on the derivatives are Cramer Rao bounds, which provide

information on the relative accuracy of data extraction between data points.9 Also drawn on the
plots are the STS-4 assessment values. These assessment values are the fairings that have been
published from flights 1 to 4 for these derivatives.

For C2 in figure 19, the flight test values are shown to be significantly more positive than
B
what was predicted above Mach 10. However, this is of no particular concern to the safety of the
Shuttle through this Mach regime. Below Mach 6 the Cl fairing is shown to be approximately

B

halfway between nominal and the lower value of the uncertainties. This value of C by itself is

R, 3
B
not of concern for for Shuttle safety of flight, but if Cn should become positive for more up

a
elevon settings, the more negative Cl will have an adverse effect on the LCDP.

Aileron effectiveness above Mach 10 is shown for PTI”s in figures 20 and 21. These values
are plotted as a function of elevon position. Because of the spread of elevon between flights 1
through 4 in this Mach regime, a difference in the effect of elevon on aileron effectivness has
been discovered. Both CQ and Cn indicate increased effectiveness with down elevon

a a

deflections. The assessment values for elevon settings above 0° were set to nominal, because of
the lack of data. If the trend for positive elevon deflections extend to negative elevon
deflections, the aileron may be less effective than predicted. Although this difference between
predicted and actual aileron effectiveness has little effect on safety hypersonically, the impact
to cg placards could be important if the trend continues at lower Mach numbers. Testing on later
flights, where the elevon will be scheduled with more negative settings, will provide the
necessary data to determine Shuttle cg impacts. This example points out the importance of
obtaining derivative sensitivities to elevon and angle of attack profiles. Between Mach 2 and 1
(figure 22) the flight values of roll due to aileron are shown to be less effective than

predicted. In this region the elevon has been above 0° deflection due to overshooting the elevon
schedule. Because there has been no spread in the elevon deflections on flights 1 to 4, it is not
yet possible to attribute this anomaly to effectivness due to elevon position. Later flights will
provide the spread necessary to determine this function.

The most significant updates in stability and control aerodynamics are the assessment values
and new uncertainties for yaw jet effectiveness. Figures 23 and 24 show very consistent flight
test results for RCS yaw jet effectiveness. After STS-4 sufficient data was available to update
nominal values and reduce RCS jet effectiveness uncertainties from early entry through Mach 1,
where the yaw jets are turned off. The jets were shown to be more effective than predicted.
These results have had a significant effect on cg expansion.

CENTER OF GRAVITY EXPANSION

The primary goal of the entire data extraction effort is to open cg placards for the Shuttle,
so that the full payload carrying capability can be utilized., Through the planned maneuvers, and
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elevon and angle of attack schedules, sufficient data is to be obtained to verify the Shuttle
operational safety during entry. The operational limits for cg have been specified to be from 65
to 67.5 percent of the reference body length. This represents a cg travel of 32.32 inches. It is
the goal of the test program to relax cg placards to these operational limits. Figure 25 shows
the expansion of the Xcg that has taken place as a result of flight test data from STS-1 thru -4,
Opening of the aft cg boundary as well as initial opening of the forward boundary is primarily a
result of the confidence that has been gained in the knowledge of the basic pitching moment of the
vehicle. Pitch jet trim requirements were also determined. The most restrictive boundary is the
forward cg limit, because of the critical potential problem areas between Mach 6 and 1. The most
significant relaxation of this forward boundary occurred because of the yaw jet flight test
results. The more effective jets along with the reduced uncertainties resulted in the change
shown in the placard between STS-5 and -6. This has proved the safety of flying payloads planned
for STS-7 and -9. Also shown in figure 25 are aft cg flight test limits, which must be honored in
order to fly the elevon schedules planned for these flights. Relaxation of the boundary to the
full forward limit of 65 percent body length will occur as a result of decreases in other
stability and control derivative uncertainties by the end of the flight test program.
Optimistically these data will prove that predicted potential control problems do not exist.

CONCLUSIONS

The successful flight of STS-1 in April 1981 proved that the challenge of the FCS design and
verification has been met. The flight test data so far is indicating that the aerodynamic
variations were not overly conservative, but are representative of the actual differences
experienced in most of the aerodynamic coefficients at some point during reentry. The successful
extraction of flight test data from the first four flights is proving that the challenge of
developing an operational vehicle with a minimum flight test program is being successfully met.

The placards on the orbiter during entry are to be reduced after 17 flights based on high
quality data from carefully designed manevuers. The approach is optimistic and ambitious but
every effort is being made to insure its success through careful maneuver design, quality data and
safety analysis. The experience gained and techniques employed in the Shuttle program are
applicable to future flight test planning in programs where testing must be limited due to time
constraints or expense.

REFERENCES

1. Young, James and Underwood, Jimmy: The Development of Aerodynamic Uncertainties for the
Space Shuttle Orbiter, AIAA Paper 82-063.

2. Weil, Joseph and Powers, B. B.: Correlation of Predicted and Flight Derived Stability
Derivatives with Particular Application to Tailless Delta Wing Configurations, NASA TM-81361.

3. Kanipe, David B.: Plume/Flowfield Jet Interaction Effects on the Space Shuttle Orbiter
During Entry: AIAA Paper 82-1319, August 1982.

4, Gamble, J. D. and Young, J. C.: The Development and Application of Aerodynamic Uncertainties
in the Design of the Entry Trajectory and Flight Control System of the Space Shuttle Orbiter,
ATAA Paper 82-1335, August 1982.

5. Weissman, R.: "Status of Design Criteria for Predicting Departure Characteristics and Spin
Susceptibility," J. Aircraft, Vol. 12, No. 12, Dec. 1975. pg. 989-993.

6. Kaylor, Jack T; Rowell, Lawrence F.; and Powell, Richard W.: A Real-Time Digital Computer
Program for the Simulation of Automatic Spacecraft Re-entries, NASA TMX-3496, July 1977.

7. Rowell, Lawrence F.; Powell, Richard W.; and Stone, Howard W. Jr.: Development of the Re-
entry Flight Dynamics Simulator for Evaluation of Space Shuttle Orbiter Entry Systems, NASA
Technical Paper 1700, October 1980.

8. Bayle, G. P.: Entry Flight Control Off-Nominal Design Considerations, AIAA paper 82-1602CP,
August 1982.

9. Main, Richard E. and Iliff, Kenneth W.: User’s Manual for MMLE3, a General Fortran Program
for Maximum Likelihood Parameter Estimation, NASA TP-1563, 1980.

10. Aerodynamic Design Data Book, Vol. 1: Orbiter Vehicle, STS-1, Final Report, NASA CR-160903,
November 1980.

276



11.

12.

13.

14.

Underwood, Jimmy M.; and Cooke, Douglas R.: A Preliminary Correlation of the Orbiter
Stability and Control Aerodynamics from the First Two Space Shuttle Flights (STS-1 and -2)
with Preflight Predictions. AIAA Paper 82-0564, March 1982.

Cooke, Douglas R.: Space Shuttle Stability and Control Test Plan. AIAA Paper 82-1315,
August 1982.

I1iff, Kenneth W.; Maine, Richard E.; and Cooke, Douglas R.: Selected Stability and Control
Derivatives from the First Space Shuttle Entry. AIAA Paper 81-2451, November 198l.

"Evaluation of the Space Shuttle Orbiter First Flight Descent Phase," AFFTC-TR-81-21, Office
of Advanced Manned Vehicles, Air Force Flight Test Center, July 1981.

277



TABLE 1 ORBITER CORRELATION APPLICABILITY (REFERENCE 2)

GEOMETRIC FACTORS

AIRCRAFT* A WING WING SINGLE
WING FLAP ELEVON VERTICAL
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WIDE «, M RANGE
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AVAILABLE

S I 4 AN B

LOW SPEED DATA
ONLY
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GOOD PREDICTIVE
BASE, M RANGE

YF-16
F-8SCW

SOURCE OF RUDDER
CONTROL DATA

*SEE REFERENCE 2 FOR AIRCRAFT IDENTIFICATION
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AERODYNAMIC CHALLENGES OF ALT

Ivy Hooks, David Homan, Paul Romere
NASA
Johnson Space Center

ABSTRACT

The Approach and Landing Test (ALT) of the Space Shuttle Orbiter presented a number of unique
challenges in the area of aerodynamics. The purpose of the ALT program was both to confirm the use
of the Boeing 747 as a transport vehicle for ferrying the Orbiter across the country and to
demonstrate the flight characteristics of the Orbiter in its approach and Tanding phase. Concerns
for structural fatigue and performance dictated a tailcone be attached to the Orbiter for ferry and
for the initial Tlanding tests. The Orbiter with a tailcone attached presented additional
challenges to the normal aft sting concept of wind tunnel testing. The landing tests required that
the Orbiter be separated from the 747 at approximately 20,000 feet using aerodynamic forces to fly
the vehicles apart. This concept required a complex test program to determine the relative effects
of the two vehicles on each other. Also of concern, and tested, was the vortex wake created by the
747 and the means for the Orbiter to avoid it following separation.

NOMENCLATURE
o Mean aerodynamic chord
cg Center of gravity
CD Drag coefficient
CL Lift coefficient
FE Free flight
hw Main Tanding gear wheel height above ground
IML Interface moid Tine
LE Leading edge
L/D Lift-to-drag ratio
M Mach number
MAC Mean aerodynamic chord
q Dynamic pressure
Xo’Yo’Zo Orbiter vehicle body coordinate system
o Angle of attack, degrees
BBF Body flap deflection, degrees
GSB Speedbrake deflection, degrees
INTRODUCTION

When the Space Shuttle design was begun, in 1969, the concept included aircraft type jet engines on
the Orbiter vehicle. The engines would have provided a more flexible landing operation and a means
to ferry the vehicle from manufacturing or landing sites to the launch site. This design concept
proved not to be feasible for a number of reasons. While the need to have engines for landing was
overcome, the need to ferry the Orbiter across the country still existed. Further, most felt that
the Orbiter approach and Tanding phase needed checkout prior to the first entry from orbit.
Alternate solutions involved the use of strap-on engines to the wings and a plan to put a kit,
containing both fuel and engines, in the payload bay. Neither was considered a viable concept.

At this point, NASA really had built a "boat in the basement". Not only could the approach and
landing phase not be tested, but transporting the Orbiter from the manufacturing site at Palmdale,
California to the Kennedy Space Center in Florida had no practical solution.

It was then suggested by John W. Kiker of the Johnson Space Center (JSC) 1in Houston, that the
Orbiter be ferried by another vehicle in a mode similar to that used to launch the X-15 aircraft.
Consideration was given to existing aircraft; ie., the Lockheed C5A and the Boeing 747, as well as
to developing a new airplane for that explicit purpose. Configurations were considered with the
Orbiter positioned atop and also below the carrier aircraft. Trade studies were performed which
indicated that it was feasible to carry the Orbiter aboard an aircraft in a piggyback fashion. It
was also believed possible to launch the Orbiter from such a position in order to do an Approach
and Landing Test (ALT), and the Boeing 747 was selected as the carrier aircraft.
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The solution also produced new problems. The blunt aft section of the Orbiter would produce
considerable drag and create disturbances which could cause fatigue to the vertical tail of the
carrier. Thus, for ferry purposes, it was concluded that an aft fairing would be required on the
Orbiter. One of the first considerations was the design of the fairing, or tailcone.

Also of concern was the performance of the mated vehicle, both from a range stand point for ferry
and from altitude and relative aerodynamics for separation. The primary emphasis was on the
relative attitude of the two vehicles to obtain an optimum configuration for both ferry flight and
separation. Restrictions included the Orbiter attach points, clearance of the tailcone, and loads
on the carrier aircraft.

The need to perform an aerodynamic separation between two maneuverable vehicles required
considerable aerodynamic testing and analysis. Again, other variables, originally unsuspected,
arose. One example was the concern for the vortex wake produced by the carrier and the possibility
of upsetting the Orbiter if it encountered the vortex wake following separation.

The Orbiter's subsonic aerodynamic characteristics required early testing and definition to allow
for design of the complex flight control system. Further complicating the situation was the desire
to also fly the Orbiter with a tailcone attached for the first landing. With the tailcone, the
Orbiter 1ift-to-drag ratio was significantly improved, and it was felt that the other Orbiter
systems could be tested with Tess risk if the initial flights were performed with the tailcone
attached. Thus, the aerodynamicists were required to develop a data base for not only a basic
flight Orbiter, but also an Orbiter with a tailcone attached. Similarly, the separation testing
had to be done with both configurations.

The testing required to select a mated configuration and to obtain the separation aerodynamics are
covered, as is the testing of the vortex wake created by the carrier. The problems associated with
wind tunnel testing the Orbiter, with the tailcone attached, are discussed. Comparisons of flight
test and wind tunnel-derived predicted aerodynamics are described with particular emphasis on
performance, ground effects, and landing gear effects for the Orbiter, with and without the
tailcone attached.

The initial design of the Orbiter included jet engines to enable the Orbiter to land like a
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