
" ,

!, NASA-CR-174366
19850010914

I

The Telecommunications and, Data
Acquisition ~rogress Report 42'780"

- --. \ \J ' ,

October":'De'cember 1984"!,, '

~> I I '

, '.
'~I

E.C. Posner
" '\ Editor

, ',

'I,

\ ,
\\,

'I

I "

\
\

\
'I

n

NI\SI\,
National Aeronautics and

I Space Administration
, , ' \ .\ '

\ Jet Propulsion Lab()ratory' J' 'I •

'California Institute of Technelogy
Pasadena, California

, '\ ' ,

"

\ ,

February, '15,' 1985
/ '; \.

I
I 1

I' '

I ,...

~! ~:H!'~ ~H ,CU,'~ 0py \
~n ~hM2~fHi U, ,t? \
'\ ,. II,

, 't' ,';35

LA~GLEY RES::ARCHC'ENTEft
'liBRARY, NASA

, \ H.o.~.':PTOtJ.. \VIRGltl!A' '

I

\ '

; I

\ \

\ i

/

~

I

, ,
\ "

\. ,, ,



The Telecommunications and Data
Acquisition Progress Report 42-80
October-December 1984

E.C. Posner
Editor

February 15, 1985

Ilh$A
, NationalAeronauticsand

Space Administration

Jet Propulsion Laboratory
California Institute of Technology
Pasadena, California



The research described in this publication was carried out by the Jet Propulsion
Laboratory, California Institute of Technology, under a contract with the National
Aeronautics and Space Administration.

Reference herein to any specific commercial product, process, or service by trade
name, trademark, manufacturer, or otherwise, does not constitute or imply its
endorsement by the United States Government or the Jet Propulsion Laboratory,
California Institute of Technology.



Preface

This quarterly publication provides archival reports on developments in programs
managed by JPL's Office of Telecommunications and Data Acquisition (TDA). In space
communications, radio navigation, radio science, and ground-based radio astronomy, it
reports on activities of the Deep Space Network (DSN) and its associated Ground Com
munications Facility (GCF) in planning, in supporting research and technology, in imple
mentation, and in operations. Also included is TDA-funded activity at JPL on data and
information systems and reimbursable DSN work performed for other space agencies
through NASA. The preceding work is all performed for NASA's Office of Space Track
ing and Data Systems (OSTDS).

In geodynamics, the publication reports on the application of radio interferometry
at microwave frequencies for geodynamic measurements. In the search for extraterrestrial
intelligence (SETI), it reports on implementation and operations for searching the micro
wave spectrum. The latter two programs are performed for NASA's Office of Space
Science and Applications (OSSA).

Finally, tasks funded under the JPL Director's Discretionary Fund and the Caltech
President's Fund which involve the TDA Office are included.

This and each succeeding issue of the TDA Progress Report will present material in
some, but not necessarily all, of the following categories:

OSTDS Tasks:

DSN Advanced Systems
Tracking and Ground-Based Navigation
Communications, Spacecraft-Ground
Station Control and System Technology
Network Data Processing and Productivity

DSN Systems Implementation
Capabilities for New Projects
Networks Consolidation Program
New Initiatives
Network Sustaining

DSN Operations
Network Operations and Operations Support
Mission Interface and Support
TDA Program Management and Analysis

GCF Implementation and Operations
Data and Information Systems

OSSA Tasks:

Search for Extraterrestrial Intelligence
Geodynamics

Geodetic Instrument Development
Geodynamic Science

Discretionary Funded Tasks' iii
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Arcsecond Positions for Milliarcsecond VLBI Nuclei of
Extragalactic Radio Sources, Part III: 74 Sources

D. D. Morabito, R. A. Preston, R. P. Linfield, and M. A. Slade
Tracking Systems and Applications Section

A. E. Wehrle
University of California, Los Angeles

J. Faulkner
University of Southern California

D. L. Jauncey
CSIRO, Sydney. Australia

VLBI measurements at 2290 MHz and 8420 MHz on baselines of 104 km between
Deep Space Network stations have been used to determine the positions of the milliarc
second nuclei in 74 extragalactic radio sources. Estimated accuracies range from 0(1 1 to
4(1 3 in both right ascension and declination with typical accuracies of -0(1 3. The ob
served sources are part of an all~sky VLBI catalog of milliarcsecond radio sources. Arc
second positions have now been determined for 819 sources. These positions are pres
ently being used to identify optical counterparts in the Southern Hemisphere.

I. Introduction
A survey is underway to develop an all-sky catalog of radio

sources with milliarcsecond components at 2.29 GHz. This is
being accomplished by searching for compact components in
known extragalactic sources (Refs. 1, 2, 3) with intercontinen
tal. baselines composed of Deep Space Network stations. We
have used VLBI measurements of delay and fringe frequency
at 2.29 GHz to determine the positions of the milliarcsecond
nuclei. Previously we have presented the positions of 747
nuclei (Refs. 4 and 5). In this article, we present the positions
of an additional 72 nuclei and include improved positions for
P 1237-10 and P 0509+152 (Refs. 4 and 5, respectively).

Estimated accuracies for sources in this paper range from 0:' I
to 4:' 3 in both right ascension and declination.

The observations were not performed primarily for position
measurements, but were part of the development of an all-sky
VLBI catalog of milliarcsecond radio sources at 2290 MHz.
The delay observables were derived from single channel 2-MHz
bandwidths resulting in arcsecond accuracy. However, these
measurements constitute at least an order of magnitude
improvement in positional accuracy for most of the sources.

Arcsecond positions serve as a useful starting point in the
construction of a high-precision VLBI reference frame as well



as allowing unambiguous optical identifications to be made.
Based on these positions, more than 100 optical counterparts
have already been identified in the Southern Hemisphere
(Refs. 6, 7). The positions from this article and Refs. 4 and 5,
respectively, are presently being used as a first step in the for
mation of a precision reference frame of 100-200 sources in
which relative radio positions should be determined to milli
arcsecond accuracy (Refs. 8, 9).

II. The Observations

The observations were performed with pairs of antennas on
either California-Australia, or California-Spain baselines (see
Table 1) during 12 separate observing sessions conducted be
tween 1981 and 1983. A list of experiments appears in Table 2.
The observations were performed at 2.29 GHz and 8.42 GHz
with MK II VLBI recording systems as described in Ref. 4.
The total number of sources whose positions were solved for
is 157. Of these, there were 72 sources whose positions were
not included in Refs. 4 and 5. The length of each observation
was a few minutes with 65% of the sources being observed
more than once.

III. Method of Position Determination
The details of position determination for this set of sources

closely follow the analysis given in Refs. 4 and 5. As in Refs. 4
and 5, observations of sources with well-known positions
allowed instrumental delay and frequency offsets to be deter
mined. At least three such calibration sources per experiment
were spread in time among the program sources. A list of the
64 calibration sources appears in Table 3. Thirty of the cali
bration source positions have been determined with VLBI
(Ref. 10) and can be referred to the FK4 reference frame
(Ref. 11) with an accuracy of 0:' 1. Other calibration source
positions came from Ref. 12 (33 sources, 0': 1 accuracy), and
Ref. 13 (1 source, 0:'2 accuracy).

IV. Results
The calculated positions of 74 sources and the correspond

ing uncertainties are shown in Table 4. The positions are
referred to the equinox of 1950.0 and elliptical aberration
terms are included, so as to agree with past astronomical con
vention. The source positions and position uncertainties for
sources which were multiply observed were estimated from a
weighted average over several observations. Therefore, indi
vidual uncertainties less than 0:' 3 in Table 4 are due to averag
ing over multiple observations. Since the uncertainties for the
vast majority of observations were dominated by the quad
ratically added O~' 3 error, correlations between right ascension
and declination were not tabulated.

2

A total of 102 sources were observed two or more times,
and the scatter in their position estimates is consistent with
the estimated uncertainties. Figure 1 is a histogram of the ratio
of the weighted rms scatter of the measurements to the
weighted rms estimate of position coordinate uncertainty for
both the right ascension and declination of each multiply ob
served source. For the 102 multiply observed sources, the rms
value of this ratio is 0.7 for right ascension and 0.9 for
declination.

In addition to the 74 sources listed in Table 4, we also re
observed 83 sources whose positions were reported in Refs. 4
and 5. For these 83 sources, Fig. 2 shows a histogram of the
difference between the two measurements of each coordinate

. divided by the RSS error of the position coordinate uncer
tainties. For 85 sources including P 1237-10 and P 0509+152,
this calculated ratio has a rms value of 1.5 for right ascension
and 1.3 for declination. If we delete these two sources from
this calculation, the rrns value for right ascension becomes 1.0
and for declination becomes 0.9. For those two sources,
P 1237-10, and P 0509+152, positions are given here which
are improved from those cited in Refs. 4 and 5.

For 32 sources, we could compare our position esti
mates with other position estimates of better or similar accu
racy (Refs. 10, 12, 14). Figure 3 displays a histogram of the
ratio of the value of the difference between our source posi
tion estimate and the other catalog value to the RSS of the
position uncertainties of both catalogs. For these 32 sources,
the rms value of this ratio is 1.2 for right ascension and 1.2 for
declination. For both right ascension and declination, the
value of the ratio never exceeds 3.3. The bias offsets between
our position estimates relative to those of the other catalogs
for these 32 sources are -0." 05 ±O~' 05 in right ascension and
-0:' 03 ±o'~ 05 in declination. Hence, these position estimate
comparisons, along with the multiple observation comparisons,
indicate our position uncertainty estimates are realistic.

Figures 4(a) and 4(b) show histograms of the number of
sources versus estimated position uncertainty for declination
and right ascension, respectively, for the 157 observed sources.
Estimated accuracies range from O~' 1 to 4~' 3 in both right
ascension and declination.

V. Summary

Positions for the milliarcsecond nuclei of 74 extragalactic
sources have been determined to an accuracy of -o~' 1 to
4:' 3 in both right ascension and declination. The reliability of
the determined positions has been demonstrated by testing the
repeatability of multiple observations on the same source and
by comparing the results with other radio catalogs. Arcsecond
positions have now been determined for 819 milliarcsecond
nuclei.
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Table 3. List of calibrator sources

Source
Position

Source
Position

Table 1. Participating observatories
Reference Referencea

NRA05 2 B20745+24 2

Diameter,
Baseline Length P 0019+058 2 B20742+31 2

Location Designation P 0038-020
m Kilometers Wavelengths

2 DW 0742+10 2
P 0048-09 2 GC 0748+33 2

Tidbinbilla,

J

0056-001 2 GC 0759+18 2

Australia
DSS 43 64 10.6 X 103 8.1 X 107 P 0106+01 1 B20827+24 1

P 0111+021 2 GC 0839+18 1
Goldstone,

DSS 13 26
P 0112-017 2 OJ 287 1

California 1'.4 X 10'
P 0119+11 2 A00952+17 1

6.4 X 107

Madrid, Spain DSS 63· 64
GC 0119+04 2 0953+25 2
OC079 2 P 1055+01 1
3C 48 1 P 1127-14 1
P 0201+113 2 P 1148-00 1
P 0202+14 2 3C 273 1
GC 0221+06 2 3C 274 1
CTD 20 2 DW 1335-12 1

P 1351-018 2
Table 2. Experiment list GC 0235+16 1 OP-I92 2

0316+162 2 P 1510-08 1

Experiment P0317+188 2 NRAO 530 1

DSS's Observing P 0332-403 1 P 1741-038 1

Yr Mo Dy GC 0406+12 2 1803+73 3
P 0409+22 2 OV-236 I

81 01 31 13 43
P 0428+20 1 OV-198 1

81 10 23 13 43 3C 120 I P 1936-15 2

81 10 24 13 43 P 0446+11 2 P 2008-159 2

81 10 26 13 43 P 0454+06 2 P 2134+004 1

81 11 01 13 43 3C 138 1 OX-I92 1

82 05 18 13 43 DA 193 1 OY-I72.6 1

82 05 30 13 43 01 318 2 3C 454.3 1

82 06 05 13 43 P 0735+17 1 GC 2318+04 2

82 09 03 13 43 01 363 1 P 2345-16 1

82 09 08 13 43 B20738+27 2

83 06 21 13 43
83 11 25 13 63 aposition Reference Key:

1 Fanselow et al. 1981 (Ref. 10)
2 Perley 1982 (Ref. 12)
3 Waltman et al. 1981 (Ref. 13)
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Table 4. 81950.0 source positions

Right Ascension Declination
Source Name

Hr Min Sec Error Deg Min Sec Error

p 0013-00 0 13 37.359 0.014 - 0 31 52.55 0.23
0032+276 0 32 4.590 0.028 +27 37 54.27 0.30
0047-051 0 47 49.001 0.011 - 5 8 39.63 0.24
P 0054-006 0 54 43.396 0.012 - 0 40 45.73 0.21
P 0114+07 1 14 49.523 0.016 + 7 26 30.63 0.32
P 0127+145 1 27 15.025 0.016 +14 31 20.09 0.27
0131-001 1 31 38.936 0.028 - 0 11 35.27 0.48
p 0137+012 1 37 22.890 0.015 + 1 16 35.74 0.51
GC 0147+18 1 47 5.622 0.024 +18 42 27.65 0.32
P 0149+21 1 49 31.739 0.017 +21 52 20.68 0.21
P 0158+031 1 58 5.156 0.012 + 3 8 20.49 0.18
P 0159+034 1 59 15.644 0.016 + 3 28 42.56 0.27
0229+262 2 29 33.586 0.029 +26 15 26.13 0.30
0242+238 2 42 23.589 0.027 +23 52 58.21 0.22
P 0253+13 2 53 50.168 0.015 +13 22 32.31 0.22
0305+039 3 5 49.193 0.048 + 3 55 11.28 0.62
0322+222 3 22 40.840 0.023 +22 13 42.12 0.31
NRAO 140 3 33 22.405 0.024 +32 8 36.87 0.30
0338+074 3 38 12.716 0.046 + 7 25 48.92 0.51
P 0338-214 3 38 23.260 0.017 -21 '29 7.86 0.21
0344+199 3 44 36.530 0.029 +19 55 25.59 0.35
0423+233 4 23 54.706 0.029 +23 21 6.49 0.45
0426+273 4 26 47.384 0.029 +27 18 7.34 0.30
P 0458+138 4 58 55.545 0.032 +13 51 49.79 0.36
0459+252 4 59 54.256 0.018 +25 12 12.17 0.26
0502+049 5 2 43.802 0.011 + 4 55 40.04 0.21
0506+056 5 6 45.747 0.021 + 5 37 50.44 0.42
0507+179 5 7 7.483 0.011 +17 56 58.63 0.16
P 0509+152 5 9 49.447 0.010 +15 13 51.91 0.15
0518+165 5 18 16.513 0.022 +16 35 26.86 0.31
0620+389 6 20 51.521 0.015 +38 58 27.24 0.16
3C 166 6 42 24.662 0.014 +21 25 1.94 0.18
0743+25 7 43 23.055 0.010 +25 56 24.88 0.13
GC 0805+26 8 5 34.293 0.034 +26 55 24.20 0.33
0952+179 9 52 11.799 0.012 +17 57 44.49 0.21
GC 1004+14 10 4 59.769 0.010 +14 11 11.08 0.16
1011+250 10 11 5.647 0.020 +25 4 10.12 0.22
P 1012+232 10 12 0.513 0.016 +23 16 11.91 0.21
GC 1022+19 10 22 1.461 0.009 +19 27 34.72 0.14
P 1036-154 10 36 39.481 0.019 -15 25 28.24 0.22
1039+300 10 39 49.760 0.030 +30 5 28.29 0.31
p 1042+071 10 42 19.454 0.010 + 7 11 25.10 0.19
P 1045-18 10 45 40.100 0.015 -18 53 44.08 0.21
P 1045+019 10 45 46.829 0.022 + 1 58 5.49 0.33
P 1130+10C 11 30 25.131 0.023 +10 40 4.71 0.55
P 1142+052 11 42 47.069 0.036 + 5 12 7.28 0.86
1144+352 11 44 45.505 0.026 +35 17 47.36 0.30
P 1149-084 11 49 43.831 0.018 - 8 24 21.92 0.23
P 1158+007 11 58 49.619 0.032 + 0 45 8.78 0.50
P 1203+011 12 3 15.079 0.025 + 1 10 21.02 0.40
1215-002 12 15 24.920 0.014 - 0 13 6.41 0.35
P 1228-113 12 28 20.042 0.021 -11 22 36.16 0.31
P 1237-10 12 37 7.280 0.017 -10 7 0.63 0.26
P 1310-041 13 10 15.621 0.010 - 4 8 56.47 0.16
P 1333-049 13 33 20.257 0.044 - 4 56 22.39 0.34
P 1340-17 13 40 54.456 0.024 -17 32 51.35 0.37
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Table 4. (contd)

Right Ascension Declination
Source Name

Hr Min Sec Error Deg Min Sec Error

P 1418-064 14 18 29.578 0.073 - 6 30 14.83 0.68
1434+235 14 34 25.397 0.D18 +23 34 3.14 0.22
P 1443-162 14 43 6.682 0.015 -16 16 26.65 0.23
1511+238 15 11 28.293 0.030 +23 49 43.69 0.32
P 1514-24 15 14 45.278 0.016 -24 11 22.56 0.22
OS-268 16 40 32.583 0.D15 -23 10 33.50 0.22
1640+254 16 40 36.539 0.023 +25 28 43.63 0.22
1909+269 19 9 33.631 0.024 +26 53 10.01 0.33
OV-235 19 20 34.242 0.D15 -21 10 24.72 0.21
P 1942-313 19 42 49.158 0.024 -31 18 59.05 0.23
P 2002-185 20 2 24.408 0.022 -18 30 38.76 0.33
2107-105 21 7 18.809 0.017 -10 33 12.52 0.23
P 2220-163 22 20 59.335 0.033 -16 22 17.68 0.32
P 2223-114 22 23 4.500 0.017 -11 28 56.52 0.27
P 2314-116 23 14 45.938 0.054 -11 38 46.90 0.40
P 2318-087 23 18 43.100 0.291 - 8 43 54.06 4.24
P 2338+000 23 38 33.144 0.020 + 0 1 54.87 0.54
P 2340-036 23 40 22.498 0.016 - 3 39 4.88 0.38
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Microwave Surface Resistivity of Several Materials
at Ambient Temperature

H. F. Reilly, J. J. Bautista, D. A. Bathker

Radio Frequency and Microwave Subsystems Section

Microwave surface resistivity of a number of metal and other sample materials was
measured at X-band, approximately 8400 MHz. The method of measurement uses a
TE011 mode circular waveguide cavity resonator wherein the sample is used as one end of
the cavity. This method has been used previously in JPL work with good results. Micro
wave reflection loss and noise arising from the dissipative loss are given, for materials hav
ing negligible transmission leakage.

I. Introduction

Previous work at IPL derived the properties of the TEoil
resonator and demonstrated valid experimental results on a
few materials (Ref. 1). Later work concentrated on an evalu
ation of various flame-spray metallized fiberglass-epoxy
materials, accomplished with assistance from the Harris Cor
poration, Melbourne, Florida (Ref. 2). Later, Ford Aerospace,
Palo Alto, California, under a work order issued by the
Ground Antennas and Facilities Engineering Section, concen
trated on understanding the dual carrier intermodulation
generation characteristics of a different set of flame-spray
samples. No serious attempt to obtain precise knowledge of
the reflection loss of those samples was made at that time.
More recently, in connection with the IPL 70-m Antenna
Rehabilitation and Upgrade Project (Ref. 3), several questions
arose with respect to resistivity and surface finish of candidate
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materials for a proposed cast aluminum subreflector. This
reporting covers (1) several control samples, (2) a collection of
commonly available metals, (3) candidate 70·m subreflector
materials, (4) a repeat of some of the earlier Harris Corpora
tion samples which have been retained ilt IPL, and (5) a repeat
of some of the earlier Ford Aerospace samples which have
been retained at IPL. This reporting therefore represents an
assemblage of new work and repeats of portions of older work.
Some of the older flame-spray samples are approximately 36
months old.

II. Experimental Setup

The experimental setup was essentially that shown in
Ref. 2, with provision to switch the cavity in and out of the
test channel, for rapid insertion loss measurement. Also, to



speed the measurement of the large number of samples, the
signal generator was not synthesized for high-frequency sta
bility; a frequency resolution of about 5 kHz was accepted.
The estimated absolute accuracy of the results is about 15% on
a high confidence basis; the observed repeatability and relative
precision among various samples is about three times better
than the absolute accuracy. We emphasize that this cavity
method of resistivity measurement is capable of considerably
better accuracy and precision if needed; the work reported
herein had the goal of determining resistivity of a large collec
tion of samples in short time rather than an accuracy/precision
demonstration.

III. Results
Table 1 gives measured resistivity in ohms (per square) and

derived reflection loss and associated noise for some 30 sam
ples. It should be appreciated that any material having some
transmission (leakage) component, such as a mesh or other
perforated material, will be overestimated. That is, a leaky
material will cause the cavity technique to assess the reduced
cavity loaded quality factor (QL) as all due to surface resistiv
ity whereas the truth is that an unknown portion of the
assessment is due to resistivity and the balance due to leakage.
Such materials are indicated in Table 1 as starred and foot
noted. In Table 1 the control materials (Silver plate on brass,
Copper sheet and OFHC Copper) were continually referred
to during the course of the measurements. The aluminum
series included two samples each of 70-m Project candidate
machining techniques, having about 10 periods per lineal inch
(25 mm) of 125, 250 and 500 microinch (0.003, 0.006, and
0.013 mm) RMS surface finishes. Such finishes arise from
3-axis milling machine treatment necessary for an asymmetric
(not figure of revolution) shaped surface subreflector. It
should be noted that the small scale surface finish (scale size
<0.1 inch or 2.5 mm) of these materials is perhaps 32 micro
inch (8 X 10-4 mm), and as the measurements show, the
resistivity appears consistent with this small scale size finish
rather than the large scale size (~l inch or 25 mm). The pro
posed casting alloy (Aluminum type 319-2F) appears suitable, .
although about 20% higher resistivity than Aluminum type
6061-T6.

Intentionally, we sought to demonstrate lossier materials
such as stainless and mild steel as well as others. Some of the
others were indeed very high resistance. In these cases the
cavity resonant frequency was shifted considerably upwards
(order of 100 MHz or 1.5%). Under these conditions, care
must be exercised to remain with the intended TEoII mode.

Table 2 gives measured resistivity and derived reflection
loss and associated noise for some 10 flame-sprayed samples.
These samples include the lowest and highest expected resis
tivities from batches prepared by two different suppliers
at two different times. The Harris Corporation (HARR) sam·
pIes were prepared in 1981 (Ref. 2), and are all "as sprayed."
The Ford Aerospace (FACC) samples were prepared in early
1984 and are similarly "as sprayed." The work accomplished
earlier by Ford Aerospace included studies of buffed surfaces,
in attempts to amalgamate individual flame-spray "beads"
into a more continuous surface. Some indications were that
buffing produced a lower intermodulation product generation.
We did not test the buffed surfaces in the belief that any
sizeable. reflector could not be adequately quality controlled
by such hand finishing. As can be seen in Table 2, flame-spray
techniques are from two to four times higher resistivity than
6061 T6 Aluminum plate.

In DSN antenna service, with 400 KW CW X-band power
incident upon a subreflector, the lowest resistivity material
(Silver plate on brass) would dissipate about 100 watts. A
good practical material (6061 T6 Aluminum) would dissipate
about 160 watts. The best flame-spray (FACC 1/6) would
dissipate about 300 watts while the highest resistivity sample
(FACC 1/7) would dissipate 600 watts. The type 319-2F
casting alloy will dissipate about 190 watts.

IV. Summary
A previously developed and demonstrated technique for

microwave surface resistivity measurement was applied to
some 40 samples in a less sophisticated test setup. The object
of these measurements departed from previous work in that
highest accuracy and resolution were not the purpose, al
though very excellent results were nevertheless obtained. It
was determined that the candidate material and processing
method for the DSN 70-m subreflector is entirely acceptable
at X-band. However, some caution is suggested with regard
to frequency scaling (e.g., to 32 GHz), particularly for the
500 microinch sample. One may note that the 10 periods per
lineal inch characteristics of this material will represent fewer
ridges and valleys per wavelength at 32 GHz, compared to
8.4 GHz. For purposes of the 70-m subreflector machining,
we would prefer the finer finishes, with eventual 32 GHz
application in mind. Several flame-sprayed samples show a
variation of a factor of two in resistivity, from twice to four
times that of a 6061 T6 type Aluminum.
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Table 1. Resistivity, reflection loss and noise at 8400 MHz
for various materials

Material Rs' ohms Refl. loss,
Noise, K

per square dB

Silver Plate on Brass 0.0239 0.0011 0.07
Silver Plate on Brass 0.0243

I I
Table 2. Resistivity, reflection loss and noise at 8400 MHz

Silver Plate on Brass 0.0244 for flame sprays

Copper Sheet 0.0240
Copper Sheet 0.0252

Materiala
Rs, ohms Refl. loss,

Copper (OFHC) 0.0267 0.0011 0.07 per square dB
Noise, K

Alum. 6061T6, 125 m/inch 0.0360 0.0018 0.12
Alum. 606lT6, 125 m/inch 0.0400 FACC 1/6 Pure Zinc 0.0712 0.0033 0.22

Alum. 6061T6, 250 m/inch 0.0378 FACC 1/4 Pure Copper 0.0715 0.0033 0.22

Alum. 606lT6, 250 m/inch 0.0385 FACC 1/5 Pure Silver 0.0779 0.0036 0.24

Alum. 606lT6, 500 m/inch 0.0375 FACC 1/3 Pure Zinc-Tin 0.0909 0.0042 0.28

Alum. 6061T6, 500 m/inch 0.0382 HARR 3 Std Al + Cu 0.0911 0.0042 0.28

Alum. 6061T6, Plate 0.0368
HARR 2 Std Al + Cu 0.0936 0.0042 0.28

Alum. 5052, Plate 0.0407 0.0018 0.12
FACC 1/2 Pure Al 0.1356 0.0063 0.42

Alum. 2024, Plate 0.0446 0.002 0.14
HARR 1 Std Al 0.1394 0.0063 0.42

Alum. 319-2F, Cast Alloy 0.0446

t t
HARR 2 Std Al 0.1413 0.0065 0.44
FACC 1/7 Std Al

Brass Plate 0.0481 (10% impurity) 0.1490 0.0069 0.46
Galvanized Steel (Zinc) 0.0464 0.002 0.14
Perf. Alum. Plate aFACC = Ford Aerospace. All using hi-temperature release agent.

(1/8" X 40%) 0.1153 0.005 0.36 HARR = Harris Inc.
Flame Spray (uncontrolled) 0.147 0.007 0.45

St. Steel 304 0.164 0.008 0.51
St. Steel 347 0.218 0.010 0.67
Titanium Plate 0.229 0.010 0.67
Mild Steel 0.332 0.D15 1.03
St. Steel 321 0.347 0.016 1.07
St. Steel (unknown) 0.663 0.031 2.05
Rhomoglas on Balsa 3.49 0.164 11
Rhomoglas 1/2-3"

fibres/2%/polyester 29.2 3 1.2 80
40% Alum. flakes/EMI

X540 polycarb. 31.03 1.2 80
30% Carbon fibre

DC·I006 polycarb. 503 1.75 120

apartially transmissive (leaky)

11



TDA Progress Report 42-80 October-December 1984

The Effects of Mode Impurity on Ka-Band System Performance
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Problems associated with spurious mode generation in the proposed Ka-Band gyro
klystron transmitter tube, overmoded transmission line, and feed are discussed. A brief
descnption of the overall problem is presented. The theory used to evaluate feed and
antenna performance when spurious modes are present is given. Results for feed patterns
and overall antenna patterns for various levels and types ofspurious modes are presented.
Worst case antenna efficiency is calculated as a function ofspurious mode level. Conclu
sions are drawn regarding the results of this study and their application to specifications
on the transmitter tube and transmission line system.

I. Introduction
A conceptual design for a 400 kW CW Ka-Band (34 GHz)

transmitter system has been presented in a previous report
(Ref. 1). Conventional klystron amplifiers and dominant mode
transmission systems are not well suited for high-power milli
meter wavelength systems since the small surface areas and
high losses in these devices require cooling which is beyond the
state of the art at this time. A solution to this problem is pro
vided by using a gyroamplifier and overmoded transmission
system (Ref. 2) which is shown in Fig. 1. In the proposed sys
tem, the microwave power is extracted from the beam in an
overmoded cavity and delivered to the antenna feed in over
moded circular waveguide. Once the microwave power is
extracted from the beam it enters a ripple wall mode converter
which converts most of the power from the higher order TE 12

mode into the TEll mode. The microwave power then passes
through a tapered collector region in the tube, out the vacuum
window, through another taper and the transmission line, and
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is radiated out the antenna feed. Each of these components
allows multimode propagation; for example, the transmission
line allows 66 waveguide modes to propagate. Although a
well-designed tube and transmission system will minimize
mode conversion in these components, the microwave power
at the input to the feed will no longer be contained in the
dominant TEll waveguide mode. Since all of the microwave
systems used previously in the DSN were single mode systems,
this problem is particular to the Ka-band system. This report
describes a theoretical study which was undertaken to deter
mine the effect of mode purity on antenna performance.

The first section of the report describes the theory used
and some of the basic equations involved, as well as the com
puter codes used to perform the calculations. The results of
the calculations are presented, and conclusions are drawn
regarding the results of this study and their application to
system specifications.



Here [S2tl and [Sll] are the scattering matrices resulting
from the computer run. They depend only on frequency and
device dimensions, not input modes. We may therefore specify
any input vector a l and calculate the reflected and aperture
fields.

Using the normalized amplitudes calculated above, and the
normalized vector functions giving the field distributions for
each mode, we find the aperture field EB . The far field is then
calculated by the method described by Silver and Ludwig
(Ref. 4, 5).

The corrugated section is analyzed using a new computer
code developed for the Ka-Band project. I The analysis follows
the method of James (Ref. 3), expanding the fields inside each
fin and slot in terms of circular waveguide modes, and match·
ing the fields at each slot-fin boundary. All of the possible
propagating modes, as well as a sufficient number of evanes
cent modes are matched at each edge, with results for succes·
sive edges and waveguide lengths being cascaded as one moves
through the device. In this way the interaction between the
fields of non-adjacent as well as adjacent slots is taken into
account. The result of the calculation is a matrix equation
relating the reflected and aperture modes to the input modes.
If a l is a vector containing the power normalized amplitudes
of the input modes, then we may calculate the reflected modes
b I' and the aperture modes b2 using

(1)

(2)

hybrid horns when scaled to 34 GHz. Therefore the Ka·band
system requires no flare angle horn, but merely a straight
section of corrugated waveguide with varying slot depth. The
slot depth profile is chosen to transform the TEll mode of the
smooth-walled waveguide into the balanced HEll mode, which
is one of the modes which exists in a corrugated waveguide
with constant slot depth. Care must be taken in the design of
this transition section since many other modes may also be
excited in the 1.75·in. diameter corrugated waveguide at this
frequency. The section's length and slot depth profile were
adjusted to nearly optimally illuminate the subreflector when
a pure TEll mode was incident at point A. Along with the
TEll mode 8 other modes with one azimuthal variation may
propagate in 1.75-in. diameter waveguide at 34 GHz. They are
TEln (n = 2, 3, 4, 5) and TMln (n = 1, 2,3,4). The feed
response to any combination of these modes at the input A is
required.

B. Feed Analysis

The overall problem is solved by breaking it up into sec·
tions. First of all, the feed section is analyzed in a manner
which gives, for any incident electric field E~ at point A, the
resulting reflected field E~ at A, and the field present in the
aperture of the feed EB' The electric field in the feed is
described as a combination of circular waveguide modes. The
far field of the feed Ee, which is incident on the subreflector
at surface C, is then determined from the feed aperture field
EB . The field incident on the subreflector is then scattered
into the field illuminating the parabolOid, ED' by using the
geometrical theory of diffraction (GTD). Finally, the resulting
far field EE is determined from the fields on the paraboloid by
physical optics using a Jacobi·Bessel expansion technique.

The question arises as to which types of spurious modes
should be consid·ered. The main part of the microwave power
will be carried by a TEll mode which is rotating in the right·
hand sense. Symmetric diameter changes, Le., tapers, couple
this mode only to right·hand rotating TEln and TMln modes.
These are the only types of spurious modes we would expect
to be present at the field input if perfect circularity in the
system were maintained, as well as perfect alignment arid
straightness. It is expected that although perfection will not be
maintained with respect to these parameters the bulk of the
spurious power will be contained in the TEl nand TM In
modes. Therefore, the detailed analysis will be limited only to
modes with one azimuthal variation. Assuming the TEll mode
carries most of the microwave power, the modes most strongly
coupled due to deformations other than symmetric radial
deformations may be determined. The right·hand rotating
TEll mode is coupled to the TEoI mode through curvature,
discrete waveguide tilts, and waveguide offsets. Ellipticity in
the waveguide causes coupling to the left·hand rotating TEll
mode as well as right-hand rotating TE3n and 1M3n modes.
Approximate results for the effects of these modes on antenna
performance will be given at the end of the results section.

II. Theory

A. Description of the Problem

The feed and Cassegrain system are shown schematically in
Fig. 2. The problem we wish to solve is the following: Given
a fixed amount of microwave power incident at the input of
the overmoded feed at point A, how does the Effective Iso·
tropically Radiated Power (EIRP) of the antenna system vary
depending on the mode content of this incident microwave
power?

A cut·away view and cross sectional view of the antenna
feed are shown in Fig. 3. The inside diameter of the over·
moded transmission line was chosen to be 1.75 in. which is
approximately the same size as the output of the X·band

ISee D. J. Hoppe, "Scattering Matrix Program for Circular Waveguide
Junctions," Interoffice Memorandum #3335·84·071 (internal docu·
ment), Dec. 5, 1984, Jet Propulsion Laboratory, Pasadena, Calif.
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Ec = ~~ !j(-jp.w(an x HB ) ¢ + (an X EB) X v¢)ds
s

(3)

where

EB aperture electric field

HB = aperture magnetic field

an unit vector normal to aperture surface

dS = incremented area on aperture surface

w = 2rr[

[= frequency

p. = free space permiability

V = gradient operator

¢ = (exp - jkr)jr

k = 2rr/Ao

r = far field point distance from origin (spherical radius)

When EB is represented in terms of circular waveguide
modes the resulting integrals have already been evaluated by
Silver (Ref. 5). Therefore, given an input vector and the scat
tering matrix, we determine the aperture modes and composite
far field patterns. Throughout the analysis care must be taken
to ensure proper normalization of the field amplitudes in
terms of power.

c. Dual Reflector Antenna Analysis

Given the feedhorn field Ec which is incident on the subre
flector, the GTD/Jacobi-Bessel Program (Ref. 6) was used to
calculate the far field pattern of the composite Cassegrain
system.

D. Gain and Orthogonality

Since the circular waveguide modes at the input to the feed
are power orthogonal, we may calculate the far field for any
arbitrary combination of mode amplitudes and phases by
knowing the antenna pattern for each of the modes individu
ally. An explanation follows.

Each waveguide mode incident on the feed generates a set
of modes in the feed aperture. Since the feed and antenna are
assumed to be lossless in the analysis, the set of aperture
modes generated by any pure waveguide mode at the input is
orthogonal to the set generated by any other pure waveguide
mode at the input. This is a property of the scattering matrix
determined from the fact that the device is lossless and power
must be conserved (Ref. 8). Also antenna gain and directivity
are equivalent. Power must also be conserved in the far field
of the feed. That is, the far field generated by 1 watt of TEll
incident power contains 1 watt (neglecting reflections); the far
field of 1 watt of TMll incident also contains 1 watt; and
since the two exciting modes are power orthogonal, the far
field produced by the sum will contain 2 watts. This was
confirmed by numerically integrating far-field patterns for
single modes exciting the feed and arbitrary combinations.
This result gives confidence in the correctness of the far-field
calculations. Two different waveguide modes exciting the feed
act like a two-element array with no mutual coupling.

Returning to the notation of part B we excite the feed with
a single mode, mode number i (i = 1, 2, ... , 9). The fields are
normalized so that we have for the input power PCi)

(4)

For this input signal we then calculate the feed pattern, sub
reflector pattern, and finally the electric field on the antenna
axis, EE(i). If we separate out the vector nature of the field,
letting a be a unit vector in the direction of the field,

We may calculate the gain for the specific input mode, au)

The field scattered to the parabolic main reflector from the
ellipsoidal subreflector is calculated using GTD. The field inci
dent on the paraboloid ED' is then integrated into the result
ing final far field pattern of the antenna. In the final integral's
evaluation a Jacobi-Bessel expansion technique is used
(Ref. 7). In this study the far field patterns for the present
64-meter system were examined for arbitrary excitation of the
feed. It should be pointed out that very accurate modeling of
the 64-meter system is possible with the GTD/Jacobi-Bessel
program, and effects such as the slight offsets of the feed
placement and subreflector are included.

or

C(i) =
1EE(i) 1

2

=
71lal (i) 1

2

(5)

(6)

(7)

This completes the explanation of the analysis method. The
total far field, including the on-axis field EE' may now be
determined for arbitrary feed excitation.
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where 4>(i) is the phase of the far field which is given by the
analysis but lost in the gain calculation. The gain for each



input mode may be calculated similarly. When an arbitrary
combination excites the feed we have

over. The pattern for each spurious mode may be calculated
similarly, and some general comments can be made. Higher
order TM modes have maximum gain points in the E plane,
and TE modes in the H plane. As the mode number increases,
the point of maximum gain moves out further from the feed
axis, 0 = 0°. For modes higher than TEl3 less than 5% of the
power in each mode is intercepted by the subreflector. This
would indicate that the higher order spurious modes will have
a smaller effect on the overall antenna gain than the lower
order modes. Finally, an example of the feed pattern for the
case when a mixture of modes excites the feed is shown in
Fig. 6. The results are for a mode mixture where 6% of the
incident power is carried by the TMll mode, and 94% by the
TEll mode with the phase of TMll mode with respect to the
TEll mode being 145°. The maximum gain occurs on the
feed axis, and is 21.6 dBi, or about 0.8 dB below the gain for
the case when a pure TEll mode was incident. In a similar
way, the feed pattern for an arbitrary combination of input
modes may be calculated. It should be noted that modes
without one azimuthal variation, that is, other than TEl nand
TMln , produce feed patterns which are hollow; Le., no radi
ation on the feed axis is produced. The point of maximum
gain moves further away from the axis as the mode number
is increased.

(8)

(10)

I~ a l (0 IG(i)expjcI>(z) 12
1

Lla1(z)1 2

Gsum

G
sum

or

The antenna gain for any excitation of the feed is given by

The next section will describe the results of the calculations
described above.

III. Results
A. Feed Patterns

The calculations described in Sec. II part B were carried out
for a preliminary feed design. The feed radiation pattern for
each possible input mode was determined. A few examples of
the results of these calculations are depicted in Figs. 4-6. Fig
ure 4 shows the E and H plane radiation patterns for the feed
when it is excited by a pure TEll mode. The calculated gain is
22.4 dBi, and fairly good pattern circular symmetry is ob
tained. A reduction of the H plane sidelobes, and improved
pattern symmetry should be obtainable by further refinement
of the corrugation profile. For a TEll mode incident on the
feed each of the reflected modes is found to be at a level of
at least -43 dBc. (Here dBc references the power level to that
of the forward traveling TEll mode.) These small values for
the reflected modes are due to the fact that the wavegUide
diameter is very large with respect to the wavelength. The feed
radiation pattern for the case when the TMll mode is incident
on the feed is shown in Fig. 5. For this case we find that the
pattern is grossly asymmetric, with the maximum gain of
17.7 dBi, occurring in the E plane at 0 ~ 16°. The on-axis
gain of the feed is 13.7 dBi, or about 4 dB below the maxi
mum. We may also note that when this pattern illuminates
the subreflector I01~15°, much of the power is lost in spill-

B. Dual Reflector Patterns

The overall antenna patterns for the feed patterns of
Figs. 4-6 were calculated using the method described in Sec. II
Part C, and the results are plotted in Figs. 7-9. The calculated
results are for the present 64-meter antenna system. The
antenna far-field pattern in the E and H planes for a TEll
mode incident on the feed is shown in Fig. 7. The calculated
gain is 86.15 dBi, and excellent pattern circular symmetry is
obtained. The theoretical maximum gain of the system is
87.15 dBL These calculations give an aperture efficiency,
neglecting quadripod blockage and surface errors, of about
-1 dB, or 79.5% for the TEll mode. The calculated far field
pattern for the TM11 case is shown in Fig. 8. The overall
antenna pattern has a calculated on-axis gain of 62.1 dBi,
with the maximum gain of 74.6 dBi occurring in the H plane
at 0 ~ 0.009°. The resulting pattern contains many side1obes,
and is very asymmetric. The result for the composition of
modes 94% TE 11 plus 6% TM11 with the correct phasing of
TEll at 0° and TMll at 145° is shown in Fig. 9. The calcu
lated axis gain for this composition is 85.78 dBi, or a loss of
0.4 dB from the TEll case. This shows that if a given amount
of microwave power were distributed between TEll and
TMll in this ratio of power and in this phasing we would
experience a loss of 0.4 dB (8.75%) in effective isotropically
radiated power (EIRP) from the case where all the power was
in the TEll mode. The parameter of major interest for the
Ka-band system is the EIRP, or equivalently the on-axis
antenna gain for a given mode composition.
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and

T/_ -0.04 dB

138.75 dBw ~ EIRP ~ 139.03 dBw (14)

T/+ = 0.02 dB

(16)

(15)T/t = -0.18 dB

EIRP = 138.97 dBw

If an ideal mode filter is added to dissipate all of the power
carried by the spurious modes then

If we can only guarantee that the mode purity (TEll %) is at
least 94% then we must find the maximum value for T/+ and
the minimum value for T/_ for spurious mode levels less than
-12 dBc (6%). Using Fig. 10 we find

Then u'sing Eq. (12), and realizing that the actual efficiency
factor may fall anywhere between these two values, depending
on which spurious modes are present and on their relative
phases, we find

and

C. Efficiency Results

In this section we define an efficiency factor, T/, which
references the (EIRP) for a given mode content at the feed
input to that for a pure TEll mode incident on the feed.
That is for a given RF power level, PRF , and mode compo
sition corresponding to an efficiency factor T/, we have for
the Effective Isotropically Radiated Power:

The on-axis antenna gain was calculated for each input
mode to the feed. The results of these calculations are sum
marized in Table 1. We see that in terms of on-axis field
effects, the modes TE12, TMll , and TM12 are of primary
importance, the higher order modes being very poor on-axis
radiators with respect to the TE 11 mode. Modes of the type
m =1= 1, Le., TEon' TE2n, TM2n etc., may be considered
by making a few simplificiations. If the Dual Reflector system
were perfectly circularly symmetric it could be shown by
symmetry considerations that modes with m =1= 1 do not
contribute to the on-axis gain, Le., the entry in Table 1 for
these modes is _00. Depending upon their level and phase with
respect to the TEll mode they could cause the maximum
gain to appear off-axis, although the on-axis field value would
be the same as for that of the TEll mode alone. Although the
64-meter system is not perfectly symmetric, it is assumed that
the on-axis gain for these modes will be very small.

EIRPdBw = PRF (dBw)+86.15 dB+T/(dB) (12)
Using (12) we find

138.75 dBw ~ EIRP ~ 139.17

The factor T/ depends upon the percentage of PRF in each
mode, and the phases of these modes. For a pure TEll mode
composition T/ = 1.0 =0 dB. The results for T/ vs mode content
are shown in Fig. 10. The horizontal axis represents the per
cent of TEll mode present in the mode composition, or
equivalently the total power level of the spurious modes with
respect to the TEn mode power. The vertical scale represents
the efficiency factor T/. Three curves are plotted, T/+, T/_, and
1Jf' For a given total spurious mode level T/~ gives the mini
mum possible value for T/ and T/+ the maximum. The term T/t
represents the effect of adding an ideal mode filter which
dissipates all the spurious mode power and passes the TEll
power with no attenuation. In using Eq. (12) for this case,
PRF is the RF power measured before the filter.

For example, suppose the RF power is measured as 200 kW
(53 dBw), and we also know that the RF power is 94% TEll
and 6% spurious modes (-12 dBc). Using Fig. lOwe find that
for a spurious mode level of -12 dBc,

The fact that T/+ = 0.02 dB (1.004) for some spurious mode
level ~ -12 dBc deserves some comment. The result T/+ > 1.0
merely implies that there is a combination of modes that
may be put into the feed that achieves slightly better illumina
tion of the subreflector and paraboloid than the pure TEll
mode. An analogous effect is used in the dual mode horn
where the power incident in the TEll mode is redistributed
between the TEll and TMII modes, and more efficient
antenna illumination is obtained.

IV. Conclusions
The initial reason for performing this study was to deter

mine some component specifications for the tube and trans
mission line making up the Ka-band system. Additional
results regarding expected performance of the system were
also proVided by Varian Associates in the final report for
the Ka-band feasibility study2. One of the comments made

-0.12 dB
(13)

-0.4 dB

2See D. Stone, R. Bier, M. Caplan, H. Huey, D. Pirkle, J. Robinson,
and L. Thompson, Feasibility Study for a 34 GHz (Ka-Band) Gyro
amplifier, Final Report, prepared by Varian Associates, Inc., under
JPL subcontract #956813, Sept. 1984.
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by Varian in the report is that even with the most careful
tube design spurious mode levels of about -12 dBc are ex
pected and that further mode purity can only be obtained by
absorbing some of the RF power in a lossy mode filter. In
addition, calculations on the effect of tilt alignment of the
transmission line show that in order to maintain a total spuri
ous mode level of less than -15 dBc, an optical bench arrange
ment will be necessary to align the components. For the case
analyzed in detail in Section III, 94% TEll and 6% spurious
power, it was shown t):J.at a net gain in EIRP of only 0.22 dB
was possible (assuming the worst case phasing of the spurious
modes) by adding an ideal mode filter. More detailed calcu
lations of helix mode filter performance indicate that with
reasonable values for tolerances of the device parameters the

insertion loss for the TEll mode is about 0.1 dB, even with
perfect conductivity assumed in the helical windings. Real
life effects such as finite conductivity in these windings will
also contribute to the TEll insertion loss. Therefore, with
real effects taken into account an optimistic estimate for the
maximum increase in efficiency that could be expected by
adding a filter is about 0.1 dB (~ 2%).

For the reasons mentioned above, it has been decided that a
more reasonable specification for mode purity to be given to
the tube designer is -12 dBc (94%), rather than the original
-30 dBc (99.9%). This would eliminate the need for an optical
bench system and also eliminate the development of a TEll
mode filter.
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Table 1. On-axis antenna gain for various modes
incident on the feed

Input
Gain, dBi

Gain Relative to the
Mode TEll Mode, dB

TEll 86.15 0

TMII 62.1 -24.05

TE l2 60.2 -25.95

TMl2 61.5 -24.65

TE l3
~44 ~-42

TMl3
~40 ~-46

TE l4 ~30 ~-56

TMl4
~53 ~-33

TE IS
~46 ~-40
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Fig. 3. Antenna feed, corrugated section with varying slot depth:
(a) cross section view; (b) cut-away view

0

AMPLITUDE PATTERN

-5

-10

co
-0 -15w-e
;:
::::;
"- -20:E
<{
w
>;::
<{ -25...
w

""
-30

-35

-40
-90 -70

Fig. 4.

20

POLAR ANGLE, deg

Feed radiation patterns for a pure TE
"

mode incident on the feed

FREQUENCY: 34 GHz

MAXIMUM GAIN: 22.4 dBi

o E PLANE

x H PLANE

90



POLAR ANGLE, deg

Feed radiation patterns for a pure TM11 mode incident on the feed
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Detection and Symbol Synchronization for Multiple-Bit
per Photon Optical Communications

W. K. Marshall
Communications Systems Research Section

Methods of detection and synchronization in a highly efficient direct detection optical
communication system are reported. Results ofmeasurements on this moderate-rate dem
onstration system capable of transmitting 2.5 bits/detected photon in low-background
situations indicate that symbol slot synchronization is not a problem, and that a simple
symbol detection scheme is adequate for this situation. This system is a candidate for
interplanetary optical communications.

I. Introduction
In a signal limited optical communication system, the data

rate is determined by the number of received photons per
second and the amount of data which can be communicated
per received photon. The number of bits per received photon
is a figure of merit of the efficiency of a given system and
depends, in general, on the method of communications and on
the quality of the receiver.

In a photon counting communication system information is
sent by on-off modulating of a laser, with the laser output con
stant over a basic time interval called a symbol slot. The re
ceiver estimates whether the laser was on or off during each
symbol slot by counting the number of photon arrivals during
that slot. A photon arrival is the result of extracting one quan
tum of energy (a photon) from the optical field incident on a
detector to produce a photoelectron. The rate at which photo
electrons are generated is proportional to the incident optical
intensity, but the actual number of photoelectrons is a random
variable. A photon counting receiver has two tasks, symbol
detection (estimating from the electrical output of the photon

24

counter whether the laser was on or off during a slot) and
synchronization (determining the time position of symbol
slots over which to count photons).

An efficient method of communicating with direct detec
tion is to use M-ary pulse position modulation (PPM) (Ref. 1),
in which the position of one signal slot (symbol slot in which
the laser was "on") among M - 1 noise slots (symbol slots in
which the laser was "off') in a PPM word represents 10g2 M
bits of information. In this article, the receiver section for a
photon counting optical communication system which uses an
average of less than 3 photon arrivals per signal slot with
256-ary PPM to achieve an efficiency of 2.5 bits/detected
photon l is reported. The system communicates reliably (using
Reed-Solomon error correction coding) at 300 kbps in low
background light situations.

1Detected photons are different from received photons since the quan
tum efficiency of the photon counter is less than one. We use bits/
detected photon to avoid the wavelength dependence of the efficiency
of the photon counter (typically a PMT).



In the first section below, the symbol detector which de
tects photon arrivals and assigns them to appropriate time slots
is described. The following section discusses the performance
of this detector and its use in calibrating the system at the
ve~y low optical signal levels used (typically less than 1 pico
watt). The next section considers the slot synchronizer and its
performance. Note that this report presents experimental
results on the receiver section of a fully operational 2.5 bit/
detected photon demonstration system; reports on other
aspects of this system are listed in Refs. 2-4.

latch. If the (amplified 700X) output of the PMT crosses the
voltage threshold during a symbol slot marked by rising edges
on the estimated slot clock input, the latch output is "1" and
a photon is declared to have arrived dUring that slot. Since the
average height of the PMT pulses is much higher than the rms
thermal noise voltage, almost all of the threshold crossings
indicate photon arrivals. As shown in this next section, this
detector circuit, although simple, performs satisfactorily in the
few photons per signal slot regime.

The approximate shape of the Pds versus threshold voltage
curve can be predicted using the simple theory that a given
photoelectron response pulse is detected if the (random) PMT
gain seen by the pulse is greater than a gain threshold given

by Gthresh = (Vthresh/700) Tpulse/Rterm (~lectrons), ~here .
T is the (average) width of the amphfied PMT smglepulse ..
photoelectron response pulses and R term IS the PMT termma-
tion resistance. The probability of detecting a given single
photoelectron response pulse is the probability that the gain
is greater than Gthresh' given by

III. Detector Performance
In order to measure the performance of the detector inde

pendent of synchronization errors, the clock was initially
hard-wired from the transmitter (with appropriate delays). The
fraction of signal slots in which photons were detected (i.e.,
voltage threshold crossed) as a function of the detector thresh
old for three different signal intensities is shown in Fig. 2. The
probability of detecting at least one photon during a signal
slot P is approximately constant over a wide range of, ds'
thresholds (40-200 mV at the comparator input) but falls off
quite rapidly at higher thresholds. The probability of detection
in this constant Pds region depends on the intensity in a way
related to the Poisson distribution of the number of photon
arrivals. In slots during which the laser is turned off (and the
background intensity is essentially zero), there is still some
probability that the threshold will be crossed due to thermal
noise and due to the presence of PMT dark counts. The frac
tion of nbise slots, (I - Pdn ), in which the threshold was
crossed with no optical signal is shown in Fig. 3. This graph
shows two distinct regions of operation. For ~hresh < ~50

mY, (I - P ) decreases rapidly as the threshold is increased,
~ I . '11due to the decreased probability that therma nOIse WI cause

a threshold crossing. Above 50 mY, the fraction of false
counts is almost constant at about 2 X 10-6 . This is the result
of PMT dark counts which for the cooled RCA C31034 PMT
used were about 20 per second.

II. Symbol Detection

The direct-detection receiver used in the 2.5 bit/detected
photon demonstration program consists of a symbol detector
and a phase-locked-loop slot synchronizer (Fig. 1). A photo
multiplier tube (PMT) converts each photon arrival into a
relatively large but random current pulse which drives the
receiver. The symbol detector converts the (amplified) elec
trical output of the PMT into a signal indicating the reception
of photons during time intervals (slots) determined by the
slot synchronizer. The output of the detector is ultimately
used by the PPM decoder to determine which of the M pos-

-sible words (for M-ary PPM) was sent during each group of
symbols which make up a PPM word.

In general, the problem of estimating photon arrivals from
the electrical output of the PMT is quite difficult. For optimal
PPM demodulation, the detector should be able to determine
the number of photon arrivals during each of the symbol
slots in a PPM word. Because of random PMT gain (i.e., PMT
output pulses have variable height and width; Ref. 5), thermal
noise in the amplified PMT output and limited time resolu
tion (due to limited bandwidth), the estimation problem
becomes quite difficult. However, in cases in which the chan
nel is erasure-limited, (i.e., the probability of a background
photon arrival during a PPM word is less than the probability
that no signal photons are received due to the Poisson statistics
of photon arrivals), the detection problem reduces to classi
fying slots only according to whether there were no photon
arrivals (symbol detected as "0") or some photon arrivals
(symbol detected as "1") during each slot. For the 2.5 bit/
detected photon demonstration this erasure-limited condition
is satisfied for background levels up to about 2000 noise
counts/s (footnote 2); hence, the detector used here classifies
slots only according to some photon arrivals or none.

The symbol detector used for these experiments is very
simple and consists of a voltage threshold comparator and a

2For comparison, a diffraction-limited receiving telescope looking at
Jupiter from Earth-orbit through a 10 angstrom filter at 0.9.um would
produce 103 to 104 detected background photons per second.

P(Gain>Gthresh) =f: Pc (x)dx

thresh

(1)
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where pG (x) is the probability density of the PMT gain given
approximately (Ref. 6) by

PG (x) = exp (-A/B)(o(x)

+ exp (-x/B) VXfX I ((2/B) 0fX)) (2)
B 1

where for the PMT used, A = 106 (the mean PMT gain) and
B = 1.42 X 105 , and 11 is the modified Bessel function of the
first kind. The overall Pds is the probability of detecting a
pulse containing a given number of photoelectron pulses
averaged over the (Poisson) distribution of the number of
photon arrivals in a signal slot. This curve is given in Fig. 4
and matches the experimental curve reasonably well for
thresholds large enough to ignore thermal noise. The theory
curve shows that for thresholds less than about 0.2 times the
mean value, the detector should be nearly ideal, limited only
by the Poisson photon erasure statistics, Le.,

(3)

where N is the mean number of photon arrivals per signal slot.s
Hence for a voltage threshold of 70 mV (used for measure-
ments throughout the remainder of this report) the signal
intensity, Ns' is given by

IV. Symbol Slot Synchronization
Symbol slot synchronization in the direct-detection receiver

is the reconstruction of the transmitter clock rate and phase to
determine the intervals over which to count photon arrivals.
The receiver must track the transmitter clock, using relatively
few discrete photon arrivals (with random arrival times), where
the primary noise sources are signal photon shot noise, shot
noise due to background photons, and noise due to PMT gain
fluctuations. Initial (linear) calculations for this case indicated
that a PLL tracking loop would work, provided the loop band
width was sufficiently small. A symbol slot synchronizer using
this approach was designed and constructed and operated with
satisfactory results as discussed below.

The slot synchronizer portion of the receiver consists of a
phase detector, an active low-pass filter and a precision
voltage-controlled oscillator (VeO). The input to the loop is
from the voltage comparator in the symbol detector, a binary
signal which is "1" whenever the PMT output is above the
voltage threshold. This signal is gated with the veo output
clock in the phase detector and filtered to produce the error
input to the Yeo.

The closed loop response of the PLL is (approximately)

By using an additional photodetector to measure the laser out
put before it was attenuated (by ~80 dB) and fed into the
PMT the value of N corresponding to various transmitter, s
pulse widths and monitor photodiode voltages was measured
(Fig. 5) and used to calibrate the received signal intensity.
Note that the intensities given relate to the number of photo
electrons generated during a signal slot, and are therefore
related to the actual (peak) optical intensity by the PMT
quantum efficiency, T/QE' the energy per photon, hv, and the
slot width, T, by .

where K = (K¢ K vco ) is the combined gain of the phase
detector and the YeO, and T 1 = (R 1 C2 ), T2 = (R 2 C2 ) are
the loop filter time constants. The phase detector gain K¢ is a
function of the signal level N and the fraction of slots during

s. •
which the laser is on (= liM for M-ary PPM). Although K<J> IS

actually a non-linear function of the signal level, for small N s
it can be (empirically) approximated by

N s =::: - In (1 -Pds (70 mY))

N hv
s

Optical power =.-~:C=
T/QEf T

(4)

(5)

N
K phi =::: 0.06 ~ volts/radian

The veo gain was

Kvco = 750 radians/sec/volt

so that the combined gain was

(8)

(9)

By an extension of the results in Ref. 7, the steady-state
rms timing error due to shot noise is given approximately by

N
K == 50 ~ sec- 1

where f is the fraction of a symbol slot filled by a laser pulse.
For a wavelength of 0.85 Mm, hv = 2.3 X 10- 19 Joule, and
T/QE = 0.2, f = 0.7, and T = 100 ~s, the peak optical power
incident on the PMT photocathode IS

Optical power == 2 Ns X 10- 11 Watts (6)

For 256·ary PPM and Ns = 3, the average incident optical
power would be ~ 0.25 picowatts.
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where B(Ns) is the one-sided loop noise bandwidth, M is the
number of symbols in a PPM word, and N b is the mean num
ber of photon arrivals per noise slot. For the transfer function
H(s) given in Eq. (7) and the gain given by Eq. (10), the noise
bandwidth is given (Ref. 8) by

(12)

where B1 = 1/(4 T2 ) and B2 =(50/M) T2 /(4 T1), so that the
expected rms timing error is given by

Measured values of Trms versus signal level are shown for
three different loop filters in Fig. 6, for four pulse width frac
tions in Fig. 7, and for three values of N b in Fig. 8. Symbol
tracking down to better than 1/50 of a symbol slot (Le.,
< 2 ns) was achieved using an appropriately narrow loop
(B 1 = 16/sec, B2 = 6/sec). The results show the expected
dependence on loop bandwidth, pulse width, and background
intensity, but the actual values of TrmsiT were two to four
times greater than predicted by Eq. (10). Likely sources of
error are inaccuracies in estimating the phase detector gain
K</> and the loop filter response to pulsed input.

Acquisition performance of the demonstration system was
determined experimentally, although there are no theoretical
results to compare them with. Since the loop idled at the

upper frequency limit, unaided acquisition required that the
loop pull-in from the yeO limit of 1 kHz above the slot fre
quency of 10 MHz. This occurred for loop filter 1 (as listed
in Fig. 6) almost instantaneously (fractions of a second), but
not for the other filters which produced narrower loops. How
ever, by pulling the veo down to -1 kHz and letting it drift
upward towards the center frequency (simulating swept acqui
sition), all the filters used produced reliable acquisition.

V. Conclusions
The intent in constructing the receiver described in this

article and the rest of the 2.5 bit/detected photon system was
to demonstrate that the concepts of multiple bit per photon
direct detection communications were valid, and to show that
a practical system could be built. This goal was successfully
accomplished.

The 300 kbps rate of the system was chosen to outperform
existing deep space links which use microwaves; a factor of
10 improvement in rate could be made by employing faster
electronics, but at a cost of higher average laser power (since
the number of bits/photon is constant). Alternatively, faster
electronics in the receiver only would allow the symbol
detector to run at 10 times the slot rate. This would allow the
PPM demodulator to make soft decisions (based on the num
ber of sub-symbols in which photons were counted) to deter
mine which PPM word was sent, resulting in substantial
improvement of the system's performance in higher back
ground light situations.
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Highly Efficient Nd:YAG Lasers for Free-Space
Optical Communications

D. L. Sipes, Jr.
Communications Systems Research Section

The concept of a highly efficient Nd: YAG laser end-pumped by semiconductor lasers
as a possible free-space optical communications source is discussed. Because this concept
affords high pumping densities (thus high photon-to-photon conversion efficiencies), a
long absorption length, and excellent mode-matching characteristics, it is estimated that
electrical-to-optical efficiencies greater than 5% could be achieved. Several engineering
aspects such as resonator size and configuration, pump collecting optics, and thermal
effects are also discussed. Finally, possible methods for combining laser-diode pumps to
achieve higher output powers are illustrated.

I. Introduction

The DSN is currently interested in optical communications
as a means of increasing telemetry capabilities while reducing
costs. Optical communication over interplanetary distances
(10 AU or more) with transmitting apertures of practical diam
eters (Le., on the order of 20 em) requires approximately 1W
of optical power to achieve data rates on the order of several
megabits per second (Ref. 1). One of the major obstacles to
realizing such a system is the lack of an efficient single-mode
source operating in the visible region of the electromagnetic
spectrum with the required output power. Two candidates
have been proposed for use as an optical source, the semicon
ductor laser and the Nd:YAG laser. While being relatively effi
cient, the semiconductor (e.g., GaAIAs) laser is primarily a
low-power device, producing only about 20-mW, single-mode
operation. Although arrays of individual laser diodes have

produced output powers above 2 W(Ref. 2), a long-lived, high
power, communications-quality (Le., single-lobed radiation
pattern) device has yet to be realized. Nd:YAG (pumped by
lamps), which emits light at the wavelength of 1.064 p.m, has
been operated continuous wave at power levels of well into the
hundreds of watts regime, and up to several tens of watts of its
second harmonic radiation (at 0.532p.m) have been produced.
However, low efficiency - typically 0.1% in present day
systems - is the main disadvantage of Nd:YAG lasers.

Much effort has been put into the development of a source
that is a hybrid of these two lasers, namely the GaAIAs semi
conductor laser-pumped Nd:YAG laser. In this arrangement,
many GaAlAs laser diodes or diode arrays can be combined to
optically pump the Nd:YAG laser medium. Moreover, the
multimode operation of GaAIAs laser arrays is not a problem
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because they act only as a pump source, rather than a com
munications source, and hence their coherence, modal struc
ture, and spectral purity are oflesser importance.

Figure I illustrates this laser with conventional side
pumping geometry. In this configuration, the diodes are placed
along the length of the Nd:YAG rod and pump perpendicu
larly to the direction of propagation of the laser resonator
mode. As more power is required, more diodes can be added
along and around the laser rod. This hybrid laser, however, is
only about 0.5% efficient, which is still too low for a deep
space optical transmitter (about 5% to 10% is necessary). The
side-pumped geometries' large inefficiencies result from the
small absorption length (only about 3 mm), relatively large
pumped volume (so the pumping density is low), and the small
cross section of the resonator mode (there are pumped regions
of the rod where energy is wasted because of mode mismatch).

In this article, a higWy efficient laser-diode-pumped
Nd: YAG laser employing an end-pumped geometry is pro
posed. In this configuration, shown in Fig. 2, diode pump
sources are placed at the ends of the Nd:YAG rod and,
through the use of suitable optics, the pump light is collected
and focused to a small spot (typically 50 to 100 Mm) that
matches the resonator mode. It is immediately apparent that
this geometry rectifies virtually all the inefficiencies that
plague the side-pumped scheme. First, the absorption length
can be made as long as necessary to absorb practically all of
the pump light. Second, the pump light can be focused to pro
vide the intensities needed for efficient lasing. Finally, the
beams can be adjusted to overlap for optimum mode
matching.

This end-pumping c'oncept has been demonstrated in the
mid-1970s on miniature Nd-doped lasers end pumped by light
emitting diodes and laser diodes for use as transmitters in
optical fiber communications (Refs. 3 through 6). This work,
however, was primarily concerned with achieving a low lasing
threshold and not with efficient operation above threshold,
as is the focus of this article.

In Section II, the various inefficiencies associated with
laser operation needed to calculate the overall efficiency of
this proposed device are identified and quantified. In Sec
tion III, some engineering aspects of this laser, such as the
resonator, focusing elements, and temperature effects, are
addressed, and, in Section IV, some possible pumping con
figurations are illustrated.

II. Efficiency
To accurately estimate the overall efficiency of such a

device, all factors that give rise to energy loss must be iden-
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tified. First, there is the quantum efficiency, Tlq , which is the
ratio of the lasing photon energy to the pumping photon
energy. The quantum efficiency represents the maximum
theoretical limit for laser efficiency. Next, Tlo' the operating
efficiency, includes the resonator losses and conversion effi
ciency of pump photons into lasing photons. The mode
matching efficiency, Tim' is the fraction of the pumped cross
section area that lies within the oscillating mode volume. The
fraction of light incident at the laser rod end that is absorbed
in the gain medium (assuming all of the laser diode light falls
within the pump absorption bands) is designated Tlabs' while
Tlj and Tic describe the interface and pump light coupling effi
ciencies respectively. Finally TlLD is the electrical-to-optical
laser-diode efficiency. In the following sections, these factors
will be discussed in greater detail.

A. Operation Efficiency (T/,}

The efficiency with which pump photons are converted
to lasing photons can be calculated as a function of input
pump power, cavity loss, and beam radius. We start with the
steady-state rate equations describing the spatial evolution of
the inversion and photon energy densities:

dS+
[~N - Q] S+ (la)=

dz

dS-
[!W - Q] S- (lb)=dz

o = R - N - v{3N [s+ +S-] (2)
p T

s

where S+ and S- are the forward and backward propagating
photon energy densities respectively (J/cm3), N is the inver
sion energy density (J/cm3 ), Q is the loss coefficient per unit
length of material (cm- 1), ~ is the stimulated emission coeffi
cient ~ = a/hv/ where a is the stimulated emission cross
section (cm2», Ts is the spontaneous emission lifetime (s),
v is the group velocity of the wave in the medium, and Rp is
the pumping power density (W/cm 3). Any radial dependence
is included in the mode matching efficiency Tim and so is ne
glected here.

These equations can be solved numerically (Ref. 7) to find
the output power efficiency as a function of the mirror reflec
tivity for various input power intensities. Figure 3 illustrates
that for an input intensity of 10 kW/cm2 , the photon-to
photon conversion efficiency exceeds 90% (where a single pass
loss of 1% and a given by Ref. 8 were assumed). Figure 3
shows efficiency as a function of output mirror reflectivity for
various input power intensities, and Fig. 4 relates efficiency to
input power for various modal radii.



Another factor considered is that due to the absorption or
pump light along the rod (i.e., as Rp is a function of z), with
the most basic case being the exponential decay of a single
ended pump. This problem has been analyzed (Ref. 9), and for
the pump intensities and emission cross sections relevant to
our application, it was found to be of no consequence.

It is well known that high pumping densities result in more
efficient laser operation. By focusing the light of the diode
pump, high pumping densities can be created even with low
levels of pump power.

B. Mode Matching Efficiency (7J,J

For the efficient use of pump light for stimulated emission,
the pump light must fall within the Gaussian mode of the reso
nator and not be wasted as spontaneous emission. Because the
pump beam cross section may be elliptical and not circular,
and because the gain along the laser rod is nonuniform, laser
efficiency varies with pump and laser mode parameters in a
complex way. In their analysis, Hall et al. (Ref. 10) showed
that efficiency is maximized for the matched mode case: i.e.,
R o :::::: Wo' where R o and Wo are the pump- and laser-nlOde
Gaussian beam waist radii respectively. Although their analy
sis did not take into account high-gain operation, nonuniform
gain distribution, or the divergent nature of Gaussian beams,
R o :::::: W0 is still a good design starting point. Further analysis
and experimentation are being conducted to determine exact
conditions for optimum performance.

C. Absorption Efficiency (7Jabs)

Figure 5 shows the absorption spectrum of a l-cm sample
of 1% Nd+3 in YAG and the corresponding emission spectrum
of the laser diode pump source. It can be seen from this figure
that the laser diode source spectrum falls well within the main
Nd: YAG pump band centered at 807 nm. As illustrated, the
Nd:YAG absorption spectrum is fine structured, so experi
mentation is needed to determine how precisely the laser
diode spectrum needs to be controlled. From Fig. 5 one can
calculate the length of the YAG rod needed to absorb virtually
all of the pump light. For example, a 1- to 2-cm-Iong crystal
will absorb over 90% of the incident pump light.

D. Interface Efficiency (7J,)

To achieve sufficient feedback, the gain medium in a laser
must be placed between two mirrors of high reflectivity. The
high reflectivity is usually obtained by coating the mirrors
with a multilayer dielectric coating. Since the pump light must
pass through this coating (or interface) to pump the medium,
it is important that the coating be highly reflective at the
lasing wavelength yet highly transmissive at the pump wave-

length. By using properly designed dielectric coatings, one
can produce a mirror that reflects 99.8% of the light at
1.06 tIm, yet transmits over 95% of the pump light at
0.810 tIm (A. Zook, Z.C.R. Optical Coating Company, private
communication).

E. Coupling Efficiency (7Jc)

For the device to operate efficiently, the pump light must
be collected and focused onto the gain medium efficiently.
The focusing system must be small, have a short working dis
tance, and have a minimum number of optical components to
ensure high throughput and less sensitivity to motion (dis
placements). Figure 6 shows how collection efficiency varies
with the f number of the collecting lens for standard laser
diodes. Systems with over 90% efficiency (collection and
transmission) are available commercially.

F. Total Optical Conversion Efficiency

The total optical conversion efficiency can now be calcu
lated by simply taking the product of all the subsystem effici
encies previously mentioned:

quantum efficiency: Tlq = 76.7%

operation efficiency: 770 ~ 90%

mode matching efficiency: Tim ~ 100%

absorption efficiency: Tlabs ~ 90%

interface efficiency: Tl j ~ 95%

collection efficiency: 77c ~ 90%

The laser is therefore expected to convert over half of the
pump power into laser light at the Nd:YAG fundamental
wavelength.

G. Overall Electrical Efficiency

The total overall electrical-to-optical efficiency is just the
optical efficiency Tlopt times the power efficiency of the laser
diode pump source, TlLD' For commercially available diode
lasers, T/LD is 10% or more, so overall efficiencies of up to and
greater than about 5% can be expected. This value is over 10
times better than the efficiency of previous side-pumped
lasers. It is also to be noted that laser diode efficiency becomes
the limiting factor for highly efficient operation. Since over
35% overall efficiency has already been achieved in laboratory
devices (Ref. 11), the total efficiency is expected to go up as
laser diode technology matures.
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A. Resonator

where W0 is the radius of the focused spot, d is the diameter
of the incident beam, f is the focal length of the lens, and A. is
the wavelength. Hence, for Wo = 50 /lm andf= 2 cm, d equals
0.02 cm. What this shows is that extremely small optics can be
used to collect and deliver the pump light, thus keeping the
overall size and weight of the laser small.

III. Engineering Aspects
Although this proposed device seems very promIsmg in

terms of highly efficient operation, questions regarding its fea
sibility from an engineering standpoint need to be answered.
In this section, some of the pertinent engineering aspects are
discussed.

(4)o

where the source term contains the Gaussian heat profile. In
Eq. (4), qo is the thermal power density on axis (qo =
Pain R5 l), R o is the pump beam waist, 1is the length of the
material, k is the coefficient of thermal conductivity, and Pa is
the fraction of pump power that goes into heating the material
(P

a
= Pabs (1 - l1q )). The complete analysis of this problem is

quite involved and will be published later. This heat transfer
equation has been solved for local beam heating in nonlinear
crystals (Refs. 13 and 14), and we can use these results to esti
mate the magnitude of the relevant thermal effects.

We now consider the thermal loading effects on the opera
tion of a 1-W Nd:YAG laser utilizing the end pumping con
cept. From the efficiency estimates in Section II, we see that
approximately 2 W of optical pump power are required to
produce 1 W of Nd:YAG radiation. From this we calculate the
power absorbed to be Pabs = Pout/Tlo Tim Tlq ~ 1.4 W. Of this,
the fraction Pa = Pabs (1 - Tlq ) ~ 0.3 W goes into heating the
rod. If we assume this power is absorbed uniformly along a
l-cm rod (in reality the absorption is nonuniform: for estima
tion purposes, the uniform approximation will suffice), then
the thermal load is well below the lI5-W/cm fracture limit for
Nd:YAG. In addition, the power focused onto the end of the
laser rod (Pabs = 1.4 W) to achieve the necessary 10 kW/cm2

pumping intensity for efficient operation is more than a factor
of 3 below the optical damage threshold of Nd:YAG and even
further below the coating damage threshold at the rod facet.

Since the pump beam is Gaussian, the material will be
heated in a nonuniform manner. If we assume that the heat
flows mainly in the radial direction (i.e., neglecting laser-rod
edge effects), the heat conduction equation can be replaced by
the one-dimensional heat equation in radial coordinates

C. Temperature Effects

As noted earlier, efficient laser operation of Nd:YAG
requires pump intensities on the order of 10 kW/cm2 • With
such high optical intensities, thermo-optical effects must be
taken into account. Thermo-optical distortions of a laser beam
arise because of temperature-induced changes in the index of
refraction. The major effects include thermal lensing, spherical
and higher-order aberrations, and thermal depolarization. The
main process by which the material heats up is through the
nonradiative electronic transitions that take place from the
pump band to the upper laser level and from the lower laser
level to the ground state. These transitions are illustrated in
Fig. 7.

(3)2W = 1.27 AI
o d

It is not altogether clear whether or not the pump beam
needs to be anamorphically transformed from its elliptical
shape at the laser diode source to the circular beam of the
resonator mode. The analysis of Hall (Ref. 12) seems to indi- .
cate that pump profile shape does not matter much as long as
all of the pump light falls within the resonator mode area.
There is a problem with applying this analysis because it does
not take into account the divergent nature of Gaussian beams.
Further experiments and analysis are being conducted to
determine the required pump beam manipulation. Even so, to
accomplish this requires only the addition of a cylindrical lens.

To achieve the small spot sizes necessary for efficient opera
tion, the dimensions of a simple (i.e., 2-mirror) and stable reso
nator must be small. For example, the confocal resonator, the
most stable, requires mirrors with radii of curvature of 5 cm
and a separation of 5 cm to achieve beam waist radii of
approximately 50 /lm. This is advantageous in that it reduces
the overall size of the optical transceiver package - a prime
consideration in space optical communications systems de
velopment.

B. Focusing Subsystem

The focusing subsystem needs to have an f number smaller
than 1 to efficiently collect and deliver the pump light (see
Fig. 6). Since only on-axis performance is required, commer
cially available aspheric lenses with f numbers as low as 0.6
can be used for this purpose. A working distance (i.e., the dis
tance from the optics to the focal plane) of 1 to 2 cm is
required. For a given working distance, there is a minimum
diameter that the incident beam possess in order to be focused
to the desired size. For Gaussian beams, the minimum focused
spot size is given by:
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where C is a material constant (C = 8.1 X 10-2 W-l for
Nd:YAG). If we use the value of Pa = 0.3 W in our example,
then we calculate Ldepol == 10-5 , which is an. insignificant
amount. Further analysis is being conducted to compute these
values more accurately.

The first thermo-optical effect we consider is thermal lens
ing. This occurs when radial temperature gradients produce
stress-induced distortion in the laser material such that the
cylindrical laser rod takes on the form of a thick lens. Prelimi
nary calculations indicate that the focal length of any lensing
that occurs will be longer than the length of the laser reso
nators under consideration. This result is important because
it shows that stable laser resonators with small mode dimen
sions can be configured with the appropriate choice of mirrors.

Another thermo-optical distortion that can be quite debili
tating, especially in situations where a polarized laser output
is required, is stress-induced birefringence. This has the effect
of introducing a birefringence into the crystal that tends to
depolarize the beam. If we assume uniform pumping over a
volume bounded by the pump beam waist R o, and if we
assume that the resonator mode waist radius Wo equals R o'
then we can estimate the loss due to stress-induced birefrin
gence by the fraction of the light rejected when an analyzer is
placed in the path of the depolarized beam. This loss is given
by (Ref. 15).

(
16 )-1L =141+--

depol I C 2 p; (5)

to simple stacking, which has been used in pumping very short
Nd+ 3 lasers, is fiber-optical pump coupling. In this scheme, the
pump light is transmitted from the diodes to the gain medium
through multimode fibers as shown in Fig. 8. Such fiber
couplers have been built with only 1.S-dB insertion loss
(Ref. 16).

Since the single pass gain of the laser is the integral of the
gain per unit length, several laser rods can be cascaded together
so that the packing requirement goes down by a factor of liN
compared to a simple double-ended pump (N is the number of
rods, assuming each rod can be pumped from both ends, cas
caded together). This novel concept is illustrated in Fig. 9. A
traveling wave laser consisting of four laser rods pumped by
eight sources of 200 mW each produces 1.6 W of pump power,
and, from Section II, 800 mW of output power at 1.06 /lm.
Unidirectional power flow in this ring cavity can be insured in
several ways, for example by an InGaAlAsP laser operating at
1.06 p.m acting as an injection locking device. The scale in
Fig. 9 is drawn to show that it is possible to achieve high out
put powers in very small packages.

Although none of the devices described in this section have
been built yet, they illustrate that efficient lasers producing
approximately 1 W could be built today using off-the-shelf
technology with the end-pumping concept. Furthermore, ex
tensive industry efforts are now being invested in developing
high-power laser diode arrays for pumping second harmonic
Nd:YAG lasers, so that an order of magnitude increase in the
available pump power from a single array can probably be ex
pected in the near future.

IV. Pumping Configurations
In all the analyses presented thus far, we have neglected the

problem of concentrating the diode pump power to produce
sufficient laser output power. The area into. which the laser
diodes themselves must be packed to ensure proper mode
matching over the length of the rod is governed by conserva
tion of brightness: Al n1 =A 2 n2 , where A 1 and A 2 are the
object and image source areas respectively, and n 1 and n2 are
the divergent and convergent solid angles respectively. Since
the diode pump source is anamorphic, the packing require
ments for directions perpendicular to the junction are differ
ent than those for directions parallel to the junction. As was
mentioned in Section II, the relationship between pump beam
and laser-mode size is quite complicated, but estimates based
on conservation of brightness seem to indicate that pump
diodes must be placed within 100 /lm for efficient operation.
Further analysis is needed to resolve this point. An alternative

v. Conclusions
In this article, a highly efficient Nd:YAG laser end-pumped

by GaAlAs lasers has been proposed. The overall efficiency of
such a device was estimated by evaluating the efficiency of
each component, and the optical-to-optical efficiency T/opt was
found to exceed 50%. Next, engineering aspects such as reso
nator design and coupling optics were discussed and the degra
dation of the device operation due to thermo-optical effects
was calculated and found to be minimal. Finally, several ways
for combining and arraying pump sources to increase power
output were presented. It was concluded that output power
levels close to the goal of 1 W could be achieved with existing
technology, with the prospect of increased power virtually
assured. An experimental program is now underway to demon
strate key concepts with the goal of developing such a high
efficiency device.
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Fig. 1. Semlconductor-Iaser-dlode-pumped Nd:YAG with side pumping geometry;
end view Illustrates mode mismatch.
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Fig. 2. Semiconductor-laser-pumped Nd:YAG: (a) end-pumping geometry; (b) end view of mode
matching properties; (c) side view of nonuniform pumping along length of rod.
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Fig. 7. Energy diagram of four-level laser operation
and heat generation process in Nd:YAG
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Condensed Antenna Structural Models for
Dynamics Analysis

R. Levy
Ground Antenna and Facilities Engineering Section

Condensed degree-offreedom (effective-mass) models are compared with large degree
offreedom finite-element models of a representative antenna-tipping and alidade struc
ture, for both "locked" and "free-rotor" configurations. It is shown that: a) the effective
mass models accurately reproduce the lower-mode natural frequencies of the finite
'element model; b) frequency responses for the two types of models are in agreement up
to at least 16 rad/s for specific points; and c) transient responses computed for the same
points are in good agreement. It is concluded that the effective-mass model, which best
represents the five lower modes of the firiite-element model, is a sufficient representation
of the structure for future incorporation with a total servo control-structure dynamic
simulation.

I. Introduction
The finite-element computer models of a typical large

antenna-tipping structure and alidade comprise many more
degrees of freedom, than can, or need be represented in a prac
tical simulation of a combined structure and control-system
dynamic response. Consequently, a drastic reduction of the
structural finite-element model, to only a few equivalent
~degrees of freedom, is a necessary and a common practice.
There are many known ways to achieve this reduction. Al
though differing in details of implementation, each of these
ways are essentially equivalent in accurately representing only
the low-frequency vibration modes and ignoring higher fre-

40

quencies that are presumed to be outside of the operational
control-system bandwidth.

The method of reduction used here is to represent each
low-frequency vibration mode by an equivalent spring-mass
single degree-of-freedom oscillator that is independent of the
other modal oscillators. The formulation, which is given in
Ref. I, ensures that the reactions that result from independent
rigid body acceleration of the structure foundation are the
same for both the many degrees-of-freedom model and for the
corresponding equivalent oscillators. This formulation is
accomp'tished by matching the terms of the rigid-elastic modal
coupling matrices of both the full structural model and the



equivalent oscillator model that represents the same modes. It
can be shown that this condition also makes the kinetic energy
of each oscillator equal to that of the corresponding structural
mode for steady-state foundation motion. The inertia of
higher-frequency modes, not represented by spring-mass oscil
lators, is contained in a residual mass placed at the foundation.
Consequently, the mass of the full structure is accounted for;
the approximation of this representation is only due to omit
ting the elasticity of the higher-frequency modes not repre
sented by additional individual oscillators. It follQws that the
accuracy increases with larger numbers of effective oscillators.
In the limit, a large set of oscillators provides a mathematically
exact duplication of the dynamics of the original finite
element model.

This reduction method is chosen because of its accuracy,
the simple representation it proVides for the structure within
a complete structure-servo control dynamics simulation pro
gram, and the ease of developing the effective oscillator prop
erties. The eqUivalent oscillators are determined from special
output provided by the JPL-IDEAS program eigenvalue analy
sis (Ref. 2). The output consists of a summary of the compu
tations according to the algorithms of Ref. 1 for which princi
pal relationships are restated and included here for reference
in Appendix A. A restriction, that the equivalent representa
tion applies only to systems that have statically determinate
foundation reactions, is satisfied by the antenna structure.

II. Structure Models
The azimuth-axis drive control of an example 34-m diam

eter at the zenith position (elevation = 90°) will be considered.
The elevation-axis drive model is similar with respect to
representation of the tipping structure, but a separate treat
ment is necessary for the alidade representation. Figure 1
shows a representative tipping structure and alidade. The
global Z-axis is the vertical axis. At zenith elevation, the
reflector local Z (pointing) axis coincides with the global axis
and at horizon elevation the local reflector Y-axis coincides
with the global Z-axis.

The effective mass oscillators are derived from a JPL
IDEAS eigenvalue analysis of the finite-element model. The
structure is foundation-grounded at the alidade base. Since we
are concerned with the azimuth-axis drive, the only ground
motion of interest is the alidade rotation about the Z-axis and
the corresponding inertia term is the mass moment of inertia
about this axis. Consequently, the effective "mass" model
becomes an effective "mass moment of inertia" model with a
torsional, rather than linear, spring constant. In the following
discussions, references to "mass" and "inertia" will be used
interchangeably to imply the "mass moment of inertia."

Figure 2(a) shows five effective mass oscillators that are
established after screening the lowest 16 natural vibration
modes found from the eigenvalue analysis. The screening elimi
nated modes with insignificant azimuth rotation and reduced
the number of oscillators to the five that represent the first
through the fourth and the thirteenth modes of the con
strained model. These oscillators are combined with the resid
ual inertia of the remaining unrepresented natural modes and
with the azimuth gearbox springs. Motion of the alidade base
(point B) is allowed, and Fig. 2(a) represents a "locked rotor"
model grounded at the azimuth motor rotors. Figure 2(b) is
the "free rotor" model with unconstrained azimuth rotors
and with the reflected rotor inertia included at the two motor
points (Ml and M2). Each motor point is associated with the
azimuth drive consisting of the two motors and two gearboxes
at each of the two corners of thealidade base. The control
system model transfer function for the effective-mass oscil
lators is described in Appendix B.

The conventional normal coordinates of the associated
natural modes are related to the five effective oscillator coor
dinates by easily determined individual scale factors. These
modal normal coordinates can be employed within the conven
tional method of modal analysis (Ref. 3) as "combining
factors" that operate on the eigenvectors to synthesize the
dynamic displacement response of the finite-element model
by superposition. However, since the effective-mass coordi
nates are relative to the alidade base, the displacement of the
base must be added to each displacement obtained from modal
superposition.

III. Numerical Results
Table 1 provides the inertia and stiffness properties of the

condensed models of Figs. 2(a) and 2(b). The five frequency
numbers tabulated are from the eigenvalue analysis of the
finite-element model grounded at the alidade base (no gear
box springs) and are a subset of the first sixteen modes, as
described previously. Notes in this table show how the residual
inertia is determined for the azimuth base point of the model,
and also show the calculations for reflected motor-rotor iner
tias and gearbox springs.

A. Natural Frequencies

Table 2 shows comparisons of the natural frequencies ob
tained from analysis of the models of Figs. 2(a) and 2(b), and
the 12 lowest modes obtained from analysis of 3700 degree-of
freedom finite-element models that also contained the azimuth
gearbox springs and the free rotor reflected motor inertias.
There apparently is a spurious highest-mode frequency of the
equivalent models, but otherwise the agreement with the full
models ranges from excellent to good. The second mode
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(4.9 rad/s) free-rotor natural frequency is not significant and
represents a mode shape that consists essentially of the two
motor rotors moving in opposition. This mode would be
excited only in the case of a conflicting input command. Note
that the lowest-mode frequency of the full model for the free
rotor case is almost, but not quite, equal to the ideal value of
zero. This is because at the time of this investigation the
IDEAS program did not accommodate a singular stiffness
matrix except by the artifice of including an almost zero stiff
ness spring. More recently, however, a program update has
been proVided to treat the singular condition. Figure 3 shows
a plot of the lowest 12 finite-element model natural frequen
cies to facilitate comparison of the "locked" and "free" rotor
configurations. Where frequencies are almost the same for
either configuration, it can be assumed that the mode does not
entail significant rotation about the azimuth axis.

An additional NASTRAN program natural frequency analy
sis was made for the "free-rotor" finite-element model for
comparison with the IDEAS "soft-spring" analysis. Table 3
shows the NASTRAN natural frequencies and repeats the
values from Table 2 that were obtained with IDEAS. The fre
quencies compare well from the first through fifth modes and
also for the seventh and eighth modes. The generalized masses
computed for the eigenvectors of these same modes have also
been found to be similar. There is no eigenvalue agreement
after the eighth mode, and NASTRAN does not show several
of the lower frequencies (which have been identified as local
quadripod modes, found by IDEAS). Some differences be
tween results of the two programs are expected because of
small differences in the stiffness matrix formulation for mem
brane plate finite elements.

B. Steady-State Response

Forced steady-state frequency response calculations were
made for the effective-mass models of Figs., 2(a)and 2(b) and
also by conventional modal superposition analysis of the 12
lowest modes of complete finite-element models with gearbox
springs and motor rotors. Damping was assumed to be negligi
ble in these calculations. The natural frequencies of all of
these models have been presented in Table 2.

The input to the "locked-rotor" models IS a fixed ampli
tude, variable frequency sinusoidal torque applied at the
alidade base. It can be shown that a similar dynamic response
will occur when the torque excitation is replaced by pre
scribed equal sinusoidal displacements at the motor grounding
points. Figure 4 shows the "locked-rotor" steady-state re
sponse for the alidade base <PB' azimuth encoder <PE' and
alidade <PA at forcing frequencies of up to 16 radians per
second. The alidade response shown is defined as the rotation
of the line between the elevation-bearing support points at the
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top of the alidade. Four sets of data are shown on each of the
curves of Fig. 4: the full-model 12-mode response superposi
tion computed by both the mode-displacement (M-D) and
mode-acceleration (M-A) methods (Ref. 3); the response of
the six degree-of-freedom (6 DOF) model of Fig. 2(a); and
the response of a model (2 DOF) similar to that of Fig. 2(a),
but with only one equivalent modal mass instead of five.

It can be seen that the full-model mode-acceleration meth
od and the model of the responses of Fig. 2(a) are in agree
ment. These responses also are assumed to be the most accu
rate, based upon a check that can be made for zero forcing
frequency. The mode-displacement and mode-acceleration
methods' responses appear to converge at higher frequencies.
The single effective-mass (2 DOF) model accuracy degenerates
at frequencies above the 10.7 rad/s lowest-mode resonance. At
forcing frequencies beyond the second mode resonance of
14.6 rad/s, this 2 DOF model is no longer valid.

The torque input to the "free-rotor" models is an equal pair
applied at the two motors. The frequency response is shown in
Figs. 7 through 10. Figures 7 through 9 show the responses for
the same points as Figs. 4 through 6. Figure 10 shows the re
sponse curve for either one ofthe same motor points that were
grounded for Figs. 4 through 6. The model 12-mode response
is computed only by the mode-displacement method. As in
Figs. 4 through 6, the response of the effective-mass model
(8 DOF) is identical to the full-model response to within the
scale of the figures. The response of a single effective-mass
model (4 DOF) compares in accuracy to the response of the
similar model (2 DOF) of Figs. 4 through 6. It is reassuring to
observe that the motor response exhibits the conventional
anti-resonances at the locked-rotor natural frequencies.

c. Transient Response

Transient responses of full structure and effective mass
models are shown in Figs. 11 and 12. The rigid body motion
of the free rotor models has been subtracted in Fig. 12. Time
histories are shown for impulse-type forcing functions that
consist of step torques of 0.02 seconds duration (instead of
the sinusoidal functions used in the frequency response analy

.sis in Figs. 4 through 10).

The solid lines in Figs. 11 and 12 are the responses for the
effective-mass models determined by the Advanced Continu
ous Simulation Language (ACSL) program. The ACSL pro
gram was used to solve the differential equations for the
models of Figs. 2(a) and 2(b) directly, although it could also
use transfer function inputs. The broken lines represent the
response superposition for the lowest 12 modes of the full
finite-element model, which were obtained by an in-house
program written for this purpose. In both "locked" and "free"
rotor models, damping of 0.5% was applied for the lowest



significant elastic modes (10.7 and 11.3 rad/s) and the damp
ing for the higher modes increased (damping matrices were
proportional to stiffness matrices) in proportion to the natural
frequency.

The above figures typically show essentially similar wave
forms, although there are occasional differences in the ampli
tude peaks. These differences tend to be restricted to the
initial half of the time histories. At the later times of the fig
ures the full model and effective-mass model agreement
improves. The differences in the earlier portion of the time
histories is attributed to the presence of more higher-mode
frequency content in the full model, which becomes attenu
ated later on by damping. Despite some differences in the
transient response curve, the transient response agreement of

the five effective modal-mass representations with the full
model response is estimated to be adequate.

IV. Summary
The lower-mode natural frequencies have been shown to be

identical in large finite-element models and condensed
effective-mass models. Furthermore, the control-system band
pass cut-off frequency, usually less than about 2 rad/s, is
within the range of frequencies for which the effective-mass
models have shown good agreement with the full finite
element models for steady-state response. Consequently, the
numerical results justify employing the effective-mass repre
sentation within the control-structure simulation model.
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Table 2. Full and condensed model natural
frequencies, rad/s

Natural frequencies, rad/s
9 33.79

Locked Rotor Free Rotor
10 39.13

Finite- Equivalent Finite- Equivalent
11 40.89

element 600F element 8DOF 12 41.51
model model model model

(IDEAS) (RESPONMAP) (IDEAS) (RESPONMAP)

1 10.70 10.71 0.17 0.00

2 14.64 14.65 4.89 4.99

3 15.10 15.21 11.28 11.28

4 15.74 15.74 14.67 14.67

5 19.00 22.05 15.10 15.21

6 19.10 55.12 15.75 15.74

7 21.70 21.88 .22.23

8 23.05 23.05 55.15

9 25.54 25.53

10 26.05 26.07

11 26.37 26.31

12 29.65 29.22
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"'In first 16 modes of finite-element model grounded at base frame.

Notes:
1. Total structure and parasitic inertia about azimuth

axis =1.3612 X 108 in-Ibf/s2.
2. Residual inertia of B = 1.3612 X 108 - 9.734 X 107

=3.878 X 107 in-Ibf/sec2.
3. Inertia of one motor armature and gearbox =0.0907 Ibf-ft-sec2

at high speed =0.0907 X 12 X (15.339)2 =2.56 X 108 in-Ibf-sec2

at 1 X speed =5.12 X 108 in-Ibf sec2 for 2 motors.
4. Spring constant, one gearbox =0.963 X 107 at pinion

X (386.7" radius/15" wheel)2 =6.4 X 109 in-Ibf/rad of 1 X speed
= 12.8 X 109 in-Ibf/rad for 2 boxes.

Table 3. NASTRAN vs. IDEAS, flnlte-element model,
free-rotor natural frequencies

2,592 1

11,393 2

103 3

272 4

129 5

23 6

124 7

715 8

9

10

11

12

69

344

51

299

IDEAS
model

Rad/s
General

mass

0.11 2,589

4.89 11,380

11.28 103

14.67 119

15.10 113

15.75 22

21.88 114

23.05 651

25.53 8

26.07 6

26.31 5

29.22 84

Mode
General

mass
Rad/s

0.00

4.88

11.32

14.89

15.51

20.39

21.99

23.68

NASTRAN
model

1

2

3

4

5

6

7

8

Mode

6.808

0.429

3.458

1.831

46.090

Stiffness
in-Ibf/rad
X 10-9

12.800(4)

12.800(4)

Table 1. Equivalent-mass model data

Mode'" Simulated Inertia
Point in-Ibf-s2

No. Rad/s X 10-7

1 1 13.59 3.686

2 2 15.71 0.186

3 3 15.26 1.486

4 4 15.90 0.725

5 13 35.53 3.652

Sum 9.734(1)

B Alidade base 3.878(2)
frame

Ml One drive corner 51.200(3)

M2 One drive corner 51.200(3)
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Fig. 1. Example antenna structure (34-m diameter)
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Fig. 2. Equivalent-mass models: (a) locked rotor; (b) free rotor
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Fig. 3. Tipping and alidade structure natural frequencies, azimuth
model (reflector at 90" elevation)
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Appendix A

Equivalent Oscillators Computations

The equations of motion of a linear, undamped elastic
structure are:

Mii+ Ku = f

in which

M = mass matrix

K = stiffness matrix

f = vector of forcing functions

u = set of all displacements

x = all displacements excluding the foundation

g = foundation displacements

(A-I)

(A-2)

(g) (gy) (gz) (ge) (ge) . (ge z)

1 0 0 0 Z' -y'

typical 0 I 0 -Z' 0 X'
0 0 I y' -X' 0

rows =
ofct>R

0 0 0 I 0 0
0 0 0 0 1 0
0 0 0 0 0 I

where X', y', and Z' are the difference in the X, Y, and Z
coordinates of the particular node and the center of the foun
dation rotation.

In the special case of a structure model that omits rota
tional degrees of freedom and contains only the three transla
tions at each node, the last three rows of the above form are
omitted. Beyond this, the remainder of the following develop
ment applies without other modifications.

For a structure with N nodes, we can write ct>R as the fol
lowing six column partitions

When the structure has a statically determinate connection to
the foundation, the displacements can be expressed as a com
bination of elastic and rigid body terms, e.g. where the form of each column repeats the six row (or three

row, as explained) expression shown above.

(A-3) Substituting Eq. (A-3) in Eq. (A-2), we have

in which the foundation displacement has, at most, six com
ponents consisting of the three translations and three rotations"
that are listed in the following notation:

u (A-S)

and

y = set of elastic displacements

ct>R = rigid body transformation; depends only on the
geometry of nodes and the center of the foundation
rotation

Each six rows of ct>R correspond to the six degrees of free
dom at each physical node of the structure model, and are of
the form:
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in which Iyy and Igg are identity matrices of the size of y and
ofg.

From conventional synthesis of normal modes, the elastic
displacements are

(A-6)

in which

ct>N = matrix of eigenvectors ("modal matrix")

~ = vector of "normal" modal coordinates

By substituting Eq. (A-S) in Eq. (A-6), we have



(A-7)

concluded, from the principle that forces and reactions are
zero for rigid body displacements, that only the upper-left par
tition of this matrix is not null. Therefore, we can rewrite Eq.
(A-lO) as

By par...ioning Eq. (A-I) to conform with Eq. (A-7), mak
ing that substitution, and considering only the mass matrix
Myy associated with the elastic displacements, we have

(A-8)

Equation (A-8) is premultiplied by the transpose

Note from the orthogonality of the normal modes, that MNN
and KNN are diagonal.

(A-ll)

in which

MNN = ¢~ Myy ¢N' the elastic-structure generalized mass
matrix

MER = ¢~ Myy ¢R' the elastic-rigid coupling matrix

MRE = M~R' the rigid-elastic coupling matrix

MRR = ¢~ Myy ¢R' the rigid-body mass matrix

KNN = ¢~ ~y ¢N' the elastic-structure generalized stiff
ness matrix

(A-9)

where Kyy' K yg• Kgy• Kgg• f y ' and fg are the conforming
partitions of the mass matrix and of the forcing function.

with the result Equation (A-II), except for differences in notation and
ordering, is identical to Eq. (A-4) of the reference.

+

I

¢~ ~y ¢N : ¢~ K yy ¢R + ¢~ K yg
- - - - - -1- - - - - - - - - -

¢k ~ ¢N : ¢~ ~ ¢R + ¢~ ~g

I
+ Kgy ¢N 1 + ~ + Kgy ¢R

When a full set of the maximum of six independent foun
dation displacements is considered, the elastic-rigid coupling
matrix MER has one row for each normal mode included and
one column for each of the six foundation displacements. A
specific row of MER corresponding to the jth normal mode
can be written as

(A-12)

in which, for example

(A-lO)

The second coefficient matrix on the left-hand side of Eq.
(A-lO) can be significantly simplified. The simplification is
obtained by considering only cases of rigid body displacements
of the structure and foundation. In this case, all elastic dis
placements and displacement derivatives are zero, and only the
foundation displacements can be non-zero. Then it can be

where ¢Nj is the jth natural mode eigenvector and ¢x is the
first column of the column-partitioned form of cPR' as de
scribed following Eq. (A-3) and in Eq. (A-4). The remaining
righthand-side terms are computed similarly by substituting
the corresponding column of cPR' Furthermore, the generalized
mass of the jth normal mode follows from the definition of
the MNN matrix Eq. (A-II) as

(A-13)
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The notation of Eqs. (A-I 2) and (A-l3) allows, as an exam
ple, the following term to be defined:

(A-I 7)

(A-14)

Obviously, five more terms (MEyj' MEzj' ME8xj, ME8yj , and
ME8zj), similar in form to Eq. (A-14), can be generated by
employing the second through sixth right-hand terms of Eq.
(A-12) to replace, in turn, the Mj term of Eq. (A-14). Alge
braic manipulations can show that forming the sum of the
.absolute values of the first three terms generated this way
provides the lh mode equivalent (effective) mass as defined in
the reference. That is,

It can also be shown that the six terms, MExj through
MEOzj' are the reductions to the diagonals of the residual mass
matrix MRES produced by the jth normal mode. As a specific
example, the k th diagonal term of the residual mass matrix
when M normal modes are included is given by

M

MRES (k, k) MRR (k, k) - L: abs(MEPj) (A-16)
j= 1

where p = x, y, Z, 8x, 8y, and 8z for k = 1,2,3,4,5, and 6,
respectively.

Evidently, if all natural modes are considered, the residual
mass matrix will be zero. Also, if a diagonal term of MRES is
relatively large in comparison with the same diagonal of MRR ,

most of the inertia is being treated as rigid, and very little of it
is being recognized as flexible. Nevertheless, such a representa
tion could be appropriate if the M modes included adequately
cover the spectrum of the structure frequencies that could be
excited by the control system. Furthermore, if no normal
(elastic) modes are considered, the following equality holds:
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When the mechanical control-system model is for an
azimuth-elevation antenna, we are concerned with, at most,
two rotational components of the foundation displacement
vector. As a specific example, say we are concerned only with
the azimuth-drive axis, which is identified here as the Z-axis.
Then, the pertinent foundation displacement is gox' The sig
nificant terms of the rigid body and residual mass matrices are
MRR (6,6) and MRES (6,6). Of the six terms that can be gen
erated on the form of Eq. (A-14), only the last term MEOzj is
needed. This latter term becomes the lh mode equivalent iner
tia which is employed instead of the equivalent mass of
Eq. (A-IS).

The JPL-IDEAS computer program eigenvalue analysis per
forms the following related operations:

(I) Computes eigenvalues, eigenvectors, and generalized
mass for the M user denoted lowest-frequency natural
modes.

(2) Computes the six components of MER (see Eq. A-14)
for each of the modes.

(3) Computes and tabulates the six reduction components
to the diagonals of the residual mass matrix (see Eq.
A-14) and equivalent mass (see Eq. A-IS) for each
mode.

(4) Computes and prints the 6 x 6 rigid-body mass matrix
MRR (see Eq. A-II).

(5) Computes and prints coordinates to locate the equiva
lent effective mass of each mode. The computations
are not described here, but are consistent with formu
lations shown in the reference paper.

(6) Lists the sum of reductions to each of the diagonals of
the residual mass matrix and the diagonals of the resid
ual mass matrix for the M modes.



Appendix B

Transfer Function of Equivalent Modal
Inertia Structure Model

A complex elastic structure can be simply represented
within a mechanical control-system simulation model by the
"candelabra" diagram of Fig. B-l. Here the parallel branches
represent equivalent effective oscillators derived from the nor
mal modes of the structure, and the stem represents physical
coordinates of the output pinion of the gearbox that drives the
system and of the motor that applies driving torques through
the gearbox. The remainder of the control system, which inter
faces with the motor and pinion, does not permit such simple
generalization and is omitted from the figure.

The motor equation of motion is of the form.

JMTR. eMTR. +KG (8MTR. - 8p) + Control System Terms =
/ / /

Motor Input Torque (B·3)

In Eqs. (B-1), (B-2), and (B-3) we have assumed an un
damped structure and gearbox ratios of unity. These are not
essential assumptions and are made here only to condense the
discussions.

It is convenient to recast the equations of motion into rela
tive oscillator coordinates. To do this, let e

j
be the coordinate

for the i th oscillator relative to its base 8p' That is

The following notations are used in conjunction with
Fig. B·1:

q 1 " . " qM = generalized elastic-effective modal coordinates
derived from the "locked-rotor" (fixed at
pinion) natural modes of the structure

J 1,' • " JM =equivalent inertia of the effective coordinates

K1" . " KM = eqUivalent stiffness of the effective coordinates

w
nj

= ith mode structure natural circular frequency
(Kpj) 1/2

or

Then Eq. (B-I) becomes

(B-4)

Using the Laplace operator S, the associated transfer functions
become

8p = gearbox pinion coordinate

Jp = gearbox inertia (includes residual inertia of
structure, which is the inertia not included in
J

1
throughJ

M
)

KG = gearbox spring constant

8MTR = coordinate of motor (input end of gearbox)

JMTR =motor inertia

(B-6)

The typical equation of motion for the i th modal oscillator
is

Equation (B-2) can be written as

(B-2)

in which it has been assumed that there are L motors (with ge
neric index, j) and gearboxes all attached to the same pinion.

The pinion equation of motion is

M L

Jp8p +~ Kj (Op - q) +~ KG (Op - 8MTRj )

1=1 /=1

(B-1)

o
or (B-7)

M L

Jp 8p = L Kje j+ L KG 0MTR. - LKG 8p
~1 ~1 /

so that the transfer function becomes
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in the i th mode, and (JE equal the encoder displacement (in
physical coordinates). It then follows from conventional
modal analysis and the conversion here to relative coordinates
that

(B-8)

The inertia, spring constant, and natural frequency of each
ej is the effective value associated with the ith normal mode. If
~j is the normal coordinate of the ith mode, it can be shown

M

(JE = L: I/>EjEj+(Jp
j'=l

By introducing the new constants

(B-lO)

(B-1 I)

(B-9)
we have, from Eqs. (B-9), (B-IO), and (B-1 I),

A servo-block diagram equivalent to Fig. B-1 is shown in
Fig. B·2. This figure incorporates the relationships of Eqs.
(B-6), (B-8), and (B-12), a non-unity gear ratio N, and four
independent drive motors.

where

and JG j is the generalized mass of the ith mode, arbitrarily
normalized according to the normalization of the eigenvector.
Then let I/>Ei equal the value of the eigenvector of the encoder
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M

(JE = L: AEjej+(Jp

j'=l

(B-12)



Fig. B-1. Structure model with equivalent modal oscillators
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Fig. B-2; Servo-block diagram: equivalent modal Inertia transfer functions within motor gearbox drive system
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Interpolation Methods for GTD Analysis of Shaped Reflectors
V. Galindo-Israel, W. Imbriale, Y. Rahmat-Samii, and T. Veruttipong

Radio Frequency and Microwave Subsystems Section

It is often required to find "smooth" analytic representations for antenna reflector
surfaces which are prescribed only by discretized data obtained by various synthesis
methods. Frequently the data are distributed in a nonuniform grid and contain noise. The
"smoothness" required is to C1 for physical optics diffraction analysis and to C2 for
Geometrical Theory of Diffraction (GTD) analysis. Furthermore, the GTD analysis ap
proach requires a surface description which returns data very rapidly. Two methods of
interpolation, the global and the local methods, are discussed herein. They each have
advantages and disadvantages - usually complementary. These characteristics are dis
cussed and examples are presented.

I. Introduction

The diffraction analysis of reflector surfaces which are
described only at a discrete set of locations usually leads to the
requirement of an interpolation to determine the surface
characteristics over a continuum of locations. Such discretized
surface descriptions can come about from a set of point
measurements for example. Another common source of such
a description is the dual offset shaped reflector synthesis
(Refs. 1 and 2), which may involve numerical difference type
solutions over a discretized field.

The physical optics analysis of a reflector antenna requires
an accurate description of the point characteristics (e.g.,
[x, y, z] or [r, e, ¢]) of the surface, and it also requires a rea
sonably accurate description of the slopes (e.g., [azjax =
Zx,Zy] or [ro,r</>]) at the same points. The GTD analysis
requires, further, an accurate knowledge of the second deriva
tives at the same points. The second derivatives provide the
scattered amplitude for both the GO and the diffraction parts
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of GTD. Hence the GTD analysis of shaped reflectors with dis
cretized raw data requires an accurate and often time consum
ing interpolation process.

In dual reflector antennas, it is usually desirable to analyze
the subreflector by GTD since more near-zone observation
points are required on the main reflector than far field obser
vation points of the main reflector. (We diffraction anillyze the
main reflector by the Jacobi-Bessel method [Refs. ~ 'and 4] .)
The interpolation techniques to be described are applicable to
both reflectors, but we will describe results found for a shaped
subreflector synthesized for high gain.

High gain shaped subreflectors represent a more than aver
age difficult surface to describe because the surface curves
more rapidly and often possesses inflection points (Refs. 1
and 5). A profile description of such a dual reflector is shown
in Fig. 1. Also illustrated are the projected (on the [e,¢]
plane) discretized raw data locations at equal (Lie ,Li¢) incre
ments. In some synthesis methods (Ref. 1), the raw data



consists of r, ro' and rrp at each (e,l/» discretized location.
However, the derivative data of at least one derivative (in
Ref. 1 the rrp derivative) are unstable since they are computed
by difference techniques which do not permit very small in
crements.

A method for evaluating the accuracy and stability of a
surface description is to compute the "distance" function
derivatives D</> and D</></>. The distance D is the the distance
from the source to a point on the reflector and then to the
observation point. When D is a minimum (Fermat) we have a
GO or an edge diffraction spectral point. In our evaluation
method, we allow the point on the subreflector to vary in posi
tion with I/> (e fixed). Usually we take e = eMAX along the
edge of the reflector, although all evalues should be evaluated.

The results for a particular set of raw data (Ref. 5) are
shown in Fig. 2. Note the erratic second derivative behavior
(D</> =0 implies a diffraction spectral point - there are two).

II. Global Interpolation
A global interpolation representation is a closed form or

series expression valid over the entire surface. The coeffi
cients of a series expression are found by an integration of the
raw data. Since far fewer coefficients are used to describe the
surface than raw data points, the integration effectively pro
vides a smoothing of the raw data.

For example, the Jacobi polynomial-sinusoidal (Ref. 3)
expansion was found (Ref. 6) to provide a fast converging rep
resentation of the offset shaped subreflector discussed. The
representation is

r (e ,I/» = I: ~ amn F':n (e) Ic~s nl/> J
n=O m=O sm nl/>

where the Jacobi polynomial

and the am n are found by using the orthogonality properties
of the expansion functions.

In Fig. 3, the distance function D~ is found to be perfectly
smoothed in the global description of the reflector. In Fig. 4
we observe the convergence of the D</> and the Drp</> functions

with N X M terms. Although N X M = 4 X 4 = 16 terms are
totally adequate for D</> (at the edge), several more terms are
required for Drprp. Actually the derivatives with respect to e
demand some extra terms. The GTD diffraction pattern for
the same shaped subreflector is shown in Figs. 5 and 6. The
depicted patterns are taken in the plane of offset of the subre
flector which possesses left-right symmetry. A feed with
-16 dB taper at the subreflector edge was used. The pattern
increases with e because it is shaped to compensate for the
space loss that results when feeding a main offset shaped
reflector for high gain. The amplitude is dependent directly
upon the second derivatives of the reflector surface.

Figure 5 illustrates the convergence of the pattern with
increasing number of global coefficients to represent the sur
face. We find 4 X 4 = 16 terms are adequate except for some
cross polarization introduced near e "'" -3°. There is no cross
polarization with 5 X 5 = 25 terms. In Fig. 6, we observe the
same GTD pattern obtained for 5 X 5 global terms and the
results obtained directly from the raw data.

The advantages of the global representation can be briefly
summarized:

(1) It converges rapidly and uses a small computer core to
describe the entire reflector (16-50 real numbers).

(2) It is analytically smooth through the second derivatives.

(3) It can be readily used as a synthesis tool with optimiza
tion techniques since few terms are involved.

The principle disadvantage of the global representation is
that it is computationally much slower than closed form ex
pressions such as the hyperboloid formula. In GTD analysis,
the search for the GO and edge spectral points (for many
observation points) may require many thousands of surface
evaluations. Hence a very fast local interpolation (which may
use a large set of data and core) is desirable.

III. Local Interpolation
A local interpolation provides a closed form expression for

only a small area of the reflector surface. In Fig. 7, we divide
the subreflector into three (or more) sectors where each have
constant (Ile ,Ill/» discretized data. Each area segment is then
described by a two-dimensional quadratic surface - locally:

The six coefficients are found locally from six data points and
stored for that particular (e,¢) location. Although the second
derivatives zxx' Zxy' and Zyy can be found from the quadratic
expression above, we choose to find an average zxx AVG'
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ZXYAVG' ZYYAVG over the area segment. We thus store nine
instead of six real numbers for each segment. We found this
averaging necessary because our computer word size (36 bits)
would not allow a sufficiently small (~e ,~¢) to be used so as
to calculate the second derivatives accurately from the quad
ratic expression above. The averaging method worked suc
cessfully.

A quadratic expression was used instead of a higher order
local expression because of our required "maximum speed
possible" computation. Furthermore, we required our surface
to return (X, Y, Zx' Zy; Zxx' Zxy' Zyy) data from a (e,¢)
input. The required computation is fast and simple for a quad
ratic expression but rapidly becomes more complex as the
order of the local surface is increased.

The disadvantages of the local interpolation are essentially
the same as the advantages of the global interpolation. In par
ticular, a large core is required for the local interpolation. The
advantage is the higher speed and "turn-around" time for com
putations. The speed is

(1) Independent of the surface complexity (or the number
of terms required by the global method)

(2) >20 X global for 50 global terms
>10 X global for 25 global terms

The local interpolation does require "smooth" raw data. We
found it useful to first obtain a global expression and then do
our diffraction analysis rapidly with the local interpolation.
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Design Procedure for the New 70-Meter Antenna
Subreflector Positioner

R. D. Hughes
Ground Antenna and Facilities Engineering Section

Design procedures are developed for determining Cassegrain-type antenna subrefiector
positioner strength and displacements under wind and gravity loading conditions. The
procedures are applied to the JPL 70-m antenna subrefiector design, and the resulting
design details are presented. The generalized analysis can be adapted to other antenna and
subrefiector-positioners. The results show that the new design meets the strength and
displacements criteria under worst-case loading.

I. Introduction.

Under the 64-meter to 70-meter Antenna Upgrade and Re
habilitation Project, the three existing 64-meter antennas of
JPL at DSS-14 (Goldstone, California) DSS-43, (Tidbenbi11a,
Australia) and DSS-63 (Madrid, Spain) will undergo major
modifications which will increase the antenna gain by 1.9 dB
at X-band and extend the aperture diameter from 64 to
70 meters. Although the antenna will remain essentially
Cassegrainian, the main reflector will be "shaped" to a slightly
non-parabolic surface contour to provide a uniform RF radia
tion pattern. A uniform radiation pattern would increase the
antenna gain and efficiency; and when added to other gain
increases realized by extending the antenna diameter, resurfac
ing the main reflector by using high-precision surface panels,
reduced quadripod blockage, and better subreflector control
lers, will reach the 1.9 dB gain differential.

A new subreflector needed to be designed, therefore, which
is larger in diameter and "shaped" also in such a manner that it
will complement the main reflector shape to keep a constant
beam path length and improve the RF performance. This sub-
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reflector, hereafter referred to as the new 70-m antenna subre
flector, will be heavier, subject to greater wind loading due to
its increased surface area, and will be located in a different
position relative to the quadripod apex when compared to the
original 64-m antenna subreflector.

Thus, the need to re-design the subreflector positioner for
the new 70-m antenna was inevitable. An analytical procedure
was developed which characterizes the subreflector surface and
its positioner as one assembly having load-displacement rela
tionships described by a "structural flexibility matrix." This
flexibility matrix formulation then allows calculation of de
flections and/or rotations of various components of the assem
bly for any given set of loading conditions. In this fashion, any
component possessing excessive "compliance" will be noted,
and the overall deflections and/or rotations of the subreflector
relative to the apex will be determined.

Another part of the redesign process involved determining
the new loads in each of the subreflector support shafts which
connect the subreflector to the quadripod structure. The worst
case loads were then used as criteria for the support shaft



design. This part of the design is presented in this report in
terms of general analytical procedures which can be applied to
other subreflector configurations in the antenna network.

In this report we present also the formulation of the subre
flector loading conditions, the flexibility matrix, the general
formulation of the procedure for the new 70-m subreflector
positioner, a comparison of the strength versus loading of the
subreflector support system, and the resulting key design
details.

II. Design Procedure

For economic reasons, the new 70-m antenna subreflector
positioner design was constrained such that the new positioner
should resemble the existing 64-m antenna positioner in both
configuration and mechanical details as closely as possible.
Several alternative configurations were considered, primarily
to provide a new, more flexible five degree-of-freedom subre
flector motion (two lateral [x and y], one axial [z], and two
tilting motions) as opposed to the three-degree-of-freedom
motion with the existing M·m antenna subreflector positioner
(two lateral [x and y] and one axial [z]). However, the pro
ject cost and schedule requirements forced the new 70-m sub
reflector positioner design to have minimal impact on existing
control system hardware and/or software. These have dictated
further the installation of only a new three-degree-of.freedom
positioner which can have provisions for future addition of a
tilting mechanism.

Figure 1 shows the existing 64-m antenna subreflector
positioner configuration relative to the quadripod apex. The
significant changes for the new 70-m antenna subreflector con
cern the new larger subreflector design and its new mounting
provision. Details of the 70-m antenna subreflector design
which will impact the positioner, e.g., new subreflector weight
and size, were taken into account in this analysis. Figures 2
and 3 show the axial and lateral motion mechanisms which are
analogous between the 64-m and 70-m designs. Tj1e major por
tion of the redesign effort has centered around determining
adequacy of strength and magnitude deflections of all major
components of the positioner under the worst cases of wind
and/or gravity loading conditions.

A. Gravity and Wind loads

The resultant loading matrix combining various antenna ele
vation angles and wind velocities and directions was calculated
in two ways: first in terms of equivalent loads and moments at
the subreflector and positioner centers-of-gravity, the results
of which are used with the flexibility matrix to determine
deflections and rotations of the subreflector relative to the
apex; and second in terms of forces at the positioner support

shafts, zl' z2' z3' YI' Y2' and Xl shown in Figs. 2 and 3, the
results of which are applied to the component strength
analysis.

The sign conventions used for wind and gravity loading are
shown in Fig. 4. For a given subreflector weight, W

S
' and a

given positioner suspended weight, Wp ' the following relations
express loads due to gravity:

F = - W sin az s

F - Ws cos Q
y

(1)
p = - Wp sin az

Py = -W COSQ
P

where a = antenna elevation angle; Fy ' Fz = loads at the sub
reflector center-of-gravity (e.g.) in the directions indicated by
the subscripts corresponding to the coordinates system defined
in Figs. 1-3; Py ' Pz =loads at the positioner e.g., analogous to
Fy , Fz . For the 70-m antenna subreflector, Ws = 10,400 lb
(46.26 kN) and Wp =6800 lb (30.25 kN).

Wind loads were determined 1 and compiled from subsonic
wind-tunnel experiments using a paraboloid dish in a uniform
air stream. This wind loads computation approach is conserva
tive, since for all antenna orientations, the subreflector is par
tially shielded (by the quadripod legs or the positioner) from
direct wind, implying that actual wind loads are likely to be
less than those calculated by wind-tunnel coefficients. Table 1
lists the force and moment coefficients and the resulting
forces and moments for a 70 mph (112 km/h) wind, which is
the survival wind velocity limit for any arbitrary antenna
attitude.

For determining forces and moments from the wind coeffi
cients data we use, for example:

(2)

where

F D = drag force

q = dynamic pressure of wind (= [1/2] py2 where p is
the air density and Y is the wind velocity)

IN. 1. Fox, et al., Preliminary Report on Paraboloidal Reflector
Antenna Wind Tunnel Tests (JPL Internal Memorandum), JPL - CP3
(Reorder No. 62-709), Jet Propulsion Laboratory, Pasadena, Calif.,
1962.
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A = subreflector aperture area

D = subreflector diameter

L 3 = 31.75 in. (0.806 m). The following expressions give the
shaft forces for wind loading:

where

M
SR

= a moment (pitch or yaw) about the subreflector
vertex

Y1 -FL /2 + (L 2 /L s ) Fy

Y2 -FL /2 - (L 2 /L s ) Fy

L
1

MN
Z1 = F

D
+

L
1

+L
2

L
1

+L2 (5)

~ L 2 FD MN MN ]
z2 = 0.5 L +L + L

4
- L

1
+L

21 2

~ L 2 FD MN MN ]
z3 0.5 L +L -T - L +L

1 2 4 1 2

For the 70-m positioner, L 4 = 53.0 in. (1.35 m) and L s
110.0 in. (2.79 m).

The mechanical components which connect the positioner
subreflector assembly to the quadripod structure comprise the
positioner support system, and must withstand the loads due
to gravity and wind. These loads are transmitted through the
shaft assemblies for each of the three (x, y, and z) directions
of positioner travel, according to the coordinate system shown
in Figs. 1-3.

Shaft forces for combined gravity and wind loads are listed
in Table 3 for a 70 mph (112 km/h) wind velocity at various
antenna attitudes, and in Table 4 for a 100 mph (160 km/h)
wind velocity at stow attitude (antenna at zenith, elevation
angle = 90°). These conditions comprise the survivability limits
in design. Worst-case loads from Tables 3 and 4 indicate a
design load of 9953 lbs (443 kN) tension for the axial (z) posi
tioner mechanism shafts, and 4482 lb (199 kN) tension and
compression for the lateral (x-axis) positioner shaft. For design
purposes, these loads were rounded off to 10,000 and 4500 lbs
(445,200 kN), respectively.

where

F
L = lift force

FD = drag force

F = lateral forcey

Mp = pitch moment

MN
::: yaw moment, according to Fig. 4

B. Strength of Mechanical Components

(4)

(3)

W L 3 cos ex + (W + W ) L 1 cos exs p s

M t = equivalent moment at torus c.g.

L = axial distance between subreflector vertex and
torus c.g.

F = lateral force at subreflector vertex

CD = drag coefficient

Mp = pitch moment

Cm = moment coefficient

Combined wind and gravity equivalent loads are found sig

nificant, as shown in Table 2, for a wind velocity of 30 mph
(48 km/h) which is the operational limit wind velocity.

For the second method in which loading conditions were
expressed as forces in the positioner support shafts, the follow
ing gives the shaft forces for gravity loading:

For the 70-m subreflector positioner, A = 512.7 ft2 (47.63 m2)
and D =25.55 ft (7.79 m).

Note that since the wind tunnel test data convention was
that moments were considered about the subreflector vertex,
and since the loading analysis requires moments about the
torus c.g. (assumed to be at the intersection of tbe z-axis and
the x-plane passing through the centerline of the torus), the
equivalent moments were calculated from the data in Table 1
according to:

where the variables are as defined in Fig. 4. For the 70-m posj
tioner, L 1 = 39.0 in. (0.991 m), L 2 = 56.0 in. (1.422 m) and

A shaft assembly consists of a rod, two universal joints,
connecting hardware, and a ball-screw jack. The load-bearing
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strength of each of these components was calculated by classi
cal strength-of-materials methods, using simplifying assump
tions where applicable. In some cases the manufacturer's rating
is used for determining the strength of off-the-shelf compo
nents. Table 5 shows the load, strength, and factor of safety
for support components. The only component having a margi
nal factor of safety (F. S.) is the y-axis screw jack, for which
F. S. = 2.0. Since the strength of this component is based on
the manufacturer's rating, which includes and additional factor
of safety, the calculated factor of safety is considered
adequate.

c. Design Details

All remaining components that are part of the positioner
assembly were designed according to the previously discussed
loading conditions. The following is a list of significant differ
ences in subreflector design details between the old 64-m
antenna and the new 70-m antenna positioners:

(1) The lateral and axial support rod lengths will increase
to conform to the new 70-m antenna geometry.

(2) The y-aXis lateral support shaft assembly will be up
graded to have mechanical strength equivalent to that
of the z-axis assembly.

presently controlled to compensate for gravity-induced
deflections, and the x-axis lateral motion mechanism
is only used for manual alignment.

(2) The remaining motions which are not correctable,
such as the subreflector rotation, must not be
excessive.

The results of a structural analysis using finite element
computer models (such as 1PL's IDEAS program) predict
displacements of the quadripod apex relative to a best-fit
paraboloid representing the main reflector. These displace
ments may be superimposed with the results of the positioner
analysis to give overall relative motions reqUired for the two
reasons mentioned above. Thus, the required subreflector
translations can be determined as a function of antenna
elevation angle, and the resulting antenna performance may be
estimated as described in Ref. 1.

A. Load-Displacement Relationship

Using the "force method" of structural analysis, the flexi
bility matrix of the positioner-subreflector assembly was
computed to describe the load-displacement relationship for
each component. The force method expresses the load
displacement relationship as:

Reference 2 describes the formulation of the fleXibility
matrix by summing the total strain energy contained in an
externally loaded structure. The relationship described is
written as:

where {8} is the displacement vector, consisting of translations
and rotations of each major element of a structure (in this
case, the positioner and the subreflector are the major ele
ments); [F] is the flexibility matrix, whose elements represent
the displacements at a given point of the structure caused by
the application of a unit load at any other point of the struc
ture; {P} is the load vector which consists of forces and
moments at designated points on the structure.

where the matrix [B] is the "static transformation matrix"
given by:

(3) The y-axis drive motor assembly will be upgraded to
prOVide 18 ft-Ib (24.4 N-m) of torque at the output
shaft (vs 12 ft-Ib or 16.3 N-m) and output velocity of
0.90 rpm (vs. 0.45 rpm).

(4) The gear reducer box, which is part of the positional
readout assembly, will be modified to provide the
proper synchro rotation rate.

(5) The axial motion mechanism drive shaft which is paral
lel to the y-axis (Fig. 2, top view) will be segmented to
allow for possible future modification of the axial drive
to tilt the subreflector about the elevation axis.

(6) The rotational drive mechanism and the index pin
actuator will be changed from a pneumatically-driven
to a mechanically-driven device.

III. Compliance Analysis

The motions of the subreflector relative to the main reflec
tor which are induced by both gravity and wind loadings
must be quantified for two reasons relating to improving the
antenna performance:

{8} = [F] {P}

[F] = [B] T ff) [B]

{P} = [B] {P}

(6)

(7)

(8)

(1) Correctable motions will be compensated for by the
subreflector positioner mechanism as controlled by
the antenna servo controller. In the case of the new
70-m antenna positioner, z and y translations are

and where ff) is a diagonal block matrix composed of ele
mental flexibility matrices; for example, for a system com
posed of three structural elements:
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[fa] [0] [0]

[f] = [0] [fb] [0]

[0] [0] [fe]

(9)

loading at 30 mph (48 km/h) was not sufficient to surpass
the effect of worst-case gravity loading. This situation is due
to the fact that worst·case wind loading occurs at orientations
other than those at which worst-case gravity loading occur. A
case with greater wind velocity will indicate worst-case dis
placements occurring at different antenna orientations.

For worst-case deflections. The method of calculating gain
losses due to subreflector translation and rotation is as follows:
The RMS equivalent gain loss for lateral (y) subreflector
deflections is given by:

For element a, for example, {Sa} = [fa] {Pa} where {Sa} and
{Pa} are the displacement and load vectors· pertaining par
ticularly to element a. In Eq. (8), the vector {P} is the vector
of stress resultants which are caused by the application of
loads {P}. The static transformation matrix is constructed by
inspection such that Eq. (8) is satisfied.

B. New Positioner-Subreflector Displacements

The displacement and load vectors of Eq. (6) are given for
the positioner subreflector assembly as:

RMS = Rial Vs

m

and for axial (z) subreflector deflections by:

(11)

{S}T = {Us Vs

{pf = {F
x

F
y

(10) (12)

where Rial and Rax are proportionality constants obtained
from curves developed by radiation pattern analysis for a
range of antenna configurations (Ref. 3), m is the magnifica
tion factor:

where Us' Vs' Ws = displacements of the subreflector vertex in
the x, y, and z directions; Ox' Oy are rotations of the subre
flector about the x-axis and y-axis, respectively; Fx ' Fy Fz
are loads at the subreflector e.g. caused by wind forces and
subreflector weight; Py ' Pz = loads of the positioner e.g. due
to positioner weight; Mx ' My = moment about positioner e.g.
caused by 1atera110ads at subreflector e.g.

where

m = (c +a)/(c - a) (13)

The positioner-subreflector assembly was viewed as con
sisting of two structural elements: one element included the
subreflector, the backup structure, and bearing adaptor ring;
the other element consisted of the remaining positioner
components up to the point of attachment to the apex. The'
stiffnesses of the major components in these elements were
calculated either by classical strength-of-materia1s methods, or
by .computer model for the more complex items. Table 6
indicates the spring constants for translation and rotation of
the subreflector, and Figs. 1-3 identify the components.

The spring constants were used to assemble the elements
of the flexibility matrices, and the above procedure was
applied to determine the overall flexibility matrix shown in
Table 7. The calculated subreflector displacements relative to
the apex are shown in Table 8 for both the gravity and 30 mph
(48 km/h) wind loading conditions described in Table 2. To
quantify the effect of wind loading, Table 9 is presented,
giving displacements for gravity loading with no wind.

a = distance from the subreflector origin to the vertex
(subreflector treated as a hyperpo10id)

c = distance from the subreflector vertex to the virtual
focus (hyperboloid foca11ength)

For the 70-m antenna, a =202.92 in. (515.42 em), c =272.37
in. (691.82 em), giving m = 6.84.

The gain loss in decibels is given by the relation developed
by Ruze:

dB = -4.3429 (4 1T ~s )2

For X-band operation, A = 1.396 in. (3.546 em). The pointing
error is given by:

Note that worst cases of lateral translation, axial transla
tion, and rotation were unchanged because the effect of wind
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where Ox = subreflector rotation,!= antenna focal length, and
K = the beam deviation factor (Ref. 1). For the 70-m antenna,
f= 1072.0 in. (2723 cm) and K = 0.76.

The equivalent gain losses corresponding to the root-mean
square (RMS) value of the main reflector surface distortion
caused by subreflector translations, and the pointing error
caused by subreflector rotation are indicated in Tables 8 and 9.

Displacements relative to the apex were used in calculating
these performance parameters. Some subreflector displace
ments may actually be canceled by other antenna distortions.
However, these RMS losses and pointing error values indicate
relative . subreflector-positioner structural integrity under
various loading conditions.

IV. Summary
The method of analysis that was developed for determining

adequacy of strength of the subreflector supports and dis
placements of the subreflector vertex under various antenna
loading conditions were described in general. The method can
be extended to other antenna designs, although some minor
details may have to be modified to apply to other subreflector
positioner configurations.

The design of the new 70-m antenna subreflector-positioner
has generated an additional product, the determination of
subreflector motions relative to the quadripod apex, which
will be used in the antenna alignment and pointing error
reduction analysis.
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Table 1. Net subreflector wind coefficients, forces, and moments at 70 mph (112 km/h) wind

Coefficients Forces/Moments

Elev Azimuth F
D

_ Fv F y
MN Mp ,

Angle, Angle, CD CL Cy CN Cp klb (kN) Ib (kN) Ib (kN)
ft.lb ft.lb

(deg) (deg) (Nm) (Nm)

0 0 1.5 0 0 0 0 9.4 (42) 0(0) 0(0) 0(0) 0(0)

0 60 1.58 0 0.29 -0.088 0 9.9 (44) 0(0) 1.8 (8.1) -14,133 0(0)
(-19,164)

0 120 -0.20 0 0.3.9 0.138 0 -1.3 (-5.6) 0(0) 2.5 (11) 22,163 0(0)
(30,053)

30 0 1.46 -0.02 0 0 -0.04 9.2 (41) -0.1 (-0.6) 0(0) 0(0) -6,424
(-8,711)

45 0 1.48 0.11 0 0 -0.042 9.3 (41) 0.7 (3.1) 0(0) 0(0) -6,745
(-9,146)

60 0 1.58 0.29 0 0 -0.088 9.9 (44) 1.8 (8.1) 0(0) 0(0) -14,133
(-19,164)

90 0 -0.03 0.38 0 0 0.129 -0.2 (-0.8) 2.4 (11) 0(0) 0(0) 20,717
(28,092)

Notes: See Fig. 4 for definitions.
Antenna faces into wind for azimuth angle =O.

Table 2. Equivalent subrefleetor loads: gravity + 30 mph (48 km/h) wind

Elev Azimuth
Angle, Angle, Fx' 1b (kN) Fy , 1b (kN) Fz,lb (kN) Py , 1b (kN) Pz,lb (kN)
deg deg

0 0 0(0) -10 (-46) -1.7 (-7.7) -6.8 (-30) 0(0)

0 60 -2.0 (-8.9) -10 (-46) -1.8 (-8.1) -6.8 (-30) 0(0)

0 120 0.2 (0.7) -10 (-46) 0.2 (1.0) -6.8 (-30) 0(0)

30 0 0(0) -8.6 (-38) -6.9 (-31) -5.9 (-26) -3.4 (-15)

4S 0 0(0) -6.5 (-29) -9.1 (-40) -4.8 (-21) -4.8 (-21)

60 0 0(0) -3.2 (-14) -10.8 (-48) -3.4 (-15) -5.9 (-26)

90 0 0(0) -0.1 (-0.5) -10.4 (-46) 0(0) -6.8 (-30)

Note: Fx_Fy' Fz are forces acting at the subreflector e.g., including the effect of moments. P - Pzf . h .. yare orces actmg at t e pOSItIOner e.g.
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Table 3. 7o-m antenna subreflector positioner support loads: gravity + 70 mph (112 km/h) wind

Forces in Support Rods, klb (kN)
Elev, Azimuth,

Zl Z2 Z3 YI Y2 Xldeg deg

0 Oa 7.4 (33) 1.0 (4.4) 1.0 (4.4) 8.6 (38) 8.6 (38) 0

0 60 7.6 (34) -1.5 (-6.7) 3.9 (17) 9.5 (42) 7.7 (34) 1.8 (8.0)

0 120 3.0 (13) -1.1 (-4.9) -3.1 (-14) 9.9 (44) 7.4 (33) 2.5 (11)

30 Oa 9.6 (43) 4.1 (18) 4.1 (18) 7.5 (33) 7.5 (33) 0

45 Oa 10.0 (44) 5.8 (26) 5.8 (26) 5.7 (25) 5.7 (25) 0

60 Oa 8.9 (40) 8.0 (36) 8.0 (36) 2.6 (12) 2.6 (12) 0

90 Oa 8.0 (36) 6.5 (29) 6.5 (29) -1.2 (-5.3) -1.2 (-5.3) 0

aAt AZ =0, antenna points directly into wind.

Table 4. 7o-m antenna subreflector positioner support loads: gravity + 100 mph (160 km/h)
wind (stow condition)

Forces in Support Rods, klb (kN)
Elev,

AZ, Deg Zl Z2 Z3 YI Y2 Xldeg

90 0 8.9 (39.7) 4.0 (17.6) 4.0 (17.6) -2.4 (-10.9) -2.4 (-10.9) 0

90 90 6.9 (30.7) 6.8 (30.0) 3.2 (14.0) 2.5 (1Ll) -2.5 (-ILl) 4.5 (19.9)

90 180 5.2 (23.2) 6.2 (27.5) 6.2 (27.5) 2.4 (10.9) 2.4 (10.9) 0

90 270 7.2 (32.1) 3.4 (15.1) 6.9 (30.7) -2.5 (-ILl) 2.5 (1Ll) -4.5 (-19.9)
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Table 5. 700m antenna subreflector positioner support component strength

Component Load, klb (kN)
Strengtha Factor of
klb (kN) Safety

SIR Rotation Bearing 58.6 (260.5) 744.0 (3309.3) (R) 12.7

Axial Rods 10.0 (44.5) 68.4 (304.2) (Y) 6.8

Axial Universal Joint 10.0 (44.5) 54.0 (240.2) (R) 5.4

Axial U-Joint Pin 10.0 (44.5) 51.2 (227.8) (Y) 5.1

Lateral (y) Rod 10.0 (44.5) 45.0 (200.2) (Y) 4.5

Lateral (y) Universal Joint 10.0 (44.5) 39.0 (173.5) (R) 3.9

Lateral (y) U-Joint Pin 10.0 (44.5) 51.2 (227.8) (Y) 5.1

Lateral (x) Rod 4.5 (20.0) 45.0 (200.2) (Y) 10.0

Lateral (x) Universal Joint 4.5 (20.0) 39.0 (173.5) (R) 8.7

Lateral (x) U-Joint Pin 4.5 (20.0) 51.2 (227.8) (Y) 11.4

Axial Screw Jack 10.0 (44.5) 40.0 (177.9) (R) 4.0

Lateral (y) Screw Jack 10.0 (44.5) 20.0 (89.0) (R) 2.0

Lateral (x) Screw Jack 4.5 (20.0) 20.0 (89.0) (R) 4.4

aBased on tensile yield stress (y) or rated capacity (r).

Table 6. 700m antenna subreflector positioner spring constants

Rotational.,(N/rad) X 108 Translational (N/m) X 106

Component
K

x
_
x

K
y

_
y

K
z
_
z Kx Ky Kz

Axial Adjustment Mech. 4.49 4.10 267.9

Torus + Lateral Adjustment 3.38 1.47 1.78 31.5 131.3 210.1
Mechanism

Torus-to-Bearing Adaptor 22.15 22.15 6129.1

Rotation Bearing 21.0 21.0 3502.4 3502.4 7004.7

Bearing-to-S/R Adaptor 58.70 58.70 3467.3 3467.3 53060.8

Subreflector + Back-up 9.10 9.10 218.9 218.9 646.2
Structure

NOTE: Unlisted items are considered infinitely stiff. See Figs. 1-3 for definitions.



Table 7. 7Q-m antenna subreflector/positioner flexibility matrix load-displacement relationship (Eq. 6) given by: {8} = [F) {P }

(displacement vector = flexibility matrix· load vector)

9.33 X 10-6 0 0 0 0 0 5.47 X 10-8

(5.33 X 10-8) (1.23 X 10-8 )

Vs' in. (m) 0 3.96 X 10-6 0 2.24 X 10-5 0 3.67 X 10-8 0 Fx ' lb (N)
(2.26 X 10-8 ) (1.28 X 10-7) (8.25 X 10-9 )

Ws' in. (m) 0 0 1.81 X 10-6 0 1.54 X 10-6 0 0 F z ' lb (N)
(1.03 X 10-8 ) (8.79 X 10-9)

Yp ' in. (m) 0 2.24 X 10-6 0 1.38 X 10-6 0 2.72 X 10-8 0 Py, lb (N)
(1.28 X 10-8 ) (7.88 X 10-9 ) (6.12 X 10-9 )

Wp ' in. (m) 0 0 1.54 X 10-6 0 1.54 X 10-6 0 0 Pz , lb (N)
(8.79 X 10-9 ) (8.79 X 10-9)

8 x ' rad 0 3.67 X 10-8 0 2.72 X 10-8 0 1.80 X 10-10 0 Mx' in-Ib (N-m)
(8.25 X 10-9 ) (1.55 X 10-10) (1.59 X 10-9 )

8y ' rad 5.47 X 10-8 0 0 0 0 0 1.8 X 10-10 My' in-Ib (N-m)
(1.23 X 10-8) (1.59 X 10-9)



Table 8. Subreflector displacements relative to apex gravity + 30 mph (48 km/h) wind

Elev., deg Azim, deg UI/ Vs' Ws' 1 -3 0-3
10-3 in. (mm) 10-3 in. (mm) 10-3 in. (mm) Ox' 0 rad 0y,l rad

0 0 0 -56(1) (-1.42) -3 (-0.08) -0.567 0

0 60 -19 (-0.48) -56 (-1.42) -3 (-0.08) -0.567 -0.109(3)

0 120 2 (0.05) -56 (-1.42) -0.4 (-0.01) -0.567 9.14 X 10-3

30 0 0 -47(-1.19) -18 (-0.46) -0.477 0

45 0 0 -37 (-0.94) -24 (-0.61) -0.369 0

60 0 0 -20 (-0.51) _29(2) (-0.74) -0.210 0

90 0 0 -0.4 (-0.01) -29 (-0.74) -3.74 X 10-3 0

NOTES:
(l) RMS Equivalent Gain Loss =1.5 X 10-4 in. (3.70 X 10-4 em) or 7.48 X 10-6 db at X-band A =3.546 em)
(2) RMS Equivalent Gain Loss =2.2 X 10-3 in. (5.59 X 10-4 em) or 1.8 X 10-3 db at X-band A =3.546 em
(3) Pointing Error =1.07 X 10-5 rad (0.037 arc-minutes)

Table 9. Subreflector displacements relative to apex gravity only

Elev., deg -3 UI/
V, W,

OX' 10-3 rad 0y' 10-3 rad
10 in. (mm) 10-3 in~ (mm) 10-3 in~ (mm)

0 0 -56(1) (-1.42) 0 -0.567(3) 0

30 0 -49 (-1.24) -15 (-0.38) -0.491 0

45 0 -40 (-1.02) -21 (-0.53) -0.401 0

60 0 -28 (-0.71) -25 (-0.64) -0.283 0

90 0 0 _29(2) (-0.74) 0 0

NOTES:
(1) RMS Equivalent Gain Loss =1.5 X 10-4 in. (3.70 X 10-4 em) or 7.48 X 10-6 db at X-band A =3.546 em
(2) RMS Equivalent Gain Loss = 2.2 X 10-3 in. (5.59 X 10-4 em) or 1.8 X 10-3 db at X-band A= 3.546 em
(3) Pointing Error =5.56 X 10-5 rad (0.19 arc-minutes)
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TDA Progress Report 42-80 October-December 1984

Subreflector Focusing Techniques Applied to New
D55-15 and D55-45 34-Meter Antennas

R. D. Hughes and M. S. Katow
Ground Antennas and Facilities Engineering Section

An improved technique for determining the subreflector translations required to prop
erly focus a Cassegrainian antenna, under gravity loading, at a full range of elevation
angles, is presented. This technique is applied to the 34-m antenna configuration installed
at stations DSS-15 (Goldstone, California) and DSS-45 (Australia). The subreflector
lateral and axial translations, to be stored into the antenna-control systems, are computed
and tabulated. The relationships that govern the main parameters are also presented for
future subreflector focusing analysis under wind and thermalloaaings.

I. Introduction
Future upgrades and the improved gain/noise ratio (G/T)

operation of the Deep Space Network (DSN) antennas at
X-band and at higher frequencies has created stringent require
ments for maintaining minimum dimensional tolerances of var
ious major components for precision motion. The subreflector
position controller (s) is a key component in improving focus
ing. A refined technique has been developed to accurately
determine the subreflector focusing motions as a function of
the antenna elevation angle. The resulting subreflector motions
are effected by the microprocessor-controlled subreflector
servo-positioner mechanism in order to maximize antenna
gain by compensating for gravity-induced deformations as the
elevation angle changes.

As with techniques conventionally used in the past, the new
technique involves ray tracing using geometric optics to com
pute the required subreflector motions through the full range
of elevation angles. However, new procedures have been

included such that the antenna's secondary virtual focus coin
cides, after focusing is completed, with the main reflector's
"best-fit" focus, as shown in Fig. 1. The system's "best-fit"
parameters are determined according to the best-fit reflector
configuration (still a paraboloid). The latter is the best approx
imation, by the least-squares method, of the deformed main
reflector at a given elevation angle (Ref. I). Figure I also
shows the reference coordinate-system orientation used in our
analysis. Tables 1 and 2 show lateral (Y) and axial (Z) sub
reflector offsets as a function of the antenna elevation angle.
(The results of the IDEAS structure program analysis will be
entered into the subreflector control logic.) These offset tables
will provide initial positioning data which may be refined in
the future as the antennas are calibrated using the known
star-tracking procedure.

Although the 34-m antennas have "shaped" main and sub
reflectors, the use of a close-fitting paraboloid for the analysis
in this study should provide accurate answers.
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II. Analysis
The 34-m AZ-EL antenna design for both stations is struc

turally identical. The parameters describing the deformed
antenna configuration under varying gravity loadings were
studied both analytically and experimentally. First, structural
deflections were modeled by the finite-element method using
JPL's IDEAS computer program (Ref. 2). Relative motions of
major antenna components with respect to the computed best
fit paraboloid were determined (Ref. 1). Second, subreflector
motions relative to the quadripod apex, which were due to the
subreflector positioner mechanism deflections, were det'er
mined by measurements. A test fixture was constructed, by
the vendor (TIW at Sunnyvale, California), to carry the sub
reflector and the positioner mechanism. This fixture was
tipped at various angles, simulating elevation angle changes of
the antenna and/or the subreflector. Use of this test fixture
data is discussed later on for individual loading cases.

The results of the IDEAS computer program were obtained
for two cases: (1) Y-gravity loading with a unit gravity load
(1.0g, where g is the acceleration of gravity) is applied in the
Y-direction to simulate antisymmetric loading conditions
when the antenna is oriented in the horizon position (E = 0,
where E is the elevation angle); and (2) Z-gravity loading with
unit gravity load (1.0g) applied in the Z-direction to. simulate
the symmetric loading conditions when the antenna'is in the
zenith-look position (E = 90°).

The major components of the Cassegrainian antenna, with
the exception of the subreflector positioner mechanism, act
together as a single elastic structure under gravity loading.
Therefore, the principle of superposition may be applied, and
the following relationships exist for subreflector positioning:

Axial correction =t.z =t.zo (sin E - sin Ey ) (1)

Lateral correction = ~Y = ~Yo(cosE-cosEy) (2)

where

t.zo axial correction required for unit (1.0g) Z-direc
tion load

~Y0 lateral correction required for unit (1.0g) Y-direc
tion load

E antenna elevation angle

E y = antenna-rigging angle, the elevation angle at which
the main reflector panels are set in the field to
ideally form an undistorted paraboloid surface

The beam deviation or reflection ratio, K, is defined as the
"cumulative" ratio of the angle of reflection to the angle of
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incidence of the "transmitted" beam rays. This ratio, K, is not
equal to unity due to the nature of the RF radiation pattern
in this type of antenna. The beam deviation or reflection ratio,
K, is determined from Fig. 2, taken from Ref. 3. Figure 2
relates various antenna performance parameters to the ratio of
the main reflector focal length to the aperture diameter (FID),
and was constructed using the JPL Radiation Program as de
scribed in det~i1 in Ref. 3. For the 34-m antenna, under study,
FID = 0.324, which gives K = 0.775. The following two ex
treme gravity-loading cases are presented in order to determine
the subreflector focusing parameters at any elevation angle
between 0° and 90°.

A. Gravity Loading at Zenith Look

Figure 3 illustrates the geometry of the deflections involved
in the Z-gravity loading case. The known parameters in Fig. 3,
obtained from the design configuration and the computer
model are:

f = design focal length =1102.36 cm (434.0 in.)

f' = "best-fit" focal length =1101.93 cm (433.83 in.)

U = "best-fit" main-reflector vertex axial offset = 0.373
cm (0.147 in.)

V = subreflector vertex axial offset = 0.417 cm (0.164
in.)

W = axial displacement of the main reflector focus =
if - r-U) =0.058 cm (0.023 in.)

Z = required axial subreflector translation for unit (1.0g)
gravity load in +Z-direction = e + d = 0.475 cm
(0.187 in.)

To illustrate the concept of having an effective gravity load
in the +Z-direction, suppose that the antenna was "rigged" at
zenith, then moved to horizon. The net change in gravity load
ing would be 1.Og in the +Z-direction, and the subreflector
would have to be moved axially, toward the main reflector, for
proper focusing since the main reflector becomes deeper.
Equation (1) follows this behavior.

Table I lists the required total axial-focusing translations as
a function of the elevation angle, for a rigging angle of 45°.
The tabulated values were obtained by adding the measured
positioner-mechanism axial deflections to the t.z values ob
tained by using Eq. (1) at each elevation angle (with t.zo =
0.475 cm). Since the positioner-mechanism deflections were
originally measured relative to horizon-loading conditions, the
measured values indicated in Table 1 have been redefined in
terms of a 45° rigging angle. Linear interpolation was used to
determine the positioner-deflection corrections at intermediate
angles. Note that the net t.z from the horizon to zenith posi
tions (0.686 cm or 0.270 in.) indicated in Table 1 is equal to



the sum of ~o and the net positioner deflection, Le.,
(0.475 +0.0457 +0.1651) cm.

to determine the boresight-pointing error due to lateral sub
reflector misalignments.

Since Q is the only unknown pertaining directly to ..:ly0'

Eqs. (3), (4), and (5) were combined so that (J and g were elimi
nated, and the following expression for Qis obtained:

The focused antenna configuration for the y-gravity loading
case is shown in Fig. 5, where ..:lYo is the required subreflector
translation. The known quantities in the figure are: a, b, d, s,
and 0:. There are three unknown quantities: (J, Q, and g. By
simple geometric analysis, the following equations may be
derived:

B. Gravity Loading at Horizon Look

Figure 4 illustrates the geometry of the antenna deflections
in the Y-gravity loading case. The known design parameters
are:

a = length from subreflector vertex to primary design
focus = 541.54 cm (213.206 in.)

b = length from subreflector vertex to secondary design
focus = 69.35 cm (27.305 in.)

f = design reflector focal length = 1102.36 cm (434.0 in.)

d = feed lateral displacement = 0.983 cm (0.387 in.)

e = main reflector vertex lateral displacement = 3.439 cm
(1.354 in.)

(J = (g- d)/a

Q = 0: (a + b) - g

(J = (s-Q)/b

(3)

(4)

(5)

{3 angular displacement of "best-fit" focal axis
0.002577 rad Q = _1_ ra(a +b) - !!..S- dJ

1 - alb L b
(6)

For this case, Q = 0.681 cm (0.268 in.). The required subreflec
tor translation is:

From the combined computer model deflections and measured
deflections of the subreflector positioner one obtains

c = subreflector vertex lateral translation ::: 3.084 cm
(1.214 in.)

a = subreflector focal axis angular displacement =
0.00169 rad

Ayo = Q+c-p

By referring to Figs. 4 and 5, then

Ayo = 3.647 cm (1.436 in.)

(7)

Focal length changes for this case are relatively small and
are considered negligible. From the geometry shown in Fig. 4,
the remaining parameters may be calculated as follows:

m = aa = 0.914 cm (0.360 in.)

n = c + m - d = 3.015 cm (1.187 in.)

o nla = 0.00557 rad

W = ob =0.386 cm(0.152 in.)

P = ba=0.1171 cm(0.0461 in.)

q = c - p - w = 2.581 cm (1.016 in.)

r = {3f = 2.840 cm (1.118 in.)

s = e - r = 0.599 cm (0.236 in.)

t = q + S = 3.180 cm (1.252 in.)

h = tk = 2.464 cm (0.970 in.)

'Y = (r - h)/f= 0.000341 0 (1.17 arc sec)

The angle, 'Y, is the boresight-pointing error due to subreflec
tor lateral misalignments. The computational procedure per
formed above may be applied in general to AZ-EL antennas

It should be noted that in this case, the subreflector vertex
iateral deflection (c = 3.084 cm) was calculated by taking into
account the measured deflection and rotation of the subreflec
tor due to positioner-mechanism flexibilities, as well as the
computer model results for apex translation and rotation. The
required subreflector lateral translations, as a function of the
elevation angle, were obtained using Eq. (2), and are presented
in Table 2. The measured positioner-mechanism lateral deflec
tions were taken into account by incorporati~n of the zenith
to-horizon deflection in ..:lYo' instead of by reperforming the
entire computational procedure at each elevation angle. This
modified approach avoids unnecessary computations and pro
vides accurate results, since the positioner-mechanism lateral
deflection trend changes similar to cos (J as the elevation angle
changes.

III. Summary

For two 34·m diameter AZ-EL-type Cassegrainian antennas,
a refined analysis was made to determine the boresight.
pointing error, lateral, and axial translations required to prop
erly focus the subreflector as a function of the antenna eleva
tion angle. Deformations of the components comprising the
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antenna must be quantified for zenith and horizon gravity
loading conditions. This analysis was applied to the 34-m
antenna configuration most recently installed at the two track
ing stations DSS-15 and DSS-45.

By utilizing Eqs. (1) and (2) with the appropriate geomet
ric relationships the required subreflector translations for
other types of loads, e.g., wind or thermal, may be determined
in a similar fashion using this new procedure.
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Table 1. Required axial (Z) subreflector correction as a function

of the elevation angle (rigging angle = 45°) Table 2. Required lateral (Y) subreflectorcorrections asa function

Elevation Positioner correction of the elevation angle (rigging angle = 45°)
Total correction

angle (measured)
(deg) cm (in.) cm (in.) Elevation angle Correction

(deg) cm (in.)
90 (zenith) 0.0457 (0.018) 0.185 (0.073)

90 (zenith) -2.578 (- 1.015)
85 0.0203 (0.017) 0.180 (0.071)

85 -2.261 (-0.890)80 0.0406 (0.016) 0.173 (0.068)
80 -1.943 (-0.765)

75 0.0381 (0.015) 0.161 (0.063)
75 -1.633 (-0.643)70 0.0330 (0.013) 0.144 (0.057)
70 -1.331 (-0.524)

65 0.0254 (0.010) 0.120 (0.047)
65 -1.036 (-0.408)

60 0.0203 (0.008) 0.096 (0.038)
60 -0.754 (-0.297)

55 0.0127 (0.005) 0.066 (0.026)
55 -0.488 (-0.192)50 0.0076 (0.003) 0.035 (0.014)
50 -0.234 (-0.092)45 0 (0) 0 (0)
45 0 0

40 -0.0178 (-0.007) -0.048 (-0.019)
40 0.211 (0.083)35 -0.0356 (-0.014) -0.099 (-0.039)
35 0.409 (0.161)

30 -0.0533 (-0.021) -0.152 (-0.060)
30 0.579 (0.228)25 -0.0711 (-0.028) -0.206 (-0.081)
25 0.726 (0.286)

20 -0.0914 (-0.036) -0.264 (-0.104)
20 0.851 (0.335)15 -0.1118 (-0.044) -0.325 (-0.128)
15 0.945 (0.372)

10 -0.1270 (-0.050) -0.381 (-0.150)
10 1.013 (0.399)5 -0.1473 (-0.058) -0.442 (-0.174)
5 1.054 (0.415)0 (horizon) -0.1651 (-0.065) -0.501 (-0.197)

Net, horizon-to- 0 (horizon) 1.069 (0.421)
zenith motion 0.2108 0.083 0.686 0.270
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Fig. 1. Focused Cassegrainian geometry, with best·fit parabola
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Reed-Solomon Code Synchronization Revisited
L. J. Deutsch

Communications Systems Research Section

A concatenated coding scheme consisting of an inner (7, 1/2) convolutional code and
an outer (255, 223) Reed-Solomon code has been t:ecommended by the Consultative
Committee for Space Data Systems for cross-supported space missions. The Reed
Solomon code that was chosen makes use 01 tize Berlekamp encoding algorithm. This
report examines some peculiarities of this code that could give rise to synchronization
problems. Suggestions are given to alleviate these problems.

I. Introduction

Concatenated coding for deep space missions was developed
in response to a need for a relatively error-free channel for
high digital data rates. Such a channel is required, for example,
when source data compression is to be used. There is a long
history of work here at JPL on such concatenated systems
both with and without data compression (Refs. 1-3).1 In
recent years it has become evident that such concatenated
coding systems will be required by many future missions both
by NASA and by foreign space agencies. For this reason, the
Consultative Committee on Space Data Systems (CCSDS),
which is formed of members from many space agencies
throughout the world, has published a set of guidelines for

1See also J. P. Odenwalder, Concatenated Reed-Solomon/Viterbi
Channel Coding for Advanced Planetary Missions: Analysis, Simula
tions, and Tests, Submitted to the Jet Propulsion Laboratory by
Linkabit Corporation, San Diego, Calif., Contract No. 953866,
December, 1974.

concatenated coding systems. (These guidelines appear in the
CCSDS publication Telemetry Channel Coding, a draft "blue
book," February, 1984.)

The CCSDS-recommended system consists of an inner
(7, 1/2) convolutional code and an outer (255, 233) Reed
Solomon code with 8-bit symbols. These are the same param
eters as are used by the Voyager project. However, a new
implementation of the Reed-Solomon code due to Berlekamp
(Ref. 4) was chosen for the standards. This code has a sym
metric code generator polynomial that can significantly reduce
the amount of hardware needed to implement an encoder.
Berlekamp also described a bit-serial algorithm for an encoder
that further reduces its size and weight. Perlman and Lee
(Ref. 5) worked with Berlekamp to produce a flight-qualifiable
prototype for this encoder. As a result of their work, the
CCSDS has adopted the Berlekamp Reed-Solomon code as a
recommended standard. In Ref. 6 a very large scale integrated
(VLSI) implementation of the Berlekamp encoder is described.
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In order to reduce the error rate of the system still farther,
Reed-Solomon codewords will be interleaved to a depth of
1 (1 = 5 in most proposed applications). Interleaving occurs on
the Reed-Solomon symbol level and is performed in such a
way that the order of information symbols is preserved by the
encoding process.2 A set of1 interleaved codewords is called a
Reed-Solomon frame. Since the Reed-Solomon code is a block
code, codeword synchronization is required before the decod
ing process can begin. This will be done by placing a fixed set
of symbols, called a frame synchronization marker (or simply
a frame marker), at the beginning of each Reed-Solomon
frame. An analysis of this synchronization technique can be
found in Ref. 7.

This report examines two phenomena that are peculiar to
the Reed-Solomon code that could lead to code synchroni
zation problems if they are not treated correctly. They are
both fairly well known effects to those who work with Reed
Solomon codes but may be unknown to others who design
systems that will use the codes.

The first effect arises from the fact that the recommended
code generator polynomial is symmetric. Consider the case in
which all the data symbols to be encoded are ze'to. Before
encoding takes place, the synchronization marker is placed at
the beginning of the frame. Suppose that there are n symbols
in this marker (Le., there are less than or equal to 8n bits in
the marker) and that n is at most equal to 1. Then the encoded
frame has the form shown in Fig. 1. Notice that, since the
code generator polynomial is symmetric, the 224th column
of the frame is iden~ical to the first. This can be easily seen by
the fact that the Reed-Solomon code is cyclic and each row is
just the cyclic rotation of the codeword formed by a constant
multiplied by the generator polynomial. In particular, the.
synchronization marker appears in both the first and 224th
column. This can result in false synchronization of the frame.
In fact, this was observed in systems tests performed by the
European Space Agency (ESA).

The second effect considered in this report is that repeated
sequences of symbols of certain periods are Reed-Solomon
codewords. This effect includes the special case of the con
stant codeword as well as (in the case of the CCSDS code)
cycles of length 3, 5, and 15. This can produce only a very
rare case of synchronization failure but it is a very useful fact
in the testing of encoders and decoders. This effect was ob
served by C. Lahmeyer while implementing the decoders that
will be eventually used by the Voyager project. R. L. Miller
presented an explanation in an internal memorandum. This
report presents a proof of the effect that can easily be gener
alized to other code sizes.

2 See J. P. Odenwalder, op. cit.
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II. False Synchronization of Constant
Data Sequences

As mentioned in Section I, if the data source produces a
constant symbol value, then there is a possibility of false frame
synchronization in the 224th column. Since the (255, 223)
Reed-Solomon code can correct only 16 symbol errors, a false
synchronization in this case will cause the decoder to fail to
decode - even in the case of a noiseless channel. This condi
tion can be reported automatically by the decoder and, in
fact, this is how ESA first noticed the problem. There are
several possible solutions to this problem.

Since the false image of the marker is separated from the
actual marker by exactly 32*1 symbols, the frame syncroniza
tion system can keep track of both images and easily distin
guish between them. Alternatively, the marker can be taken
out of the frame and inserted, instead, between the frames. In
this way, the marker is not encoded and the false image is
never formed.

Another solution is to use "virtual zero fill." This is an algo
rithm by which a shortened Reed-Solomon code (Ref. 8) is
used with the same hardware by assuming that all the missing
symbols are zeros. For implementation reasons, the missing
symbols are always assumed to be the first ones in each
codeword. Code shortening has the effect of moving the
marker from the first column of the frame to another one.
This suppresses, in most cases, the formation of a false image.
Table I shows the number of false images that are produced as
a function of the information block length of the shortened
code. The numbers in this table were produced by computer
simulation of the Reed-Solomon encoding process. All the
lengths not shown represent cases in which no false images are
formed. In particular, shortening by only one symbol (infor
mation length 222) alleviates the false image problem and pro
duces an undetectable degradation in performance in most
cases.

It should be noted that the case of constant data is rather
uninteresting. In fact, a good source encoding algorithm would
probably never let this happen. However, the above solutions
may prove useful in a case where there is no data compression.

III. Periodic Codewords
In this section, the case of Reed-Solomon codewords that'

are made up of periodic sequences of symbols is examined.

Consider a (255, 223) Reed-Solomon codeword (not neces
sarily the CCSDS code) that consists of a periodic sequence of
symbols. Let the smallest period of the symbols be n. Then
clearly n 1225 or n E {l, 3, 5, 15, 17, 51,85, 255}. It will be



shown that, in fact, the only possible values are 1, 3, 5, 15,
and 255. We will ignore the rather uninteresting (and trivial)
case of n = 255.

Let p(x) be a polynomial over GF(256) of the form

(255/n)-1

p(x) = I: xnk

k=O

where n is an integral divisor of255. The polynomial p (x) can
be considered a codeword in a (255, 223) Reed-Solomon code
if it is divisible by the code generator polynomial. Another
way of saying this is that all the roots of the generator poly
nomial are also roots of p(x). Notice that p(x) may also be
written as

(X255 _ 1)
p(x) = .

(xn - 1)

Hence the roots of p(x) are just those 255th roots of unity
that are not also nth roots of unity. Let a be a primitive 255th
root of unity. Then the roots of the CCSDS Reed-Solomon
generator polynomial, g(x), are

and a simple check will show that none of these are either 1st,
3rd, 5th, or 15th roots of unity. This means that all the roots
of g(x) are also roots of p(x) for n E {I, 3, 5, 15} and hence
p(x) is a multiple of g(x). This is just another way of saying
p(x) is a Reed-Solomon codeword. However,

is a 17th root of unity so n cannot be a multiple of 17 if p(x)
is to be a codeword. Clearly, all periodic sequences of these
periods can be built linearly by combining polynomials of the
form p(x) and hence these will also be codewords. It should be
noted that the Voyager Reed-Solomon code which has roots

in its code generator polynomial also exhibits this property.c

The phenomenon of periodic codewords does not present a
problem in frame synchronization except in the unlikely case
that the frame marker is similar to part of a periodic data se
quence. If the frame contains some nonconstant data (such as
a time tag or frame identification code) then the problem will
never exist.

IV. Conclusions

The two effects that have been described in this report are
well understood and well known by those who routinely work
with Reed-Solomon codes. The issue of false frame marker
images is, nonetheless, an important consideration in the
design of an overall coded telemetry system. Any of the vari
ous solutions that are cited in Section II will alleviate that
problem. The best solution, however, would probably be to
remove the frame synchronization marker from within the
Reed-Solomon code block and place it, instead, between
adjacent code blocks. In this way, not only would the false
image problem be solved, but the wasted overhead that is
created by the Reed-Solomon encoding of the frame marker
would be eliminated.
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Table 1. Number of frame marker images as a function
of information block length

Information
Block Length

Number of
Marker Images

Information
Block Length

Number of
Marker Images

1 (shortest)
24
26
34
35
37
54
55
61
69
72
77
89
95
98

102
107
112

2
2
2
2
2
2
2
3
2
2
2
2
2
2
2
2
2
3

117 2
122 2
126 2
129 2
135 2
147 2
152 2
155 2
163 2
169 3
170 2
187 2
189 2
190 2
198 2
200 2
223 (full length) 2
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Fig. 1. Encoded Reed-Solomon frame with false frame marker image
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Further Results on Rate 1/N Convolutional Code
Constructions With Minimum

Required SNR Criterion
P.J. Lee

Communications Systems Research Section

New good (K, liN) convolutional codes for 8 "'-K "'- 13 and 2 "'-N "'- 8 were found
and tabulated which require minimum signal-to-noise ratio (SNR) for given desired bit
error rates (BER) with Viterbi decoding. The transfer function bound was used for the
BER evaluations.

I. Introduction
For a convolutional coding system employing a Viterbi

decoder, the decoded bit error rate (BER) is well upper
bounded by the transfer function bound (Refs. I; 2,
Chapter 4)

(Refs. I; 2, p. 248) where No is the one-sided noise power
spectral density, Es is the received signal energy per channel
symbol, and

a
BER "'- co· az T(D, Z) Q(w) = f"" exp (_t2 /2) • dtl V2iT

w

(1)

where the coefficient Co and transfer function T(D,Z) depend
on the code and type of channel used. Do is the Bhattacharrya
bound (Ref. 2, p. 63) which depends on the channel only, and
df is the free distance of the code. For an additive white
Gaussian noise channel with BPSK signaling (BPSK/AWGN
channel) without quantization. Do and Co are given by Do =
exp (-EIN) ands 0

Many researchers (e.g., Refs. 3-7) have used the maximum
df criterion or the criterion of maximum df together with
minimizing the first few a/s in Eq. (1), for determinining the
goodness of a code in their code search procedures. However,
another criterion (Ref. 8) of minimizing required signal-to
noise ratio (SNR) for a given desired BER with the direct use
of Eq. (1) for BER evaluation provides much better results.
For effective partial code searches in Ref. 8, some known facts
were used with a very useful idea that "good codes generate
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good codes." That is, good rate 1I(N+1) codes can be found
by extending the code generators of good rate liN codes.
Moreover, the theoretically predicted benefit of coding band
width expansion was confirmed with our new codes, whereas
the previously reported codes did not uniformly confirm this
property.

However, in order to test a code under the above criterion,
we have to evaluate the transfer function bound which requires
a matrix inversion. Hence, even for a code with short con
straint length, considerable amount of computing time has
been required. Therefore in Ref. 8 we stopped the code search
at constraint length K=7. More recently (Ref. 9), a veryeffi
cient algorithm for finding the transfer function bound was
devised; the algorithm is very fast and requires a much smaller
amount of computer memory storage since all the unnecessary
operations, such as multiplication-by-zero, etc., are eliminated.
This technique enabled us to search for longer constraint
length codes.

In the next section, after introducing necessary notations,
the partial code searching techniques discussed in Ref. 8 are
briefly reviewed. Some additional restrictions which were
applied to the searches for longer codes are explained. In the
last section, the code search results are summarized in a table
and figure where their performance is compared with pre
viously reported codes.

II. Notations and Partial Code
Searching Techniques

A typical nonsystematic, constraint length K, rate liN con
volutional encoder, denoted by (K, liN) code, is shown in
Fig. 1. The code connection box is often represented by an
NXK binary matrix G. Let G(n) andg(k) be the nth row and
kth column vectors of matrix G, and G(n, k) be the element of
nth row and kth column of G for n = 1, 2, ... , Nand
k = 1,2, ... ,K. The nth bit in the tth output vector yJ (see
Fig. 1), for t=1,2, ... ,is given by:

y: = modIt G(n, k) • X
t
-

k
+ 1

, 2J (2)
k=l

where mod {u, v} is the remainder when u is divided by v, x t

€ {O, I}, t =1,2, ... is the encoder input sequence and x t =0
for t < 1 by convention.

The code generator matrix is often represented by (G(l),
G(2), ... , G(N) with the G(n)'s in octal form. We also adopt
this notation. For given K and N, this code generator G
determines the code performance. By "code search" we imply
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the search for a G which provides good performance. The
transfer function bounding technique on the BER at the
Viterbi decoder output will not be discussed here.

In previous code searches for shorter constraint length
codes, we restricted the search space to codes having g(l) =
g(K) = (l, 1, ... , 1) and eliminated equivalent codes using the
obvious facts that "changes in the orders of the G(n)'s" or
"reversing the order of the g(k)'s" gives the same performance.
The search space for (K, liN) codes was limited by deleting
catastrophic codes and codes with too small free distance
(smaller than the maximum achieved dt value of (K, 1/(N - 1»
codes, or smaller than that of (K - 1, 1/2) codes for N = 2
cases).

For a given pair of K and N, we estimated the values of
SNR at which we believed the best code(s) could achieve the
prespecified desired values of BER. Search results were listed
with the best code at the top. A code was considered to be
better than another if the weighted sum of the logarithm of
two calculated BER values was smaller. For N = 2 cases, the
codes in the restricted search space were exhausted. For N;;;;' 3
cases, roughly 2k - 2 of the good (K, I/(N - 1» code genera
tors (in the upper portion of the list) were used as seeds to
generate the (K, liN) code search space. This last restriction
was adopted from the observation that "good codes generate
good codes."

In the searches for longer constraint length codes, the
unquantized BPSKIAWGN channel was assumed as before and
the previous procedure was adopted with some minor changes.
The first change was in the target values of BER. For shorter
codes, the values were 10-6 and 10- 3 . But since the transfer
function bound is known to be tight only when the operating
SNR is far from the cutoff rate limit, we chose the target BER
values to be 10-9 and 10-6 for longer codes. Smaller target
BER values also reduce the effort in testing a code.

Since, for large K, the number of codes in the reduced
search space is still too large (it increases exponentially with
K), we had to further reduce the search space size. In searches
for(K, liN) codes, code's with df smaller than the mid-point
between the maximum dt for (K, 1/(N - 1» codes aRC! the
upper bound on the dt for (K, liN) codes were deleted. Also
the number of seeds was limited to 100 rather than 2K - 2 .

These limitations increase the possibility of losing better codes,
but were required to obtain results in a reasonable length of
time.

From the shorter code search results, we made another
interesting observation. That is, the number of 1's in the code
generator of a good code is equal to, or at most slightly more
than, the value of its free distance. This observation was



employed for further reducing the search space tor longer
codes.

III. Code Search Results and Conclusions

Our code search results are summarized in Table 1 where
the code generators and corresponding performances are
shown. These are best in the sense of minimizing the required
SNR for the upper bound on desired BER of 10-9 and 10-6

among the codes searched. Notice that the values of bit SNR
(EbiN0' Eb =Es . N) shown in the table are upper bounds on
the required bit SNR for actual target BER values. Also, pre·
viously found codes with maximum free distance (Refs. 3-7)

are compared to our codes. Ifmore than one code was reported
with the same K and N, the best one was chosen for compari
son. For visual comparisons, the required bit SNR bounds are
plotted in Fig. 2 as a function ofN (= l/code rate). The bene
fit of coding bandwidth expansion becomes more evident with
longer constraint length codes.

In conclusion, we have found (1) good codes for values of
Nand K where no good code had been obtained, and (2) bet
ter codes than previously known "best" codes for many of
other values of K and N. These low-rate codes are expected to
have a number of applications, especially for systems having
large bandwidth-bit time products such as deep space and
spread spectrum communication systems.
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Table 1. Code search results

(K,l(N)
Required bit SNR, dB for

d
f

Notes Code Generator G in Octal
l.E-9 l.E-6

(8, 1(2) 5.987 4.481 10 9,0 371, 247
(8, 1(2) 5.998 4.462 10 6,A 363, 255

(8, 1(3) 5.609 4.115 16 9,6,0 357, 251, 233

(8, 1(4) 5.552 4.008 22 9,A 353, 335, 277, 231
(8, 1(4) 5.553 4.005 22 6,A 365, 337, 271, 233
(8, 1(4) 5.634 4.070 22 L 357, 313, 275, 235

(8, 1(5) 5.517 3.960 28 9,A 367, 337, 263, 251, 235
(8, 1(5) 5.522 3.956 27 6,A 351, 331, 265, 257, 237
(8, 1(5) 5.659 4.067 28 D 357, 323, 271, 257, 233

(8, 1(6) 5.499 3.929 33 9,A 363, 351, 331, 265, 257, 237
(8, 1(6) 5.520 3.926 32 6,A 365, 351, 337, 273, 263, 221
(8, 1(6) 5.574 4.008 34 D 375, 357, 331, 313, 253, 235

(8, 1(7) 5.490 3.916 39 9,A 373, 353, 345, 335, 277, 251, 231
(8, 1(7) 5.513 3.906 37 6,A 367, 331, 311, 277, 253, 235, 215
(8, 1(7) 5.553 3.976 40 D 375, 357, 331, 313, 275, 253, 235

(8, 1(8) 5.472 3.892 44 9,A 371, 353, 331, 323, 275, 267, 237, 225
(8, 1(8) 5.473 3.889 44 6,A 373, 353, 335, 315, 277, 251, 231, 227
(8, 1(8) 5.581 3.994 45 D 371, 357, 331, 313, 275, 275, 253, 235

(9, 1(2) 5.573 4.129 12 9,0 753, 561
(9, 1(2) 5.603 4.122 11 6,A 731, 523

•
(9, 1(3) 5.299 3.840 18 9,6,A 665, 537, 471
(9, 1(3) 5.388 3.898 18 L 711, 663, 557

(9, 1(4) 5.184 3.714 24 9,A 765, 671, 513, 473
(9, 1(4) 5.219 3.709 24 6,A 733, 645, 571, 437
(9, 1(4) 5.289 3.786 24 L 745, 733, 535, 463

(9, 1(5) 5.158 3.648 29 9,A 751, 665, 543, 537, 471
(9, 1(5) 5.160 3.647 29 6,A 755, 651, 637, 561, 453
(9, 1(5) 5.284 3.768 31 P 747, 675, 535, 531, 467

(9, 1(6) 5.138 3.609 35 9,6,A 765, 721, 663, 571, 513, 467
(9, 1(6) 5.181 3.659 37 P 727, 711, 677, 553, 545, 475

(9, 1(7) 5.126 3.590 42 9,6,A 763, 737, 665, 551, 531, 475, 427
(9, 1(7) 5.229 3.671 44 P 755, 751, 737, 673, 525, 463, 457

(9, 1(8) 5.116 3.572 48 9,6,A 767, 735, 665, 637, 571, 551, 461, 453
(9, 1(8) 5.202 3.653 50 P 775, 717, 671, 647, 625, 567, 553, 513

(l0, 1(2) 5.307 3.916 12 9,A 1753, 1151
(lO, 1(2) 5.315 3.905 12 6,J 1755, 1363

(lO, 1(3) 5.024 3.595 19 9,A 1735, 1261, 1117
(l0, 1(3) 5.025 3.589 19 6,A 1735, 1261, 1163
(l0, 1(3) 5.126 3.690 20 L 1633, 1365, 1117

(l0, 1(4) 4.885 3.445 26 9,A 1753, 1547, 1345, 1151
(lO,l(4) 4.902 3.443 26 6,A 1753, 1557, 1345, 1151
(l0,1(4) 4.985 3.549 27 L 1653, 1633, 1365, 1117,

(l0, 1(5) 4.836 3.385 33 9,A 1731, 1537, 1323, 1217, 1135
(l0, 1(5) 4.844 3.376 32 6,A 1731, 1621, 1535, 1337, 1123

(l0, 1(6) 4.812 3.342 40 9,6,A 1755, 1651, 1453, 1371, 1157, 1067

(lO, 1(7) 4.797 3.322 46 9,A 1747, 1731, 1651, 1535, 1337, 1261, 1123
(l0, 1(7) 4.809 3.315 46 6,A 1713, 1551, 1461, 1365, 1277, 1167, 1075

(l0, 1(8) 4.785 3.294 52 9,6,A 1731, 1621, 1575, 1433, 1327, 1277, 1165, 1123
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Table 1. (contd)

(K,l/N)
Required bit SNR, dB for

df
Notes Code Generator G in Octal

l.E-9 l.E-6

(11, 1/2) 5.060 3.701 14 9,A 3643, 2671
(11, 1/2) 5.070 3.699 13 6,A 3723, 2151
(11, 1/2) 5.088 3.731 14 J 3645, 2671

(11, 1/3) 4.712 3.352 22 9,6,A 3165, 2671, 2373
(11, 1/3) 4.814 3.420 22 L 3175, 2671, 2353

(11,1/4) 4.605 3.216 28 9,A 3453, 3071, 2755, 2351
(11, 1/4) 4.620 3.213 29 6,A 3453, 3157, 2755, 2351
(11, 1/4) 4.722 3.293 29 L 3175, 2671, 2353, 2327

(11, 1/5) 4.554 3.157 36 9,A 3673, 3161, 2575, 2363, 2265
(11, 1/5) 4.566 3.146 35 6,A 3721, 3165, 2671, 2477, 2153

(11, 1/6) 4.522 3.107 42 9,A 3275, 3165, 2671, 2423, 2277, 2173
(11, 1/6) 4.537 3.099 42 6,A 3663, 3327, 3161, 2575, 2251, 2177

(11, 1/7) 4.500 3.073 49 9,A 3625, 3261, 3151, 2733, 2457, 2375, 2167
(11, 1/7) 4.505 3.068 49 6,A 3721, 3223, 3165, 2671, 2527, 2277, 2173

(11, 1/8) 4.492 3.054 57 9,6,A 3651, 3453, 3375, 3167, 2763, 2361, 2265, 2155

(12, 1/2) 4.784 3.504 14 9,A 6765, 4627
(12, 1/2) 4.800 3.503 15 6,J 7173, 5261

(12, 1/3) 4.482 3.163 22 9,A 7473, 5611, 4665
(12,1/3) 4.487 3.161 23 6,A 6755, 5271, 4363
(12,1/3) 4.512 3.180 24 L 6265, 5723, 4767

(12,1/4) 4.361 3.013 30 9,A 7635, 6733, 5221, 4627
(12,1/4) 4.363 3.011 30 6,A 7725, 6671, 5723, 4317
(12,1/4) 4.431 3.054 32 L 7455, 6265, 5723, 4767

(12, 1/5) 4.299 2.950 38 9,A 7725, 6711, 5723, 5513, 4317
(12, 1/5) 4.305 2.937 38 6,A 7725, 6671, 5723, 5321, 4317

(12, 1/6) 4.258 2.893 45 9,A 7725, 6671, 5723, 5161, 4553, 4317
(12, 1/6) 4.266 2.890 45 6,A 7725, 7341, 6711, 5723, 4533, 4317

(12, 1/7) 4.235 2.859 54 9,6,A 7721, 7325, 6711, 5723, 5337, 4713, 4317

(12, 1/8) 4.223 2.841 61 9,A 7721, 7325, 6711, 6545, 5723, 5337, 4713, 4317
(12, 1/8) 4.225 2.838 62 6,A 7725, 7121, 6711, 6277, 5723, 5333, 4735, 4317

(13, 1/2) 4.572 3.337 16 9,6,J 16461, 12767

(13, 1/3) 4.251 2.993 24 9,A 16331, 12277, 11565
(13, 1/3) 4.253 2.981 23 6,A 14331, 13523, 10747
(13, 1/3) 4.363 3.043 24 L 17661, 10675, 10533

(13, 1/4) 4.119 2.841 33 9,A 17227, 14331, 13277, 11165
(13, 1/4) 4.145 2.827 32 6,A 16353, 14751, 13157, 10255
(13, 1/4) 4.222 2.883 33 L 16727, 15573, 12477, 11145

(13, 1/5) 4.055 2.753 41 9,6,A 17633, 14471, 12337, 11275, 10565

(13, 1/6) 4.016 2.705 49 9,6,A 16365, 14331, 13277, 12467, 11275, 10473

(13, 1/7) 3.996 2.671 58 9,6,A 17661, 16365, 14331, 13277, 12467, 11275, 10473

(13, 1/8) 3.979 2.652 65 9,A 17467, 16751, 15345, 14331, 13277, 12475, 11261, 10473
(13, 1/8) 3.986 2.650 64 6,A 17623, 16365, 15221, 14331, 13277, 12467, 11275, 10473

Notes:
9 Code which minimizes the upperbound on the required SNR for L Found by Larsen (Ref. 4)

desired BER =l.E-9 (among searched) J Found by Johannesson and Paaske (Ref. 5)
6 Code which minimizes the upperbound on the required SNR for D Found by Daut, et. al. (Ref. 6)

desired BER =1.E-6 (among searched) P Found by Palazzo (Ref. 7)
0 Found by Odenwalder (Ref. 3) A Found by the author
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Concepts and Tools for the Software Life Cycle
R. C. Tausworthe
DSN Data Systems

The Tools, techniques, and aids needed to engineer, manage, and administrate a large
software-intensive task are themselves parts of a large software base, and are incurred
only at great expense. This article focuses on the needs of the software life cycle in terms
of such supporting tools and methodologies. The concept of a distributed network for
engineering, management, and administrative functions is outlined, and the key charac
teristics of localized subnets in high-communications-traffic areas ofsoftware activity are
discussed. A formal, deliberate, structured, systems-engineered approach for the construc
tion ofa uniform, coordinated tool set is proposed as a means to reduce development and
maintenance costs, foster adaptability, enhance reliability, and promote standardization.

I. Introduction and Background

In 1979 it was recognized that more than half of the United
States' National Aeronautics and Space Administration (NASA)
budget was required to sustain labor-intensive, routine services
and operations, and that fraction was rising. In 1980, the
NASA study committee on machine intelligence and robotics
identified the potential of computer science for increasing the
productivity and the affordability of future space operations.
Computer science was identified as the most critical support
ing technology requiring an intensive NASA research and
development involvement. The committee recommended that
NASA develop a long-term commitment and a centralized,
coordinated effort to alleviate the budget drain, support a
higher-caliber personnel skill mix, and enable productivity
breakthroughs that would enable expanded mission
sophistication.

The world's entire industry is rapidly becoming information
intensive, silicon-based, and software-driven1 . The trends in
modern information systems are toward very large data bases,
distributed systems, computer networks, less expensive hard
ware, complex applications, and automated workplaces and
factories. The space effort administered by NASA, in many
respects, is but a particular example of this tendency. Al
though its progress may not, perhaps, be as pronounced as
some research organizations within the USA and elsewhere
abroad (Ref. 1) have reported, NASA, nevertheless, has
recognized the need to capitalize on computer technology
advances to increase the affordability of its coming missions.

1 Reifer, Donald, session-opening comment at COMPSAC-79, Chicago,
Ill., November 1979.
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People-costs are rising at inflationary rates - 5% to 15%
per year - while computer logic costs are decreasing some 25%
per year and computer memory costs are decreasing about 40%
per year. Overcoming the labor-intensive nature of building
and maintaining large, complex information systems increas
ingly rests on raising the productivity of personnel responsible
for the software (i.e., programs, data bases, and documenta
tion) within the system. Software efforts are not yet mecha
nized to the point that their products are "manufactured" in
production-line fashion.

A. Software Problems

Software, from its beginnings, has been immersed in the
same kinds of problems any new kind of industry undergoes.
Software products have too often been late and over-budget,
often have not fulfilled the needs of users, often have been
unreliable, often are difficult to modify to meet new user
needs, and often cannot be adapted to accommodate evolving
technology. The useful lifetime of that software is therefore
often shorter than planned, usually at low salvage value upon
its retirement.

Even though many "software problems" are, in reality,
perhaps better classified as "systems engineering problems,"
the fact is that systems are becoming so complex that the
elaboration and management of system details are becoming
literally impossible without computational aid. That is, system
engineering relies on being able to find solutions to system
problems via software. Hence, software problems permeate
the entire application system in which they reside and the
entire development system in which they are created.

If software problems could be localized, or related to
simple, noninteracting influences, or could be found to be
coupled to simple, fundamentally wrong underlying princi
ples, perhaps they could be attacked with more sweeping
results. But the large software project operates within an
entangled socio-economic system that must respond to intan
gible or subjective requirements, accommodate an uncertain
discovery/development process, communicate excruciatingly
detailed information through an imprecise, ambiguous human
medium, and perform within sometimes severe fiscal and
schedule constraints to build or maintain a very large, tech
nically complex, intricate application system. Consequently,
there is almost a complete fabric of austere, tightly interwoven
technical and managerial problems entangling each program
ming project in the large.

Because software costs are rising, this rise being primarily
related to labor, software costs often dominate the system
costs. For a number of reasons, cost and schedule perfor
mances in software tasks have been regarded as poor in com
parison with hardware tasks. Software tasks are also generally
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acknowledged to be harder to manage than hardware tasks.
Furthermore, qualified software implementation and manage
ment personnel are scarce.

Labor-intensive efforts are reduced by improvement in
methodology, environments, tools, and aids - what we shall
refer to in the current context as software engineering tech
nology. Software engineering is a disciplined approach to
software-intensive efforts whose goal is to solve software and
related technological and administrative problems in an
organized, responsible, professional way. Software engineering
also seeks to improve the quality, performance, and usability
of computational facilities, as well.

A recent study (Ref. 2) by the University of Maryland
reported the results of a survey of state-of-the-art technology
and its utilization in the United States and Japan. Its principal
conclusion was that, while researchers in these two countries
took advantage of, and further expanded the state of the art,
the large production programming'projects within the same
organizations did not. Cited as reasons for not using up-to-date
tools and methodology were unawareness and lack of training,
poor human engineering of the tools, lack of good documen
tation and support, unreliability, and cost overheads.

As a result, the conclusions of the NASA study committee
still seem to describe most of the software industry today.
True, progress may have been made in the interim, but it
appears outwardly that resultant productivity has been little
affected, perhaps counteracted by rising applications and
systems complexity. There still seems to be about a 10-year lag
between state-of-the-art software engineering technology and
its propagation into accepted practice. And software organiza
tions need an injection of new technology in excess of 10% per
year just to remain 10 years behind!

The software situation may be becoming increasingly
more serious. It was described in the 1960s and early 1970s
as "the software problem," but the term escalated to "the
software crisis" in the late 1970s and early 1980s. The "con·
tinuing software crisis" is now expected to be with us through·
out the 1990s (Ref. 3).

B. Critical Near-Term Needs

Some of the critical needs within the state of the art are:
establishment of broader funding bases of support within
organizations for the acquisition and integration of software
engineering technology; improvement in the usage, quality,
and effectiveness of software tools; betterment of the soft
ware implementation and management processes; provisions
for better education and training in the use of software tech·
nology; and adoption of standard practices in software efforts.



Training of software personnel in the application of modern
software engineering methods and standard practices through
out the entire software life cycle is certainly needed, but very
costly to perform on the job. Implementing software tools for
technology transfer by giving proper attention to portability,
human engineering, adaptability, and product standards
requires particular emphasis, but again requires objectivity,
training, and monitored adherence. Improved hardware
facilities, support software and operating systems, and net
worked work stations are incurred also at extra cost and
complexity.

Means of coping with problems that are not inherently
software-caused may also be relieved to some degree by
increased understanding and automated support. Problems
attributable to uncertain, ambiguous, and unstable user or
system requirements may cause less frustration if risks could
be quantitatively assessed and compensations made in costs,
schedule, and program design. Some software engineering
methods and tools, such as those for software requirements
analysis and structural design, may be extensible, to some
degree, to systems design and systems engineering tasks,
even those not involVing imbedded software.

c. Goals and Directions

Increased ·manpower effectiveness 'is essential to lowering
computing costs and mission costs over the remainder of
this century. To maintain affordability amid the increasing
information system complexity that will accompany its
coming space missions, NASA is considering the goal of a
500% increase in manpower effectiveness over the next 20
years.

Manpower effectiveness is increased primarily by methods
and tools. Because software costs are not concentrated in any
one particular phase of activity, it will be necessary to provide
such means throughout the entire software life cycle. Tools
concentrated in a particular phase can have only limited
benefit. For example, the existence and use of a miraculous
language that could render the coding activity instantaneous
by itself would yield a cost benefit of only about 20%, because
only about 20% of the current software effort is coding.

The 1980 NASA study committee cited the following
development needs: the expansion of on-line, interactive,
and automatic programming to increase productivity; a mod
ern data-structuring language; symbolic models and computer
representations of application areas of knowledge-based usage
systems for these application areas; and the use of an inte
grated design, programming, documentation, and management
data base. They concluded that the systematic, thorough
application of automation technology to NASA was essential
to the agency's cost effectiveness; that current technology

could significantly reduce staff and response time; and that
the use of computer-based machine intelligence could further
increase productivity and utility of acquired information.

A number of efforts in private industry and government,
both in the United States and abroad, have for some time now
focused growing concern on software problems. There are
three current concerted efforts led by the Department of
Defense, and conjoined by NASA and certain constituents of
private industry, to prOVide a common programming language
(Ada2 , Ref. 4), to proVide Software Technology for Adapt
able, Reliable Systems (STARS) (Ref. 5), and to integrate
Ada and other software technology into practice (the Soft
ware Engineering Institute). These efforts are oriented not
only toward developing better software engineering tech
nology, but also toward accelerating its propagation into the
software industry.

A current study sponsored by the U.S. Air Force (Ref. 3)
is evaluating the needs, issues, costs, be"nefits, and risks of a
comprehensive standardized software engineering life-cycle
support environment for the STARS program. Such an envi
ronment, when implemented, states the report, should have
a dramatic positive impact on the oontinuing software crisis.
However, the costs of the STARS program are large, about
$300 million.

Unfortunately, a single standard environment and set of
support tools may not work for everyone. The computing
field may be just too diverse for that. The costs of a custom,
complete programming environment for each application area
are probably prohibitive for all except the large software
houses. The development of a modern environment of the
STARS variety is beyond the capital resources of even the
large software houses.

Others must therefore content themselves with commercial,
STARS-fallout, public-domain, or government-supplied envi
ronments, plus the smaller special tools that they must have
and can develop for themselves. It therefore behooves organi
zations to adopt standards that will promote the infusion of
this technology at the least cost. An example in which this
approach was successfully applied has been recently reported
by TRW (Ref. 6) in its Software Productivity System.

II. Software Technology Improvement Areas

As new software engineering tools or techniques emerge,
they mayor may not become a part of a particular software
engineering environment. If they are not integrated into an

2 Ada is a trademark of the U.S. Government (Ada Joint Program
Office).
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environment and properly used, they are ineffective, regardless
of their potential. .Improvements to the general software
situation will therefore come about primarily through im
proved software engineering environments. Let us, for a
moment, ponder some possible candidates for this environ
ment and certain of their characteristics.

A. Near-Term Improvement Areas

Since most software organizations are not currently bene
fiting from existing technology anywhere near the maximum
extent possible, probably the least expensive alternative for
productivity and quality improvement is making off-the
shelf tools and techniques usable. This alternative requires
awareness and existence of a spectrum of compatible, proven
tools and techniques, training in their usage, perhaps better
human-machine interfaces, and good vendor support.

In addition, there may be other worthwhile concepts
within the current state of technology that can be readily
implemented, given funding and the same engineering care
as referred to above. Regardless of the alternatives, timeli
ness, benefits, and costs will determine the members of the
tool set acqUired.

Tools in this term may be likened to ordinary "hand tools,"
in that they are primarily automated instances of the routine
kinds of things that people do. Their mechanical advantage is
significant, but not outstanding.

Items in this category include programmer's toolkits,
workbenches, and operating systems; management planning
and status-monitoring tools; prototypes of requirements and
design languages and analyzers; code and documentation
auditors; software life-cycle mathematical models; design and
documentation data bases; interactive environments for pro
gramming and management; test-case generators and test-path
monitors; assertion validation monitors; reliability assessment
models; regression data bases; and software engineering
standard practices.

B. Medium-Term Improvement Areas

In a somewhat longer time frame, more ambitious and
more costly "power tools" of the "computer-assisted,
intuition-guided" variety may become generally available.
The technical problems for such tools are definable today,
but the solutions may require some technology development.
Most tools in this class will probably be characterized by
knowledge of the application built into (or available to) each
tool. In such cases, this knowledge-assist is expected to yield
a good mechanical advantage.

Tools in this category include such things as context
knowledgeable programming and document generation tools;
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software application data bases and reuse tools; sophisticated,
accurate software life-cycle process phenomenology models;
coordinated software production and task management
tools; automated configuration management tools; program
design quality analyzers; test and validation tools; requirement
code-test-configuration traceability tools; and friendly require
ments capture-and-analysis tools. Many of these are in the
process of being perfected today.

c. Long-Term Improvement Areas

The application of artificial intelligence techniques, specifi
cally knowledge-based expert systems, to increase the automa
tion of specification, design, implementation, and testing and
validation processes probably yields the best hope of improv
jng productivity and software reliability by at least an order of
magnitude. But such tools will be very expensive to develop.

A knowledge-based system for software production would
contain sets of software engineering rules integrated into an
environment that would permit application of the rules to
embryo software systems through the full range of life-cycle
disciplines, technical and managerials. Tools of this type would
play the role of an automated assistant in software develop
ment and maintenance, and would provide such services as
conversational requirements capture and analysis; expert
design consulting; expert software management decision sup
port; self-coding documentation; automatic validation, failure
analysis, and work-arounds; and direct requirements-to
product synthesis.

D. Prognosis

Use of the computer as a means to solve the problems
caused by its own existence (as well as those thrust upon it by
system engineering deficiencies) will necessarily be evolution
ary, because the developed technology, being software, will
only add to the problems it is aimed at curing. But it is
believed that, within the STARS program, the technology
bootstrapping process will eventually converge to provide a
considerable improvement in software productivity in general,
and perhaps an order of magnitude in some areas, by the end
of the century.

Current and near-term software engineering technolog'y, if
developed and used, can do much toward improving the pro
duction and management of software applications. Medium
term technology will potentially relieve programmers and
m"anagers of most burdensome activities that can be auto
mated.' If long-term technology is successful in removing cur
rently known machine-intelligence limitations, programmers
and managers, as we conceive of them today, may be put out
of work; such individuals might be needed only for con
sulting and very special applications during the acquisition of
requirements.



The effort in requirements capture seems to be a fundamen
tal limitation, linked to the human discovery of need, uncer
tainty of the true form of the satisfaction needed, and the
decision to act. Someday, perhaps someone will discover that
the human channel capacity for requirements definition can be
quantified by some Shannon-type (Ref. 7) information
theoretic limit. Then, just as the communications engineer
now knows how to design communication systems optimally
within this capacity, the software engineer will be able to fab
ricate systems to compensate for disruptive requirements, and
software managers will plan for this uncertainty as a matter of
course.

Of course, it is also possible that software engineering as a
discipline, if not wisely administered, will die a horrible, linger
ing death - poisoned by wasted and fragmented efforts,
crushed by an evolving enormity too great to be compatible
within itself, strangled by overcontrolling managers, or starved
by sponsors unwilling to invest capital to cut labor. Steps must
be taken and attitudes must be adjusted to see that these kinds
of things do not happen. Technological improvements must be
planned, developed, capitalized, nurtured, and integrated into
practice when they are ready. They will not come about by
themselves; it will take continuing effort to make large soft
ware application systems affordable.

III. Software Production Information System

At this point, let us focus on a particular software environ
ment, that in which the DSN Data Systems are implemented.
The "Mark IVa" configuration for 1985 (Fig. 1), now in
implementation, will contain some 145 computers of various
kinds, and perhaps about 1.3 million lines of source code. The
software resides in interconnected subsystems for deep-space
tracking and data acquisition, spacecraft command, network
performance validation, and communication system control
and data routing.

The software production activity to support this configu
ration appears, at its upper abstraction, as a highly orches
trated, information-intensive process; the participants and
their informational needs are shown in Fig. 2. From this view
point, the DSN environment perhaps looks fairly normal,
much the same as any other environment.

However, within the environmental "black box," one finds
a more complex, high-communications-traffic beehive of activ
ity. For many reasons, partly inheritance, partly evolution,
and partly because of operational constraints, software is
developed on a number of different hosts, with the documen
tation and source code data base spread out over many types
of media in different formats and on different machines. The
flow of information and products in the implementation pro-

cess is depicted in Fig. 3. This awkward, disconnected kind of
environment, too, may look familiar to ,nany. The reader will
note that, while certain aspects of the development are auto
mated, the communications among the various parts represent
a serious deterrent to productivity.

The DSN therefore is developing a rationale and an archi
tectural concept to restructure the software engineering envir
onment for improved software throughput. That rationale and
architecture are the subjects of the remainder of this article.

The software engineering environment is envisioned as an
information system, an integrated set of processing and data
federated around common interface considerations into an
overall design that is balanced to serve the informational needs
of all of its users. However, there are some constraints that
prevent a drastic change from the current host mainframes and
operating systems being used for software development and
task management into a more modern development environ
ment rife with tools, such as the UNIX3 system. Changes must
be made gradually (budgetary and training restrictions) and
within the environment as it is being used for Mark IVa
development.

The users of this information system for a given project
include programmatic and institutional management, super
visors, system engineers, software engineers, quality assurance,
administrative, and clerical personnel, user organization repre
sentatives, operations personnel, and various support staff, as
well as those charged with implementing and maintaining the
environment itself. Each has computational and communica
tional needs served by the environment.

Figure 4 shows the potential simplification in traffic ob
tained by providing users with workstations and other com
putational elements interconnected by local area networks,
and providing object-oriented "servers" for major resources.
Figure 5 shows how the management and administrative data
bases can be organized around generic life-cycle functions and
Fig. 6 shows how the same kind of organization can be applied
to the software products and technical information. We have
termed this configuration the Management and Development
Network (MADNET). Prototype demonstrations of MADNET
concepts were performed by-Fouser4 .

The software engineering environment is envisioned as a
layered architecture in which the user interface, at the top, is

3 UNIX is a trademark of American Telephone and Telegraph, Inc.

4 Fouser, T. J., Management and Development Local Area Network
Concept Report, Report D-85?, Jet Propulsion Laboratory, Pasadena,
Calif., April 1983 (JPL internal document).
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insulated from hardware, system software, and communica
tions vagaries, and, at the bottom, by levels of virtual machines
(Fig. 7). The user interacts with the system seemingly at the
tool level using standard tool interfaces, although the tools
themselves may be distributed within the system. Existing and
purchased-off-the-shelf tools can be made more effective by
imbedding them thus in a richer environment, by increasing
their availability and accessibility, and by insulating the users
from particular details of the host operating system(s).

A spectrum of tools is required to cover the range of users
throughout the life cycle. Whereas the long-term goal is to
build a fully integrated environment, short-term needs and
limited resources make it necessary to provide first for inte
gration of the tools available and readily acquirable. Thus,
tools have been ported and purchased that are not 100% com
patible with each other, but still serve users fairly well. Many
of the Kernighan and Plauger Software Tools (Ref. 8) have
been installed, and are in use.

Table 1 lists the kinds of tools that are needed and available
(or could be made available in the near term) to development,
management, and administrative personnel through the life
cycle phases. It also shows, upon analysis, where tools are
absent and better tools are needed. (The Kernighan and
Plauger Software Tools are not shown). Current tools tend
to be clustered around tbe production phase for use by
developers.

IV. Environment for Tool Development
The environment for building software tools need not be

the same as the environment used to run the tools, nor is
either of these necessarily the application software environ
ment. We may thus make a distinction among software engi
neering environment, applications environment, and tools
engineering environment. Each may be optimized toward its
own ends.

The applications software, when operational, is mostly
imbedded within a real-time data-acquisition system, and its
lifetime is coupled to the lifetime of the space mission and the
surrounding deep-space station hardware. Only in the event of
a major redesign of the network would the transport and reuse
of software in new computers be of concern.

However, a software tool that is generally useful over a
number of projects needs to present the same user interface,
regardless of its host or the application target machine. Tool
ware thus needs to be transportable to, or available on (or
through), any workstation. In the interests of reducing retrain
ing costs, learning to use a new tool, e.g., a new text editor or
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a radically different language dialect, just to work with a dif
ferent host machine, should not be required.

A software layering technique can be applied to the con
struction of toolware, as indicated in Fig. 8. The figure shows
a set of user tools built on a machine-independent set of
functions written in an efficient machine-independent subset
of a high-level language. These functions and language subset
form a virtual machine, the tool-builder's interface. Below this
interface, there will be a layer of functions with some degree
of system dependency, which can be customized by suitable
parameterization and minor modifications to present a stable
virtual machine layer interface. At the next layer are the core
toolset language and core system interface library of functions
that form a system and network layer interface. This layer
interfaces directly with the operating system, stabiliZing many
of the system dependencies into mere idiosyncracies that can
be necessary to augment the existing operating system with
"primitives," or host-dependent, application-independent code
at the system-dependency level (Ref. 8).

Current investigations within the DSN are considering the
use of the C language and the UNIX operating system (or
UNIX-look-alikes) for building the DSN tools and tool inter
faces. (Ada is not yet available on any of the machines in the
current environment.) Non-UNIX-like operating systems tend
to present problems only in certain file-access routines, which
can be softened, to some extent, by the addition of auxiliary
functions to create UNIX-like directories. Functions at the
portable and customizable layers are maintained in source
form and installed on each host to form a common library, so
as to ensure the same operation of tools. Selectable options
within the source media permit tools to capitalize on features
of terminals, printers, and file systems, and yet not destroy
the commonality of the user interface.

v. Tool Design Goals and Criteria
User-interface compatibility and, therefore, transport

ability are mentioned above as driving considerations in tool
design. But a tool must primarily be effective. If making a tool
portable also renders it ineffective, nothing is gained. Trade
offs among design goals must be made when conflicts occur.

There is a high priority for tools giving a significant and
measurable benefit to the software engineering process. Since
various factors tend to demotivate those in charge of funding
the improvements to the software process, the benefits must
be clear and capable of being demonstrated, and the expendi
ture must be justifiable.

In addition, tools should interface well with other tools ~nd

with the implementation methodology being applied within



the software organization. When tools are built in-house or
under contract, their interfaces can be prespecified. However,
acquisiton of off-the-shelf items do not afford this opportu
nity, but it may be possible to adapt the tool via special install
options, or patches, or by way of a special version from the
vendor, to the interface needs of the environment. In some
cases, a special separate server may be developed to provide
the input/output or function interface required. Figure 9
shows a layering of computational elements arrayed for server
equalization of user interfaces.

Each tool should· provide wide-spectrum benefit to the
developer, to task management, to configuration management,
and to quality assurance. For example, a good program design
language tool can be used by the programmer to develop the
structure, data flow, and detail design of program parts; it also
serves to document this design; the manager may use statistics
gathered by the tool as a status base for controlling the task;
change detection algorithms in the analyzer assist configu
ration management; measurements of design complexity and
automatic checks for completeness, for traceability to re
quirements, and for conformance to standards aid in quality
assurance.

Tools should provide status and quality information relative
to the object being worked on. This status should be unobtru
sively extracted, as an integral part of the tool design (Fig. 10),
and should automatically be made available to the manage
ment tools by way of a status data base.

Tools should be capable of being operated interactively
through an appropriate friendly interface where intimate con
tact with a particular tool is required, such as when the details
of an object are being worked out. There should also be a non
interactive mode to suppress all the details, once worked out.
For example, a tool that has a set of interactive options for
operation may skip the option-selection step the next time it
is executed with the same object. Another approach is that of
scripts executed by the operating system, as by the UNIX
shell.

Tools should have good life-cycle support, and be as well
engineered and documented as the products they support, or
perhaps better. They should be built with usability and qual
ity as goals. User manuals should be particularly well written
and operation reliable. Moreover, since the tool (and docu
mentation) will no doubt adapt to new applications, new
methodologies, and new interfaces with other tools, it is im
portant that the tool· software be designed and documented
for maintainability.

To the extent possible, intermediate results and routine
decisions should be hidden from the user; final results should
be immediate. For example, the edit-compile-link-execute
observe-re-edit cycle could conceivably (with sufficient com
puting power) be all integrated together merely into edit and
observe windows, with all the intermediate compiling and
linking steps suppressed, and with observed results almost
simultaneously displayed.

VI. Summary
As information systems become more sophisticated and

complex, the very means to make them affordable becomes
an enabling technology. The tools that serve these means
will themselves generally be sophisticated, complex, and
costly. Thus, tool costs will generally have to be amor
tized across many projects tools to justify their capital ex
penditure.

Software tools then, perhaps more urgently than applica
tions programs, require focused attention and concentrated
effort to make them rehostable among many environments or
to make them generally available within a distributed environ
ment. The payoffs, however, can be significant in utility,
training costs, tool acquisition costs to individual projects,
schedules, and product quality. The layered-interface object
oriented approach in tool construction is one way to promote
this rehosting, and standard network layering of protocols
can help make the tools available throughout a distributed
implementation environment.

109



110

References

1. Kim, K. H., "A Look at Japan's Development of Software Engineering Technology,"
Computer, Vol. 16, No.5, May 1983, pp. 26-37.

2. Zelkowitz, Marvin B., et aI., "Software Engineering Practices in the US and Japan,"
IEEE Computer Magazine, Vol. 17, No.6, June, 1984, pp. 57-66.

3. Vick, Charles R., et aI., Methods for Improving Software Quality and Life Cycle Cost,
Report of the Committee on Methods for Improving Software Quality and Life Cycle
Cost, Air Force Studies Board Commission on Engineering and Technical Systems,
Washington, D.C., May 18, 1984 (draft).

4. Barnes, J. G. P., Programming in Ada, Addison-Wesley Publishers, Ltd., London, 1982.

5. Druffel, Larry E., et aI., ~'The DoD STARS Program," IEEE Computer Magazine,
Vol. 16, No. 11, November, 1983, entire issue.

6. Boehm, Barry W., et aI., "A Software Development Environment for Improving Pro
ductivity," IEEE Computer Magazine, Vol. 17, No.6, June, 1984, pp. 30-42.

7. Shannon, Claude E., "Communications in the presence of noise," Proc. IRE, Vol. 37,
No.1, January 1949, pp. 10-21.

8. Kernighan, Brian W., and Plauger, P. J., Software Tools in Pascal, Addison.Wesley,
Reading, Mass., 1980.



Table 1. Support for software Implementation

Personnel
Implementation phase

level Software planning Software design Software design Section combined Acceptance test Operation and
and requirements definition and production subsystem test and transfer maintenance

Administrative WAD, SRM, MAIL MAIL, SRM MAIL, SRM MAIL, SRM MAIL, SRM MAIL, SRM
Action items Action items Action items Action items Action items Action items
Procurement Procurements Travel, calendar Travel, calendar Travel, calendar Procurements
Travel, calendar Travel, calendar Calendar

Management WAD, SRM, MAIL WBS, MAIL WBS, MAIL, ARS, WBS, MAIL, ARS, WBS, MAIL, ARS, ARS,MAIL,
Action items Action items DVCS DVCS DVCS Action items
Requirements capture Software visibility Action items Action items Action items ECR/ECO
Requirements analysis Productivity metrics Software visibility Software visibility Software visibility Transfer
ECR/ECO Traceability metrics Productivity metrics Productivity metrics Productivity metrics status
Procurements Design quality Traceability metrics Traceability metrics Traceability metrics DB
Review preparation metrics Design quality QA metrics QA metrics

aids Review preparation metrics
Softcost aids Review preparation

aids

Development Word processing Word processing EDIT, POL, CRISP, EDIT, PASCAL, EDIT, PASCAL, ARS
Requirements capture Requirements analysis PASCAL, HAL/S, HAL/S, PL/M HAL/S, PL/M, ECR/ECO

. Requirements analysis PDL, CRISP PL/M, MODCOMP MODCOMP assembly MODCOMP assembly
ECR/ECO ECR/ECO assembly, DVCS DVCS, STAR test DVCS, STAR test
SPMC documentation/ SPMC documentation/ SPMC documentation/ generator generator

graphics graphics graphics SPMC documentation/ SPMC documentation/
Graphics Simulated test graphics graphics

environment Simulated test Regression tests
Debuggers environment
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Antenna Axis Drive Torques for the 70-Meter Antenna
H. McGinness

Ground Antennas and Facilities Engineering Section

Antenna axis speeds versus wind speeds are given in tenns ofdish size, hydraulic-motor
size, and the number ofservo valves.

I. Introduction

An increase in the dish diameter of an antenna is usually
accompanied by increases in the axis torques required to drive
the antenna against wind. The proposed increase in the diam
eters of the M-m antenna dishes to 70 m (plus a noise shield)
does require increased axis torques. This report shows the
effect of these increased torques on the axis speeds.

a second motor attached to its input end, and these motors are
termed the torquing motors. The torquing motors of each axis
drive are controlled by a single servo valve. Figure 1 is a sche
matic of two drive units and a bull gear. In actuality the
motors connect to the output pinion through a multistage gear
reduction. Figure 1 demonstrates that the countertorquing
hydraulic system is independent of the torquing hydraulic sys
tem, and that only the torquing motors resist wind or inertia
torques.

III. Drive Torque Analysis

The maximum torques, induced by wind, about the azi
muth and elevation axes are taken from Table VI of Ref. 1,
and are as follows, where TA is the maximum azimuth torque
and TE is the maximum elevation torque (the subscripts 64
and 72 pertain to the M-m and 70-m antennas, respectively):

II. Description of the Axis Drives

The azimuth-axis drive is composed of a large bull gear,
four speed reducers, each of which is driven by two hydraulic
motors, a brake, a servo valve, and the necessary hydraulic
power source.

The elevation-axis drive is similar, but has two bull gears in
parallel, each of which is driven by two speed-reducer units.
One hydraulic motor on the input end of each speed reducer
applies a constant torque which is equilibrated by an equal and
opposite torque from a hydraulic motor on one of the other
speed reducers. These countertorquing motors serve to keep
the drive system free of backlash. Each speed. reducer also has

(1)

(2)

121



(3) The factor, 1.15, allows for line and motor losses.

(4)

where

The load flow, QL' can be expressed in terms of the
antenna-axis angular speed, since the angular speed is propor
tional to the flow through the hydraulic motors.

The ratios between the maximum torques of tl~e two an
tennas may be obtained directly from Eqs. (1), (2), (3), and
(4), and are

q = 1/2 p y2 =the dynamic pressure of the wind

p = the air density

y = the wind speed

D = the antenna dish diameter

n = the number of motors supplied by one servo valve

d = the motor displacement per turn

a = the axis speed in degrees per unit time

r = the speed ratio between the hydraulic motor and
antenna axis

(9)Q omd I ..
L = 360 vo ume per umt tIme

Substitute Eq. (9) into Eq. (8) and obtain

where

(5)TAn = 0.122 (72)3 = 1.476
T

A64
0.117 64

TEn = 0.123 (72)3 = 1432
T

E64
0.122 64 . (6) [ (

Otrnd ) 2] Ps
bJ' = 1 - 360 Q

NL
1.15 (10)

The maximum azimuth torque occurs at an elevation angle
of 50 and a wind azimuth angle of 1200

• The maximum eleva
tion torque occurs at an elevation angle of 600 and a wind
azimuth of 180

0
•

The output torque from one hydraulic motor, THM , is

bJ'd
THM = 21T (11)

Since there are four torquing motors per antenna axis, the
motor torque also must be

(12)

(13)
bJ'd = TANT

21T 471)

= TANT
THM 471)

where 1) is the efficiency of the speed reducer. Equate Eq. (11)
to Eq. (12) and obtain

T eq!!...D 3 = e~py2!!...D3
ANT = 4 2 4

The torque of either antenna axis may be written

(7)

The pressure drop bJ' across the servo valve, see Fig. 1, is
obtained from Ref. 2 and is

where e is the pertinent numerical coefficient appearing in
Eqs. (1), (2), (3), and (4).

(8)

where

Substitute Eqs. (10) and (7) into Eq. (13) and obtain

[ (
amd )2J Ps d e1T py2 D 3

1 - 360 QNL 1.15 21T = 3271) (14)

Ps = the supply pressure to the servo valve

QL = the load flow through the valve

QNL = the no-load flow through the valve and is a func
tion of the supply pressure, Ps

Solve Eq. (14) for a and obtain

(15)
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For a particular servo valve, the no-load flow, QNL' is a
certain function of the valve-supply pressure, Ps . From Fig. 1
of Ref. 4, which pertains to the servo valve now used on the
M-m antennas (namely MOOG 72-163), the value of QNL is
given graphically as a function of Ps' The displacement per
turn of this motor is .0000395 m3 (2.41 in.3 ) and the QNL
value is .00580 m3 Is (354 in.3 Is) for Ps = 2069 104 N/m2

(3000 psi); the QNL is .00567 m3 /s (346 in.3 /s) for Ps =
1724 104 N/m2 (2500 psi).

From Fig. 133 of Ref. 2 the efficiency of the speed re
ducer, '1'/, is given as .90 for high torques. From Table 5 of
Ref. 2, the speed ratio between motor and antenna axis, r, is
28724 for the azimuth axis and 28730 for the elevation axis.
Of the three 64-m antennas, the one at DSS43 is the closest
to sea level, namely 670 m. At this elevation the air density is
approximately 96% of the standard sea·level air density. Sub
stituting the foregoing parametric values into Eq. (15),
together with the appropriate C values from Eqs. (1), (2), (3),
and (4), the curves of Figs. 2 and 3 have been drawn. These
curves show the maximum antenna-axis speeds plotted against
the wind speed for the antenna attitudes which produce the
maximum axis torques.

The error band shown for one of the curves of both Figs. 2
and 3 is based upon a wind moment coefficient error of
± 15%.

The elevation axis torque caused by bearing friction is less
than 1% of that coming from a 18 mls (40 mph) wind. The
elevation axis imbalance tends to aid the drive to the stow
position; however, it is also of negligible significance.

The azimuth axis torque caused by the hydrostatic bearing
and by the cable wrap is less than 1% of that coming from a
18 mls (40 mph) wind. .

IV. Conclusions
The increased dish diameter causes the maximum azimuth

and elevation torques to increase 48% and 43%, respectively.

In Fig. 2 the maximum elevation axis speeds are plotted
against the wind speed for various values of the parameters
appearing in Eq. (13). For the case of the 70-m antenna with a
noise shield, abbreviated 72 m, using the same hydraulic drive
equipment as now used with the M-m antenna, but having the
hydraulic supply pressure increased, the curve is given with an
error band shown cross-hatched. The left edge of the error
band intersects the 0.251s axis speed at a wind speed value of
18.33 mls (41 mph). This means that at the critical antenna
attitude, an elevation axis speed of 0.25/s might be limited to
wind speeds less than 18.33 m/s. The left boundary of the
error band also shows that at the critical antenna attitude, no
elevation drive would be possible at winds greater than
21.7 mls (48.5 mph). Although the substitution of larger hy
draulic motors would extend the driving range at low speeds,
the driving range at greater speeds would be reduced. Only by
combining an additional servo valve with larger motors can the
driving range be increased for all speeds.

In Fig. 3 the maximum azimuth~axis speeds are plotted
against the wind speed for various values of the parameters of
Eq. (13). The results are similar to those pertaining to the ele
vation axis.
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An Evaluation of the 64-Meter Antenna Radial Bearing for
Use on the 70-Meter Antenna

H. D. McGinness
Ground Antennas and Facilities Engineering Section

An analysis of the 64-m antenna radial bearing shows that it will be satisfactory for
the increased loads brought about by increasing the antenna dish to a diameter of 70-m.

I. Introduction

During the autumn and winter of 1983 and 1984 a new
radial bearing runner assembly was installed at DSS-14; The
runner was made in accordance with JPL drawing 9474446G.
The problems associated with the old runner and their causes
have been reported in Ref. 1. Figure 1 shows a cross section
of the installed runner, its alignment bolts, anchor nuts, and
grout. Before the old runner was removed it was not known
whether the anchor nuts embedded in the concrete would be
reusable for the new runner; that is, it was uncertain whether
the old alignment bolts could be removed from the anchor
nuts. Fortunately all of the bolts were removed without
damaging the anchor nuts, thereby eliminating the need for
the laborious task of chipping out concrete and embedding
new anchor nuts.

Reference 1 describes the reference ring which was used
for monitoring the changes in the old runner which had
become distorted. This same reference ring was used for
adjusting the new runner for roundness. Figure 2 shows the
method of aligning the runner to the reference ring.

In late 1983 the radial bearing wheel assemblies were
removed and thoroughly inspected. It was decided to regrind

the rolling surfaces true to the bearing journals, and this was
accomplished to concentricity and cylindricity accuracies of
approximately 0.025 mm (0.001 in.). For the convenience
of subsequent alignment, the upper outer edges of all wheels
were made perpendicular to the rolling surfaces to within
0.025 mm (0.001 in.). This permits the wheel alignment to
be made or checked simply by placing a precision level on the
upper outer edge of the wheel. Figure 3 shows the plan view
of the radial bearing and the three truck assemblies which are
attached to the alidade base structure. The individual wheel
bearing housings can be shimmed to adjust dimensions b
and t as shown in Fig. 3. Since the bearings are self-aligning
spherical rollers, such shimming can achieve near perfect
alignment of the wheels. Figure 4 shows the wheel and bearing
assembly. Even when the wheels are preloaded against the
runner, a precision level can be placed on the upper edge of a
wheel, aligned either in a radial or tangential direction. Since
the runner surface forms a vertical cylinder, such level mea
surements detect any slight misalignment of the wheel, and
corrective shim thickness can be calculated promptly.

The critical loads on the wheels are determined by the wind
direction and magnitude, the preload in the azimuth drive
links, imperfections in· the runner (bumps or indentations),
and the initial preload applied to the truck assemblies.
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An experiment was made wherein the deflection {j was
measured for a series of hydraulic jack forces, applied as
indicated in Fig. 5. The resulting measured stiffness, km , was
0.0606 X 1010 N/m (3.46 X 106 Ib/in.). This value of the
stiffness will be used in estimating the effect of an out-of
round runner on the wheel load.

An attempt was made to calculate the above mentioned
stiffness components. The corresponding deflections are
listed in Table 1. Since there are three trucks involved, the
deflections per truck must be multiplied by 3 to obtain
the amount to be combined with the single alidade base
triangle. The calculated stiffness, ke , is the reciprocal of the
total deflection per unit load; hence the calcuiated stiffness
is

II. Truck Load From Non-Circular Track
The wheel truck load caused by an imperfectly round

runner depends upon the stiffnesses of the several components
constituting the elastic system. These components are the
alidade base triangle, the girder connecting the truck assembly
to the corner weldment of the. base triangle, the pedestal
supporting the runner, the runner, the wheels, the wheel
bearings, the truck frame, the stem, and the pivot pin. Most of
these components are identified in Fig. 5. The details of the
truck assembly can be obtained from IPL drawing 9437995.

The azimuth axis wind torque is resisted by four azimuth
drive units, which effectively are four links connecting the cor·
ners of the alidade base triangle to tangent points on the azi
muth bullgear. In Fig. 7 these four links are· represented by
the dashed vectors labeled PD' where PD is the preloaded value
of the link load and exists at this value only when the azimuth
torque is zero. When the wind torque is finite, the link loads
are of different magnitudes such that the torque produced
equilibrates the applied wind torque. Since the maximum and
minimum truck loads occur when the wind blows directly into
the dish at a 5° elevation angle, a condition for which the azi
muth torque is zero, the effect of the link loads on the trucks
will be analyzed only for the preloads, PD'

(3)

(1)

(2)

(8) The maximum decrease from Pi is -Mi

-Mi = (Yp - YO MIN) km

(9) The total excursion of the preload, M, is

M=(YOMAX - YOMIN)km

(4) Plot Yo versus azimuth angle as per Fig. 6(b).

(5) Determine Yo maximum and Yo minimum.

(6) Denote the initial truck preload by Pi'

(7) The maximum increase from Pi is + M i ,

+Mi = (yo MAX - Yp ) km

III. Truck Load Induced by Azimuth Drive

0.0558 X 1010 N/m (3.19 X 106 1b/in.)
1010

17.91

The amount that the runner is out of round is determined
by making a series of .radial measurements when there is no
preload in the trucks. From a pivot point inside the instru·
ment tower, measurements can be made to the inside of the
reference ring at every 15°. Then measurements are made
from the reference ring to the runner, as shown in Fig. 2, and
the sums are the desired radial measurements which can be
plotted as shown in Fig. 6.

The variation in truck preload can be established as follows:

(1) Determine at what antenna azimuth angle the wheels
are to be preloaded and locate the six wheel positions
on Fig. 6(a). Denote the ordinates of the wheels of
truck No. 1 as Y1B and Y1A in accordance with the
wheel identification per Fig. 3. Denote the ordinates
of the other wheels as Y2P, Y2E, Y3D• Y3C'

(2) Form the sum of the ordinates of all six wheels at the
preload position and denote it as Yp .

(3) Let the wheels traverse a distance of 120°, as on
Fig. 6(a) and denote the sum of all six wheel ordinates
as Yo.

The link preloads, PD , are exactly statically equivalent to
their resultant components shown in Fig. 7, namely the force
0.816 PD applied at joint 3, and the forces 0.995 PD and
0.103 PD applied at joints I and 2. The elastic structure com
posed of the base triangle and the truck assemblies is statically
indeterminate under this loading; hence, the truck loads will
involve a consideration of the stiffnesses of the members.
Denote the truck load at joint number 3 as {3PD and denote
the load in truck number I as Fl' The load in each Of the tri·.
angle legs meeting at joint 3 is [(0.816 - (3)/(2 cos 30°)] PD'

Consider the horizontal equilibrium of joint 1 and obtain
the following equation:

Solve Eq. (4) for F 1 and obtain:

PD [0.995 _ (0.81; - {3~
F1 = cos 60° = PD (1.174 + (3) (5)
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Consider the vertical equilibrium of joint 1 and obtain: The value of the link preload, PD , is proportional to the
hydraulic motor supply pressure, p, and can be adjusted over a
large range. The value ofPD is:

(0.816-~) 0

+PD 2 cos 30° cos60 +O.l03PD 0 (6) (13)

Solve Eq. (6) for F v and obtain:

F v =- PD[O.l03 + 1.174 (0.866) +0.866 ~ + 0.236 - 0.289 ~J

=- PD [1.355 + 0.577 ~] (7)

The loads in terms of ~ are now known for all the members
of the elastic system and are marked in Fig. 7.

where

D = the displacement of the hydraulic motor per turn

R > 1 = the speed ratio of the gear box drive

1/ = the gear box efficiency

r = the pitch radius of the output pinion

Substituting the appropriate values into Eq. (13) there is
obtained:

The strain energy, V, of a prismatic member loaded axially
is:

V= 1. (F2L)
2 EA

(8)
If the current value of 550 psi for P is used, the value ofPD is:

where F is the axial load; E is the elastic modulus; and LIA is
the ratio of member length to member cross sectional area.
For the base triangle legs, LIA = 797/272 = 2.93 1lin. (115.35
11m). Based upon the measured km of 3.46 X 106 lb/in.
(0.0606 X 1010 N/m), the effective LIA for the truck assem
blies is 2.05 l/in. (80.7 11m). Using these LIA values together
with the member loads marked on Fig. 7, sum the strain
energy in the entire elastic system and obtain:

p2 I

V= 2~ i(1.355 +0.577 ~)2 2.93 + 2 (0.471 - 0.577 ~)2 2.93

+ ~2 (2.05) + 2 (1.174 +~? 2.051 (9)

P
D

= 23.63(550) = 12996Ib(57804N) (15)

This value of PD produces 8045 lb (35782 N) of tension in
truck 3 and 7213 lb (32082 N) of compression in trucks 1 and
2.

The preceeding analysis is based on the assumption that the
link preloads are tension loads. It is possible to reverse the
hydraulic motor connections and obtain compressive link pre
loads, in which case the senses of the truck loads would
reverse.

IV. Truck Loads From Wind

The unknown truck forces are denoted as Q for truck
number 3 and as P for trucks 1 and 2. Static equilibrium re
quires that:

The maximum and minimum truck loads occur when the
wind blows directly into the dish at an elevation angle of 5°.
Figure 9 shows the symmetrical loading on the alidade base
triangle in terms of the unknown parameter Q. It is assumed
that the truck compressive preload is sufficient to enable truck
number 3 to carry the tension load induced by the wind.

Simplifying there is obtained:

p2

V = 2~ [12.329 + 11.0232/3 +9.076 ~2] (10)

By the principle of minimum strain energy, the derivative
of V with respect to the parameter ~ must be zero; hence,

av p2

a~ = 2E[11.0232+18.l52~] = 0 (11)

~ = - 0.6187 (12)
W = Q + 2P sin 30° = Q + P (16)

In Fig. 9 the forces in the six members of the elastic struc-
For this value of ~ the member loads are marked in Fig. 8. ture are shown in terms of Q, W, and Q.
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The strain energy, V, of a prismatic member axially loaded
is:

V=I(F
2L)

2 EA

where

F = the axial load

E the elastic modulus

L/A = the ratio of length to cross sectional area

The total strain energy in the elastic structure is:

which shows that for the particular a = 1/3, Q/w is indepen
dent of the relative stiffnesses of the members.

Estimates for L/A and Ls/As are respectively 2.93 and
2.05 in.- 1

Substituting these into Eq. (19), there is obtained:

Q = 4 (2.05) + 2.93 + 2.93 a = 0613 + 0161 (21)
W 6 (2.05) + 2 (2.93) . . a.

Even if a is substantially different from 1/3, the value of
Q/W is not strongly affected; therefore the value of 1/3 for a
shall be assumed, thus producing:

lQ2L L ( 2
V = _1 s +2 (W _ Q)2_S + 2 Q - aW) !:....

2E A A 3 As s

Q = (2/3) W

p = (1/3) W

(22)

(23)

(17)

where Ls/As pertains to the equivalent truck member and L/A
pertains to the triangle base members.

By the principle of minimum strain energy, the derivative
of V with respect to Q must be zero; hence,

av 1ILs Ls (4 4) L- = - 2-Q+(4Q-4W)-+ -Q--aW -
oQ 2E A A 3 3 As s

(18)

Simplifying Eq. (18) there is obtained:

V. Truck Preload
The minimum truck preload must be enough to insure that

truck No. 3 is in compression at a wind speed of 70 mph
(31.3 m/s) when the antenna is at the critical attitude ofzero
wind azimuth and 5° elevation angle. Denote the truck loads
as F I , F 2 , and F 3 . Each of these will be the algebraic sum of
the loadings caused by preload, drive link load, wind, and out
of roundness of the track. The values for these components are
set out in Table 2. The values of F 3 and F 1 for the 64-m and
70-m antennas in terms of the truck preload P and the track
out of roundness factors are:

F 364 = 8044 + 285866 + (YOMAX - YOMIN ) 3.46 X 106 -p

(24)

F 3n 8044 + 386667 + (YOMAX - YOMIN ) 3.46 X 106 - P

(25)

For the particular case of a = 1/3, when the wind load is
applied equally to the three corners of the base triangle,
Eq. (19) becomes:

(19)

(20)

F I64 = - 7212 - 142933 + (YOMAX - Y
OMIN

) 3.46 X 106 -p

(26)

FIn -7212 - 193333 + (YOMAX - YOMIN ) 3.46 X !Q6 -p

(27)

~quations (24), (25), (26), and (27) apply for the critical con
dition of a 70-mph (31.3-m/s) wind at zero wind azimuth and
an elevation angle of 5°. For these conditions it is necessary
that F 3 be greater than zero. From Eqs. (24) and (25) the
required values of the truck preloads Pare:

P64 > 8044 + 258866 + (YOMAX - YOMIN ) 3.46 X 106 lb

(28)
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(29)

Pn > 8044 +386667 + (YOMAX - YOMIN ) 3.46 x 106 lb

where the factor (YOMAX - YOMIN ) must be measured in
accordance with the instructions previously given.

The substitution of Eqs. (28) and (29) into Eqs. (26) and
(27), respectively, yields the following minimum values for F I
at the critical configuration:

The hysteresis loop tests have been run over a ±1200

azimuth range. The usual result is that the lateral runout is
more or less linear for a certain distance and then remains
approximately constant for the rest of the distance. Upon
direction reversal, the linear lateral motion commences and is
followed by a constant displacement, the sum of which
approximately equals the first half of the cycle.

best done by measuring the level of the wheel upper edge in
the radial direction. The wheel can then be shimmed at the
spherical bearing housings until uniformity of clearance has
been obtained. Then the wheel level can be measured in the
track tangential direction and the bearing housings shimmed
appropriately. Note that there is a small interaction between
the radial and tangential alignments (the shimming surfaces
are not quite perpendicular to radial and tangential lines),
and this should be taken into account when striving for best
alignment. When shimming for radial alignment, if dimension t
of Fig. 3 is increased by a unit amount, dimension b must be
decreased by 0.135 times the unit amount. When shimming
for tangential alignment, if dimension b is increased by a unit
amount, dimension t must be increased by 0.135 times the
unit amount.

(31)

(30)

FIn - 7212 - 193333 - 8044 - 386667

= - 595256lb (- 2647830 N)

F I64 - 7212 - 142933 - 8044 - 285866

- 444055lb (- 1975255 N)

The value of the preload, P, should exceed the minimum
value by some amount, M, to be determined. Then the value
of F I would be increased by M.

VI. Truck and Wheel Alignment

In the past it has been difficult to align the trucks and
wheels so that each has a lateral runout hysteresis loop within
the desired amount. Past practice has been to jack the trucks
into the correct vertical position, align the wheels to be paral
lel to the runner, and then apply the preload. Oftentimes one
truck would have a satisfactory hysteresis loop, whereas others
would not. It might be that vertical equilibrium of forces on
the wheel required a vertical friction force; that is, at the time
the preload was applied, the temporary forces from the verti
cal alignment jacks were not zero. A cylindrical roller, in
general, does not have one definite rolling radius over the
entire width of the roller when the elastic roller is pressed
against an elastic track. The result is that over most of the
roller width there is a finite amount of slippage as the rolling
motion progresses. Small geometrical imperfections in the
roller or track can cause the narrow no-slip regions to change.
The effect can be that the vertical frictional resistance reduces
drastically, thus allowing the wheel to seek a lower equilibrium
position.

It is recommended that the truck stems be aligned so that
when the wheels are barely clearing the track, and not sup
ported by vertical jacks, the wheels are centered on the track
wear strip and are parallel to it. This means that the structure
supporting the truck stems be shimmed or modified so that
the natural cantilevered position of the wheels is at the desired
elevation. When such a position is obtained, the clearances
between the track and wheel edges can be measured. This is

It is believed that the linear portion of the lateral runout
obtains until the induced side force caused by tangential
misalignment is equilibrated by the elastic restoring force of
the truck considered as a cantilevered beam. If this is true, the
amount of lateral runout is proportional to the truck load
since the induced side force is proportional to the truck load.
Therefore, it is desirable to keep the truck preload no higher
than is required by previous considerations. Furthermore, the
contact stresses increase with the square root of the truck
load. The minimum value of the truck preload, P, is obtained
for the condition of a perfectly circular track for which the
(YOMAX - YOMIN ) factor of Eqs. (28) and (29) would be zero.
For the case of the 70·m antenna Eq. (29) may be written as
follows:

(32)

where M is the increment above zero at the critical condition.
If M is arbitrarily set at 5% of the first right hand term of
Eq. (32), then Pn becomes:

Pn = 1.05 (394711) + (Y
OMAX

- Y
OMIN

) 3.46 X 106 lb

(33)

If the second right hand term of Eq. (33) is set at, say, 15% of
the first right hand term, then the value of (YOMAX - YOMIN )

becomes:

131



(Y _ Y ) = 1.05 (394711)(0.15)
OMAX OMIN 3.46 X 106

where

If the value of Eq. (34) is substituted into Eq. (33) there is
obtained:

This apparently is a practical track alignment goal to strive
for when setting the circularity of the nmner, since the initial
measurements made at DSS-14 on the new track gave approxi
mately this result. It seems remarkable that such a large
diameter bearing can be set to this accuracy.

= 0.018 in. (0.456 mm)

Pn = 1.05 (394711) +0.018 (3.46X 106
)

= 4767271b (2120585 N)

(34)

(35)

F = the normal force between cylinder and plane

E = the common modulus of elasticity of the materials

D = the roller diameter

L = the roller width

For the case of a triangularly distributed load across the
width of the wheel, the load intensity per unit length at the
heavily loaded edge would be twice as much as for the uni
formly loaded case. Since the stresses of Eqs. (39) and (40)
vary as the square root of the load per unit length, the Hertz
stress, GH , and maximum shear stress, T, for this loading will
be VI times those for the uniformly distributed case, thus,

(37)

(38)

FIn = 595256 + 19736 614992lb (2735621 N)

F 164 = 444055 + 14695 = 458750 lb (2040622 N)

(42)

(41)

{FE
TT = 0.259 VDi

/FE
GHT = 0.855 'JDi

In Table 3 are listed the maximum shear stresses corre
sponiling to truck preloads and truck maximum loads for both
the 64-m and 70-m antennas. It is assumed that the contact
wearstrip has a minimum tensile yield strength of 68950
N/cm2 (100000 psi) which corresponds to a shear yield
strength of 39991 N/cm2 (58000 psi). From Table 3 it may be
seen that all shear stresses are well below this shear yield value.
The wheels are case hardened and have considerably more
strength than the wear strips.

(36)

P
64

= 1.05 (293910) +0.018 (3.46 X 106
)

= 370885lb (1649781 N)

Taking AP64 = 0.05 (293910) = 14695 lb and APn =
0.05 (394711) = 19736 Ib and adding these respectively to
Eqs. (30) and (31) there are obtained:

These can be taken as tentative values, but they should be
revised if final track roundness values differ from the initial
ones used here.

VII. Contact Stresses in Wheels and
Wear Strip

For the case of contact between a uniformly loaded cylin
drical wheel and a cylindrical track of ten times the wheel
diameter, the Hertz stress, GH , and the maximum shear stress,
T, are, from Ref. 2:

~FEGH = 0.605 DL (39)

VIII. Wheel Bearings Loads

As Fig. 4 shows, each wheel is supported by two spherical
roller bearings which are spaced 0.546 m (21.5 in.) apart.
When the wheel is uniformly loaded across its Width, the bear
ing radial loads are the same and each bearing radial load is
equal to one-fourth the truck load since there are two wheels
on each truck. For the case of triangularly distributed loading
across the wheel width, the radial load on the more highly
loaded bearing is two-thirds the wheel load or one-third the
truck load. As Fig. 4 shows, only the upper wheel bearing can
resist axial load. With the tangential wheel alignment required
to achieve the desired hysteresis loop value, it is believed that
the axial bearing load will not exceed 10% of the bearing radial
load. From Ref. 3 the equivalent bearing load, PE is:

(FE
T = 0.183 VDi (40) (43)
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where Fr is the radial load and Fa is the axial load. For Fa =
O.lOFr , Eq. (43) becomes:

In Table 4 there are set out the equivalent bearing loads for
the various loading conditions mentioned above. In all cases
it is assumed that the axial load is 10% of the radial load.
From Ref. 3 the bearing static and dynamic load ratings are
respectively 2068320 N (465000 lb) and 1845920 N
(415000 lb). These are substantially more than any of the
entries of Table 4.

IX. Conclusion
This report has discussed the derivation of the proper

truck preload and has shown that it is dependent upon the
azimuth drive preload direction, the wind direction and magni
tude, and the out of roundness of the track. The resulting
wheel and track contact stresses have been evaluated and
found to be satisfactory for either the 64-m or 70-m antenna.
The wheel bearing loads have been found to be quite satisfac
tory for the larger 70-m antenna.

Methods for evaluating the effects of track out of round
ness and for aligning the wheel and truck assemblies have been
presented. It is believed that these methods are practical and
that the increased loadings on the parts will not affect the
expected long life of the azimuth bearing.
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Table 1. Stiffness components and corresponding deflections

Deflection
Deflection

Component per Truck,
per Set of

10-10 miN
Three Trucks,
10-10 miN

Pedestal 0.354 1.062

Girder to Corner Weldment 1,598 4.796

Truck Pivot Pin 0.513 1,542

Truck Stem 0.194 0.582

Truck Frame . 0.268 0.805

Wheel Contact 0.600 1.799

Wheel Bearings 0.519 1.557

Alidade Triangle Base 5.767

Total Deflection 17.910

Table 2. Truck load components

Load Source

Drive link load
from Fig. 8
for p =550 psi

Wind Load
from Eqs. (22), (23) and Fig. 9
for W64 = 428800 lba

Wn =580000 lba

Track out of roundness
from Eq. (3)
AP = (YOMAX - YOMIN) 3.46 X 106

Preload

N

35,781
TENSION

1,271,595

1,719,980
TENSION

p

CaMP

Ib

8,044

285,866

386,667

(YOMAX - YOMIN) 3.46 X 106

TENSION

p

N

32,080
CaMP

635,798

859,988
CaMP

p

CaMP

Ib

7,212

142,933

193,333

p

aFrom The effects of wind loading on the bearings and drives of the 64-m and 72-m antennas (unpublished), by H. D. McGinness, 1984,
Table VI, Reorder No. 84-2, Jet Propulsion Laboratory, Pasadena, CA.
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Table 3. Wheel and track contact stresses

64-m Antenna 70-m Antenna

Truck preload

Maximum shear stress from
wheel preload uniform
distribution (Eq. [40))

Truck maximum load

Maximum shear stress from
wheel maximum load
uniform distribution
(Eq. [40))

Maximum shear stress from
wheel maximum load
triangular distribution
(Eq. (42))

1,649,781 N

14,704 X 104 Njm2

2,040,622 N

16,354 X 104 Njm2

23,145 X 104 Njm2

(370,885Ib)

(21,326 psi)

(458,7501b)

(23,718 psi)

(33,568 psi)

2,120,585 N

16,671 X 104 N(m2

2,735,621 N

18,936 X 104 N(m2

26,798 X 104 Njm2

(476,727Ib)

(24,178 psi)

(614,992 Ib)

(27,461 psi)

(38,866 psi)

Table 4. Equivalent wheel bearing loads for axial load = 10% radial load

Loading Condition 64-m Antenna 70-m Antenna
(See Table 3 for

truck load values) N Ib N Ib

Preload uniformly distributed 503,157 113,120 646,747 145,402
across wheel

Preload triangularly distributed 670,877 150,827 862,329 193,869
across wheel

Maximum truck load uniformly 622,359 139,919 834,323 187,573
distributed across wheel width

Maximum truck load 829,811 186,558 1,112,430 250,097
triangularly distributed
across wheel width
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Fig. 1. Cross section of runner showing alignment bolts and grout
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Fig. 3. Plan view of radial bearing runner and trucks
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Fig. 4. Wheel and bearing assembly
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TDA Progress Report 42-80 October-December 1984

Elevation Bearing Maximum Load, 70-Meter Antenna
H. D. McGinness

Ground Antennas and Facilities Engineering Section

The elevation bearing loads of the 70-m antenna are presented and shown to be within
the bearing safe loading limits.

I. Introduction

One of the preliminary frequency analyses of the 64-m
antenna disclosed that considerable flexibility was attributable
to the structure adjacent to the elevation bearings. In order to
reduce this compliance, this adjacent structure and the bear
ings were made substantially larger. The result is that the
stresses in these parts are small when used with the 64-m re
flector and will remain sufficiently small when used with the
larger 70-m reflector, which has an extended one-meter noise
shield at its outer edge. This report serves to document the
loads on the elevation bearings of the larger 70-m reflector
and to compare these loads to the corresponding ones of the
64-m antenna.

II. Design Description
The antenna elevation axis bearings are composed of two

trunnion assemblies attached to the antenna tipping structure,
four spherical roller bearings, and four bearing housings at
tached to the alidade. Each trunnion assembly is composed of
a large steel casting (JPL Dwg. 9437476) having a forged steel
shaft (JPL Dwg. 9435754) pressed into it. The centers of these
trunnions are spaced 17.07-m (672 in.) apart, and the two
spherical roller bearings at each trunnion assembly are sym-
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metrically spaced 0.914 m (36 in.) from the trunnion center
line. Figures 1 and 2 show the general arrangement of the
principal structural elements of the bearing installation. Ap
propriate seals, bearing retainers, etc. are not shown in these
figures but are shown on JPLDwgs. 9436183 and 9437997.

III. Bearing Maximum Loads
The loads on the elevation bearing assemblies are caused by

the weight of the antenna tipping structure and by the wind
loading acting on this structure.! The maximum radial load
acting on one trunnion assembly, FR , is given by the following
equation, where the numerical subscripts 64 and 72 identify
the antenna size:

FR " ~ 1[~T +qin' (0.345»)' + [qin' (0.451»)' r~
(1)

lThe wind loading is derived in Appendix III and summarized in
Table VI of The Effects of Wind Loading on the Bearings and Drives
of the 64-m and 70·m Antennas (unpublished), H. McGinness, 1984,
Reorder No. 84-2, Jet Propulsion Laboratory, Pasadena, Calif.



16,439,800 N (3,696,000 lb), respectively. At a wind speed
of 31.3 m/s (70 mph) the wind dynamic pressure, Q, has the
value

(2) Q = 1/2p V2 = 1/2 (1.22)(31.3)2 = 598 N/m2 (7)

The axial load on one trunnion assembly, FA' is equal to half
the side force load on the antenna, and for either the 64- or
72-m antenna is:

where p is the air density and V is the windspeed. For these
values of Wand q, Eqs. (4), (5), and (6) become:

(3)

where

The dimensionless numerical coefficients in Eqs. (1), (2),
and (3) correspond to antenna elevation and azimuth angles of
60° each. This antenna attitude produces the maximum bear
ing loads.

(8)

(9)

(12)

P
Rn

= %{[82l9900 + 808340]2 + [1068860]21
1

/
2

= 6060860 N (1362600 lb)

= 4477250 N (1006576Ib)

P
A64

= 1[0.144 (598) £(64)2J = l84680N(4l520Ib)

(10)

PAn = 1[0.144 (598)-£ (72)2J = 233733 N (52548Ib)

(ll)

In order to compare the bearing applied loads to the rated
static capacity, Co' of the bearing, an equivalent load PE is cal
culated in conformance with Ref. 2, which is:

A comparison of the numbers in Eqs. (8) and (9) shows
that the wind loading at 31.3 m/s is approximately 12% of the
weight loading.

(4)

WT = the total weight of the antenna tipping structure

q = the dynamic pressure of the wind

D = the antenna dish diameter

Since there are two bearings per trunnion assembly, the
radial and axial loads per bearing are less than that given by
Eqs. (1), (2), and (3) but could be more than half of the
amount. It will be assumed that the maximum load per bearing
is 2/3 the total amount. These maximum bearing loads PR and
PA are:

The tipping structure estimated weights for the 64- and 70-m
diameter antennas are 11,991,800 N (2,696,000 lb) and

_ 2 r, 1T 21
PA - 3" LO.144Q"4 D J

(5)

(6)

Evaluating PE for the two antenna sizes, there are obtained:

P
E64

= 4477250 +2.3 (184680) = 4902014 N (1102070 lb)

(13)

PEn = 6060860 + 2.3 (233733) = 6598445 N (1483463lb)

(14)

The rated static capacity, Co' of the SKF 231/600 spherical
roller bearing is 9,892,300 N (2,240,000 lb) per Ref. 1. The
ratios between the static capacities and equivalent loads are as
follows:
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The basic bearing rating, C, is that load under which at
least 90% of a large number of bearings will survive 1,000,000

It should be recognized that the static capacity is that load
which produces a permanent deformation less than 0.0001
times the diameter of the rolling element. The static load
required to fracture the bearing is usually more than 8 Co'
From the standpoint of safety, the factor is very high, 1.5 X 8
or 12. Spherical roller bearings oftentimes operate at 2 or 4
times the Co value without there being any noticeable increase
in the friction coefficient.

rotations without any evidence of fatigue damage. For these
elevation bearings the C value, from Ref. 1, is 7,695,000 N
(1,730,000 lb). The ratios between the basic ratings and the
equivalent loads are as follows:

The number of revolutions of the elevation bearings over a
50-year period might be approximately 60,000. Since this is a
small portion of 1,000,000 rotations, on which the C factor is
based, the probability of fatigue damage is extremely small.
Bearing damage is much more likely to result from improper
lubrication and corrosion than from being overloaded when
used on the 70-m antenna.

(17)

(18)

C 7695000
1.570p= =

E64
4902014

C 7659000
1.166p= =

En
6598445

(16)

(15)
Co 9892300

2.018=P 4902014E64

CO 9892300
1.499-- = =P 6598445

En

Reference

1. SKF Industries, SKF Spherical Roller Bearings Catalog, 1960, Form 591-B/15M
773-SED.
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9437476 CASTING

SKF 231/600 CAKjCl
SPHR. ROLLER BRG
C = 1730000 Ib

7695000 N

Co = 2240000 Ib
9892300 N

9435754 SHAFT

1.19 m
(46.75 in.)

~L-.4--------C+======:i'l--,L

Fig. 1. Side view of elevation bearing Installation

f.e--- 1.55 m
(61.13 in.)

ALiDADE

Fig. 2. End view of elevation bearing installation
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TDA Progress Report 42-80 October-December 1984

Characteristics of the Elevation Drive Suspension
of the 54-Meter Antennas

H. D. McGinness
Ground Antennas and Facilities Engineering Section

The elevation axis drive unit of the DSN 64-m antennas is arranged so that its output
pinion can selfalign to the bull gear. The design is described and conflicting desiderata are
discussed.

I. Introduction

The elevation drives for the 64-m antennas at DSS 14,43,
and 63 have been in operation for 18, 12, and 11 years respec
tively. During these periods only a moderate amount of main
tenance has been required. There has gradually developed,
however, an unusual wear pattern on both the pinions and bull
gears. It is the intent of this report to review some of the
design features of the elevation drive suspension and to discuss
why certain changes were made and whether these changes are
related to the gear wear.

II. Description of the Drive System

A pair of bull gear segments of 12.65-m radii are concentric
with the elevation axis and spaced approximately 5.4 m apart.
The output pinions of two drive units mesh with each bull gear
and are counter-torqued against each other so that backlash in
the gear system is eliminated. Reference 2 contains a good
general description of the drive system. Figures 1 and 2 show
schematic views of the upper and lower drive units and their
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relationship to the bull gear. From these figures it may be seen
that the output pinions are self-aligning to the bull gear. Such
a large bull gear is likely to have radial and lateral runouts as
well as twist. A fixed drive pinion would be subjected to mis
alignment and perhaps excessive change in gear contact ratio.
A perfect self-aligning arrangement would obviate these
undesirable features.

From Fig. 1 it may be seen that the lower end of the drive
unit is ball-joint mounted to the antenna alidade and that this
ball joint lies on a tange'nt line to the bull gear-pinion pitch
line. The reaction roller is directly opposite the output pinion
and rolls on the inside surface of the bull gear ring so as to
keep the pinion properly spaced with respect to the bull gear
teeth. The load on the reaction roller ideally is equal to the
separating force between the pinion and bull gear. The dead
weight of the drive unit, or gear box, is carried ideally by the
alidade ball joint and by the two vertical spring-loaded struts
labeled F] and F 2 in the figures. Horizontal stability is pro
vided by the horizontal spring-loaded strut labeled S. With
respect to the alidade ball joint and the tangent line, the gear
box can pitch, yaw, and roll, as the bull gear runs out radially,



laterally, and in a twisting fashion. As these aberrant displace
ments occur, the reaction roller force and the strut forces
change.

III. Characteristics of These Self-Aligning
Gear Boxes

The gear box is installed by hoisting it to a position near its
final position, attaching the ball-joint pivot to the alidade,
placing auxiliary jacks appropriately to support the remaining
weight, and installing the horizontal and vertical spring loaded
struts which have been set to a calculated length by displace
ment of the springs by auxiliary bolts. Then the auxiliary jacks
are removed, thus allowing the weight to be transferred to the
reaction roller and the vertical struts. The auxiliary bolts hold
ing the springs are removed and the strut lengths adjusted until
the load is removed from the reaction roller. To limit the
amount of strut length adjustment to a practical value requires
that the vertical strut spring constants not be too low. On the
other hand it is desirable to have low spring constants in the
vertical struts so that when the bull gear runs out radially,
there will not be an excessive transfer of load to the reaction
roller. Additionally, it is desirable that the ratio of the stiffness
of the vertical struts be a particular value such as to allow gear
box pitch unaccompanied by gear box roll. For example, if the
bull gear runs out radially but does not twist, the vertical
struts should extend (or compress) by amounts which do not
induce gear box roll, since unwanted roll represents a misalign
ment. The correct extension ratio is a function of the strut
configuration, and extension ratio is proportional to the strut
stiffness ratio.

There are schematic drawings of the three struts in Fig. 3.
The horizontal strut, S, is preloaded to 1156 N and has a
spring constant of 38876 N/m in either tension or compres
sion. In order to allow gear box yaw to accommodate tooth
misalignment, the horizontal strut stiffness should be low. On
the other hand, it must be high enough to insure stability
against the gear box running off the bull gear when the bull
gear motion is directed from pinion to alidade ball joint. The
Number 1 gear box ran off the bull gear twice in 1966. Most
of the time this gear box was stable and none of the other
three ever ran off. A probable explanation of why this gear
box ran off the bull gear is given in the analysis of Appen
dix A, the result of which defines a critical lateral
displacement (see Figs. 30 and 31).

The derivation of the proper ratio between the vertical strut
extensions, and the related stiffness ratio, is given in the anal
ysis of Appendix B (see Figs. 4 and 5).

An outline of the method of installing the struts and align
ing the gear boxes is given in Appendix C.

IV. Results of the Analyses

The analysis of Appendix A suggested that the value of the
critical lateral displacement, x CR for gear box No. 1 was
abnormally small because there was an excessive amount of
dead weight loading on the reaction roller. The analysis of
Appendix B showed that the stiffness ratio between the origi
nal vertical struts was not very close to the ideal value. In
order to reduce the dead weight loading on the reaction roller,
it would have been necessary to change the strut lengths
slightly. Although length adjustments were built into the
original struts, it was found that the adjusting nut on the large
vertical compressive strut could not be turned. A study was
conducted to decide whether new and properly designed
spring loaded struts or servo controlled constant force hydrau
lic struts should be employed. It was decided that properly
designed spring loaded struts would be more reliable and less
expensive. Such struts were fabricated and tested for stiffness
at the fabricator's plant. The new compression strut is shown
schematically in Fig. 3(c). It incorporates a ball bearing on the
upper end of the bronze adjusting nut. Length adjustment of
4.233 mm per turn can be made with moderate torque. The
new tension strut shown in Fig. 3(b) also employs a bronze
adjusting turnbuckle nut one turn of which changes the strut
length by 4.233 mm. These were installed at DSS 14 in July
of 1982 and at DSS 43 and DSS 63 later in the same year.

The load-deflection curves of all the new compression and
tension struts are shown in Figs. 6 through 29. The Belleville
spring elements used in the vertical struts were selected from
catalogs. An advantage of Belleville disks is that the stiffness of
the assembly can be altered by adding or subtracting disks.
The test performance of the tension struts was generally very
good and corresponded fairly well with calculations made in
accordance with Ref. 3. The first tests on the compression
struts, which contained much larger disks, were very erratic
and unrepeatable. Many of these elements had to be sent back
to the manufacturer for rework which consisted of grinding
true flats near the outer and inner edges. Without these small
edge flats there was the tendency for one or more elements to
move laterally and wedge against the housing, thereby produc
ing unrepeatable results. The final performance of the com
pression struts was very good as is indicated in Figs. 6 through
17. Because of the tendency of some of the spring elements to
wedge against the housing, it is recommended that if a strut
unit must be disassembled, that each spring element be marked
for angular orientation and position in the stack, and upon
reassembly this sequence and angular orientation be
reestablished.

Table 2 of Appendix B lists the stiffness ratios of all the
vertical strut pairs, K 1/K2 . From this table it may be seen that
all the ratios are within the ranges judged to be satisfactory
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from the standpoint of preventing unwanted roll when the
gear box must move to accommodate bull gear radial runout.

The gear box weights, center of gravity position, and the
strut locations given in Figs. 1 and 2 are believed to be accu
rate because they were determined by measurement. In
December 1981 one upper and one lower gear box were sus
pended by a cable harness so that the tangent line angles of
42.25° and 7.683° of Figs. I and 2 were obtained. The har
ness was attached to a load cell which determined the total
weight. The center of gravity lay directly beneath the single
cable supporting the load cell. The strut locations were veri
fied by surveying methods.

An outline of how the new struts were installed and how
the reaction roller was aligned is given in Appendix C. After
the new struts were so installed and aligned the antenna was
driven back and forth many times through the 85° elevation
range and lateral runout of the pinion with respect to the bull
gear was observed to be less than 4 mm.

v. Conclusion

The new elevation drive vertical struts allow the roll align
ment of the drive pinion and reaction roller to be made perfect
at any particular elevation angle. The stiffness ratio of the two
vertical struts is such that the roll alignment should remain
perfect even though the bull gear has radial runout. The ease
of adjusting the strut lengths allows the reaction roller to be
set so that it carries no dead weight load at the elevation angle
at which it was adjusted. Moderate amounts of bull gear radial
runout or twist will not cause the reaction roller to be over
loaded.

The original vertical struts were very difficult to adjust and
best alignment was not maintained. This probably caused some
excessive wear of the gear teeth near their edges; however, it is
believed that such misalignment is not the primary cause of
the strange wear pattern which exists over the entire width of
the gear teeth and that other reasons should be sought.
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Table 1. Ideal ratio between strut stiffness

Lower

Upper

0.694
0.460

0.760
0.446

0.01554
-0.01535

0.01533
-0.01558

Table 2. Stiffness ratios of vertical struts

Elevation Tension Compo K] K2 K]
Gear Drive Strut Strut Comp., Tension, K2No. Serial No. Serial No. Ib/in. Ib/in.

DSS-14 I L 2 5 3055 5438 0.46 < 0.562 < 0.694
DSS-14 II U 1 1 2829 5510 0.44 < 0.513 < 0.760
DSS-14 III L 4 3 2837 5142 0.46 < 0.552 < 0.694
DSS-14 IV U 3 2 2878 5117 0.44 < 0.562 < 0.760

DSS43 I L 11 12 3243 5172 0.46 < 0.626 < 0.694
DSS43 II U 12 11 3144 5177 0.44 < 0.607 < 0.760
DSS43 III L 10 4 3125 5056 0.46 < 0.618 < 0.694
DSS43 IV U 9 10 3504 5312 0.44 < 0.660 < 0.760

DSS-63 I L 8 6 3472 5113 0.46 < 0.679 < 0.694
DSS-63 II U 7 8 3315 5172 0.44 < 0.641 < 0.760
DSS-63 III L 6 7 3760 5420 0.46 < 0.693 < 0.694
DSS-63 IV U 5 9 3488 5357 0.44 < 0.651 < 0.760

Table 3. Vertical strut alignment dimensions at 055-14

Elevation
Compo Ten.

Angle at Elevation
. Strut Dimension Dimension Strut Dimension Dimension

Which Struts Dnve Gear Serial A,mm B,mm Serial b,mm
Were Adjusted,

a,mm

deg
Box No. No. No.

65 I 5 53.6 139.7 2 68.1 60.5
60 II 1 63.0 152.4 I 71.9 57.2

71 III 3 59.4 106.4 4 66.8 63.5
71 IV 2 63.5 136.7 3 64.8 73.2
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Fig. 1. Upper elevation drive gear box no. 2
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(a) HORIZONTAL STRUT S TENSION OR COMPRESSION
(SEE JPL 9436181)

(b) VERTICAL STRUT F2 TENSION ONLY
(SEE JPL 9477064)

(c) VERTICAL STRUT F1 COMPRESSION 0 NLY
(SEE J PL 9477064)

Fig. 3. Schematic drawings of elevation drive spring loaded support struts
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Fig. 4. Vertical strut length geometry
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Appendix A

Static Stability Criterion for Elevation Drive
of the 64-Meter Antenna

where e is the misalignment in radians. For the elevation drive,

Q2
(G+Ptancf»CQR>FoQs+k QS x+Pm (4)

R

where G is the portion ofN caused by gear box weight and cf> is
the pressure angle of the spur gear teeth. Substitute Eqs. (2)
and (3) into (1) and obtain:

(6)

(5)

(3)

(2)

C = 72.78 e

It is desirable to express C as a function of x and this can be
done by using the straight line portion of Fig. 3 of Ref. 1
which is a plot of C versus the misalignment angle of a cylin-
drical roller. The result is: .

Q
S=Fo+kx Q

s

R

C is the side force coefficient

N = G+Ptancf>

The normal force on the roller,N, is:

is the horizontal spring loaded strut force

Fo is the initial preload spring force

k is the spring constant

x is lateral displacement of pinion or roller

Q
R

is distance from pivot to roller or pinion

Q is distance from pivot to horizontal strut
S

m is distance from center of gear to force P

F. =NC, the induced side force
I

N is the normal force on the roller

In 1966, shortly after the completion of the 64-m antenna
at DSS 14, the No. 1 elevation drive pinion ran off the bull
gear. To prevent a recurrence, bronze shoes or rubbing blocks
were added to the drive housing so as to bear against the edge
of the bull gear whenever conditions promoted a tendency for
the pinion to run off. The arrangement and support of the gear
boxes, as shown in Figs. 1 and 2, is such as to allow the pinion
to align itself perfectly with the teeth of the bull gear. There
is a spherical joint at one end of the gear box and two vertical
and one horizontal spring loaded struts near the other end.
This provision for gear self-alignment also allows the possibil
ity of instability. The tendency for instability comes from
induced lateral forces acting on a misaligned roller, which for
the case at hand is the back-up roller or gear separation reac
tion roller. The bull gear teeth are on the outside of a ring
structure. The inside surface of the ring is smooth and accu
rately spaced radially from the gear tooth pitch cylinder. The
reaction roller, which is attached to the gear box and is
nominally parallel to the drive pinion, constrains rile pinion
to near perfect radial alignment with the bull gear teeth.
Ideally the contact force on the reaction roller is equal to the
gear separation force, but if there is a variation in the bull gear
radius, the vertical spring loaded support struts are deflected,
and the spring force is equilibrated by a change in the roller
reaction.

Figure 30 shows two views of a gear box. By summing
moments about the pivot point, the stabilizing and unstabiliz
ing effects can be compared. For the case where the misalign
ment is small enough so that both edges of the gear teeth are
not grounded out against the mating gear, the R forces do not
exist, and the instability inequality is:

The induced side force on a misaligned roller can be large
as described in Ref. 1. If large enough, the roller side force
can predominate over restoring forces with the result that
instability occurs. The tollowing analysis discusses the condi
tions which promote static instability. Such instability is possi
ble only when the motion of the bull gear is from pinion to
gear box pivot. The reverse motion cannot produce instability.

F.QR>SQ +Pm
I S

(1)
Hence,

where P is the tangential force at the pitch line caused by
pinion torque

x
C = 72.78 Q

R
(7)
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Substitute Eq. (7) into Eq. (4) and obtain:

Q2
(G +Ptan 1/» 72.78 x >Fo Qs +k / x+Pm (8)

R

(11)

pertain to the elevation drive. The effect of G obviously is to
reduce substantially the value of xCR ' Therefore it is ex
tremely important that the vertical struts of the elevation drive
be easily adjustable so that little dead weight portion of the
gear box is resisted by the roller. If the bull gear has radial run
out, as surely such a large gear will, then as the vertical struts
change length, a finite G force will develop. Adjustments
should be made to minimize the G force value.

The 64-m antenna elevation drives are counter-torqued
against each other to give P values of approximately 66720 N
at zero wind condition. At this P value xCR is 5 mm for zero
G and reduces to 3.7 mm for a G value of 10000 N. It is
interesting to notice from Fig. 31 that a reduction in P
increases the critical displacement, x CR ' for the smaller G
values but decreases x CR for the larger G values.

For the case of static instability, the lateral displacement,
x, increases under the action of the forces considered above,
until diagonal corners of the pinion are hard against adjacent
teeth of the bull gear. At this time the corner forces R come
into existence. Referring to Fig. 30 and summing moments
about the gear box pivot, there is obtained the following
balance of moments if equilibrium exists:(9)

Q2
(G+Ptanl/»72.78- k/

R

If the load on the misaligned pinion is triangularly distributed
along the tooth width, b, mt is equal to b/6, whereas if the
load is concentrated at the edge, m2 = b/2. Both cases will be
considered. The horizontal spring loaded strut (JPL Dwg.
9436181) has an Fo value of 1156 N (260 lb) and a k value
of 38876 N/m (222 lb/in.). A cursory check of the stiffness of
the structure to which the horizontal strut attaches shows that
practically all the flexibility is constituted by the spring loaded
strut; therefore the small deflection of the structure will be
ignored. When x is zero the left side of Eq. (8) is zero and the
expressed inequality is not true; hence if Eq. (8) is converted
to an equality, for finite values of x, and solved for x, the x
value, called xCR ' represents the condition of neutral static
stability. If an incidental displacement of the gear box should
exceed xCR ' the displacement would increase, whereas an
incidental displacement less than xCR would be reduced.

The normal force, N, on the roller is now increased by the
additional corner forces, R, and becomes:

Equation (9) is valid providing there is sufficient gear tooth
backlash to allow one edge of tooth to be free. When instabil
ity occurs the lateral displacement, x, increases until both
edges of the tooth are in contact and additional forces are
developed. This will be discussed later.

N = G +P tan I/> + 2R tan I/> (12)

Equation (10) is plotted in Fig. 31 as xCR versus P for various
values of G for the particular values given in the figure which

It is desirable that xCR be large from a static stability stand
point. From Eq: (9) it is clear that large Fo prom~tes large
xCR ' The quanttty (G + P tan 1/» must not be negattve or the
roller would not be in contact with its track; hence large k also
promotes large x CR ' Large m value also promotes large x CR '

If a small m value existed such that instability occurred, an
increase in displacement would cause the small m value to
shift to the larger m value; therefore it is proper to consider
only the larger one, namely, m 2 = b/2. In other words the
triangular distribution of tooth load will shift to corner load
ing as x increases. Equation (9) becomes

X
CR Q2

(G +P tan 1/» 72.78 - k /
R

(10)

The induced force F j is, as before,

X
F

j
= NC = N (72.78) Q

R

x= 72.78 Q [G + P tan ep + 2R tan ep] (13)
R

Substitute Eqs. (2) and (13) into Eq. (11) and obtain:

Q2
(G+Ptan </>+2R tan ep)(72.78) x ~Fo Qs + k f x +P~ +Rb

R

(14)

Equation (14) is identical to Eq. (8) except for the addition of
the terms containing R. Since instability is assumed to exist up
to the time the R forces come about, Eq. (14) will be an
inequality as indicated if the left side R term is greater than
the right side R term, that is, if
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2(72.78) x tan </J> b (15) 2(72.78) (0.00585) (0.466) > 0.248 (18)

which shows that equilibrium does not exist for these condi
tions. The existence of R as a restoring moment causes the
induced side force moment, FjQR , to increase by a greater
amount than the restoring moment Rb. The result is that if an
incidental lateral displacement exceeds xCR ' the displacement
will continue and cause the pinion to run off the bull gear if
pinion rotation continues, unless there are additional con·
straints such as the bronze rubbing shoe.

the value of the lateral displacement x 3 at the time the R
forces come about is a function of the gear backlash, £, the
gear width b, and the distance froIIl pinion to pivot, QR. The
value of this x 3 is:

(16)

The backlash range is 0.001020 to 0.000635 m, QR is 2.286 m,
and b is 0.248 m, thus

0.396> 0.248 (19)

which equals 0.0094 m to 0.00585 m. Substitute the smaller
value of Eq. (17) i~to Eq. (15) and obtain:

2.286 .
x 3 = 0.248 £ 9.217£ (17)

It is believed that this is the explanation for the pinion run
off that occurred in 1966 at DSS 14, and only a relatively
small incidental lateral displacement was required because
there was an excessive portion of the gear box dead weight
being carried by the roller, that is, the G value of Fig. 31 was
excessive.
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Appendix B

Derivation of Strut Stiffness Ratios

The configurations of the elevation drives, lower and upper
are shown respectively in Figs. 1 and 2. These figures show the
locations of the spherical pivot, center of gravity, weight, ver
tical strut locations which are designated F] and F 2 , (3 angles
which represent direction displacements of strut upper ends as
the drive unit rotates about the z axis, pinion position, and
reaction roller. Schematic drawings of the spring loaded
support struts are shown in Fig. 3.

For the expected bull gear runout of 8 < 5 mm, the vertical
strut will tilt only a negligible amount; thus the effect on the
horizontal moment arms of the struts may be ignored.

The AL's for the struts will be identified with the sub
scripts I and 2, for F 1 and F2 , and with subscripts Land U,
for lower and upper gear boxes.

Ideally the dead weight of the drive unit, or gear box, is
supported by the spherical joint and the two vertical struts.
The reaction roller, which rests against the inner surface of the
bull gear ring, ideally reacts only the separating force between
the pinion and bull gear, but if the bull gear has radial runout,
as surely it will, the gear box is caused to rotate about its
pivot, and this will change both the reaction roller load and
the vertical strut loads. The primary objective of this analysis
is to determine the proper ratio between the stiffnesses of the
vertical struts so that when the gear box is forced to rotate
slightly about the z axis, there will be no concomitant roll
about· the x axis. Such x axis roll would tend to misalign the
pinion and roller. However, the stiffnesses of both vertical
struts must be low enough to allow the gear box to align
itself to the bull gear, if the bull gear should roll from its
nominal position, without inducing large forces.

AL]L
123.5

1.3508= 90 (cos 10.35) 8 =

AL2L
105

1.0808= 90 (cos 22.28) 8

AL w
128

1.230890 (cos 30.15) 8

106
AL2U = 90 (cos 30.70) 8 = 1.0138

The required extension (or compression) ratios are:

AL]L _ 1.350 _
-- - -- - 1.250
AL2L 1.080

(3)

(4)

(5)

(6)

(7)

First the extension (or compression) ratio between the
struts, such that gear box roll is avoided, must be calculated.
This is done by referring to Fig. 4 which shows the lengths of
extended and compressed struts in terms of the gear box rota
tion and other parameters identified in the figure.

for the lower gear box and

AL w __ 1.230 _
-- - 1.214

AL2U 1.013
(8)

Let 8 be the bull gear radial runout. The gear box rotation
a is:

for the upper gear box, which are the reqUired extension
ratios for no roll of the gear boxes.

where QR is distance from pivot to roller. Substituting Eq. (1)
into the expressions of Fig. 4 representing the lengths of the
extended and compressed struts, it is easy to show that for
small a values, extension and contraction both can closely be
approximated by: where the moment arms 0] and 02 are identified in Figs. 1 and

2 and D.F]. and D.F2 are force increments in vertical struts
No.1 and No.2 respectively, and are:

(9)

(10)

For the condition of perfect roller alignment, the roller
force FR produces no moment about the x axis. If the gear
box is rotated about the z axis without rolling about the x
axis, as is desired, the moment equilibrium equation about the
x axis is:

(1)

(2)
R

AL = - 8 cos (3Q
R
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(11) Substitute Eq. (19) into Eq. (15) and obtain:

Divide Eq. (11) by (10) and obtain:

K2 M'2 t::..L I-=
K I M'I t::..L 2

(12)
(20)

where Wis gear box weight

Substitute M'2/M'1 from Eq. (9) into (12) and obtain:

as the desired ratio between the stiffnesses of the two vertical
struts.

Various values of FR have been calculated from Eq. (20) and
are shown in Fig. 5.

From Eqs. (18) and (20) it can be seen that as FR becomes
finitely positive, F I reduces and F 2 increases. From Figs. 1
and 2 it is clear that as the gear boxes rotate clockwise about
the z axis, both F I and F 2 struts must extend. Since F I is a
compression strut its extension represents a reduction in load;
F 2 is a tension strut and so its extension represents an increase
in load. If the gear box has been perfectly aligned so that the
reaction roller uniformly clears the bull gear by an infinitesi
mal amount, FR is zero and F I and F 2 can be calculated from
Eqs. (18) and (20). From this condition let the bull gear run
out radially by the amount o. The quantities M'I and M'2
can be calculated using Eqs. (3), (4), (5), and (6) together with
Eqs. (10) and (11) obtaining:

(14)

(13)

Now the strut forces F I and F2 will be calculated. Again
assume that the roller reaction, FR , is uniformly distributed
so that it does not produce a moment about the x axis. Sum
moments about axes x and z and obtain:

From Eq. (14)

A plot of Eq. (16) is in Fig. 5. Substitute Eq. (16) into (15)
and obtain:

(15)

(16)

M'IL = K IL 1.3500 (21)

M'2L = K
2L

1.0800 (22)

M'1U = K
IU

1.2300 (23)

M'2U = K 2U 1.013 0 (24)

(17)

The roller reaction force, FR' may be calculated by substitut
ing these values of M' for F I and F 2 of Eqs. (18) and (20)
respectively, with W set to zero since incremental loading due
to runout is now being considered. There are obtained:

Solve Eq. (17) for F I and obtain:
FRL = 2.2005 K 2L 0 (25)

Since the dimensionless coefficients of Eqs. (25) and (26) vary
only about 7% from their mean value, it is feasible to select a
common value for K2L and K2U ' The important feature is that
the ratio between K2 and K I be in accordance with Eq. (13)
which when evaluated becomes:

(18)

From Eq. (14)

FRU = 1.9048 K2U 0 (26)

(19) (27)
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1.709 (28)
(1.230 a

J
A. - 1.013 a

2
) cos 45.25°

(1.230 Q
t

A. + 1.013 Q2)

where the subscripts Land U designate lower and upper gear
boxes respectively.

17.102 A. - 10.006
:: -:-1=-35=-.-=5-=-2-=-17A.-+---=-92=-.-=-1-=-4-=-2 (33)

Consider that the roller force, FR' is a concentrated force
applied to the gear box at the roller position but displaced the
distance h (see Fig. 2) along the roller axis from the mid-point
of the roller length. The three supports of the gear box are the
spherical pivot and the F t and F2 struts which have reactions
M t and M 2 respectively. Sum moments about the x axis
and obtain:

These stiffness ratios are the ideal ones which would both
prevent gear box roll about the x axis and insure uniform load
ing along the reaction roller length. From practical considera
tions it is impossible to obtain these stiffness ratios exactly.
The following analysis will show over what range the stiffness
ratio can vary without allowing x axis roll but by allowing
nonuniform loading along the roller length. The roller loading
now being considered is caused by bull gear radial runout only.
(The primary load on the roller is caused by the gear separa
tion force and this will he discussed later.)

Sum moments about the z axis and obtain:

From Eqs. (32) and (33) the corresponding values of
A. and hL/QR shown in Table 1 are obtained. The length of the
cylindrical part of the roller is 71.43 mm and QR is 2286 mm.
Thus if the concentrated force FR were located 71.43/2 mm
from the roller center, h/QR would be 0.01562. The maximum
value of h for which stability prevails is 35.71 mm, since if h
exceeded this, the concentrated force would be beyond the
cylindrical part of the roller and tilting would occur. Therefore
if the stiffness ratio of the lower struts, K J /K2 , lies between
0.460 and 0.694, tilting would not occur. If the stiffness ratio
of the upper struts, K t /K2 , lies between 0.446 and 0.760,
tilting will not occur. The stiffnesses of the actual compression
struts. are given by the slopes of the force versus deflection
curves shown in Figs. 6 through 17. The stiffnesses of the
actual tension struts are given by the slopes of the force versus
deflection curves shown in Figs. 18 through 29. These curves
do not necessarily have constant slopes; therefore it is neces
sary to know the approximate values of F J and F 2 and these
can be taken from Fig. 5 for the appropriate values of the
reaction roller force FR' The FR values can be calculated from
Eqs. (25) and (26) if the bull gear radial runout, 0, is known.
From measurements made at DSS 14 in March 1980, at DSS
43 in 1980, and at DSS 63 in June 1980, the total excursions
of the bull gear radial runouts were respectively 5.1 and 4.3
mm at DSS 14, 2.79 and 5.80 mm at DSS 43, and 1.14 and
1.65 mm at DSS 63. Using half the largest of these together
with the K 2 value from Fig. 28, namely 18000/0.02005
Newtons per meter, Eqs. (25) and (26) yield

(30)

(29)
F

R
h

::--

cos 8

Substitute Eq. (30) into (29) and obtain:

h
(M

t
at - M 2 a2 ) QR cos 8

(Mt Qt + M 2 Q2)
(31)

F
RL

:: 2.2 18000 00058 :: 5728 N
2 0.02005 .

or 1288 lb and

Using Eqs. (10) and (11) together with Eqs. (3), (4), (5), and
(6), and letting A. :: K dK2' h is evaluated for the lower and
upper gear boxes as:

F
RU

:: !.2 18000 00058 :: 4947 N
2 0.02005 .

26.42311.-14.931
:: -"-'--'-------

163.957 A. + 105.397

::
(1.350 at A. - 1.080 a

2
) cos 7.683°

(1.350 Q
t

A. + 1.080 Q2)

(32)

or 1112 lb as approximations for the maximum FR value
caused by bull gear runout only. Taking the means between
these estimated maximum FR values and zero FR values, there
are obtained 644 lb and 556 lb respectively for the lower and
upper gear boxes. For these mean values the F J and F2 coordi·
nates from Fig. 5 are:

F
tL

:: l3450lb
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F
2L

= l400lb

FlU l3280lb

F
2U

= 2400 lb .

It is for the foregoing F values that the strut spring constants
will be compared to determine if the gear boxes will be free
of rolling displacement as the bull gear undergoes radial run
out. These stiffness ratios are set out in Table 2 from which
it may be seen that all ratios are within the desired range.



Appendix C

Outline for Removing, Installing, and Adjusting
the Vertical Struts

The new vertical compression strut (JPL Dwg. 9477047)
and the new vertical tension strut (JPL Dwg. 9477064) were
installed and aligned essentially as per the following outline.

(1) Bull gear radial runout measurements made at DSS-63
were approximately one millimeter total excursion.
For such small runouts the vertical struts may be
installed and adjusted at any elevation angle. At DSS
43 the radial runout is 3 mm for one bull gear and
6 mm for the other. The mean compression or exten
sion of the struts should be determined by measuring
dimensions a and A of Fig. 3 for each gear box, over
the elevation angle range. The adjustment of the new
struts should be made at the elevation angle corre
sponding to the mean lengths. At DSS 14 the bull gear
radial runouts are 4.3 mm and 5.1 mm. The proper
DSS 14 elevation angles for adjusting the vertical struts
are 650

, 600
, 71 0

, and 71
0

for gear boxes numbers 1, 2,
3, and 4 respectively.

(2) To remove a compression strut, the compressive load
must be locked in by screwing in four 25.4-mm
diameter bolts until their ends contact the spring
piston, thus preventing sudden expansion of the strut
upon release of the gear box weight loading. The gear
box must safely be supported by auxiliary jacks or
hoists. Then the strut attachments may be removed.
The new compression struts were compressed to
60000 N (13500 Ib) and the corresponding A dimen
sions are shown in Figs. 6 through 17. Four 25.4-mm
diameter bolts locked in this compressive force, and in
this condition the new compressive struts were in
stalled by adjusting the large bronze nut as required.
The tension strut was installed by adjusting its bronze
nut as required.

(3) The auxiliary supports were removed allowing the gear
box weight to be transferred to the new vertical struts
and the reaction roller.

(4) To insure that there was no load on the drive pinion,
the gear box input shaft was set near the middle of its
backlash range. The four 25.4·mm-diameter bolts
which locked in the compressive load were retracted.

Then the bronze nuts of the compressive and tension
struts were adjusted until a clearance was obtained
between the reaction roller and bull gear back side.
This was determined by using a thickness gage to verify
clearance.

(5) The reaction roller was removed and the bronze nuts
of the compression and tension struts further adjusted
so that when the reaction roller was reinstalled, its
clearance with the back side of the bull gear would
be uniform. This was done by making measurements
between the bull gear and the roller shaft housings.

(6) The dimensions a and A for the tension and compres
sion struts respectively were measured. Dimension a for
the unloaded tension strut had been previously
recorded. A comparison of dimensions A and a with
the force deflection curves shown respectively in
Figs. 6 through 17 and Figs. 18 through 29, allow the
forces in the struts to be determined for the condition
of no load on the reaction roller.

(7) The reaction roller was reinstalled and the adjusting
bronze nuts of the tension and compressive struts were
safetied.

(8) The final adjustments of the gear boxes were made by
adjusting the horizontal strut so as to optimize the
pinion to bull gear teeth alignment. Further adjust
ments to the vertical struts would be necessary only if
their springs should change their stiffnesses or if addi
tional weight were added to the gear boxes. Such can
be determined by setting the elevation angle at the
proper position as given in step 1 and with the servo
drive turned off, determining whether a clearance
exists between the reaction roller and the bull gear
back side.

(9) After the final adjustment, the change in lengths of the
compression and tension struts, dimensions A and a, as
a function of elevation angle, were measured and
recorded.

The initial alignment dimensions for the new verti
cal struts at DSS-14 are shown in Table 3.
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Hydrostatic Bearing Pad Maximum Load and Overturning
Conditions for the 70-Meter Antenna

H. D. McGinness
Ground Antennas and Facilities Engineering Section

The maximum hydrostatic bearing loading is shown to be sufficiently small and the
ratios of stabilizing to overturning moments are ample.

These maximum reactions occur at an elevation angle of 5°
and a wind azimuth of zero.

The measured weight loading on pad Number 3 of the 64-m
antenna was 9,719,604 N(2,18S,OS4 lb) and was obtained by
measuring the pressure in hydraulic jacks when the alidade was
raised for repair of the hydrostatic bearing runner in 1983. It
is estimated that the 70-m reflector will add from 3,333,750

and for the 70-m antenna

(1)

(2)

the dynamic pressure of the windq = 1/2py2

p = the air density

Y = the wind speed

where

1 See Table VI in The effects of wind loading on the bearings and drives
of the 64-m and 72-m antennas (unpublished), by H. D. McGinness,
1984, Reorder No. 84-2, Jet Propulsion Laboratory, Pasadena, CA.

The maximum reactions on the Number 3 pads of the 64
and 70-m antennas, caused by wind loading only, are l for the
64-m antenna.

II. Bearing Pad Load Calculation

I. Introduction
A project has been established to increase the reflector

diameters of the 64-m antennas to 70·m (Ref. 1). In order to
evaluate the minimum film thickness of the hydrostatic bear
ing which supports the antenna weight, it is first necessary to
have a good estimation of the maximum operational load on
the most heavily loaded bearing pad. The most heavily loaded
pad is the Number 3 pad, and this is identified in Figs. 1 and 2.
It is also essential to know the stabilizing moment and over·
turning moment caused, respectively, by weight and wind
loading.
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where W3 is the weight loading on Pad Number 3 at zero wind.
Evaluate Eqs. (6) and (7) for V = 31.29 m/s (70-mph) and
obtain:

to 4,445,000 N (750,000 to 1,000,000 lb) to the weight reac
tion at Pad Number 3. The total reactions, R T3 , at the Num
ber 3 pads, using one third the larger of the estimated incre
ment for the 70-m antenna and a wind speed of 22.35 m/s
(50 mph), are:

R T3 = 9,719,604 +G) 1.171 (22.35)2 *(64)2
64

9,719,604 = 3478
Mo - 1.5l6(~)1.17l (31.29)2 i(64)2 .

(8)

= 12,392,533 N (2,785,952lb)

(9)
Ms _ 11,202,343
- - = 2.979
Mo 1.612 (~) 1.171 (31.29) * (72)2

V =[ 9,719,604 ]1
/
2 58.36m/s(13lmph)

64 1 1T 2
1.516 2" 1.1 71 4: (64)

(10)

[ ]

IP

Vn = 1~,202,34~ 2.. = 54.00 m/s (121 mph)

1.612 "2 1.1714"(72)
(11)

Overturning impends when Ms/Mo = 1. From Eqs. (8) and (9)
the overturning wind speeds are:

(3)

(5)h h I_
n = 64 - 0.95 h64

(1.163y/3

10,660,000 N (2,396,463lb)

R T3 = 11,202,343 +(~) 1.171 (22.35)2 * (72)2
n ~

where 1.172 kg/m 3 is the air density 670 m above sea level.
Thus, the Pad Number 3 loading of the 70-m antenna is
(12392533/10,660,000) = 1.163 times that of the 64-m an
tenna pad. From elementary laminar flow through a slot
theory, the film thickness, h, should vary inversely with the
cube root of the load. When applied to the load factor 1.163

At the stow position of elevation angle 90° and wind azimuth
180°, the MslMo ratios are:

A more accurate analysis taking account of the disposition of
the pad recesses, and the deflection of the runner, produced a
somewhat smaller value of hnlh64, namely 0.85, as the ratio
of the film thicknesses at one corner of the pad.

III. Overturning Calculations
(:: t4 = -1-.0-79-(-~-)P-V-2-D-2 (12)

Evaluating Eqs. (12) and (13) for V = 44.7 m/s (100 mph)
there are obtained:

The ratio of stabiliZing moment, Ms' to overturning mo
ment, Mo' for two conditions may be obtained.2

During operation of the antenna the minimum ratio of sta
bilizing to overturning moment occurs at elevation angle 5°
and wind azinmth zero. For this case the ratios of the two
antennas are:

(::L.-1.-12-4-(~-)p-V-2-D-2
(13)

(::t W3 W3
(6) (::t4 =

= =

1.516(~) pV
2

D
2

9,719,604
1T 2 = 2.3941.516 q 4"D C) 2 1T 21.079 2 1.171(44.7) 4(64)

(14)

(::L W
3 W3

(7)=

1.612(~)PV2 D
21T 2

1.612Q4"D (::t 11,202,343
= = 2.093

1.124(~)I.l7l (44.7)2 *(72)2
2 See Table VI, H. D. McGinness, op. cit. (15)
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Overturning impends when Ms/Mo = 1. From Eqs. (12) and
(13) the overturning wind speeds for the two antennas at stow
are:

[ rV64

9,719,604 69.17 mls (155 mph)

= 1.079(4-)1.171 ~(64)2
(16)

[ ]~.Vn
_ 11,202,343

64.67 mls (145 mph)
1.124(~)1.171 ~(72)2

(17)

IV. Conclusion

The minimum film thickness at Pad Number 3 corner of the
70-m antenna is not less than 0.85 times the corresponding
thickness of the 64-m antenna and this is considered satisfac
tory. Additional pumping power for the hydrostatic" bearing
system is not required.

The stabilizing to overturning ratios, as given by Eqs. (9)
and (15), namely 2.979 and 2.093, respectively, are deemed to
be ample. The wind speed required to overturn at the worst
operating attitude is 54 mls (121 mph), whereas drive to stow
will start at 22.35 mls (50 mph). At stow the overturning wind
speed is 64.67 mls (145 mph), whereas survival specifications
for the M-m antenna was 53.64 mls (120 mph).

Reference

1. McClure, D. H., and F. D. McLaughlin, 64-meter to 70-meter antenna extension, TDA
Progress Report 42-79, Jet Propulsion Laboratory, Pasadena, CA, pp. 160-164.

178



1800 AZIMUTH
WIND
DIRECTION

PAD NO.3

GROUND

'I
/

/
/

/
/
/
I
I
I
I
\
\
\
\
\
\
\
\
\
\
\
~

ZERO AZIMUTH
WIND

.. DIRECTION

Fig. 1. Attitude of antenna for critical load on Pad 3 during operation, wind azimuth
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The subcarrier demodulation digital loop is part of the Baseband Assembly. The sub
carrier demodulator is a fourth-order Costas-type loop. It corresponds to a "type 2"
analog loop in terms of steady state response. In this article, the expected value and the
variance of the error signal are determined as functions of the input SNR. A Nyquist
sampling rate of the input signal is assumed. From the integro-difference equations a
mixed s/z domain block diagram is obtained. From the loop's transfer function a set
of gains for the loop filter is obtained. Also, a set of state equations is presented for
future reference. Finally, the noise-equivalent bandwidths are calculated for normalized
computation times of 0, 0.25 and 0.5.

The subcarrier demodulator analyzed in this article tracks a parabolic phase input with
finite steady state error. Since at each update instant the loop gains are adjusted to com
pensate for the variations in SNR of the input signal, the noise-equivalent bandwidth is
maintained constant.

I. Introduction
The subcarrier demodulation digital loop is part of the

Baseband Assembly (Ref. 1). The subcarrier is demodulated by
a Costas-type fourth-order digital loop. The input to this loop,
which comes from the real-time combiner (RTC), consists of a
string of unitless numbers whose values are proportional to the
signal and noise amplitudes. For analysis purposes, it is conve
nient to assume that sampling of the input signal occurs at the
Nyquist rate. This is justified by the fact that, according to
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measurements made by Larry Howard (private communica
tion), oversampling does not appear to improve or degrade the
SNR of the loop's error signal.

In this article, the topics are subdivided as'follows:

(1) Error Signal Statistics

(2) DCO Board Transfer Function

(3) Phase Detector Averages



and one update period average (K symbols per update)(4) Closed Loop Transfer Function

(5) Determination of Gains A, B, C, and D

(6) Steady State Error

(7) Derivation of the State and Output Equations

(8) Noise-Equivalent Bandwidth

II. Error Signal Statistics

(6)

The input to the subcarrier demodulation loop (Fig. 1)
comes from the RTC. This input can be modeled as a string of
samples as follows:

(1)

Here TL is the update time interval.

Referring to Fig. 1, the expected value of the outputs of
the in-phase and quadrature arms will be, respectively (assum
ing loop operation in the linear region),

where Sj is a unitless random variable whose value is propor
tional to the signal amplitude of the i th sample, and nj is a
unitless random variable whose value is proportional to the
noise amplitude of the i th sample.

(7)

(8)

The signal tracked by the loop is a squarewave subcarrier of
Nsc Nyquist samples per cycle BPSK modulated by binary
random data with Ns Nyquist samples per symbol. The mean
of the i th sample is given by

(2)

where hj = ±l is a random variable equal to the sign of the jth

binary data symbol.

The outputs of the I and Q summers, which add up Ns/2
samples, will have means

(9)

and variances due to thermal noise
The noise is modeled as a random process with zero mean

and variance per sample an 2. The instantaneous phase of the
input signal is ej' (11)

In the tracking mode, the subcarrier digital phase-locked
loop produces an estimate of the input phase, ej' with an
instantaneous error

k=1,2, ... ,2K (12)

(3)

To proceed with this analysis, it will be convenient to define
the normalized phase error

(4)

with half symbol average

Finally, the error signal En at the output of the third
summer, which adds up 2K half-symbol samples, will have
mean value

because b/ =1 for all j.

(5)

The variance at the input to the third summer will be
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The variance of the output of the third summer will be

2K
a 2 L: alQ/ (16)

€

k=1

=KK2K2K2N2a4
2 1 2 3 s n

K 2

(~ (1 - IUk 1)2)
+_1 K 2 K 2 SN 3 a 2

8 2 3 s n

K 2

(~ Uk
2
)

+_1 K 2 K 2 SN 3 a 2 (17)8 2 3 s n

board produces increments of phase rate according to the
following algorithm:

~ ~ ~ ~

1::.0 n = A€n +B€n_l +CI::.O n-l +DI::.8n-2 +Erin (23)

.....
where A, B, C, and D are gains to be determined, and (jn is the
estimate of the phase acceleration and is an external input to
the digital loop. In this analysis, it will be assumed that E = O.

Assuming zero initial conditions, Eq. (23) can be expressed
in the z-domain as

.....
1::.8(z) (1- Cz- 1 - Dz-2) = feZ) (A +z- I B) (24)

It should be noted that Eq. (24) assumes zero compJltation
time; Le., as soon as the CPU reads €n-l ' it produc~ 0no The
actual delay between reading €n-l and producing 1::.0n will be
accounted for further on in this analysis.

The transfer function F(z) of the blocks designated in our
analysis as the "loop filter" is, from Eq. (24),

The phase rate of the DCO's output is constant during one
update period, and its sampled value equals (see Fig. 2(b))

Since the assumption of operation in the linear region
implies a high loop SNR condition (small values of Uk)' then it
is convenient to let Uk = 0 in (17), which gives the approxima
tion

Furthermore, for small Un the normalized loop tracking curve

F(z) = I::.;(z) = (Az +B)z
e(z) (Z2 - Cz - D)

n .....

L: 1::.0;
;=1

(25)

(26)

g(U ) = (1 - IU I) Un n n

can be approximated by

(19)

(20)

The transfer function for a DCO is

(27a)

whereupon the mean of the error signal at the third summer
output, as given by (13), becomes

€n = C' UQ n (21)

Our subcarrier demodulation loop has, in addition, a summer
built on the DCO board. Taking this into account, the total
"DCO board" transfer function becomes

with

C' ~KK K K N 2 S/2Q . 1 2 3 s (22)
(

-ST)OS l-e L z
I::.~(;) = i z - I

(27b)

III. DCa Board Transfer Function
Referring to Fig. I, the CPU reads the error signal €n every

TL seconds (Le., NsK samples), and at the input of the DCO
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IV. Phase Detector Averages

The phase rate error process ¢(t) is shown in Fig. 2(a). At
frequency update instants, it is expressed by the following
difference equation



(28) or

with

(29)
(

2 ) -, -u = -- T'<I>
n 1r T

L
n

(35)

where

r;. = the frequency update period in seconds, and

Tc = TLg, the computation time, in seconds, with

o~g< 1. (30)

where T' is..!.he row vector of (34) including the multiplication
by TL , and <l>n is the rightmost column vector.

V. Closed Loop Transfer Function
Combining Eqs. (21), (32) and (35), we get

The algebra in finding ¢>n is straightforward but a little lengthy.

Referring to Fig. 2, we want to find the integrated phase
error over one update period

(38)

(37)

(36)
rt +TR

en = GO /1r J. n rp(t)dt
L t-T

n c

The z-transform of the output en of an integrate-and·dump
device with gain G and continuous input R(t) is, according to
Ref. 2,

(31)

The phase error process rp(t) at frequency update instants
is obtained by integrating rp(t) between tn_

1
and tn' namely

It can be shown that

¢>n = TL (rpn + ~ TL (1 - 2g) ~n

(33)

where R(s) is the Laplace transform of R(t) and the asterisk
denotes a z·transform. Letting

(39)

then from (37) and (38), we obtain

where the normalized computation time g is defined by (30).

Using (33) together with (4), the normalized average phase
error corresponding to Eq. (6) is

e(z) = G z - 1 (<I>(S))·
Q z S

where <I>(s) is the Laplace transform of rj>(t).

(40)

The time delay between the instants in which the error
signal en is read and the phase rate update ~()n is produced,
is modelled as

Equations (25), (27), (40) and (41) now can be combined to
give the block diagram of Fig. 3, which is a hybrid Laplace
z-transform equivalent representation of the subcarrier
demodulation loop.

(41)
-gT s

D(s) = e L

= (n ~L) TL

X[1 T~ (1 _ 2g) Ti (1 _ 3g +3i) _ T~ i]
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Referring to Fig. 3,

(42)

= G ((1- g)2Z 2 + (1 + 2g- 2g2) Z +g2)(zA +B)

(z - 1)2 (z2 - zC- D)
(48)

-gT s

= (J(S) _ !:::.~(z)~
S S3

-sTL 1
because e ~ z- .

Taking the z-transform on both sides of (43),

( )* ( )* ..... (-gTLS)*
X(z) = <Pe;) = e~) - !:::.8(z) \T

In general, given a function L(s), we always have

(43)

(44)

where

T 2
L

G =-G2 Q

The closed loop transfer function is

01 (z) G(z)
H(z) = e/z) = 1 +G(z)

H(z) = G((1 _g)2 Z2 + (1 +2g - 2g2) Z +g2)(zA +B)

z4 +z3(GA(l_g)2 -C-2)+z2 (l +2C-D

+GA(1 +2g - 2g2) +GB (1 _g)2

(49)

(50)

-~Ts

[e" L(s)] * = L(z, m), m = 1- g

where L(z, m) is the modified z-transform of L(s).

Using this property in (44),

(45)
+z(2D-C+GAg2 +GB(1 +2g_2g2))_D+GBg2

(51)

The denominator of (51) is designated as the characteristic
polynomial of the loop, which we define as C(z).

X(z) = ((J~)r

TL2[m2z2+(2m-2m2+I)z+(m-l)2] ":'
----~-------!:::.e(z)

2(z - 1)3

(46)

or

VI. Determination of Gains A, S, C and D

For stability, we want the poles of H(z) to be inside the
unit circle. To avoid instability and oscillation problems when
the gain G changes slightly for whatever reasons, we choose to
place all four poles on the real axis such that

PI = P2 = small negative number

and

P3 = P4 between 0.3 and 0.7.

(52)

(47)

As such, poles P3 and P4 will determine the transient response
of the closed loop. Using (52), let

Combining Eqs. (25), (40) and (47), the block diagram shown
in Fig. 4 is obtained.

The open loop transfer function corresponding to Fig. 4 is
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Equating the coefficients of equal powers in the poly
nomials of Eg. (53) and the denominator of (51), we obtain
four equations with four unknowns which can be written in
the following matrix form

and

Phase margin = 180 - /G(z) :: 50 deg (58)

G(I - g)2 0 -I 0 A a
3

+ 2

G(I + 2g- 2g 2) G(I - g)2 2 -I B a2 - 1

Gg2 G(I + 2g- 2g2) -I 2 C a
l

0 Gg 2 0 -I D ao

(54)

I G(z) I = 0 dB

To doublecheck the stability of our loop, let

be the polynominal of the denominator of the closed loop
transfer function H(z) given by (51). The Jury stability test
(Ref. 3) requires that the following conditions be met:

where, from (53), we have (1) C' (1) > 0

(2) C'(-I) >0

(3) Iao 1< a
4

= 1

(4) Ibo I> Ib3 I

(5) ICo I> IC2 I

where

(60)

(55)

Table 1 gives values for the gains A, B, C and D when G =1.0,
PI =-0.1, P3 =0.6 and g =0, 0.25 and 0.5.

The root locus diagrams for g = 0 and g = 0.5 for G chang
ing between 0 (open loop) to 2 (unstable loop) are shown in
Fig. 5. As we see from this figure, when nominal total loop
gains GA, GB are selected, two pairs of poles at -0.1 and two
pairs of poles at 0.6 are obtained. In both cases (g =0 and
g =0.5) the loop will lock without oscillations. The settling
time, ts' will be determined by P3 and P4 and will be, in our
case,

(61)

Using the nominal gain values of Table 1 to compute ao' ai'
a2 , a3 , and a4 , it is straightforward to show that these condi
tions are met.

~ 4TLt =-- = 7.8 seconds
s - lnP

3

(56)
VII. Steady State Error

For a parabolic input

The Nyquist plot corresponding to the selected nominal
gains for g = 0 is shown in Fig. 6 and the Bode diagram in
Fig. 7. For nominal loop gain, the

if TL = 1 second.

Gain margin = -20 loglo IG(z) I :: 10 dB (57)

the z-transform of the equivalent input in Fig. 4 is

.. 3 2

(
(J(S»)* (J TL z(z +4z + 1)

(J (z) = - = -'-'-p------
I S 6(z _ 1)4

Our transfer function now is defined as

(62)

(63)
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(64)

Inserting (68) and (69) into (23) and combining terms gives

From Fig. 4, H (z) ise

z - 1
H (z) =-

e Z

GQx----------=---------
G((1 - g)2z2 +(1 +2g - 2g2)z +g2)(zA +B)

1 + ---'-'--------=.;'------'---=----==---..::..--=-.:....:.....-----'-

(z - 1)2 (Z2 - zC- D)

(65)

The steady state error is defined as

fss = lim
n-+ oo

T 2 ,,)
---.!::..... 2/l0 +2 g n-2 77n - 2

":'

/len = GQTL (A +B)r/>n_1

G T 2

+T [A(1- 2g) - B(1 +2g)] ¢n-I

(69)

(66)

Inserting (63) and (65) into (66) and letting z go to one, the
steady state error signal at sampling instants due to a parabolic
input is

(67)
(70)

Equation (67) says that our subcarrier demodulation loop can
track a parabolic input with a finite steady state error which is
independent of the normalized computation time, g.

VIII. Derivation of the State and Output
Equations

Using (33) in (37), the error signal evaluated at sample time
n - 1 is

(68)

The error signal at time n - 2 can be expressed in terms of its
value at time n - 1, namely,
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Let

T 2
L

V = G
Q

2 [A(l - 2g) - B(1 + 2g)]

T 2

y = c- G
Q

~ [Ag 2 +B(l + 2g)]

Then, Eq. (70) can be rewritten as

(71)



'"A8n = xc/> + vcb + w~n-l n-l n-l

'" '"
+ YAOn_1 + UAOn_2 +Al]n_l +Bl]n_2

Referring to Fig. 3, we have

or

'" '"
A8n _2+1 = A8n _ 1

Inserting (72) into (28) gives

'" '"c/> = - XcP - YAe - ut:.e + (1 - V) ¢n n-l n-l n-2 n-l

(72)

(73)

o

(77)

+ (T - W);': - A'Yl - B'Yl
L 'l'n-l "n-I "n-2 (74) which is of the form

e(k) = jj x(k) + iff u(k) (78)

where A is the matrix defined in (76). InsertingA into (79),
we obtain

z - 1 -TL 0 0

X z - V-I Y U
C(z) = det

-X -V z - Y -U

0 0 -1 z

::: z4 +Z3(V- Y- 2)+Z2(2Y- V- U+ 1 +TLX)

Combining Eqs. (31), (74), (72) and (73) in matrix form,
we obtain the State Equation:

cPn TL 0 0 cPn- 1

¢n -X 1- V -Y -U cPn- 1

'" -:-
t:.°n X V Y U t:.8

n-l

-:- '"
t:.8n-I 0 0 0 t:.en-2

T 2/2 0 0 0 cPn- 1L

TL - W -A -B 0 l]n-l

+
W A B 0 l]n-2

0 0 0 0 0

(75)

The characteristics polynomial C(z) is

C(z) = det (zI - A)

+z(2U- Y)- U

Using the definitions of (71), we obtain

C(z) = z4 + [GA(l _g)2 - 2 - C] z3

(79)

(80)

which is of the form

x(k + 1) = §lx(k) + /Bu(k) (76)

The Output Equation is (rewriting (68) in vector form):

+ [20 - C+ GAg2 +GB(l + 2g - 2g2)] z -D +GBg2

(81)
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Comparing (81) to the denominator of H(z) in Eq. (51), we
see that both polynomials are identical, as they should be.

The state equation given by (75) will be needed to derive
the steady state values of 1/>, ~ and !:i.e.

IX. Noise-Equivalent Bandwidth
Referring to Fig. 4, the closed loop transfer functionH(z) is

given by Eq. (51). The one-sided noise-equivalent bandwidth is
defined as

B = _1 1__1_ !H(Z)H(Z-t)dzZ
L 2TL H2(1) 21Tj

(82)

To evaluate (82), we express H(z) of (51) as a ratio of
polynomials,

It can be shown that

Ifwe define

Q4 = ao[e/a ta4 - aOa3)+es(ao2 - a4
2)]

+(e/ - e/) [a/at - a) + (ao - a4)(e4 - a2)]

et = ao +a2

e2 = at +a3

e3 = a2 +a4

e4 =ao +a4

es = ao +a2 +a4 (87)

(83)

(84)
boz 4 + btz 3 + b

2
z 2 +b3z + b4

aoz 4 +atz 3 +a
2

z 2 + a3z +a4

H(z)

for all values ofA, B, C, D, g and G.

and then make use of the results in Table IlIA of Ref. 3.

I = _1_. !H(Z) H(z-t) dz
4 21T] Z

(85)

Using the above results, the one-sided noise-equivalent band
widths for given values of g, A, B, C, D and G are listed in
Table 2.

then, from Ref. 4 we have

aoBoQo - aOBt Qt +aOB2~ - aOB3Q3 +B4Q4

ao[(a~ -a~)Qo -(aOat -a3a4)Qt

where

(86)

X. Conclusion
The BBA's subcarrier demodulation digital loop, a fourth

order Costas-type loop, has been analyzed in this article. The
mean value and variance of the error signal have been found. A
block diagram in the z-domain has been obtained from which
optimum gains of the loop filter have been found. These gains
will keep the four poles of the transfer function on the real
axis inside the unit circle. The loop is able to track a parabolic
input with finite steady state error, as it is a type-2 analog
loop. One-sided noise-equivalent bandwidths for given values
of normalized computation time and gain values have been
given.
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Table 1. Loop gains for given pole locations8

Filter Computation Time Factor

Gains g = 0.0 g = 0.25 g = 0.5

A 0.5248 0.5390 0.5632

B -0.4180 -0.4422 -0.4664

C -0.4852 -0.6968 -0.8592

D -0.0036 -0.0312 -0.1202

a - - 01 P3=P4=0.6. G = 1.0.P t -P2 --··

Table 2. Noise-equlvalent one-sided bandwidth in Hz for
gains A, B, C and D given in Table 1

Gain Computation Time Factor

G g = 0.0 g = 0.25 g= 0.5

1.0 0.3324 0.3858 . 0.4395

0.5 0.1696 0.1744 0.1814

0.1 0.0792 0.0768 0.0748

0.01 0.0620 0.0604 0.0589
0.001 0.0603 0.0588 0.0573
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Fig. 1. Subcarrier demodulation loop
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(a)

• TL = LOOP UPDATE TIME, seconds

• En IS READ Tc seconds BEFORE THE
NEXT FREQUENCY UPDATE

• Tc=gTL

(b)

r--
I
!

Fig. 2. Phase rate (a) error, and (b) DCO output
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During the Soviet Vega Mission to Venus and Comet Halley, two instrumented bal
loons will be placed into the Venusian atmosphere in June 1985. These Soviet/French
balloons will be used to study the structure and dynamics of the Venusian atmosphere by
means of in situ measurements and earth-based VLBI determination of balloOn position
and velocity. The DSN 64-meter subnet will be part of an international network of
antennas organized by the French to support this mission. The DSN is installing new
L-band receiving systems for this task. All scientific data from the balloons will be ana
lyzed by a joint Soviet/French/U.S. science team.

I. Introduction

Two Soviet spacecraft were launched in December 1984,
and will arrive in the vicinity of Venus in mid·June 1985.
Upon arrival, each spacecraft bus will release an entry module
containing both a lander and a balloon, then continue on to
Comet Halley. Each balloon and associated gondola will drift
along the Venusian equator at an altitude of about 55 km for
a lifetime of 24 to 60 hours. Since the Venus encounters are
separated by about four days, the balloons will not transmit
simultaneously. L-band (1668 Mhz) downlinks from the
balloon and spacecraft bus will provide three types of informa
tion:

(1) Spacecraft bus trajectory from delta differential one
way ranging (~DOR) and one-way doppler data taken
by the NASA Deep Space Network (DSN).

(2) Balloon position and velocity obtained from ~VLBI
measurements between the spacecraft bus and balloon
taken by an international network of ground antennas.

(3) Venusian in situ atmospheric data from the balloon
telemetry data.

The balloon experiment is a cooperative French/Soviet
venture. The French space agency, CNES, is responsible for
organizing an international network of about a dozen antennas
to track the balloons and flyby spacecraft bus. The DSN plays
a key role in this international network. The Soviets will also
provide more limited tracking with an internal Soviet network.
All data will be analyzed by the joint Soviet/French/U.S.
science team.

II. The Balloon Experiment
The purpose of the balloons is to study the structure and

dynamics of the Venusian atmosphere. The Pioneer Venus
probes and previous Soviet missions have obtained nearly
instantaneous vertical profiles of physical characteristics of the
Venusian atmosphere. The balloons will provide an extended
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temporal history of the atmospheric parameters at a nearly
constant altitude. The combination of in situ measurements
from the balloon gondola and earth-based VLBI determination
of the Venusian winds (Le., balloon velocity) will allow a
study of the transport of momentum and heat in the atmo
sphere by means of eddy motions. Cloud characteristics will
also be studied.

Figure 1 shows the path of the balloons across the face of
Venus as viewed from the earth. At the time of encounter, the
Sun-Venus-Earth angle is about 90 degrees, causing the termi
nator to appear near the center of the visible hemisphere. The
balloons will be injected into the Venusian atmosphere near
the equator and at almost Venusian midnight, just visible on
the limb as seen from Earth. The balloons will drift across the
equator during their 24 to 60 hour lifetimes, reaching the
terminator after about 40 hours.

The configuration of the balloon and gondola are shown
in Fig. 2. The small, 1.S-meter-high gondola is suspended
IS meters below the 3.4-meter·diameter, helium-filled, pres
surized balloon. The gondola contains sensors to measure pres
sure, temperature, vertical wind velocity, cloud density, and
the frequency of lightning flashes. On the top of the gondola is
a helical L-band antenna for one-way transmission C\f the sen
sor telemetry as well as VLBI tones. The onboard frequency
and timing reference for the transmissions is a temperature
controlled crystal oscillator (ultra-stable oscillator).

III. Concept of VLBI Determination of
Balloon Position and Velocity

At least three antennas must simultaneously observe the
balloon and flyby spacecraft to determine a complete set of
three-dimensional position and velocity components relative.
to Venus. Utilizing the technique o( VLBI, transverse velocity
information is proVided by measurements of the differential
received RF frequency of the balloon signals at widely sepa
rated antennas. This is essentially the same method as that
used in the Pioneer Venus Wind Experiment. The transverse
position is obtained by using bandwidth synthesis to effec
tively yield observations of the balloon differential range.

Simultaneous observations of the balloon and flyby space
craft are algebraically differenced to cancel common errors,
such as those resulting from unknown station clock offsets,
baseline uncertainties, and troposphere and ionosphere delays.
Knowledge of the flyby trajectory is used to tie the balloon
position and velocity to a Venus-centered reference frame. The
trajectory will be determined by VLBI measurements at
L-band taken over a 2-week period around the time of balloon
insertion into the Venusian atmosphere. For flyby orbit
determination, cancellation of observation errors will be
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achieved by differencing the spacecraft measurements with
those acquired on an angularly nearby natural radio source
(~DOR).

To obtain measurements of the line-of-sight balloon posi
tion and velocity, VLBI data from the balloon will be aug
mented by one-way Doppler data extracted from the VLBI
recording at a single antenna, and by estimates of altitude and
altitude rates obtained from in situ measurements of pressure.
The line-of-sight velocity is provided by the one-way Doppler
data (not differenced with flyby), which is dependent on
knowledge of the balloon reference oscillator frequency. A
calibration of this reference frequency will be based on bal
loon altitude rate information. The altitude is required to pro
vide line-of-sight position, which is not sensed by VLBI.

Because of the low power of the balloon signal, and the fre
quency instabilities introduced by the balloon reference oscil
lator and by the erratic balloon motion, continuous coverage
by sensitive, 64-meter DSN antennas will be required to detect
the signal phase with integration times shorter than the coher
ence time of the balloon signal. Using models based on the
phase observed at the 64-meter antennas, the data from the
less sensitive antennas of the international French network can
be processed with longer integration times to achieve adequate
SNR.

IV. L-Band Transmissions
The spectra of balloon and spacecraft bus one-way L-band

transmissions are essentially identical. The· spectra consist of
sequenced pure carrier, telemetry, or VLBI tones. The L-band
carrier is transmitted at a frequency of 1667.92 ± 0.01 Mhz.
The telemetry is transmitted on subcarriers of 254.5 Hz
at a rate of 1 or 4 bits/second. The spacecraft bus transmits
dummy telemetry for testing purposes. The carrier signal is
used for the VLBI determination of balloon velocity relative
to the flyby. The spacecraft bus transmits continuously during
the lifetime of the associated balloon, but the balloon trans
mits at most 11 minutes out of every hour in order to conserve
its batteries. During some of the balloon transmissions, the
only signals emitted are two sideband tones spaced at ±3.25
Mhz from the highly suppressed carrier. These tones are used
in the bandwidth synthesis VLBI determination of balloon
position relative to the flyby spacecraft and for the ~DOR

determination of the flyby spacecraft orbit with respect to
Venus.

Two days prior to Venus encounter the Soviets can predict
the timing of the balloon transmissions to within 1 or 2 min
utes and will set the phasing of the flyby spacecraft transmis
sions so that the flyby and balloon signals always display a
similar spectra. The flyby and balloon L-band transmitters are



identical in design. The radiated power is about 4.S watts with
left-hand circular polarization. The antenna gain for the space
craft bus is about 9, while that of the balloon ranges from 0.4
to 1. The maximum balloon antenna gain is achieved when the
balloon is near the center of the Venusian disk as viewed from
Earth.

The Soviets will be in two-way communication with the
spacecraft bus at their new space communication frequency
of 6 Ghz. Each spacecraft bus will be commanded to turn the
L-band transmitter on for short periods during the cruise phase
to Venus for network testing and training.

V. DSN Involvement
A. DSN Tracking Requirements

The major implementation requirements of the DSN for the
Venus Balloon Project are as follows:

(1) Modify the 64-m antenna subnet for receiving the RF
carrier and VLBI tone signals in the 1668 MHz
(L-band) range and subsequent upconversion to
S-band.

(2) Modify the VLBI Block 0 subsystem to be compatible
with the wide frequency separation of the Venus bal
loon project VLBI tones.

The major operational requirements for the DSN are as
follows:

(1) Receive the following L-band data from the two space
craft bus/balloon pairs:

(a) Doppler data from the spacecraft bus.

(b) ~DOR data from the spacecraft bus and an
angularly nearby quasar (Block 1 recording
system).

(c) Telemetry data from the balloon (radio science
recording system).

(d) ~VLBI data from a balloon/flyby pair (Block 0
recording system).

(2) Provide near real-time demodulation/decoding of the
telemetry spectrum for operational verification
purposes.

B. DSN Signal Paths

The L-band 1668 MHz configuration will contain an L-band
microwave feed-horn subsystem mounted to the 64-m anten
nas at DSS 14, DSS 43, and DSS 63 (Fig. 3). Another subsys
tem will contain a low-noise amplifier (LNA) and frequency

upconverter to convert the L-band spectrum to a DSN
compatible S-band spectrum for inputting the signal into the
S-band microwave subsystem (see Fig. 4).

The S-band microwave subsystem will deliver the signal to
the existing DSCC VLBI, radio science, and doppler tracking
system receivers. The doppler tracking system will use the
Block IV closed-loop receiver-exciter subsystem to obtain one
way doppler data.

The radio science receiver will downconvert the S-band
spectrum to an intermediate frequency (IF) spectrum centered
about 300 Mhz. The 300 MHz IF signal will be power-divided
at the DSCC Signal Processing Center (SPC) to provide signals
to existing DSCC VLBI (Block 0 and Block I) and radio
science subsystems.

Both the VLBI Block I and radio science subsystems will be
capable of acquiring VLBI and telemetry data directly without
hardware modification to their assemblies. The VLBI Block 0
subsystem will require minor modification of the IF-video
downconversion stage to allow the received tones, which are
spread over a 6.S-MHz bandwidth, to be compressed into the
2-MHz bandwidth of the Block 0 subsystem. Near real-time
demodulation/decoding of the telemetry spectrum for oper
ational verification purposes will be provided.

c. Balloon Telemetry

Telemetry data are required to be provided to the project in
the form of non-real-time detected, demodulated, and decoded
telemetry streams recorded on computer-compatible magnetic
tape. While the balloons are in the Venusian atmosphere, the
DSN will record (in open-loop mode) the telemetry spectrum,
including the carrier and the data-modulated subcarrier. At the
conclusion of each balloon telemetry transmission, the partici
pating DSN station will detect the carrier for selected portions
of the transmission to obtain an SNR measurement of the
received spacecraft signal. The recorded spectrum will then
undergo carrier detection, demodulation, and decoding at the
DSN station or at JPL. Both the original recorded spectrum
data and the decoded data will be sent to the project.

D. VLBI Determination of Flyby Orbit

The DSN will determine the trajectories of both the Vega 1
and 2 spacecraft dUring the Venus flyby phase. To establish
the flyby trajectories, DSN L-band one-way doppler and
~DOR will be acquired from encounter (E) -10 days to
E + 8 days. The ~DOR data require identification of suffi
ciently strong (greater than 0.5 Jy) L-band Extra-Galactic
Radio Sources (EGRS) in the vicinity of the Vega spacecraft
trajectories. Such sources are needed for both the cruise phase
and the Venus encounter phase. Candidate L-band radio
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sources will be selected from the DSN EGRS S-band source
catalog. Source strengths for the candidate S-band sources at
L-band will be validated by scheduling observing sessions from
February through May 1985. Also during this cruise phase,
~DOR and doppler data acquisition is required for test and
training, and navigation data validation.

E. Balloon/Flyby VLBI

As part of the international network, the DSN 64-meter
stations will provide coverage for the acquisition of VLBI
data. The DSN 64-m stations will provide VLBI data from
each balloon/spacecraft bus pair while the two are in the same
antenna beam (a period of approximately two days near each
Venus encounter). During balloon transmission, the DSN will
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record the L-band spectra of the balloon and the spacecraft
bus simultaneously. During cruise, VLBI data will also be
acquired for network testing and calibration.

The DSN will also provide the following VLBI processing
capabilities for these data:

(1) "Local model" correlation of Block 0 VLBI recordings
of spacecraft signals.

(2) Cross-correlation of single-channel quasar VLBI data in
Block 0 formats.

(3) Post-correlation processing of single-channel quasar
VLBI data to yield the clock offset and received phase.
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Fig. 3. L-band feed installed on the Goldstone osee 64-m antenna
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DSN 34-Meter Antenna Optics Analysis for Wideband
SETI Investigations

S. D. Siobin
Radio Frequency and Microwave Subsystems Section

A DSN 34-meter symmetric Cassegrain antenna configuration is examined for wide
band use over the frequency range of 1 to 10 GHz, rather than only at the narrow-band
operational design frequencies of2.295 GHz (S-band) and 8.448 GHz (X-band). Aperture
efficiency and surface efficiency are calculated as the components determining the gain
of the antenna. Noise temperature contributions arise from the ground, atmosphere, and
quadripod scattering. These components are calculated as a function of frequency and
elevation angle to determine a G/T (gain/system noise temperature) figure-ofmerit for a
nominal. 34-meter antenna configuration. A computational method has been developed
which will enable design of a multi-horn antenna feed system to optimally cover the 1 to
10 GHz frequency range.

I. Introduction
The SETI Project (Search for Extra-Terrestrial Intelligence,

Refs. 1 and 2) is planning to investigate a small region of the
microwave spectrum in its search for signals possibly indicative
of life elsewhere in our galaxy. In particular, it has been
decided that the region 1 to 10 GHz may be a particularly
fruitful frequency band, based on considerations of galactic
noise interference below 1 GHz, atmospheric noise above
10 GHz, and "philosophical" arguments regarding the "water
hole" communication frequency region from l.4to 1.7 GHz.

Clearly, the use of the Deep Space Network antennas
would be of great value to SETI, as the cumulative collecting
area of the 10 large antennas (ranging in size from 26-meter
diameter to 70-meter diameter as of 1987) will be greater
than that of any other assembly in the world, except those of
the VLA (Very Large Array) in New Mexico. The three DSN
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antennas in Australia give access to the southern skies for
declinations less than about _45 0

, a region unreachable by
most of the world's large antennas. (An arbitrary southern
elevation angle limit of 10 degrees is chosen to limit atmo
spheric effects and horizon mask noise contributions.)

The particular SETI search strategy contemplated is to use
the 64-/70-meter antennas to look at particular stars (approxi
mately 1000) in the frequency range 1 to 3 GHz. The
34-meter (or 26-meter) antennas will be used for an all-sky
survey over the frequency range 1 to 10 GHz.

The DSN antennas, however, have been designed and
built to operate at the specific narrow-band microwave fre
qU'encies used to communicate with "deep space" spacecraft,
almost exclusively those launched by the United States.
("Deep space" is used to denote a distance from the earth
generally beyond the orbit of the moon, 400,000 km.) Those



particular narrow-band (0.2 GHz) frequencies are L-band
(1.7 GHz), S-band (2.3 GHz), and X-band (8.4 GHz); and
L-band is presently carried only upon the 64-meter subnet.

II. Antenna and Feed Description

A typical 34-meter antenna is the DSS-12 instrument at
Goldstone (Fig. 1). This antenna is a HA-DEC antenna; Le.,
it is constructed to track in hour angle and declination, rather
than in azimuth and elevation (AZ-EL). The 64-meter antennas
(DSS-14, -43, -63) and new high-efficiency shaped-reflector
34-meter antennas (e.g. DSS-15) are of the AZ-EL configura
tion. A general description of all DSN antennas and microwave
systems. is given in Ref. 3. DSS-12 has a reflex feed type of
microwave optics system whereby simultaneous S-band and
X-band signals can be transmitted and received by use of the
ellipsoidal reflector at the S-band feedhorn and a dichroic
plate located over the X-band feedhom. A complete descrip
tion of this system is given in Ref. 4.

Because the dichroic plate is an inherently narrow-band
device (8.3-8.5 GHz), use of the reflex feed system is contra
indicated for SETI X-band investigations. The present analysis
of the 34-meter microwave optics system then assumed that
modification to the antenna would be necessary for wide-band
use - certainly the reflex feed system would be eliminated.
Possibly, a complete new series of feedcones and horns might
be developed to cover the 1 to 10 GHz band.

In the reflex feed system, the subreflector is both tilted
and of asymmetric shape. This design does not easily lend
itself to use in configurations other than that for which it is
specifically designed. The use of off-axis feedhoms in the
asymmetric system would result in greatly reduced antenna
gain and increased spillover and ground noise contribution.

A symmetric antenna with a single frequency corrugated
feedhom does not exist in the DSN. Modifications to existing
antennas could create one; and for SETI use it may become
necessary to operate in some slightly modified version of
this simple antenna optics scheme. The basis of the analysis
presented here was the 34-meter symmetric antenna design
because it is very representative of performance obtained in
both the asymmetric 34-meter and 64-meter reflex-feed
antennas, and symmetric 26-meter antenna with an SoX
common aperture feedhorn. Naturally, the gain differences
between these different size antennas must be accounted for
in the analysis.

An "equivalent" symmetric Cassegrain antenna was chosen
for analysis. This antenna closely matches the DSS-12 34
meter design. Figure 2 and Table 1 show the actual antenna

dimensions used in the analysis. Figure 3 and Table 2 show the
dimensions of the subreflector, including the two-segment
vertex plate used to direct reflected energy away from the
feedcone area, and the peripheral flange used to control rear
spillover and ground noise contribution.

The X-band feedhorn used in this analysis is identical to the
X-band corrugated horn actually used in the reflex feed design.
The S-band horn analyzed here is scaled (in size) by frequency
(8.448/2.295) from the X-band dimensions. It is assumed in
this analysis that the horns can be mounted separately with
their phase centers (at the nominal design frequencies of 2.3
and 8.4 GHz) at the identical location relative to the antenna
reflecting surfaces.

Most figures and tables in this report have dimensions
given in inches. Although use of the English system of units
is not a TDA reporting policy, these dimensions are already
on design documents and blueprints, .and comparison with
existing documents is facilitated. Use of the metric system in
this instance is not recommended.

III. Description of Computational
Techniques

A description of the computational methods used to
characterize antenna performance can be more easily under
stood by reference to Figs. 2 and 3. The goal of the analysis
is to determine a G/T (gain/system noise temperature) for
the antenna system at various frequencies and elevation
angles. Table 3 shows the pertinent components of G and T.

It was decided to reference the computed G/T figures-of
merit to the G/T at the nominal S- and X-band frequencies
(rounded off to 2.3 and 8.4 GHz) and elevation angle (90°),
since the actual gains and system noise temperatures are
published (Ref. 5) and presumably well known for these
conditions. For a DSN 34-meter antenna of the DSS-12
type, the gain and zenith system noise temperature are 56.1
dBi and 21.5 K at S-band, and 66.2 dBi and 25.0 K at X-band.
Actual system noise temperatures may be lower than these
published numbers, especially in the case of a non-reflex
antenna configuration. The G/T figure-of-merit can be ex
pressed as (cf. Table 3)

G/T _ l1aperture Xl1surface (1)
T +T +T. +Tground atmosphere quadnpod base

Aperture efficiency is calculated as a percentage of the gain
achieved by a (theoretically optimum) uniformly illuminated
aperture, equal in size to the physical area of the antenna; or,
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in other words, the gain of a uniformly illuminated aperture
reduced by corrections for forward and rear spillover, non
uniform amplitude illumination, non-uniform phase illumina
tion, cross polarization, and subreflector blockage. Quadripod
blockage is not considered,' as it is considered constant with
frequency and elevation angle and is only a multiplicative
constant in the numerator of Eq. (1) (an additive constant in
terms of decibels). Quadripod blockage is already included in
the published gain values for the DSN antennas.

Surface efficiency shows the effect of antenna main re
flector surface roughness and deviation from a true parabo
loidal shape as a result of gravity deformation. Ground noise
arises from the "hot" earth's surface being reflected prin
cipally from the hyperboloidal subreflector into the feedhorn.
Atmospheric noise (clear air) arises from oxygen and water
vapor emission being reflected from the subreflector into the
feedhorn (as in the case of ground noise) or from the atmo
sphere in the main antenna beam. Quadripod scatter noise
results from the ground emission reflecting from the quadri
pod truss structure, and through one or more reflections enter
ing the feedhorn.

The baseline system noise temperature is a constant for
each microwave band and represents the "non-changing" con
tributions from the maser, waveguide (including horn), and
cosmic background noise temperatures. The baseline values
used here are 14.81 K (S-Band) and 18.25 K (X-Band).

All these components of G/T will be described further in
more detail. The computational method proceeds as follows.

A. Corrugated Horn Patterns

Horn patterns are calculated from IPL Telecommunications
Division computer programs known generically as "hybrid
mode" programs. Geometrical inputs to these programs are
given in Table 4. First, the illumination pattern of the existing
X-band horn is calculated at 8.4 GHz using the physical
dimensions of the horn. A subroutine in the program calcu
lates a best-fit phase center of the horn pattern over a far-field
polar angular extent of 16 degrees, the angle subtended by the
subreflector (32 degrees from side-to-side). In the 8.4 GHz
case, the far-field phase center is found to be located 2.2129
inches inside the horn aperture; and on the real DSS-12
antenna (and on our hypothetical antenna) the horn is physi
cally located so that the phase center is coincident with the
focus of the hyperboloidal subreflector (cf. Fig. 2). Calcula
tions are made at other frequencies in the X-band range, and
the calculated phase centers change from that at 8.4 GHz.
These positions vary from 1.2 inches at 7.0 GHz to 3.4 inches
at 9.4 GHz. The S-band positions vary from 3.6 inches to
15.7 inches over the frequency range 1.8 to 2.7 GHz. The
analysis presented here assumes that the feedhorns cannot be
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repositioned to accommodate the changing phase center
positions. Adjusting the subreflector position will not properly
solve this misfocusing problem. The only proper solution is to
accurately position the feedhorn as a function of frequency.

The S- and X-band frequency ranges are chosen to reflect
the inherent bandwidth limitations of these particular DSN
corrugated horns. The actual S-band range (modeled from
X-band) would be 1.9 to 2.6 GHz, slightly narrower than that
investigated here.

The changing phase center positions (which are not com
pensated for by repositioning the horn from its bolted-in
8.4 GHz or 2.3 GHz location) result in over- and under
illumination of the subreflector in addition to phase errors of
up to a wavelength.

Figure 4 shows a typical X-band horn pattern at 8.4 GHz.
Patterns at other frequencies (both X-band and S-band) are
quite similar and are characterized by nearly identicalE
and H-plane gain, and very low side and backlobes. Table 5
shows the 3-dB beamwidth, hyperboloid edge illumination,
and phase center position for all S-band and X-band cases.
Note that as the frequency increases from the nominal design
frequency, the beamwidth decreases and the hyperboloid
edge illumination decreases, resulting in under-illumination of
the main reflector and decreased aperture efficiency. At
frequencies lower than the design frequency, beamwidth and
illumination increase, and rear spillover increases, thus increas
ing contribution from ground emission. For all cases, the horn
patterns are stored in computer files and are used in the next
step of the analysis process, scattering of the horn fields from
the subreflector.

B. Subreflector Shape

First, however, the exact shape of the subreflector surface
must be mathematically described. Figure 3 shows the
schematic view of the subreflector with its hyperboloid sec
tion, two-segment vertex plate, and peripheral flange. The
use of the computer program describing the subreflector shape
is given in Ref. 6. The output of this program (the subreflector
shape) is also used as an input to the subreflector scattering
program.

A series of calculations was made at 8.4 GHz to examine
the effect of a changing flange angle (Fig. 3, angle BE3) on
noise temperature contribution from rear spillover and ground
emission. The full use of this program is described later. The
results are shown in Table 6. It is seen that unless the outer
portion of the subreflector is "turned in" toward the main
reflector, an unacceptably large amount of rear spillover
results and substantially increases the system noise tempera
ture. The existing design angle is 63.226°. The calculations



D. Surface Efficiency

The effects of main reflector roughness and deviation from
paraboloidal shape are accounted for by an "equivalent" Ruze
formula (Ref. 8):

A surface tolerance € is chosen a priori to give the measured or
expected gain reduction seen on the DSS-12 34-meter-type
antenna. This equivalent surface tolerance is given in Table 9..
The antenna surface is adjusted to have best shape at 30°
elevation. Due to the behind-dish support structure, the worst
shape occurs at 90° elevation. Typical fractional gains range

The aperture efficiency is directly related to gain and is
used as one of the gain components in the G/T figure-of-merit.
The calculations yield typical aperture efficiencies in the range
70 to 80 percent for the frequencies studied. The aperture
efficiencies (which are a function of frequency only) appear as
the term "TI "in Eq. (1).

I aperture

The dip near the center of each pattern shows the effect
of the vertex plate removing and redirecting energy which
would otherwise strike the central cone and feed system. The
steep taper in the 70°-80° range shows the effect of both
the normal Cassegrain optics and the additional flange around
the edge of the subreflector. The polar angle to the edge of the
main reflector is 75.525°; the edge illumination power level
is down approximately 15 dB at this angle.

(2)oxp [_ ( 4~' )']

A= wavelength

GjG0 = fractional gain reduction

€ =rms surface roughness

where

The output of the scattering program is the far-field ampli
tude and phase of the field scattered from the subreflector.
This field exists in all space (polar angle 0° to 180°); and a
portion of it (that with the greatest amplitude) is intercepted
by the main reflector. Also calculated by the program are
numerous efficiencies pertaining to forward and rear spill
over, non-uniform amplitude and phase illumination, and
cross polarization. Quadripod blockage is neglected, as it is
considered common to all frequencies and elevation angles.
For each frequency, an overall aperture efficiency is calcu
lated. This efficiency is not a function of elevation angle, and
represents "how well" the illuminated main reflector utilizes
the incident energy compared to a uniformly illuminated
circular aperture of the same diameter.

Figures 5 and 6 show the S-band and X-band amplitude
patterns of the hyperboloid-scattered fields. A polar angle
equal to 0° is toward the vertex of the main reflector as seen
from the hyperboloid. A polar angle of 180° corresponds to
the direction behind the subreflector; and the region 140°
to 180° contains the sidelobes and diffracted pattern of the
feedhorn.

Table 7 gives some of the pertinent input values used in
the Rusch Scattering Program. A large number of the other
input values are "administrative" and refer to the calculation
technique rather than the geometry of the problem. Data file
inputs to this program are the subreflector shape and the
corrugated horn pattern. It is important to remember that
input horn patterns at frequencies other than 2.3 or 8.4 GHz
are from misfocused horns.

leading to the Table 6 values were made using subreflectors
with no vertex plates. The effect on rear spillover (of neglect
ing the vertex plates) is negligible.

It can be seen from Figs. 5 and 6 that RFI sources (e.g.,
radio stars) located approximately 20 degrees (polar angle
160 degrees) and 100 degrees (polar angle 80 degrees) from
the main antenna beam (polar angle 180 degrees) may cause
system noise temperature increases. The 20° peak of the
scattered pattern is "forward spillover" and is caused pri
marily by power from the feedhorn passing beyond the edge
of the subreflector. The 100° peak is "rear spillover" and
comes about from scattered energy passing beyond the edge
of the main reflector. The location of known radio noise
sources must be monitored during SETI search procedures to
avoid confusion and misinterpretation. Table 8 gives the
amplitude and location (fO.5°) of the strong scattered side
lobe at 160 degrees polar angle (cf. Figs. 5 and 6).

c. Scattering Program

The scattering program calculates the scattered field result
ing from the corrugated horn (Section IlIA) illuminating the
subreflector (Section III.B). The scattered field contains com
ponents of the horn pattern also, so that the sidelobes of the
horn pattern should not be disregarded even though they do
not strike the subreflector. These sidelobes may be sensitive
to a source of RFI within 20 degrees of the main antenna
beam. This problem will be discussed later. In other words,
the field sensitive to noise from the sky and ground exists in
all space, in both the forward and rearward directions. A
description of the scattering program is given in Ref. 7. This
program is known in the Telecommunications Division as the
Rusch Scattering Program, after W. V. T. Rusch, the
originator.
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from 99% at low frequencies down to 80% at high frequencies
and worst attitude shape. A nominal X-band fractional gain
given in Ref. 4 for the specific case of a 34-meter reflex-feed
antenna (e.g., DSS-12) is 0.88 for a l-mm rms surface distor
tion due to wind, thermal, and gravity effects. The surface
efficiency values determined as a function of frequency and
elevation angle are directly related to the antenna gain and
appear as the term "1/surface" in Eq. (1).

E. Ground and Atmosphere Noise Temperature

Figure 7 shows typical antenna rays which contribute to
noise from the ground and atmosphere. Ray 1 is scattered
from the subreflector edge and sees the hot ground. Ray 2 is
part of the horn pattern and sees the atmosphere. Ray 3 (part
of the main antenna beam) strikes the surface' of the main
reflector and is reflected upward at the elevation angle of the
antenna. Ray 4 is scattered from the subreflector edge and sees
the sky. The net noise temperature from the effect of all these
rays can be calculated from the expression

T .
nOISe

JJ Tsource (e,(/» G (e,(/» dA
= _----=.'--"'-'"'--=--,----,-----,-----

JJG (e,(/»dA
(3)

dependence of atmospheric noise temperature is modeled as
the inverse sine of the elevation angle, up to a maximum of
19.1 airmasses (equivalent to an elevation angle of 3°), to
account for the round earth.

F. Quadripod Scatter Noise Temperature

Some amount of power received by the feedhorn arrives
from the ground via scattering from the quadripod structure.
This ground contribution is considered separately from the
spillover ground noise described previously. Estimates of the
noise temperature contribution from this source have been
made by Potter (Ref. 10) for a 64-meter antenna. By a careful
process of measurement and subtraction of known effects, the
elevation angle effects were determined. It is felt that these
values will apply to the 34-meter antenna system also. This
component of noise temperature has not been measured
separately; however, overall system noise temperature mea
surements at various elevation angles confirm the results
obtained in Ref. 10. It should be mentioned again that quadri
pod noise temperature is assumed to be a function of elevation
angle only, not frequency, to within experimental error. The
noise contribution ranges from 2.5 K at zenith to 6 K at 10°
elevation.

where

Tsource = ground or atmosphere equivalent blackbody
noise temperature

G = scattered field strength (gain) in direction of
source

dA = unit area in direction of source

The geometry is complex, but the results obtained as a func
tion of elevation angle (at 2.3 or 8.4 GHz) agree quite well
with experiment and simpler estimates.

The ground is considered to have an average equivalent
blackbody noise temperature of 240 K. The equivalent black
body noise temperature of the ground is a function of its
emissivity, which in turn is a complex function of the dielec
tric constant of the ground, grazing angle of the impinging ray,
polarization, and frequency. For rough surfaces, frequencies
greater than 1 GHz, and grazing angles greater than 10°, reflec
tion coefficients of 0.0 to 0.4 are found. This would yield
blackbody temperatures of 300 K down to 180 K, respec
tively. Ground emissivity is discussed in much detail in Ref. 9.

The atmosphere is modeled to have a zenith noise tempera
ture contribution (for an antenna at approximately 1 km
above sea level) at S-band of 2.0 to 2.1 K and at X-band of 2.5
to 2.75 K from lowest to highest frequencies. The clear-sky
atmospheric noise contribution arises from oxygen (predomi
nantly, below 10 GHz) and water vapor. The elevation angle
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G. Baseline Noise Temperature

Part of the figure-of-merit calculation (Eq. [1]) is the
determination of the non-changing portion of the system
noise temperature, due to preamplifier, waveguide, and cosmic
noise contributions. Since the baseline system noise tempera
tures are known, it is a simple matter to subtract out the
ground, atmosphere, and quadripod contributions calculated
here in order to arrive at the non-changing component. The
baseline values used here are 14.81 K (S-band) and 18.25 K
(X-band).

Tables 10 through 14 show sample calculated results of the
G/T components described above. Complete listings for all
frequencies and elevation angles are too lengthy to present
here. These tables show the general variations of the compo
nents over extreme ranges of frequency and elevation angle.

IV. Results
As discussed in Section III, a G/T figure-of-merit was calcu

lated for each frequency and elevation angle considered. This
figure-of-merit was normalized to the value obtained at zenith
and 2.3 (S-band) or 8.4 (X-band) GHz. Table 15 contains the
complete relative G/T figures-of-merit (in dB) as a function of
frequency and elevation angle. It can be seen that for the
X-band case at the higher elevation angles (50°-80°), G/T per
formance is increased over that at zenith. This is due primarily
to the decreased ground contribution and increased surface



efficiency. The maximum G/T increase is found to be about
0.3 dB. For S-band above 300 elevation, and X-band above
20

0
elevation, G/T degradation is found to be less than about

1 dB. Figures 8 through 12 show the aperture and surface
efficiency, ground and atmospheric noise, and quadripod
scatter noise, respectively, for the nominal 2.3 and 8.4 GHz
frequencies. Figure 13 shows the G/T figures-of-merit at
S-band for various elevation angles. Figure 14 shows the same
for X-band.

From Figs. 13 and 14, it can be seen that given elevation
angle limits and signal-to-noise ratio margins above some
desired threshold, an estimate can be made of the number of
feedhorns needed to cover the 1 to 10 GHz frequency range.
Fortunately, feed system performance is not a strong function
of frequency over the operating range of a single horn. The
primary causes of G/T degradation are the three elevation-

dependent noise temperature contributions from the ground,
atmosphere, and quadripod scatter.

It may be concluded that the DSN 34-meter HA-DEC sub
net (or 26-meter antennas) could, at least down to the feed
horn output, provide significant bandwidth and high G/T per
formance, even using the somewhat restrictive DSN standard
corrugated horn design. Techniques to achieve wider band
width horns are now available, but not yet proven on a DSN
antenna. The reader should note, however, that the design of
wideband (1.4: 1 or gre~ter bandwidth) low-noise preamplifier,
polarizer, and orthomode components is not well understood.
The above analysis defers performance study of these impor
tant components. Further studies will provide a "balanced"
design capable of 1 to 10 GHz bandwidth coverage in a cost
effective way. Meanwhile, certain planning functions for SETI
can proceed, based on the analysis presented here.
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Table 3. Components of gain and noise temperature calculated
for G/T figure-of-merit determination

Function of:

Constant for each band

Table 1. Dimensions for 34-meter symmetric antenna configuration
(cf. Fig. 2)

Parameter Dimension

Diameter 149.532 in.

A 101.6233 in.

C 138.000 in.

V 158.468 in.

TH1 75.5 deg

TH2 75.525 deg

AL2 13.500 deg

AL3 15.675 deg

BE3 63.226 deg

Components

Gain
Aperture efficiency
Surface efficiency

Noise Temperature
Ground noise
Atmospheric noise
Quadripod scatter

noise
Maser, waveguide,

cosmic background
(Tbase)

Frequency

Yes
Yes

Yes
Yes
No

Elevation
Angle

No
Yes

Yes
Yes
Yes

Table 4. S- and X-band corrugated horn design values

Table 2. Dimensions for 34-meter symmetric subreflector with
vertex plate and peripheral flange (ct. Fig. 3)

Parameter S-Band X-Band

1.8-2.7 GHzb 7.0-9.4 GHz

8.3874 in. at 2.3 GHz 2.2129 in. at 8.4 GHz

Parameter

C

A

D

ALl

AL2

AL3

BEl

BE2

BE3

Dimension

138.000 in.

101.6233 in.

0.873 in.

0.92065 deg

13.500 deg

15.675 deg

81.903 deg

81.175 deg

63.226 deg

Phasing section length

Diameter of phasing
section and small end
of flare

Flare length

Aperture diameter

Groove depth in
phasing section and
flare

Frequencya

Phase center position
inside horn aperture
at nominal design
frequency

0.0 in.

5.039 in.

95.928 in.

26.051 in.

1.583 in.

0.0 in.

1.369 in.

26.06 in.

7.077 in.

0.430 in.

aThe frequency is chosen to reflect the inherent bandwidth limitations
of the DSN corrugated horns.

b The modeled range would be 1.9-2.6 GHz
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Table 5. Characteristics of corrugated horn illumination patterns

E-Plane
E-Plane

Phase Center
Frequency,

3 dB Beamwidth
Taper at 16°

Position InsideGHz
Half-Angle, deg

(Subreflector Edge),
Aperture, in.

dB

1.8 9.6 -8.8 3.605
1.9 9.1 -10.1 4.305
2.0 8.5 -11.5 5.113
2.1 8.1 -13.0 6.046
2.2 7.7 -14.6 7.128
2.3 (Design freq.) 7.3 -16.3 8.387
2.4 7.0 -18.0 9.852
2.5 6.7 -19.6 11.556
2.6 6.4 -20.8 13.506
2.7 6.2 -21.6 15..721

7.0 9.0 -10.1 1.173
7.2 8.8 -10.9 1.288
7.4 8.5 -11.7 1.414
7.6 8.3 -12.5 1.548
7.8 8.0 -13.3 1.695
8.0 7.8 -14.2 1.854
8.2 7.6 -15.1 2.026
8.4 (Design freq.) 7.4 -16.0 2.213
8.6 7.2 -17.0 2.416
8.8 7.1 -17.9 2.636
9.0 6.9 -18.8 2.875
9.2 6.7 -19.6 3.131
9.4 6.6 -20.3 3.404

Table 6. Ground noisetemperature contribution for zenith-pointing
antenna, as a function of subreflector flange angle

Flange Angle, deg

71.5
65.0
63.226 (34-m design value)
58.984 (tangent to hyperboloid)

Ground Noise
Temperature, K

1.413
1.126
1.339
8.348

Table 7. Input values for Rusch Subreflector Scattering Program
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Parameter

DIST

BLK

Xl

X2

X3

Meaning, value

Subreflector focal length (2C), 276.0 in.

Half blockage angle of subreflector shadow
at vertex of main reflector, 9.780°

Lower limit of integration (subreflector
edge), 164.21°

Intermediate limit of integration, 172.0°

Upper limit of integration, 180.0°



Table 8. 51delobe characteristics near the main beam
of the 34-meter antenna

Frequency,
GHz

1.8
1.9
2.0
2.1
2.2
2.3
2.4
2.5
2.6
2.7

7.0
7.2
7.4
7.6
7.8
8.0
8.2
8.4
8.6
8.8
9.0
9.2
9.4

Sidelobe Position
Relative to Main

Beam, deg (±0.5°)

20
19
20
19
19
18
19
18
19
17

19
19
19
18
18
18
18
18
18
18
18
18
18

Amplitude of
Sidelobe Peak,

dBi

6.0
4.9
4.0
3.3
2.7
2.6
2.5
2.6
2.1
2.4

7.5
7.0
6.3
5.7
5.1
4.2
3.4
3.1
3.0
2.6
2.1
1.8
1.9

Table 9. Equivalent surface tolerance for 34-meter
HA·OEC antenna, e.g., 055-12

Elevation Angle, RMS Surface Table 12. Ground noise temperature (K) as a function of
deg Tolerance, in. frequency and elevation angle

0 0.0375 Elevation Angle, deg
10 0.0330 Frequency, GHz
20 0.0300 10 20 30 90
30 0.0293 (3/4 mm)
40 0.0300 1.8 11.05 5.28 3.89 5.86
50 0.0315 2.3 4.33 1.87 1.35 1.84
60 0.0345 2.7 2.79 0.59 0.32 0.28
70 0.0375
80 0.0420 7.0 7.93 2.45 1.52 1.94
90 0.0465 8.4 3.66 1.54 0.96 1.34

9.4 2.67 0.92 0.56 0.68
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Table 13. Atmospheric noise temperature (K) as a function of Table 14. Quadripod scatter noise temperature (K) as a function of
frequency and elevation angle frequency and elevation angle

Elevation Angle, deg Elevation Angle, deg
Frequency, GHz Frequency, GHz

10 20 30 90 10 20 30 90

1.8 12.77 7.05 4.79 2.91 1.8 6.00 5.70 4.70 2.50
2.3 12.32 6.47 4.39 2.35 2.3 6.00 5.70 4.70 2.50
2.7 12.40 6.37 4.29 2.14 2.7 6.00 5.70 4.70 2.50

7.0 15.50 8.27 5.49 2.91 7.0 6.00 5.70 4.70 2.50
8.4 15.73 8.22 5.57 2.92 8.4 6.00 5.70 4.70 2.50
9.4 16.18 8.38 5.67 2.89 9.4 6.00 5.70 4.70 2.50

Table 15. G/T figures-of-merit (dB) relative to nominal values at zenith and 2.3 GHz (S-Band) or 8.4 GHz (X-Band)

Elevation Angle, deg
Frequency,

GHz 0 10 20 30 40 50 60 70 80 90

1.8 -5.487 -3.272 -1.935 -1.272 -0.959 -0.784 -0.695 -0.707 -0.955 -0.956
1.9 -5.227 -2.935 -1.696 -1.071 -0.768 -0.596 -0.497 -0.494 -0.706 -0.696
2.0 -5.035 -2.684 -1.498 -0.894 -0.595 -0.413 -0.307 -0.288 -0.466 -0.439
2.1 -4.925 -2.509 -1.359 -0.764 -0.462 -0.282 -0.164 -0.130 -0.275 -0.244
2.2 -4.879 -2.420 -1.281 -0.696 -0.390 -0.205 -0.079 -0.036 -0.150 -0.113
2.3 -4.883 -2.385 -1.242 -0.663 -0.351 -0.163 -0.026 0.032 -0.043 0.000
2.4 -4.941 -2.405 -1.252 -0.679 -0.361 -0.163 -0.022 0.052 0.012 0.045
2.5 -5.033 -2.464 -1.301 -0.733 -0.415 -0.215 -0.062 0.017 -0.002 0.027
2.6 -5.155 -2.551 -1.381 -0.816 -0.494 -0.290 -0.130 -0.044 -0.042 -0.012
2.7 -5.316 -2.678 -1.495 -0.930 -0.605 -0.397 -0.237 -0.145 -0.126 -0.106

7.0 -4.936 -2.490 -1.060 -0.417 -0.102 0.068 0.163 0.176 0.036 -0.045
7.2 -4.834 -2.335 -0.969 -0.341 -0.045 0.125 0.211 0.229 0.084 -0.001
7.4 -4.776 -2.231 -0.914 -0.302 -0.005 0.159 0.244 0.249 0.104 0.017
7.6 -4.737 -2.158 -0.885 -0.275 0.027 0.190 0.273 0.283 0.143 0.046
7.8 -4.711 -2.099 -0.859 -0.256 0.039 0.201 0.282 0.284 0.134 0.036
8.0 -4.696 -2.048 -0.834 -0.236 0.062 0.218 0.300 0.302 0.155 0.052
8.2 -4.718 -2.039 -0.842 -0.240 0.054 0.212 0.290 0.287 0.140 0.033
8.4 -4.747 -2.047 -0.860 -0.263 0.031 0.192 0.265 0.261 0.113 0.000
8.6 -4.792 -2.065 -0.876 -0.286 0.011 0.171 0.244 0.243 0.095 0.012
8.8 -4.855 -2.104 -0.910 -0.325 -0.029 0.130 0.202 0.199 0.052 -0.066
9.0 -4.905 -2.125 -0.935 -0.354 -0.053 0.106 0.172 0.171 0.025 -0.096
9.2 -4.972 -2.168 -0.974 -0.390 -0.093 0.067 0.136 0.131 -0.017 -0.151
9.4 -5.082 -2.258 -1.045 -0.464 -0.163 -0.008 0.056 0.050 -0.094 -0.238
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Fig. 1. OSS-12 34-meter antenna at Goldstone, in SIX reflex feed configuration
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Fig. 2. Diagram of typical symmetric antenna configuration (cf. Table 1 for 34-meter
antenna dimensions)
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Fig. 3. Diagram of typical symmetric subreflector configuration (cf. Table 2 for 34-meter
subreflector dimensions)
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Historical Cost Curves for Hydrogen Masers and
Cesium Beam Frequency and Timing Standards

D. S. Remer
DSN Data Systems Section and Harvey Mudd College

R. C. Moore
DSN Data Systems Section

Historical cost curveS were developed for hydrogen masers and cesium beam standards
used for frequency and timing calibration in the Deep Space Network. These curves may
be used to calculate the cost of future hydrogen masers or cesium beam standards in
either future or current dollars. The cesium beam standards have been decreasing in cost
by about 2.3% per year since 1966, and hydrogen masers have been decreasing by about
0.8% per year since 1978 relative to the NASA inflation index.

I. Introduction
The Deep Space Network (DSN) at JPL is often faced with

estimating the future cost of systems and hardware, but
reliable cost estimating models have not been developed. Since
many organizations outside JPL successfully use cost curves
for doing estimates, it is concluded that it would be worth
while to develop similar cost curves for the DSN. It is hoped
that this study will be the first of many aimed at developing
cost estimating tools for use in the DSN.

Some of the most important and extensively used hardware
in the DSN are frequency and timing standards. JPL has pur
chased over thirty in the last two decades and is still in the
process of acquiring more. Thus, they are an excellent test
bed for cost analysis since there exists a cost history as well
as a need for estimating future costs.
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This report first describes briefly the various types of
frequency and timing standards used at JPL. Second, there
is a discussion of the sources we used for our historical data.
Next, the actual cost curves are presented along with recom
mendations on correcting for inflation. Finally, we show
several sample calculations.

II. Types of Frequency Standards Used
by the DSN

The DSN is the primary user of frequency and timing
standards at JPL. A few standards are used for calibration
throughout the Lab, but the majority are installed for use
by the DSN at Goldstone, Spain, and Australia. The standards
derive their extreme accuracy from transitions in the hyperfine



energy states of atoms. The three most commonly used ele
ments are hydrogen, cesium and rudibium. 1

A. Hydrogen Maser

The hydrogen maser is the most stable and accurate stan
dard available. It has a frequency stability on the order of
10-15 parts per thousand, and it is a secondary standard which
means it must be externally calibrated. A control panel of a
hydrogen maser can be seen in Fig. 1 and a more detailed
block diagram (Ref. 1) of the system is shown in Fig. 2. The
hydrogen maser is manufactured for JPL by the Smithsonian
Astrophysical Observatory and costs around $500K today. A
purchase order must be filed before construction will begin so
delivery time may beseveral years.

B. Cesium Beam Standard

The cesium beam standard is the second most stable fre
quency standard with a stability on the order of 10-14 parts
per thousand. Figure 3 shows the most commonly used
cesium standard, and a simple schematic (Ref. 2) is given in
Fig. 4. The cesium is a primary standard so it need not be
calibrated externally. Hewlett Packard has manufactured most
of the cesium standards for JPL.

C. Rubidium Vapor Standard

Finally, the DSN uses the rubidium vapor standard. The
stability of this device is much lower than either of the other
two, on the order of 10':'13 parts per thousand. As a result,
the DSN has no future plans for acquiring any more and those
in existence will ultimately be replaced by cesium standards.
For this reason, a cost analysis of the rubidium standards
was not done.

III. Input Data Sources
Historical data for developing the models were obtained

from two major sources: property records at JPL and purchase
orders from the DSN's Frequency and Timing Systems (FTS)
group. In addition, the people involved with buying frequency
and timing standards for the DSN were interviewed.

JPL's Property Section maintains a comprehensive list of
Laboratory property acquired and kept' for about the past
25 years. The list is indexed by JPL identification number,
manufacturer, nomenclature and model number (see Table I
for an example of property indexed by model number). The
FTS group gave us the model numbers for the frequency and
timing standards. With these, the remaining information

1R. I. Sydnor, Frequency and Timing White Paper - Draft, Jet Propul
sion Laboratory, Pasadena, Calif., June 20, 1984 (unpublished).

could be looked up including the date received and the initial
value placed on the standard.

From the FTS group, we also obtained the original pur
chase orders for all of the hydrogen masers and for those
cesium standards purchased ~fter 1978. The prices from these
purchase orders plus subsequent JPL memos were used to
develop our cost curves. For those cesium standards purchased
before 1978, property values were used as cost data. However,
purchase order costs and property record values for the
cesium standards bought after 1978 were cross checked, and
the agreement was within 2%.

We then met with FTS personnel and were able to confirm
that our list of standards was complete. In addition it was
found that a few standards had been loaned or given to JPL,
so they were not used as data points.

IV. Historical Cost Data

A. Hydrogen Masers

All of the hydrogen masers acquired before 1978 were
either built by JPL or obtained from other government
agencies.

Historical cost data for more recent hydrogen masers
purchased from the Smithsonian Astrophysical Observatory
(S.A.O) are given in Table 2. Of the S.A.O. masers, only one
has been delivered to JPL. It was received in December, 1979.
Three others are being constructed for the DSN; two of these
are scheduled for delivery in early 1985 and the third is due a
few months later. The DSN is also in the process of buying
two more masers. Both of these are to be ready by 1986.

B. Cesium Beam Standards

The cost data for the cesium beam standards cover a much
longer time span, starting in 1966, as shown in Table 3. Since
1966, the DSN has continued to acquire them periodically
up until 1981. It is probable that more will be purchased in
the future.

V. Cost Curves and Equations
From the historical data we developed a cost curve for

each standard. In the case of the cesium standard, there are
several options that have been available since 1973 which
have improved its stability and versatility. These options
include a high-performance tube, clock, battery and charger,
and a rack mounting kit. These generally account for about
25% of the total cost. However, JPL has had those options
included in all of its cesium standards since 1973 so we in
cluded them as part of the total cost.
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where x is the year, for example in 1983 x = 83, andy is the
cost in thousands of dollars.

This curve has a correlation coefficient of .982 which
indicates that it is a relatively good approximation of the
data. The effective annual cost increase, jh' for the period of
1978 to 1983 can be calculated from the equation

A. Hydrogen Maser Cost Equation

In Fig. 5, we see the cost of a hydrogen maser from 1978
through 1983. A best fit approximation of this curve is given
by:

VI. Inflationary Impact

(4)y = 0.007 exp (0.076x)

Since the impact of inflation varies with the industry, it
is important to choose the proper index. Each year the NASA
Inflation Index is published with rates based on the space
industry, Bureau of Labor Statistics data, and related informa
tion2

. Although it is not considered an "official" index, it is
the one most closely associated with the work that goes on in
the DSN. Table 4 gives the yearly inflation rate from 1966 to
1984 from the NASA Index. "TQ" refers to the transition
quarter in 1976. The effective annual NASA inflation rate for
this period was calculated from Eq. (1) as 7.9%. The impact on
the value of the dollar since 1966 because of this inflation is
shown in Fig. 7. The equation of the curve is given by

(1)y = 1.103 exp (0.072x)

. _ (CI) lIn
J - -
h C

2

(2)
where x is the year, for example in 1983 x = 83, andy is the

J
cost of what one dollar would purchase in 1966. .

where cI represents the latest costs in 1983, c2 represents
the earliest cost in 1978, and n equals the number of years
between the two. For the hydrogen maser, n = 5, c I =
$429,897 and c2 = $305,173. Thus, jh is calculated to be
1.071 for an effective annual increase of 7.1 % from 1978 to
1983.

B. Cesium Beam Standard Cost Equation

In Fig. 6 is a similar model developed for the cesium beam
standard. Note that the best fit approximation is also expo
nential:

A summary of the effective annual inflation rate along with
the effective annual increase in cost for each of the frequency
standards is shown in Table 5. Also included in this table is
the Consumer Price Index (CPI) annual inflation rate for
1966 through 1983. Note that this is about 1% lower than the
annual inflation from the NASA Index. From this table we can
also see that even though the cost of timing and frequency
standards is increasing in budgeted dollars, it is decreasing in
real dollars. For hydrogen masers this amounts to a 0.8% per
year decrease and for the cesium standards the figure is 2.3%
per year.

where x is the year, for example in 1983 x = 83, andy is the
cost in dollars. The correlation coefficient of .947 for this
curve is also very high so the fit here is quite good. We can
again use Eq. (2) to calculate the effective annual cost in
crease. Thus, jc = 1.056 for an effective annual rate of 5.6%.
For this case, n = 18.25 years. The quarter of a year (0.25)
comes as a result of the three month period in 1976 when the
U.S. Government shifted the beginning of the fiscal year
from July 1 to October 1.

y = 342.1exp (0.056x) (3)

The actual cost of a future system found from Eqs. (1)
and (3) can now be adjusted for inflation. To find the cost in
today's dollars, several methods could be used. One might
simply use the past NASA rate of 7.9% as the calculated value
of the projected annual effective inflation rate. Thus, to bring
the cost back to 1984 dollars simply divide it by (1.079)k
where k is the number of years into the future for which the
estimate is to be made. A variation on this method is to choose
your own inflation rate. Calculating the final cost in 1984
dollars is identical to the procedure above.

VII. Sample Calculations
We can now estimate the future cost for a frequency and

timing standard system by using Eq. (1) for hydrogen masers
and Eq. (3) for cesium beam standards or equivalently by
extrapolating from Figs. 5 and 6. More accurate graphical
extrapolations may be obtained by replotting Figs. 5 and 6
using the logarithm of cost as a function of the year. However,
the calculation of the cost of a future system in today's dollars
must consider inflation.

This section shows some sample calculations using each of
the curves to calculate the cost of future systems, and if
desired, how to adjust for inflation to get those costs in
today's dollars. Let's assume you wanted to calculate the

2W. E. Ruhland, Transmittal of NASA Inflation Index, JPL IOMs
(internal documents), Feb. 8, 1978, and Feb. 7,1984, Jet Propulsion
Laboratory, Pasadena, Calif.
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cost of both a hydrogen maser and a cesium standard for
1988 in future dollars and today's dollars. For the hydrogen
maser we use Eq. (1) with X = 88. We find that y = $623,000.
Now if you wanted to calculate this cost in 1984 dollars,
using an inflation rate of 7.9%, (1.079)4 = 1.355. Dividing
this into the 1988 cost yields about $459,000. If instead we
choose an inflation rate of say 10%, we would get a cost in
1984 dollars of $425,000.

For the cesium beam standard, Eq. (3) is used with x = 88.
We find that y = $47,245 in 1988 dollars. Thus, in 1984
dollars the result is given by:

1984 cost = $47,245 = $35,000
1.355

And with the 10% rate, the cost in 1984 dollars is about
$32,300.

VIII. Conclusion
The cost curves developed in this paper are very useful for

estimating future costs of timing and frequency standards.
Costs can now be calculated in both future and present dollars.
Just as important, however, is the fact that this methodology
can be used for developing cost estimating curves for other
systems of hardware and software in the DSN. For example,
there may be the potential of developing similar curves for
maser amplifiers and receivers. As more DSN cost curves are
developed, the job of cost estimating will become easier and
more accurate estimates will result.
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Table 1. Example of property listing by model number

Gov't. ID Nomenclature Manufacturer Model/Type Mfr. Serial No. Value, dollars

J270FI00605 Standard Freq. H.P. 5061-A 2002A01637 24,863.85
J270FI00961 Standard Freq. H.P. 5061-A 2002A01694 28,451.45
J270FI00972 Standard Freq. H.P. 5061-A 2002A01695 29,296.60
J270FI01702 Standard Freq. H.P. 5061-A 2002AOI717 28,046.60

Table 4. NASA Index of annual inflation rate (1966-1984)

Table 2. Hydrogen maser historical cost data (1978-1983) Fiscal Year Rate, %

Table 3. Cesium beam frequency standard historical cost
data (1966-1984)

Fiscal Year Cost, dollars Units

1966 15,500 1
1967 15,035 1
1968 16,106 1
1972 17,248 1
1977 24,319 3
1978 25,576 2
1979 26,350 2
1980 33,597 4
1981 35,024 5
1984 41,745 a 1

Fiscal Year

1978
1979
1980
1983

Cost, dollars

305,173
312,325
341,000
429,897

1966
1967
1968
1969
1970
1971
1972
1973
1974
1975
1976
TQ

1977
1978
1979
1980
1981
1982
1983
1984

aEstimated by NASA

3.4
4.1
5.0
6.0
8.0
8.4
5.7
5.7
7.2

10.8
9.0
2.1
8.5
7.8
9.5

10.7
10.9

9.4
6.1
6.2a

Table 5. Summary of effective annual costs and inflation ratesaBased on 1984 Hewlett Packard catalog not including remote monitor
equipment. Where more than one unit is indicated, the costs have
been averaged.
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NASA Inflation Index
Consumer Price Index
Hydrogen Maser
Cesium Beam Standard

7.9% (1966 - 1984)
6.8% (1966 - 1983)
7.1% (1978 - 1983)
5.6% (1966 - 1984)



Fig. 1. Hydrogen maser control panel, Model VLG-10-0, Smithson
ian Astrophysical Laboratory (from Smithsonian Astrophysical
Laboratory)
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Fig. 3. Cesium beam frequency standard, Model 5061A, Hewlett Packard (from Ref. 2)

VACUUM CHAMBER

INJECTION FREQUENCY IN

---

MASS
SPECTRO
METER &
ELECTRON
MULTIPLIER

HOT WIRE
IONIZER

-~
BEAM \ 8\
CURRENT~
OUT

IIB"

~~-----}

CESIUM BEAM

"C" FIELD
STATE "A"
SELECTOR
MAGNETCOLLIMATOR

CESIUM
OVEN
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Fig. 5. Cost of a hydrogen maser from 1978 through 1983
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The Accuracy of Radio Interferometric Measurements
of Earth Rotation

T. M. Eubanks, J. A. Steppe, and M. A. Spieth
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The accuracy of VLBI earth rotation (UTI) measurements is examined by inter
comparing TEMPO and POLARIS data for 1982 and the first halfof1983. None of these
data are simultaneous, and so a proper intercomparison requires accounting for the
scatter introduced by the rapid, unpredictable, UTI variations driven by exchanges of
angular momentum with the atmosphere. A statistical model of these variations, based
on meteorological estimates of the Atmospheric Angular Momentum (AAM) is derived,
and the optimal linear (Kalman) smoother for this model is constructed. The scatter
between smoothed and independent raw data is consistent with the residual formal
errors, which do not depend upon the actual scatter of the UTI data. This represents
the first time that an accurate prediction of the scatter between UTI data sets has been
possible.

I. Introduction
Observations of extragalactic radio sources with VLBI

between widely separated antennas can be used to make
highly accurate measurements of the orientation and length
of the vector between each pair of antennas (the baseline
vector). Changes in baseline lengths are currently being moni
tored by several groups in the hope of eventually detecting
tectonic motions over transcontinental or intercontinental

distances. Changes in the baseline orientation are dominated
by rotations of the earth as a whole. Independent Very Long
Baseline Interferometry (VLBI) earth orientation estimates
are now produced routinely by the POLARIS project of the
National Geodetic Survey (NGS) (Ref. 1) and by the TEMPO
program of the Deep Space Network (DSN) at the Jet Propul
sion Laboratory (JPL) (Ref. 2). The VLBI data provide a

substantial reduction in the Root Mean Square (rms) scatter
seen in previous UTI intercomparisons (Refs. 3,4, and 5).

Knowledge of the earth orientation is essential for accurate
spacecraft navigation, and is of intrinsic geophysical interest
(Refs. 6, 7, and 8). An understanding of the true errors in
these VLBI measurements is essential to realizing their full
potential. It is generally not possible to verify the full accuracy
of baseline length measurements because of the lack of inde
pendent length determinations of comparable accuracy over
the same baseline. Baseline orientation changes are dominated
by changes in the total earth orientation, and it is thus possible
to intercompare earth orientation results from widely sepa
rated baselines. The intercomparisons described in this article
are thus of interest to all geodetic users of VLBI, as well as
to those particularly interested in the UT1.
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III. Kalman Filtering and Smoothing
of the UT1

Given a linear stochastic model, it is relatively straightfor
ward to derive the corresponding Kalman filter (Refs. 9, 11,
and 12). The forward filter, which estimates the UTI based on

The UTI Kalman filter and smoother were developed at
JPL as part of an effort to smooth and predict earth orienta
tion changes for spacecraft navigation. The UTI filter uses a
statistical model of the unpredictable high-frequency UTI
fluctuations driven by exchanges of angular momentum with
the atmosphere (Ref. 7). Meteorologically derived AAM data
indicate that the UTI power spectrum should be proportional
to the frequency-4 at periods < 100 days (Ref. 8). A random
process that obeys such a power law at all frequencies is an
integrated random walk,

(1)Wet)

where Wet) is a white noise with a constant power spectral
density, Q. (We are ignoring problems of existence of deriva
tives, etc., that can be handled rigorously, at the cost of loss
of clarity (Ref. 9». This model thus assumes that the torques
on the solid earth can be described as a white noise, and that
in the absence of these torques the rate of rotation of the
solid earth would be a constant. For the filter to work prop
erly, the UTI model must provide realistic estimates of the
UTI signal-to-measurement-noise ratio (SNR), especially at
frequencies where the true SNR is near unity. At frequencies
where the true SNR is very large or very small, it is generally
sufficient if the model SNR is also very large or very small,
respectively. With modern measurement techniques and
typical measurement densities, the SNR will be near unity for
frequencies between 0.02 and 0.05 day-i. The seasonal
variations in the UTI are well above the noise, and the model
SNR is also large at those frequencies, so we do not include
these explicitly in the UTI model. There are also predictable
monthly and fortnightly UTI oscillations of tidal origin.
These are estimated from an a priori model (Ref. 10) and
removed from all of the UTI data before any further analysis.

measurements. Since there are no simultaneous TEMPO and
POLARIS measurements, any intercomparison will involve
averaging or interpolating the data in some fashion. The
scatter between a Kalman smoothing of one data set and
independent raw data provides a useful test of both the data
accuracy and the statistical model of the UTI. The various
smoothings discussed in this analysis use data taken before
1982.0 to minimize any "edge effect" at the beginning of
the intercomparison. The filter rapidly down-weights any old
information, however, and the effect of including the pre-1982
data is small.

Our null hypothesis is that the true measurement errors
are independent random variables with standard deviations
equal to the raw formal errors. The only way to test this
hypothesis rigorously is by an intercomparison of independent

II. VLBI Measurements of the UT1

Any single-baseline VLBI experiment is sensitive to only
two components of earth orientation. Since neither the
TEMPO SC baseline nor the POLARIS Westford-GRAS
baseline is exactly equatorial, neither can measure the UTI
directly. Both the TEMPO data and the POLARIS single
baseline UTI estimates thus have a minor contribution from
the Bureau International de L'Heure (BIB) smoothed
Circular-D Polar Motion estimates. We assumed that these
have a 10 milliarcsecond random error, found the induced
UTI error for each baseline, and found the rss of this error
and the quoted formal error to better estimate the true formal
error of each single-baseline UTI estimate. The resulting
formal errors are called the raw formal errors. We did not
adjust the formal errors from the POLARIS multiple baseline
experiments in any way.

The POLARIS project was. specifically established to
monitor earth orientation changes with state-of-the-art VLBI
equipment (Ref. 5). This project has conducted 24-hour
observing sessions every week since June 1981, over the single
baseline between the Westford Observatory in Massachusetts
and the George R. Agassiz Station (GRAS) at Fort Davis,
Texas. The latitude of this baseline is 20

0
• Some of the

POLARIS experiments also involved simultaneous observa
tions at the Onsala Space Observatory in Sweden. A total
of 68 POLARIS UTI measurements are available for the
period between 1982.0 and 1983.4, with formal UTI errors
of 0.05 to 0.63 ms.

The JPL TEMPO program monitors changes in earth
orientation, together with station clock behavior, in support
of interplanetary navigation by the DSN. TEMPO analyzes the
results from two VLBI observing sessions per week, one each
on the Spain-California (SC) and Australia-California (AC)
DSN baselines. The SC baseline, with a latitude of only 30

,

best determines the UTI, and only the TEMPO results from
that baseline will be used in this article. The accuracy and
density of these data have improved considerably since the
lengthening of each observing session to a total of 3 hours in
February 1982. Since some useful measurements are also
available from January 1982, we started our intercomparison
at the beginning of that year. Thirty TEMPO UTI measure
ments are available for the period between 1982.0 and 1983.4.
Two of these have formal errors> 2.0 ms and comparable
scatters; these had a negligible effect on our analysis and were
excluded from further consideration. The remaining measure
ments have formal UTI errors from 0.22 to 1.43 ms.
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past and present data, is best described recursively in the state
space formalism. The state vector corresponding to Eq. (1) is

Given estimates of the state X, and the covariance matrix P
at time T, the state estimate at a later time T + tit, in the
absence of measurements, is given by the state propagation
equations:

[
UTll

X 0 d~~J
(2)

sets. We subtracted 0.375 ms from all of the TEMPO UTI
data used in this intercomparison. Figure 1 shows the raw
TEMPO and POLARIS data, together with the Kalman
smoothing of the combined data set, after subtracting the BIH
smoothed Circular-D UTI, the tidal effects, and the TEMPO
POLARIS bias. One-sigma error bars are shown with the raw
VLBI data. It is apparent that the TEMPO and POLARIS
data agree at the ms level, and that there are UTI fluctuations
of up to 5 ms ignored by the Circular-D smoothing. The
agreement between the two data sets is especially impressive
considering that these are derived from completely inde
pendent efforts, using different equipment observing sched
ules, software, and procedures (Refs. 1 and 2).

where

and

Figure 2 shows our Kalman smoothing of the POLARIS
data together with the raw TEMPO data, again after subtract
ing the BIH smoothed Circular-D data, the tidal model, and
the TEMPO-POLARIS bias. The smoothing residuals (the
difference between the raw and smoothed data in Fig. 2)
are shown in Fig. 3, together with one-sigma error bars. Each
residual formal error is the rss of the raw TEMPO formal
error and the formal-error estimate of the POLARIS Kalman
smoothing at that epoch. The rms scatter of these residuals is
0.57 ms, and the ensemble X2 is 35.4, for 28 degrees of
freedom, which is consistent with the null hypothesis. The
results of the X2 test should be regarded as an approximation
of the true significance of the observed scatter since smoothing
reduces the independence of the smoothing residuals. The
rapid down-weighting of old information by the filter means
that smoothing errors should have correlation times of a few
weeks at most. The long-term correlation between the resid
uals in Fig. 3, if real, is thus probably not induced by the
smoothing.

Any small random error not in the VLBI error budget
would be most noticeable in the scatter of residuals with
small formal errors. There are 17 residuals in Fig. 3 with
formal error estimates < 0.5 ms. These differences have an
rms of 0.50 ms and a X2 of 26.5 with, of course, 17 degrees
of freedom, again consistent with the null hypothesis. There
do not seem to be any obvious outliers in this data set. In
fact, none of the residuals in Fig. 3 are as much as three
formal errors from zero. A similar analysis, with similar
results, was conducted by comparing the smoothed TEMPO
and the raw POLARIS data. The lower density of the TEMPO
data introduces more correlation into the smoothing residuals,
which complicates the interpretation of these results.

(3a)

(3b)

is the state transition matrix. The integral in Eq. (3b) describes
the increasing uncertainty induced by the unpredictable rapid
fluctuations in UTI, and Q is thus a measure of the strength
of these fluctuations. Based on our analysis of the AAM data,
we adopted a value of 0.0036 (ms/day)2/day for Q. Note that
if Q is set to zero, the filter will simply fit a straight line to
the data. When a new measurement is available, the optimum
state estimate consists of the vector weighted average of the
propagated state and the new measurement. This weighted
average takes advantage of the correlation between the compo
nents of the state vector to determine both the UTI and its
derivative from a series of UTI measurements. The optimal
smoothing is the vector weighted average of the forward filter
and a similar filter run backwards on the same data (Refs. 11
and 13).

IV. Results

(T+At [0 ]
+J

T
<J>(T+tit-t') 0 ~ <J>T(T+tit-t') dt'

In our preliminary data analysis, we noticed a bias of 0.35
to 0.40 ms between the TEMPO and POLARIS data in all
intercomparisons, including those with the pre-1982 data.
Such biases arise from slight differences in the orientation of
the reference frames used in the reduction of the two data

Since we implemented the Kalman smoother by a weighted
average of forward and backward filters, it is easy to estimate
the UTI at the epoch of any measurement from an inde
pendent smoothing of all the other measurements. This
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"excluded" smoothing thus provides a statistically indepen
dent estimate of the UTI at the time of each measurement.
We examined the scatter between each measurement, except
the last, and the excluded smoothing of the combined VLBI
data set. The residual formal error was again the rss of the raw
data and smoothing formal errors. There are 95 such residuals,
with an rms of 0.62 ms and a X2 of 123.9 (with 95 degrees
of freedom). Of these differences, 44 have residual formal
errors < 0.5 ms, with a rms of 0040 ms and a X2 of 44.1
with 44 degrees of freedom. Only one residual is more than
three formal errors from zero. Although this point (at 4.6
formal errors from zero) is not likely to have occurred by
chance, it is unclear if this is a true outlier or merely a symp
tom of unusually rapid changes in the UTI. There are enough
excluded smoothing residuals to examine the scatter as a func
tion of the residual formal errors for formal errors between
004 and 1.0 ms. Except for the possible outlier, the scatter is
consistent with the formal error throughout this range. We
attempted to estimate the variance (assumed to be a constant)
of any unmodeled error in these residuals. The estimated
variance was consistent with zero, and we think that it is
unlikely that any such unmodeled random error could have a
standard deviation as large as 004 ms.

An analysis of all three components of the eartlt orienta
tion (Ref. 14), conducted after this paper was originally
written, indicates that the POLARIS Westford Fort Davis
single-baseline data have a substantial systematic error in one
component. This error, which is partly seasonal in nature, is
not present in the multiple-baseline POLARIS data. The

systematic error in the single-baseline data is probably due to
tropospheric modeling errors and induces a systematic UT 1
error with an rms scatter of ~ 0.34 ms. The intercomparisons
discussed in this article did not distinguish between multiple
and single-baseline results, and the temporal distribution of
the available TEMPO data was not well suited for detecting
seasonal systematic errors. It is not surprising that this error
was not detected in the analysis presented in this paper.

v. Conclusions

Our results show that VLBI determinations of the earth
rotation from two independent efforts are consistent to
within 0.4 to 0.5 ms (20 to 25 em), and that the observed
scatter is explained by the measurement formal errors and a
statistical model for the rapid UTI fluctuations driven by the
atmosphere. These fluctuations will make it impossible to vali
date the subdecimeter VLBI formal errors without either a
denser series of measurements or a set of exactly simultaneous
data. The periods of intense activity planned during the
MERIT campaign (Ref. 15) may provide the necessary raw
material for such validations. Since this intercomparison uses
only 1.3 years of data, it is insensitive to any long-period
systematic errors. The accumulation and analysis of more
VLBI data, as well as data from other techniques, will be
necessary to fully understand the role of systematic errors
in the earth rotation data. We plan to report on our analysis
of all three components of the earth orientation in the
future.

Acknowledgments

We would like to thank W. E. Carter and D. S. Robertson for making the POLARIS
data available and for their assistance. We would also like to thank J. O. Dickey, T. A.
Herring, and R. W. King. The UTI Kalman filter was implemented at JPL by D. C.
Hernquist.

232



References

1. Robertson, D. S., and Carter, W. E., inProc. Sym. No.5, NOAA Tech. Rep. 95, NGS
24, pp. 63-70. National Oceanic and Atmospheric Administration, Washington, D.C.,
1982.

2. Eubanks, T. M., Roth, M. G., Esposito, P. B., Steppe, J. A., and Callahan, P. S., in
Proc. Sym. No.5, NOAA Tech. Rep. 95, NGS 24, pp. 81-90. National Oceanic and
Atmospheric Administration, Washington, D.C., 1982.

3. Robertson, D. S., Carter, W. E., Eanes, R. J., Schutz, R. E., Tapley, B. D., King,
R. W., Langley, R. B., Morgan, P. J., and Shapiro, I. I., Nature, Vol. 302, pp. 509
511,1983.

4. Dickey, J.O., Williams, J. G., and Eubanks, T. M., in Proceedings of the Interna
tional Association of Geodesy (lAG) Symposia on Geodynamic Aspects of Earth
Rotation, International Union of Geodesy and Geophysics XVIIIth General Assem
bly, Hamburg, FRG, August 15-17, 1983, Ohio State University, 1984.

5. Carter, W. E., Robertson, D. S., Pettey, J. E., Tapley, B. D., Schutz, B. E., Eanes,
R. J., and Lufeng, M., Science, Vol. 224, No. 4652, pp. 957-961, June 1, 1984.

6. Langley, R. B., King, R. W., Shapiro, I. I., Rosen, R. D., and Salstein, D. A., Nature,
Vol. 294, pp. 730-733, 1981.

7. Hide, R., Birch, N. T., Morrison, L. V., Shea, D. J., and White, A. A., Nature, Vol.
286,pp. 114-117, 1980.

8. Eubanks, T. M., Steppe, J. A., Dickey, J. 0., and Callahan, P. S., 1. Geophys. Res., in
press, 1984.

9. Jazwinski, A. H., Stochastic Processes and Filtering Theory, Academic Press, New
York,1970.

10. Yoder, C. F., Williams, J. G., and Parke, M. E., 1. Geophys. Res., Vol. 86, No. B2,
pp. 881-891,1981.

11. Gelb A., Editor, Applied Optimal Estimation, The MIT Press, Cambridge, Mass.,
1974.

12. Maybeck, P. S., Stochastic Models, Estimation and Control, Vol. 1, Academic Press,
New York, 1979.

13. Maybeck, P. S., Stochastic Models, Estimation and Control, Vol. 2, Academic Press,
New York, 1982.

14. Steppe, J. A., EUbanks,T. M., and Spieth, M. A., EOS Trans. AGU, Vol. 65, No. 45,
p. 855,1984.

15. Wilkins, G. A., Project MERIT: A Review of the Techniques to be Used During
Project MERIT to Monitor the Rotation of the Earth. Joint Working Group on the
Rotation of the Earth, IAU/IUGG. Royal Greenwich Observatory, Greenwich,
England, 1980.

233



234

5

4

3

2

VI
E
.... 0
l
=>

-1

-2

-3

-4

-5 '-:'-":~""",="","""':'='-""""'~:----'":'-'=""""":'-':-"""'-=:"""""~"""""''"7:'-..,.......7!-':o'-'-::'-':~~~~",==-,::,-,::'=''""'.
82.0 82.1 82.2 82.3 82.4 82.5 82.6 82.7 82.8 82.9 83.0 83.1 83.2 83. 3 83.4

TIME SINCE 1900.0, years

Fig. 1. The TEMPO (closed circles) and POLARIS (open triangles) UT1 estimates after
subtracting the short-period tidal effects, the BIH smoothed Clrcular-D UT1, and the
relative bias. One-sigma error bars are presented with each measurement. The solid line Is
the Kalman smoothing of the combined VLBI data set, also after subtraction of the Clrcu
lar-D smoothing.

5

-4

-5 ~~"",":",-,~..,......~~,":,-,:-~:-'-:':-',",-:,:L-o;-'-~ ..........,":,:",-..,...............:----..,.....~.,.....,..,-,-:,:"""""",~~......J
82.082.1 82.2 82.3 82.4 82.5 82.6 82.7 82.8 82.9 83.0 83.1 83.2 83.383.4

TIME SINCE 1900.0, years

Fig. 2. The raw TEMPO data as given In Fig. 1, together with the Kalman smoothing of the
POLARIS data, again after subtraction of the BIH smoothed Circular-D UT1 estimate, the
tidal model, and the relative bias.



4

3

2

Vl
E

[3 0 t
-1

-2

-3

-4

t t

-5 !;;;-::~~=:'-:~:=---:----::~""'='""""'::""-'~~~~~~..."....~~~~::'-'::-'"'":":""'....,......,~.
82.0 82. 1 82.2 82.3 82.4 82.5 82.6 82.7 82.8 82.9 83.0 83.1 83.2 83.3 83.4

TIME SINCE 1900.0, years

Fig. 3. The difference between the raw TEMPO data and the Kalman smoothed POLARIS
data shown in Fig. 2. The error bars on these differences are the rss of the raw TEMPO
formal errors and the error estimated by the POLARIS Kalman smoothing at the epoch of
each TEMPO measurement.

235



TDA Progress Report 42-80 October-December 1984

Codes With Parity Conditions 9n Subsets of Coordinates
E. c. Posner

Office of Telecommunications and Data Acquisition

z. Reichstein
Harvard University, Graduate Student

This article considers binary codes with the constraint that the codes restricted to
certain subsets of columns must be contained in particular codes of the shorter lengths.
In particular, we consider codes of even length 2k, and ofminimum distance ~ d, where
the code obtained by restricting to the first k positions has even weight and at the same
time the code obtained by restricting to the last k positions also has even weight. If
k = 2n, n odd, and d = 2n, we prove that the code has at most 8n - 4 codewords, and
8n - 4 is attainable for n = 3. This yields 20 binary words of length 12, distance;;;' 6,
where the number of 1 's in the first six and the last six positions is even for every code
word in the code. This permits a file-transfer protocol control function assignment for
personal computers to be chosen for 20 cQntrol functions using essentially just pairs of
upper-case alphabetic ASCII characters where the Hamming distance between the binary
forms ofevery two different control functions is at least six.

I. Introduction
In Ref. 1, the following problem was suggested: Find codes

of the largest possible size with specified length and minimum
Hamming distance where the shorter codes obtained by pro
jecting the coordinates corresponding to a given partition of
the coordinates are required to be contained in specified
shorter codes. The examples in this paper require that the pro
jection onto the first k coordinates must have even weight and
similarity for the last k, where the length is 2k.

The problem arose because simple file-transfer protocols for
personal computers may have to be restricted for interbrand
compatability to just ASCII binary eight-tuples corresponding
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to upper-case alphabetic characters, to avoid control characters
that would be interpreted differently by machines of different
manufacturers. Although the ASCII code is 8 bits, two of the
bits are constant on the set of upper-case letters, and a third
bit is parity. Hence, upper-case ASCII can be thought of as (26
of the 32) six-tuples of even weight. If we want control
functions of two ASCII characters each, ignoring the constant
4 bits of the 16, our binary twelve-tuples are to have even
weight in the first six positions and in the last, and we may
want good distance properties to at least detect errors on noisy
analog voice circuits. For example, we may want distance ~ 6,
where the maximum distance possible is of course 12. Subject
to the above, we find that a code of 20 codewords exists, and
that this is the largest code possible with the above constraints.



(2) B(10, 6) = 5. The following five ten-tuples are at
mutual distance 6 or greater:

(3) B(12, 4) = 128. There are 32 = 2 5 distinct even
weight six-tuples from which to choose our heads
and tails. If one even-weight six-tuple occurred more
than four times as a head, we would have five tail
six-tuples at mutual distance ~ 4, contradicting A (6,4)
= 4. So B(l2, 4)';;;; 4 X 32 = 128.

To show B(l2, 4) ~ 128, we construct 128 even
even codewords of distance ~ 4 analogous to the
construction for B(lO, 4) in (1) above. Here G1 ,

a constant-distance 4 linear code, is

This shows B(lO, 6) ~ 5. We show B(10, 6) .;;;; 5 as
follows. By complementing an even number of col
umns in each half, we can assume the all-O word is in
the code. If there were three left halves of weight 4,
and so mutual distance 2, then right halves would be at
mutual distance 4, contradicting A(5, 4) = 2. So there
are at most two four-tuples on the left and two on the
right. If there were six codewords, then there would be
three two-tuples on the left (and on the right). Two of
these heads are at distance 2, because A(5, 4) = 2.
Their tails are at distance 4. But their tails are of weight
4, for the distance of the entire codeword from the 0
codeword is at least 6. Two five-tuples of weight 4 if
different are at distance 2. So we do not have three
two-tuples as heads, and B(lO, 6)';;;; 5.

let G2 , .. " G7 be the seven other cosets of G1 in the
vector space (group) of five-tuples of even weight.
G1 is of dimension 4, so there are indeed eight cosets
altogether. Our desired code is the set of 32 =8 X 2 X
2 even-even ten-tuples OI.;jk = {J3ij' (3ik)' 1 .;;;; i';;;; 8, 1 ';;;;j,
k .;;;; 2, where (3ij and (3ik are in Gi. Each Gi is, of course,
a distance - 4 code, in its own right.

Now if i1 -=1= i2, d({3ilj' (3i2 k ) ~ 2, where d is Hamming
distance. This is because (3i2j -=1= (3i2 k if i1 -=1= i2 because
the cosets partition the space. And all nonzero dis
tances are at least 2, being even. Sod(Oi;liJkl' 0i;2h k )
~ 2 + 2 = 4 ifi1 -=1= i2 .

Finally, if i l = i2, d(OI.;jk' OI;j 'd ~ 4 if j' -=1= j or k' -=1= k,
Le., if the elements are distinct. For OI;jk differs from
01;1' k" in either head or tail (or both), and· we have
observed that each Gi is a distance-4 code. This com
pletes the proof that B(10, 4) = 32.

00000
11000
00110
11011
01111

00000
11110
11101
00101
10010

II. Specific Values of A, B, and C
This section presents a table of the A, B, and C functions

for lengths 2k up to 12 and all relevant d. Various techniques
are used, some relying on later sections of this paper. The
results are illustrated in Table 1. For simplicity, we call the
A-function the unconstrained problem, the C-function the
even problem, and the B-function the even-even problem. The
most interesting even-even problems arise when the length is a
multiple of 4, because then the code can contain antipodal
codewords. References are given unless the result is obvious by
inspection. Unreferenced values of A are taken from Ref. 2.
Derivation of the results follow.

(1) B(10, 4) = 32. If B(10, 4) > 32, there would be
three "head" five- tupIes with different "tails" in the
code. The tails form a code of length 5, minimum
distance;;a, 4, but A(5, 4) = 2, not 3. So B(10, 4)';;;; 32.

Here's how to get 32 even-even codewords oflength 10
and mutual distance ~ 4, proving B(10, 4) = 32.
Consider the length-five linear code of two elem~nts

00000 and 11110, at distance 4. Calling this code G1,

B(2k, d)';;;; C(2k, d) ';;;;A(2k, d)

We see that, in general, for trivial reasons,

(3) C(2k, d) is the same as (a) but each codeword has an
even number of 1'so

(2) B(2k, d) be the same as (a) but each codeword has an
even number of 1's in its first k columns and in its last
k columns;

(1) A (2k, d) be the largest size of a binary code oflength
2k and minimum distance ;;a, d;

The above result is a special case of the main result of this
paper. Namely, for k an integer ;;a, 1, let:

The function A is, of course, well known; the function B is
much more interesting than C and is the main focus of this
paper. (The C-valu~s are trivially obtained from the A-values.)
Above we said that we show B(12, 6) = 20. We will also show
that for k = 2n, n odd, B(4n, 2n) .;;;; 8n - 4, where B(12, 6) is
the case n = 3. We present evidence that the 8n - 4 bound is
the "right" one; if it fails for a certain n it is probably because
certain Hadamard Matrices do not exist. We will also exhibit
exact values or at least the tightest bounds we can for B(2k, d)
and C(2k, d) for specific small values of k and d, and compare
them with the well-known code sizes A (2k, d) obtained from
published tables of error-correcting codes.
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000000
111100
001111
110011

(It is the (3, 2) simplex code with columns doubled.)
Again there are eight cosets altogether, and the even
even code oflength 12 has 8 X 4 X 4 = 128 codewords.
The rest is the same as before. So B(12,4)~ l28,and
indeed B(12, 4) = 128.

(4) B(12, 8) = 4. We know B(12, 8) <A (12,8) = 4. Here
is how to get four even-even twelve-tuples of mutual
distance ~ 8: Use C(6, 4) =4, and write each "1" as
"11," each "0" as "00." This doubles the length to 12,
doubles the minimum distance to 8, and insures an
even number of ones in any even number of con
secutive columns starting an odd number of columns
from the left, such as column 1 or column 7 with six
columns.

This completes verification of all the entries in Table 1
except B(12, 6) = 20, which will follow from subsequent
results.

III. 8(4n, 2n) When n Is Even
First note that if n were even, and there happened to exist,

as there usually does, a 2n X 2n Hadamard Matrix H, we could
proceed as follows. We can make one row of H all 1's, by re
versing columns. Then every row of H has an even number of
-1 's, either 0 (one row) or n (2n - 1 rows). Let Ho be H under
the mapping 1 --> 0, -1 --> 1; every row of Ho has an even
number of 1'So The 4n X 4n matrix (or code) given by the
well-known tensor product construction

is even-even. Here No is the mod-2 complement of Ho' and is
also even.

The distance between any two codewords of H~n is found
as follows. If their heads are identical, their tails are comple
mentary, and the distance is 2n. If they both lie in the top or
bottom half, the distance is n +n =2n. And if one is in the top
half and one in the bottom half with unequal heads, the dis
tance is also n + n = 2n. So ~n is an even-even Hadamard
Matrix, or an even-even code of length 4n and distance 2n. We
can now throw in the mod-2 complements of the 4n code
words as well, to get an even-even code of length 4n with 8n
codewords of minimum distance 2n; each word is of distance
4n from exactly one other word, its mode-2 complement.
This construction shows B(4n, 2n) ~ 8n if n is even and a
2n X 2n Hadamard Matrix exists.
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Even without the even-even condition, it is well-known
(and easy) that A(4n, 2n) < 8n (Ref. 2, p. 43, Cor. 4, or
Ref. 3, Thm. 1). Thus B(4n, 2n) = 8n when n is even if a
2n X 2n Hadamard Matrix exists. It is much more difficult to
find B (4n, 2n) when n is odd, even if we are willing to assume
that convenient Hadamard Matrices exist. We suspect that our
upper bound of 8n - 4 is really the "right" answer, but we
have been able to verify it only when n = 1 (B(4, 2) =4) and
n = 3 (B(12, 6) = 20). This we start to do in the next section.

IV. 8(4n, 2n) When n Is Odd
This section has some preliminary vector space results

needed to upper bound B(4n, 2n) when n is odd. The n-odd
case is considerably more difficult than the n-even case. We
will show that B(4n, 2n) < 8n - 4 when n is odd. In the
following section, we show that the bound is attained when
n = 3; Table 1 shows that the bound is attained for n = 1.
Specifically, we solve the following problem in the next few
sections:

Problem. Let n be an odd integer, and let °1 , ••• , ok be
binary codewords of length 4n. Suppose that each aj has an
even number of 1's among its first 2n coordinates. Also
suppose d(aj , aj) (the Hamming distance between aj and aj)
is equal to or greater than 2n for all 1 < i, j < k. Then
k< 8n -4.

Definition: Let F = {fl' ... , I k } be a collection of vectors
in the Euclidean space RS. Then we say that F satisfies:

Condition (1) iffi =;6 0 and fi . fj ~ 0, 1~ i =;6 j ~ k.

Condition (2) if all coordinates of II' ... ,[k are ±1 in some
basis of RS.

Now suppose s is even and F satisfies Condition (2). Fix
some basis such that the coordinates of II' ... , I k are ±1 in
that basis. Then we can define w(jf) = the number of 1's
among the first s/2 coordinates of fi. We say that F satisfies:

Condition (3) if it satisfies Condition (2), s is even fmd in
some basis of RS,and w(fj) is even for all i.

Using this terminology, our problem can be restated in the
.following way:

Let n be an odd integer. Then if {f!' ... , Ik} in R4n

satisfies Conditions (1), (2), and (3), then k < 8n - 4.

To see that this statement is equivalent to the original prob
lem, replace all zeros by -1 's in the binary representation of aj,
and view the resulting 4n-tuple as a vector fi in R4n.



V. Some Relevant Facts From
Linear Algebra

In this section we shall study the properties of the collec
tions of vectors F = ifl , ... , f k } from RS satisfying Condi
tion (1). The underlying space Rs will play no role in this
section, since it can always be replaced by span (F). For this
reason we will omit any references to it.

Proposition 1: Let F = {Ji, ... , f k } for k ~ 3 satisfy
Condition (1) and suppose the inner product fk - I • fk < O.
Then rl!-nk (/1' ... , fk - 2 ) ~ rank (F) - 1.

Proof: Assume the contrary: f l , ... ,fk - 2 generate M =
span (F). Let rank (F) = dim M = m. We can assume without
loss of generality that f l , ... , fm is a basis of M. We want to
apply the Gram-Schmidt orthogonalization procedure to this
basis. Let

~
II~ II

for p =2, 3, ... , m

We claim that the collection Fp = {el' e2 , ... , ep' f,,+I' ... ,fk }

satisfies Condition (1) for p = I, ... , m.

We induce on p. For p = 1 the claim is obvious. Suppose we
know it for some 1 ~ p ~ m. Then to prove it for p + 1 we
have to show that

(1) ep +1 ·ei~Ofori=I,2,···,p.

(2) e
p
+

I
• ~ ~ 0 for j = p + 2, ... , m.

Here (1) is obvious, since ep +1 is orthogonal to ej by construc
tion. To prove (2), observe that

Here

by our induction assumption. Hence, the expression on the
right is nonpositive, as desired. This proves the claim.

Therefore, {e1 , •.• , em' fm +1 , ••. , A} satisfies Condi
tion (1). By our assumption, fk - I , f k are in M = span (e1 , ..• ,

em). Write

m

fk _ 1 = L: a/j

j= I

and

m

fk = L bjej
j= 1

Then

f
k

-
I

• ej ~ 0 implies a
j
~ 0, i = 1, ... ,m

[,k • e. ~°implies b. ~ 0, i = 1, ... ,m
I I

From this, we see that

m

o>fk _ 1 • fk =L ajbj ~°
j= I

a contradiction. Therefore, 1;., ... ,fk - 2 cannot generate all
ofM. This proves Proposition 1.

Proposition 1 has the following well-known Corollary,
which immediately implies the inequality A (4n, 2n) ~ 8n
(Ref. 3, Thm. 1). Here we give a proof based on Proposition 1.

Corollary 1: Let F = {Ji, ... ,[k} satisfy Condition (1) of
the previous section. Then k ~ 2 rank (F).

Proof: We induce on rank (F). When rank (F) = 1 the
corollary is obvious. Now suppose we know it for rank (F) = 1,
2, ... , m(m ~ 1), and we want to prove it for rank (F) =
m + 1. We can assume without loss of generality that k ~ 3.
Suppose k > 2(m + 1). Then clearly 1;, ... ,fk cannot be
mutually orthogonal; say fk-Ifk < O. Proposition 1 implies
rank (/1' ., f k - 2 ) ~m. Hence, by our induction as
sumption, k - 2 ~ 2 rank (F) .-;; 2m, Le., k .-;; 2(m + 1), a
contradiction.

The same argument also proves the following:

Corollary 2: Let F = {it, ... ,fk } satisfy Condition (1), and
suppose k > rank (F). Then F contains a subcollection of k 
rank (F) mutually orthogonal vectors.

239



Proposition 2: Let F = ifl , ... ,Ik }, k > (3/2) m = (3/2)
rank (F) satisfy Condition (1). Then there exists G = {gl' ... ,
gk} with the following properties:

(1) gl" .. ,gk-m are in F and are mutually orthogonal.

(2) gk-m+1 = - gl' ... ,g3k-4m = - g2k-3m'

(3) g3k-4m' ... ,gk are in F.

(4) G satisfies Condition (1).

Proof: By Corollary 2 we can assume that II' ... ,Ik- m are
mutually orthogonal. Choose an orthonormal basis el , ... , em
in span (F) such that

1;
ej = II f iI for i =1, ... ,k - m

I

Let F, = (a! ... a~-m ... a '!') in this basis for k - mJ; I ' 'I ' 'I
+ 1 ~ j ~ k. Then fj 0 II ~ 0, ... ,fj 0 Ik- m ~ 0, which implies
that for all k - m + 1 ~j ~ k, aj, ... ,arm ~ 0.

Let v. =(a~-m+1 , ... ,a"!"). Then
I I I

k-m
{-' {-' "" j j ~ {-' 0 {-' ~ 0

V;I 0 V;2 = J;I 0 J;2 - L.J a;1 a;2 ,.... J;I J;2"'"
j= I

Hence, the vectors {v;: j =k - m + 1, ... , k} (or those of them
that are nonzero, to be precise) satisfy Condition (1). Here
rank {v;: j = k - m + 1, ... , k} ~m - (k - m) = 2m - k. Hence,
by Corollary 1, at 'most 4m - 2k of the v;'s are nonzero. So
(permuting the fj's, if necessary), we have the following
picture:

{-' = (II {-' II °0 ... O(k-m) °... 0)
J 1 J;"" '"

1
2

= (0, 111
2

11,0, ... ,0,0, ... ,0)

Ik- m = (0,"',"',"', Ilfk_ m 11,0,"',0)

f. = ({31 .. , ... ... (3(k-m) 0 ... 0)
k-m+ 1 1 ' , , '1 " ,

f - ({31 ...... (3(k-m) 0 ... 0)
3k-4m 2k-3m' , '2k-3m" ,
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f = ('Y I ... ... ... 'Y(k-m) V )
3k-4m+1 I' , , 'I 'I

f. - ('Y I ...... 'Y(k-m) V )
k - 4m-2k' , '4m-2k' 4m-2k

Here, as we showed above, all {3~ and 'Y~ are ~ 0.
I I

We claim the following. Suppose {3~ < 0 for some 1 ~ i ~
k - m, 1 ~ j ~ 2k - 3m. Then every o~her {3 and every other 'Y
in the ith column must be equal to 0. Indeed, suppose / <°

S
for some s. Then

k-m

o~~ of's = ~ {3; 'Y~ >°
t= I

(the ith term is >°and the other terms are all ~ 0) and we get
a contradiction. The same argument shows that {3~ = 0 for
s-=l=j.

Now, since each fj has at least one nonzero coordinate, we
can assume that {3~ -=1= 0, {3~ -=1= 0, ... , {3~'t-~r::z -=1= O. Then our
claim ,proves that the collection ifl , ... , A-m' - ~, ... ,
- 12k- 3m , 13k- 4m+l' "', A} satisfies Condition (1). This
proves Proposition 2.

VI. Linear Dependence of (-1, 1) Vectors
In this section we shall study the collections F = ~, ... Ik }

of RS satisfying Condition (2). Some elementary lemmas are in
order.

Lemma 1: Let A =(a..) be an n X n matrix with all a.. =±1.Q . Q
Then

(1) Ifn = 2, detA = 0, ±2.

(2) Ifn=3,detA=0,±4.

(3) If n =4, det A =0, ±8, ±16.
I

Proof: If we subtract the first row of A from the other
n - 1, then the last n - 1 rows will have entries 0, ±2. This
shows that det A is divisible by 2n- l . On the other hand, if we
denote the row vectors of A by aI' ... , ~ then Idet A I ~
II al II 0 II a2 II ... II an II (because Idet A I = measure of the
n-parallelopiped spanned by the aj ) = (..;;i)n. Combining these
two properties (2n- t I det A and Idet A I~ (yn)n) we get (1),
(2), and (3). This proves Lemma 1.

We recall the following standard,terminology:



Definition: F = V;, ... , ~} is minimally linearly depen
dent if F is linearly dependent but any proper subcollection of
F is linearly independent.

Clearly if F is minimally linearly dependent, then k = rank
(F) + 1. We can now prove Lemma 2.

Lemma 2: Suppose F = V;, ... ,!k} satisfies Condition (1)
of Section 4 (nonpositive inner product). Then if

(1) Rank (F) = 1 with k = 2, F is minimally linearly
dependent if and only ifII = - 1; ;

(2) Rank (F) = 2, F cannot be minimally linearly de
pendent;

(3) Rank (F) = 3 with k = 4, F is minimally linearly depen
dent if and only if I; = k

2
1; + ks J; + k4 ~ with ki =

±1 fori = 2, 3, 4;

(4) Rank (F) = 4 with k = 5, F is minimally linearly depen
dent if and only if kll; = k21; + ... + k/s with ki
chosen from {±1, ±2}.

Proof: (1) is obvious. If F satisfies Condition (2) and is
minimally linearly dependent, then we can write II as

k

.L: OI./i , OI./F 0, all i
i=2

Then

(1) If m =3, k =4, then II +12 +Is +14 =0;

(2) If m = 4, k = 5 then k/I + k/2 + ... + ks 15 =°
with k

l
, .•. ,ks chosen from {1, 2}.

Proof: (1) Assume the contrary. Lemma 2 says that kll; +
k21; + kl3 + k4~ = 0, where k l , k2 , k3 , k4 = ±1. We can
assume without loss of generality that k l =k

2
=1, k4 =-1.

Taking the inner product of both sides with 14 , we get II . 1
4

+1; . ~ + k3/3 • ~ - ~ • 14 =O. But~ •~ =s, while II .14 ,

fi . 4 < O. Hence, k3 (j; .14 ) - S ~ 0 so 1/3 • 14 1 ~ s. But
II Is II = II 14 II = .ys.- Hence, lis •14 I~ s, with equality if and
only if14 = - 1

3
, Since we assumed that if

l
, ..• , 14 } is mini

mally linearly dependent, this is impossible. This proves (1).

(2) Again, assume the contrary. Lemma 2 says that

5

.L: k/; = 0 with ki chosen from {±1, ±2}
i= I

We can assume without loss of generality that k l , k
2

, k
3
> 0,

ks < 0. If k
4
> 0, then take the inner product of

5

.L: k/; = °
i=1

In coordinates (using the basis that represents the fi's as
(-1, 1) vectors), if fi = (f'/, "', n), I{ = ±1, this equality
becomes the system of linear equations

k

.L:
i=2

OI..li = Ii J' =1 2 ... S
lsI' " ,

with Is to get a contradiction.

If k
4

< 0 then we can assume without loss of generality
that Ik41 ~ Iksl. Then taking the inner product of both sides
with 4, we get

Since F is minimally linearly dependent,

rank (t./)/'=2, ... ,k = k - 1
i=I,",S

and the OI.
i

can be computed (using Cramer's rule) as ratios of
the determinants of two (k - 1) X (k - 1) matrices whose
entries are J;/, Le., = ±1. Since F is minimally linearly depend
ent, none of the OI./s can be 0. Thus Lemma 1 gives (3) and (4).

To prove (2), observe that by Lemma 1, the only possibility
is 01.1 ' 01.2 = ±1, Le., I; = ±1; ±~. The entries of ±1; ±~ have to
be 0, ±2, and the entries ofII are ±l. This proves (2).

Lemma 3: Let F = V;, ... ,fk} satisfy conditions (1) and
(2) and be minimally linearly dependent with rank F = m.

This implies

If .f. I~s4 5

and the same argument as in (1) leads to a contradiction.

Corollary 1. Let F = ifl ... ,!k} satisfy Conditions (1) and
(2).

(1) If if!, 12 } are minimally linearly dependent, then
fi is orthogonal to f; fori =1,2, j =3, ... , k.

(2) If ifl , "', 14 } are minimally linearly dependent,
then fi is orthogonal to f; for i = 1, 2, . . " 4,
j =5," ", k.

(3) If V;, "', Is} are minimally linearly dependent,
thenfi is orthogonal to fj for i =1, ... , 5, j =6, ... , k.
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Knowing this, we see that

4n 2(n - w.)

c=L: 4n
l

I;
i=1

n
i= I

4n

=L: =

4n (n _ W.)2
=" 1. II f. 11

2

LJ 2 I
i=1 4n

Therefore,

2n = II c 11
2

= II ~ n ~nWi ~r

Proof. Assume the contrary. Then by Lemma 4 there
exists a (-1, 1) vector f4n such that ifl , ... ,f4n- l , f4n } is an
orthogonal basis of R4n

. Let Wi = wet;) for i = 1, ... , 4n. By
our assumption, Wi is even for i =1, ... , 4n - 1. Consider the
vector c = (1 1 ... 1(2n) 0 ... 0) (in the original basis)
Then c.I; =2(~ -Wi) and 11'1; 1'1 2 =4n. Hence, .

Proposition 3: Let F = if
l

, ... , f
4n

-
l

} satisfy Conditions
(1), (2), and (3). Then the vectors 1;, ... '~n-I cannot be
mutually orthogonal.

Proof: In (2), by Lemma 3, L~I ~ = O. Hence, for j ~ 5,

Corollary 2: Let F = if
l

, ... ,f
k

} of RS satisfy Conditions
(1) and (2), and let m = rank (F).

(1) If m = 3, k = 4 and f
2

, f
3

, and f
4

are mutually ortho
gonal, then F cannot be minimally linearly -dependent.

(2) If m = 4, k =5, and 1;, f3, 4, fs are mutually ortho
gonal with F miilimally linearly dependent, then f l =
k

2
f

2
+ ... +k/s with k

2
, .•• ,ks = ±1/2.

Proof. To prove (1), observe that by Lemma 2,[1 = k/
2

+
k/

3
+ k4f4 where k

2
, k

3
, k4 = ±1. Then

Each term (fj . fi) is nonpositive. Hence, the above equality
implies that they all must be O. This proves (2). The same
argument proves (1) and (3) (in (1),1t +1; =0).

a contradiction. To prove (2), by Lemma 2, we can write
f

l
as L;=2 V; where the ki are chosen from {±1/2, ±1, ±2}.

Now

5

S = IIfl 11
2

= L>~ 111;.11 2

i=2

4n

2n2 = L: (n _ Wj)2
i=1

Hence, L~2 k;= 1, which proves (2). Now we reduce this equality mod 4. Because n is odd, 2n2 =2
mod 4. Similarly n - Wi is odd for i = 1, ... ,4n - 1. Hence,

VII. Maximal Orthogonal Systems
Satisfying Condition (3)

The question of the existence of an orthogonal basis
F of R5 satisfying Condition (2) is the question of existence of
an s X s Hadamard Matrix. In this section we shall prove that
when s = 4n, n odd, no basis of RS can satisfy Condition (3),
Le., s odd, weights even. Moreover, any orthogonal system F
satisfying Condition (3) can have at most s - 2 vectors (Propo
sition 3 below). To prove this result, we need the following
Lemma from Ref. 4, stated here without proof.

4n-l

L (n - wl =4n - 1=-1 mod 4
i= 1

This leaves us with

which is impossible, since a2 =0 or 1 mod 4 for any integer a.
This contradiction completes the proof of Proposition 3.

Lemma 4: Let It, "', f4n-0< be mutually orthogonal
(1, - 1) vectors in R4n. Then if a: = 1, 2 or 3, there exist a:
more (1, - 1) vectors gl' ... , go< such that ifl , ... ,f4n-0<' gl '
.•• ,go<} is ail orthogonal basis of R4n .

VIII. The Main Theorem
We now have the necessary tools to upper bound B(4n, 2n)

when n is odd. We start with another lemma.
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Lemma 5. Suppose F = ifl , ... , f sn- 3 } of R4n (n odd)
satisfies Conditions (1), (2), and (3). Then F cannot have a
minimally linearly dependent subset of four elements.

among {fsn-7' ... , f Sn- 3 }' For proof assume the contrary:
~ . f < 0 for all i '* j in {8n - 7, ... , 8n - 3 }. Denote fsn-s+i
by ~ for i= 1,"',5. For i= 2, 3, 4,5 writeg

i
as

Proof: Suppose f Sn- 6' f sn- s' f Sn- 4 ' and f Sn- 3 are minimally
linearly dependent. Denote their span by M. By definition,
dim M = 3. Then by Corollary 1(2) to Lemma3,fi,' .. ,fsn-7
are in MPerp. Hence, rank {ft, ... , fSn- 7} ~ 4n - 3. By Prop
osition 2 (with k = 8n - 7, m = 4n - 3), we can assume
(replacing ifl , "', f sn-

7
} by G if necessary) that f

l
, ••. ,

4n-S(=zk-3m) are mutually orthogonal and f4n- 6 = - f l , ... ,
f sn- IO = - 4n-s' Then Corollary 1 (1) to Lemma 3 forces
f sn- 9 , fsn-s' f Sn- 7 to be in (span if! ' ... '4n-s )perp). That is,
rank ifsn- 9 ,fsn-s, f Sn- 7 ) ~ 2.

3

(Xigl + 2: (3/hi
i= I

Since (Xi = (gi • gl )/4n, it must be negative by our assumption,
for i = 2, 3, 4,5. On the other hand, OJ '* - 1, because we as
sume that {gi:i =1,2, ... 5}is minimally linearly dependent.
Hence, by Corollary 2 to Lemma 3 and Lemma 2 (2), (Xi =
-1/2, (3{ =± 1/2 for all i, j.

4n
=

We can assume without loss of generality that (3~ and (3~

have the same sign. ThenBy Lemma 2 (2), (1) we can thus assume that f sn - s =
-fsn- 9 , which again forces f Sn- 7 and f Sn- 9 to be orthogonal.
Therefore, F = {fl , ... , f4n- s , f Sn- 9 ' f sn- 7' f sn- 6 } is an
orthogonal system satisfying Condition (2) and containing
4n - 2 vectors. Hence, by Lemma 4 there exist (-1,1) vectors
hI and hz such that F with hI and hz adjoined is an orthgonal
basis of R4n . Since f sn- s is orthogonal to ~ for i = 1, . . . ,
8n - 7, we have that f sn- s is in span {fsn-6' hI' hz }. Then by
Corollary 2(1) to Lemma 3, {fsn- s' f sn- 6' hI' hz } cannot be
minimally linearly dependent, i.e., it must have a pair of
opposites.

But J: = -h. (i = 1 or 2) is impossible because thenSn-S I

{~, ... , f4n- s , f sn- 7' f sn- 6' f sn- s } would be an orthogonal
system of 4n - 1 (-1, 1) vectors, contradicting Proposition 3.
And f sn- s = -fSn - 6 contradicts our assumption about minimal
linear dependence of fSn- 6' f sn- s' f sn- 4 , and !sn-3' And,
finally, there cannot be any opposites among {!sn-6' hI' hz }
because these vectors are mutually orthogonal. This contra
diction proves Lemma 5.

Lemma 6. Suppose F = {~, ... , f sn- 3 } of R4n (n odd)
satisfies Conditions (1), (2), and (3). Then F cannot have a
minimally linear dependent subset of 5 elements.

a contradiction. This contradiction proves the claim.

Now (using the same notation as in the proof of the claim)
we can assume that gland gz are orthogonal. By Lemma 4, we
can complete the orthogonal system {!I'" ',f4n-4,gI' gZ}to
an orthogonal basis by adding two new (- I, 1) vectors t I and
t2 . Write

Proof: We use the same strategy. Assume the contrary, say
!Sn-7' !Sn-6' ... , f Sn- 3 are minimally linearly dependent. Let
M = span {fSn- 7 ' ... , !Sn-3}' dim (M) = 4. Then!I"",
J: E Mperp by Corollary 1(3) to Lemma 3. Hence, rank
Sn-S
ifl , ... , f sn- s }~ 4n - 4. Then by Corollary 2 to Proposi-
tion 1 we can assume that 1;., ... ,f4n- 4 are mutually ortho

gonal. Then {~, ... , ~n-4' !Sn-7 lis an orthogonal system of
4n - 3 vectors. By Lemma 4 there exist three (-1, 1) vectors
hI' hz, ~nd h3 such that {fl , ... , !sn-7' hI' hz, h3 } is an
orthogonal basis of R4n .

Note that !sn-7' !sn~6' !sn-s' !Sn-4' f Sn- 3 are in span
{J: ,h, hz, h3 }. We claim that there is an orthogonal pairSn-7 I

By Corollary 2 to Lemma 3 and Lemma 2, for each i, there are
only two possibilities for the p{'s:

( 1) One of the coefficients p~, p~, p~, p~is ±1 and the other
I I I I

three are 0;

(2) pI,' .. ,pi= ± 1/2.

Let us consider each of these two possibilities.

(1) pJ,pi cannot be ±I,since we assume that {gl'" ·,gs}
are minimally linearly dependent. If P: = ±I then
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3 1 1
;;;'---=->0

4 4 2

. _ gj • gj . - . -
pi, --4- < Oforl -3,4,5,J - 1,2

I n

All this means that {gs' ... , g9} contains a pair of oppo
sites, say gs = - g9' Then by Corollary 1 (1) to Lemma 3, gj is
orthogonal to gs for i = 1, ... , 7. Hence, rank {g3' ... ,g7} <
4. Using the same argument as above, we see that the collec
tion {g3' ... , g7} must contain a pair of opposites, say g6 =
- g7' By Corollary 1 (1) to Lemma 3, gj is orthogonal to g6 for
i= 1,"',5. Hence, rank {gI"" ,gs} <4.

Since gi is orthogonal to It, ... ,4n-6' then g4' g6' gs, gi
must all lie in span {gz, hI' hz}· Since gz, hI' and hz are
mutually orthogonal, Corollary 2 (1) to Lemma 3 says that gI'
gz, hI' and hz cannot be minimally linearly dependent. Then
by Lemma 2 (2), (1), this collection must have a pair of
opposites. Since gz, hI' and hz are mutually orthogonal, there
are only two possibilities, each of which we rule out:

Again Lemmas 5, 6, and 2 (2) imply that this collection,
too, must contain a pair of opposites, say g4 = - gs' But then
by Corollary 2 (1) to Lemma 3, gl' gz' and g3 are orthogonal
to g4' Therefore, if1' ... ,/4n- 6, gz, g4' g6' gS} is an ortho
gonal collection of 4n - 2 (-1, 1) vectors. By Lemma 4, there
exist (-1, 1) vectors hI and hz such that if1 ' ••• ,/4n- 6, gz, g4'
g6' gs, hI' hz} is an orthogonal basis of R4n.

containing four elements can be minimally linearly dependent.
By Lemma 2 (2), no subcollection of three elements can be
minimally linearly dependent.

g3 • g4 =

4n

{~, ... ,[4rr4' gI' gz' gj}would be an orthogonal sys
tem of 4n - 1 (-1, 1) vectors, contradicting Proposi
tion 3. Similarly pi -=1= ±1. Thus (1) is impossible for
any i= 3, 4,5.

(2) In this case p~ = p~ = - 1/2, since
I I

We can assume without loss of generality that ,B~ and,Bj have
the same sign. Then

This contradiction proves Lemma 6.

Now we at last reach the main theorem of this paper.

(1) gi = - gz· Then by Corollary 2 (1) to Lemma 3, every
other vector in the original collection will be ortho
gonal to gi and gz· Hence, if1 ' ... , 4n-6' gz' g4' g6'
gs' g3} will be an orthogonal collection of 4n - 1
vectors, contradicting Proposition 3.

Theorem: Suppose F = {II' ... ,[k }of R4n (n odd) satis
fies Conditons (1), (2), and (3). Then k < 8n - 4. That is,
B(4n, 2n) < 8n - 4 (n odd). -'-

Proof: It is sufficient to prove that F = if1 ' ... , I sn-
3

}

cannot satisfy Conditions (1), (2), and (3). Assume the con
trary. Then by Proposition 2, we can assume (replacing F by G
if necessary) that 11' ... ,/4 11-6 are mutually orthogonal and
14n- s = - It, ... ,/sn-IZ = - 14n- 6 (here k = 8n - 3, m < 4n).
By Corollary 2 (1), the remaining nine vectors (denote them
by gI' ... , g9; gj = ISn-IZ+i) lie in the orthogonal complement
of span if1' ... , 14n- 6}· Hence, rank {gI' ... , g9} < 6. So gi '
. . . , g9 cannot be mutually orthogonal, and we can assume
that gi • gz < o.

By Proposition 1, we can now conclude that rank {g3' ... ,
g9} < 5. Again (permuting the g/s if necessary, we can assume
that g3 • g4 < O. Then by Proposition 1, rank {gs' ... , g9} <
4. By Lemma 6, {gs' ... , g9} cannot be minimally linearly
dependent. By Lemma 5, no subcollection of this collection

(2) gi = - hj (i = 1 or 2). Then if1 ' ... , 14n- 6, gl' gz, g4'
g6' gs} will be an orthogonal collection, which again
contradicts Proposition 3. This contradiction at last
proves the Theorem: B(4n, 2n) < 8n - 4 if n is odd.

IX. Determining 8(12, 6)
We have left determination of B(12, 6) to the end, because

we need the upper bound B(12, 6) < 8 • 3 - 4 = 20 of the
preceding section. Table 2 is a particular code meeting the
upperbound, showing that B(12, 6) = 20.

This example has some additional structure that helped us
find it and that may generalize. Note that Az' ... ,A lO are at
distance 4 from A =(000000111111). Also note that Ak+IO =
Ak , 1 < k < 10. It may be that whenever B(4n, 2n) =8n - 4
with n odd, the code consists of 4n - 2 orthogonal vectors and
their complements. We can now readily check by inspection
that for k < m, 1 < k < la,
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{
12 if m - k= 9 (2';;;; k';;;; 10) or k = 1, m = 20;

d(A k , Am) =
6 otherwise.

so that the code of Table 2 has minimum distance 6.

Some additional structure that helped us find the code is as
follows. If we consider the middle 18 rows of Table 2 as

decomposed into four 9-row by 6-column blocks, there are
three l's in each column of the two diagonal blocks, each of
which consists of six-tuples of weight 2, and six 1's in each
column of the antidiagonal blocks. One can show in the case n
= 3 that, once we know that there is a pair of codewords at
distance 12, all the additional structure follows. Knowing
all this, Table 2 was easy to derive.
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Table 1. Largest codesa of even lengths 2Ic :5 12

2k = 2--
d A (2, d) C(2,d) B(2, d)

1 4 2 1

2 2 2 1

2k = 4

d A (4, d) C(4, d) B(4,d)

1 16 8 4

2 8 8 4

3 2 2 2

4 2 2 2

2k= 6

d A(6, d) C(6,d) B(6,d)

1 64 32 16

2 32 32 16

3 8 4 4

4· 4 4 4

5 2 2 1

6 2 2 1

2k = 8

d A(8,d) C(8, d) B(8,d)

1 256 128 64

2 128 128 64

3 20 16b 16b

4 16 16b 16b

5 4 2 2

6 2 2 2

7 2 2 2

8 2 2 2
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2k = 10

d A (10, d) COO,d) BOO, d)

1 1024 512 256

2 512 512 256

3 72-80 38-40c 32d

4 38-40 38-40c 32d

5 12 6c 5d

6 6 6c 5d

7 2 2 2

8 2 2 2

9 2 2 1

10 2 2 1

2k = 12

d A (12, d) C(12, d) B(12, d)

1 4096 2048 1024

2 2048 2048 1024

3 256 144-160e 128d

4 144-160 144-160e 128d

5 32 24e 20f

6 24 24e 20f

7 4 4
g 4d

8 4 4
g

4d

9 2 2 2

10 2 2 2

11 2 2 2

12 2 2 2

A: unconstrained,
C: even
B: even-even.

aA-Values from Ref. 2, App. A, p. 674, Fig. l.
bBiorthogonal (8, 4) linear codewords for C(8, 4) (= C(8, 3)) = B(8, 4)

= 16.
cFrom Ref. 2, A (9,5) = 6, and append an even parity bit; likewise.

38.,; A (9,3) .,; 40.
dDerived in this Section: B(2k, 2t - 1) = B'<2k, 2t) because all distances

are even.
eSame reasoning as footnote c, where 144 .;; A 01, 3) .,; 160, A (11, 5)

= 24.
fDerived in Section 9.
gUseB 02,8) =4.



Table 2. 8(12, 6) ~ 20

Ak(l) Ak(2)

Al 0 0 0 0 0 0 0 0 0 0 0 0

A
2

0 0 1 0 0 1 1 1 1 1 0 0

A 3
0 1 0 0 0 1 1 1 0 0 1 1

A4
1 0 0 0 0 1 0 0 1 1 1 1

As 0 0 1 0 1 0 1 0 1 0 1 1

A
6

0 1 0 0 1 0 0 1 1 1 1 0

A7
1 0 0 0 1 0 1 1 0 1 0 1

As 0 0 1 1 0 0 0 1 0 1 1 1

A9 0 1 0 1 0 0 1 0 1 1 0 1

A IO 1 0 0 1 0 0 1 1 1 0 1 0

A II 1 1 0 1 1 0 0 0 0 0 1 1

A
I2

1 0 1 1 1 0 0 0 1 1 0 0

A I3
0 1 1 1 1 0 1 1 0 0 0 0

A I4
1 1 0 1 0 1 0 1 0 1 0 0

A IS
1 0 1 1 0 1 1 0 0 0 0 1

A I6
0 1 1 1 0 1 0 0 1 0 1 0

A I7
1 1 0 0 1 1 1 0 1 0 0 0

A IS
1 0 1 0 1 1 0 1 0 0 1 0

A 19
0 1 1 0 1 1 0 0 0 1 0 1

A20
1 1 1 1 1 1 1 1 1 1 1 1
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Tracking Systems and Applications Section

Three mobile VLBI systems have been fabricated under the direction of IPL for the
NASA Crustal Dynamics Project. These systems include the 9-meter-diameter MV-1 tele
scope, the 3. 7-meter-diameter MV-2 telescope and the 5-meter-diameter MV-3 telescope.
Since 1980, mobile systems h~ve been operated in conjunction with several fixed base
stations in the western United States as part of a geodetic survey program to determine
relative motions and regional strain fields near the tectonic plate boundaries in California
and Alaska. In this article, we present a description of the three mobile systems and the
environment in which they must function. The inherent accuracy of mobile VLBI mea
surements is assessed, based on a consideration of major sources of error. Some recent
results are presented which serve to illustrate various aspects of the error model and are
.of geodetic interest as they span the broad region surrounding the surface trace of the
San Andreas Fault. These results indicate that baseline measurements utilizing the cur
rent mobile VLBI systems have attained an accuracy of 2 cm or better in the horizontal
plane. Since average geological rates ot.,.horizontal motion are On the order of 5 cm/yr
across the plate boundary regions being studied, it is likely that crustal motions will be
detected within the next few years, provided they are presently occurring at the geologi
cal rates.

I. Introduction
Over the past fifteen years, considerable progress has been

made in the application of very long baseline interferometry
(VLBI) to the measurement of Earth orientation and global
crustal motion (see, e.g., Refs. 1, 2, 3, and 4). However, in
order to study crustal motion on a regional scale (baselines of
lengths less than 1000 krn), mobile systems are required for
spatial densification. To meet this need, MacDoran and others
(Refs. 5, 6, and 7), beginning in the early 1970s, undertook
the development of a 9-meter-diameter mobile VLBI system
(now known as MV-l). Tests of this mobile system were con
ducted from 1974 to 1979 in order to demonstrate the feasi-
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bility of the mobile VLBI concept and to initiate a program of
regional deformation studies in the western United States. The
success of this effort subsequently led to the construction of
two additional mobile VLBI systems. These were fabricated
under the direction of IPL for the Crustal Dynamics Project
(CDP; see Ref. 8) of the NASA Geodynamics Program. These
newer MV (for mobile VLBI) systems include the 3.7-meter
MV-2 telescope, which began data collection in 1980, and the
5-meter MV-3 telescope, which began data collection in 1982.
The newer systems are smaller, are more easily transportable
and take advantage of the technological insights gained in the
experience with MV-l (Refs. 9 and 10). These three MV units
are presently being operated in conjunction with several fixed



based stations in the western United States as part of a
geodetic surveying program, to determine relative motions and
regional strain fields near tectonic plate boundaries in Cali
fornia and Alaska. All data and results from this observing pro
gram are regularly archived in the CDP Data Information Sys
tem (DIS) located at the Goddard Space Flight Center
(GSFC), Greenbelt, Maryland (Refs, 11 and 12), where it is in
the public domain. All results presented herein are available in
the DIS (Ref. 13).

In this article, we present a description of the three mobile
VLBI systems and the difficult- environment in which they
must function. The inherent accuracy of the mobile VLBI
measurements is assessed for the example of the 883-km base
line between Monument Peak and. Quincy in California, based
on a consideration of major sources of error and on' the inter
nal consistency of the mobile VLBI results. Some recent
results are presented which serve to illustrate various aspects of
mobile system's inherent accuracy and are of geodetic interest
as they span the broad region surrounding the surface trace of
the San Andreas Fault. The current single-measurement
(24 hours of data collection) accuracy in the length and hori
zontal transverse components of baselines of lengths 500 km
or less appears to lie in the range of 1-2 em. For baselines of
lengths 500-1000 km, the accuracy of the transverse compo
nent degrades to the 2-3 cm range, because of uncertainties in
currently available Earth orientation calibrations. The accu
racy in the baseline vertical component is considerably worse
than this, falling in the range of 8-10 em. Anticipated
improvements by 1986 in troposphere and earth orientation
calibration (M. A. Janssen and J. O. Dickey, private communi
cation) will improve single-measurement accuracies to 1-2 cm
and 3-4 em for the transverse and vertical components, respec
tively. Since average geological rates of horizontal motion are
on the order of 5 cm/yr across the plate boundary regions
being studied (Ref. 14), it is likely that crustal motions will be
detected within the next few years, provided they are pres
ently occurring at the geological rates.

II. The Mobile VLBI Systems

A. The Interferometry Technique

In interferometry measurements, the random broad-band
emission of an extra-galactic radio source (usually a quasar)
is simultaneously recorded on a magnetic medium at two
widely separated radio antennas (Ref. 4). Subsequent cross
correlation of the recorded data at a centrally located special·
purpose computer (known as a "correlator") leads to a deter
mination of the difference in arrival time of the radio
wavefront at the two antennas. This difference (or delay)
depends on, among other things, the direction of the source
and the vector separation of the two antennas. Hence, it is pos-

sible to estimate these and other quantities by measuring the
delays and their rates of change for many different sources,
preferably on several baselines simultaneously, and then
passing these delays and delay rates through a multiparameter
least-squares fitting code in which geophysical and astrometric
quantities are adjustable parameters. For a complete descrip
tion of the interferometry techniques, see, e.g., Refs. 15
and 16.

B. The Mobile Environment

It has long been foreseen that interferometric baseline mea
surements using large, permanent radio telescopes would
eventually attain an accuracy in length of two centimeters or
better. However, it was not clear that mobile systems were
capable of this same level of performance. The reasons for this
reservation are simple, having to do with the environment in
which mobile systems operate. In this subsection, we present
a description of these environmental conditions.

The most severe penalty imposed by the requirement of
high mobility is the reduction of the quasar signal-to-noise
ratio (SNR). This is a simple consequence of the small aperture
size of the transportable telescopes. The smaller SNR lowers
the inherent system precision and limits the number of sources
usable for mobile VLBI interferometry. For observations in
North America, the available number of sources of adequate
strength is only about a dozen. The small size of this catalogue
tends to distort the experimental geometry and observing
strategy and may lead to high correlations between estimated
geodetic and other parameters. This latter problem becomes
especially serious in the event of poor behavior of the time and
frequency standards.

Of almost equal importance is the lack of such strict
environmental control as is routinely available in permanent
radio observatories. This may have serious consequences in
regard to the performance of the MV stations' hydrogen
masers and other electronics, which are particularly sensitive
to thermal, magnetic and mechanical perturbations. Further,
the electronic equipment in an MV unit must withstand vibra
tions from hundreds of miles of highway driving and many
miles of driving on rough off-highway roads. Dust and grit are
pervasive under field conditions, in stark contrast to the condi
tions for in-house data collection, where even cigarette smoke
is considered a hazard to computer magnetic tape and disk
drives.

When a remote site is reoccupied, the mobile antenna is
parked as near as possible (usually within 10 em of horizontal
displacement) to a monumented ground reference point, the
official CDP "location" of that site. The survey tie vector
between the antenna intersection of axes and the monument is
measured using conventional surveying techniques. The error
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in this measurement further degrades the quality of mobile
VLBI baseline results. (This is discussed further in Section III.)

There are important personnel or "human" considerations
that are unique to the mobile environment. For example, the
field crews often do not have convenient access to normal eat
ing, sleeping and sanitary facilities. The nature of field work
tends to be fatiguing. Mobile VLBI field exercises (or
"bursts") may last up to two weeks and involve several
thousand miles of driving and considerable heavy physical
labor. In addition, field crews may have to contend with dense
swarms of mosquitoes, rattlesnakes and even bears in the
course of data collection. Although these human factors are
impossible to include explicitly in the computation of formal
uncertainties, they may strongly affect the quality, and quan
tity, of data taken in the field and thus may in effect lower
mobile VLBI accuracy.

Several other problems unique to the mobile environment
pose challenges, albeit indirectly, to the goal of two-centimeter
accuracy. For example, the remote sites often do not have
electricity and telephone service. Hence, the MV units must
provide their own power and communications capability. Cata
strophic station failures may require the hurried shipment by
air of a particular part (or technician) to the scene of a dis
abled MV unit. Validation of remote station operation by
quick correlation of a test tape may be difficult or impossible.
Magnetic tape logistics in the field are a major problem, as the
tapes for one MV unit for a single burst may weigh several
thousand p_ounds. Special highway permits are required for
the heavy vehicles that make up an MV "caravan," and travel
restrictions in certain local areas may present problems. For
example, on one occasion a field crew's unfamiliarity with
heavy-vehicle regulations led to the arrest of the MV·2
antenna in Northern California, resulting in the loss of over
twelve hours of geodetic data.

c. Mobile Station Description

Three mobile VLBI stations have been fabricated and are
currently involved in the ongoing collection of data for the
Crustal Dynamics Project. These are the 9-meter-diameter
MV-l station, the 3.7-meter MV-2 station and the 5-meter
MV-3 station. The MV·l and MV-2 antennas, but not electron
ics, were initially obtained as U.S. Army surplus equipment.
All MV-3 components were designed and built specifically for
the Crustal Dynamics Project. MV-l was developed as a proof
of-concept effort, with high mobility as a lesser priority. It
requires four men and fourteen working days (not including
transit time) to relocate. MV-2 was developed to establish the
concept of high mobility; this MV station has, in the course of
actual field exercises, been relocated in 5 hours, plus transit
time, using a crew of four (although more typical relocation
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times range from 24 to 48 hours in consideration of field crew
fatigue and safety). MV-3 can also be relocated in five hours,
plus transit time, with only a minimum crew of two needed.
Station calibration equipment includes water vapor radiom
eters (WVRs) and surface meteorology sensors, recording
temperature, barometric pressure, and relative humidity. The
water vapor radiometers are attached to the telescopes them
selves and point with the telescopes in the direction of the
quasar line-of-sight.

Many aspects of MV station design have taken into account
the mobile environmental factor discussed in the previous sub
section. To optimize the SNR, all three of these stations are
equipped to operate in a standard CDP configuration. That is,
data are recorded using a computer-controlled Mark III termi
nal (up to 112 Mbits/s record rate), with dual-frequency
(X-band and S-band) recording. This is a substantial improve
ment over the 4 Mbits/s rate of the Mark II recording system
(X-band only) that was used through 1980, and reduces the
penalty imposed by the small aperture diameters. (Indeed, the
need to optimize SNR in the mobile systems was a major justi
fication for the development of the Mark III system.) Spanned
bandwidths are approximately 400 MHz at X-band (approxi
mately 8.4 GHz) and 100 MHz at S-band (approximately
2.4 MHz). The broad-banding of the receivers also improves
precision of the delay measurements. The hydrogen masers,
used as time and frequency standards in all the MV units, are
housed in double-walled environmental control enclosures,
within which the temperature is regulated to within
0.1 Kelvin. The walls of this enclosure are lined with magnetic
shielding. Each MV unit is equipped with a radio telephone
and 50-kVA electric generator; MV-3 has two such generator
units. Each unit has a walk-in trailer housing the station elec
tronics. These electronics have been hardened against damage
from highway vibrations so that data loss from in-transit
equipment damage is minimal with the current systems. The
trailer for MV-3 also contains cooking, sleeping and sanitary
facilities for the field crews.

An MV station in transit between sites consists of a convoy
or "caravan" of vehicles. The MV-l caravan includes a crane
for telescope assembly. The MV-l and MV·2 caravans include
a pick-up truck site-vehicle. The transit configurations of the
three mobile stations are shown schematically in Fig. 1. MV-3
is shown in both its in-transit and deployed configurations in
Fig. 2.

D. Field Operations

In their normal operating modes, the mobile VLBI units are
deployed in observing campaigns or bursts, which may last
from one to two weeks. MV·l operates as a quasi-fixed station,
while MV-2 and MV-3 tour the mobile VLBI sites which have



been scheduled. From one to four fixed base stations may
operate in conjunction with the MV-units to strengthen net
work geometry and SNR. Typical site occupation times range
from 24 to 36 hours. Current deployment plans, as set up by
the Crustal Dynamics Project, call for four bursts per year,
three in the western United States and one in Alaska. From
the present through 1988, MV-I will be stationed semi
permanently at Vandenberg Air Force Base, California, while
MV-2 and MV-3 will occupy about thirty sites in California
and Alaska on an annual basis.

III. Sources of Error
In this section, we discuss the major sources of error in

mobile VLBI measurements. These sources include: Earth
orientation calibration, propagation media calibration, mobile
survey tie, source positions, system noise, processing scatter,
and other (unmodeled) error sources. A summary of the error
model inputs is given in Table 1 for the mobile systems of
1980, for the current (1984) mobile systems and as antici
pated for the mobile systems of 1986. The impact of these
inputs on baseline accuracy, in all three components, is illus
trated in Figs. 3, 4, and 5 for the example of the Monument
Peak to Quincy baseline. Although the impact of calibration
errors varies considerably as a function of baseline length and
orientation and other factors, such as local meteorology, the
example of this baseline is chosen as illustrative of many fea
tures of the mobile VLBI sources of error.

A. Earth Orientation

The VLBI technique provides a very accurate measurement
of a baseline vector within the reference frame of the quasi
stellar radio sources (Refs. 17, 18, and 19). However, expres
sion of the baseline in an Earth-fixed frame requires an accu
rate knowledge of the orientation of the Earth in space, that
is, in the quasar frame. In principle, this calibration could be
extracted from the mobile VLBI data themselves. However,
the relatively short length of the mobile VLBI baselines would
provide calibrations inferior to those which are now available
from a number of external sources. Over the past several years,
several different sources have been used. Initially, calibrations
based primarily (although not exclusively) on classical astrom
etry (Ref. 20 and M. Feissel, private communication) were
used. In the past several years, calibrations from a number of
other sources (R. W. King, private communication) have been
applied, with greatly improved results. In the current process
ing of mobile VLBI data, calibrations for UTI-UTC are those
of Eubanks et al. (Ref. 21), in which data from Lunar Laser
Ranging (LLR; see Ref. 22), VLBI-based data from the
POLARIS project of the National Geodetic Survey (Ref. 23),
DSN observations (Ref. 4), and data from the TEMPO project
at JPL (Ref. 24) were combined with a Kalman filter based

upon studies of atmospheric angular momentum. Within the
next two years, improved calibrations based on Kalman filter
combinations for all components of Earth orientation will be
available (Ref. 21) as additional LLR stations come on-line
and more frequent VLBI-based measurements are made. With
these new calibrations, Earth orientation errors will become a
negligible component in the mobile VLBI error budget (see
Table 1 and Figs. 4 and 5).

B. Propagation Media

The total observed delay contains contributions due to the
propagation media traversed by the radio waves. For individual
stations, the total contributions for sources near the zenith
may be as large as 120 em for the ionosphere for X-band data
recording, 220 cm for the dry troposphere at sea level and
30 cm for atmospheric water vapor; for sources at low eleva
tions, these effects may be larger by factors of three or more.
Clearly, the careful calibration of propagation media effects is
one of the most challenging and important tasks requisite to
attaining two-em accuracy in mobile VLBI measurements.

Calibration of the ionosphere with the current mobile sys
tems is obtained from simultaneous recording of data at
S-band and X-band frequencies and combining of the separate
delay (and delay rate) observables, based on an assumed
inverse-squared frequency dependence for ionosphere dis
persion. To the extent that higher-order terms in the dispersive
relation are negligible, this approach provides an exact calibra
tion of ionosphere effects. Prior to the implementation of the
dual-frequency recording capability, data were recorded at
X-band only. For these data, corrections to baseline solutions
and covariances were determined empirically using data from a
number of recent experiments with dual-frequency data
recording (see Table 1 and Figs. 3,4, and 5).

Calibration of the dry troposphere at the local zenith is
obtained directly from the surface barometric pressure, cor
rected to the intersection of axes of the antenna. Mapping of
the dry air mass from the zenith of the quasar line-of-sight is
done using the mapping function of Chao (Ref. 25). Although
the impact of error from mapping is minimized because of the
relatively high (17 degrees) elevation angle cutoff used in
mobile VLBI observations, the line-of-sight error may be as
large as 1 em for the Chao model (G. A. Lanyi and R. N. Treu
haft, private communication). This may cause shifts in the
baseline vertical on the order of 1 em. The combined error
from the pressure measurement, the presence of horizontal
pressure gradients, dynamic contributions to the barometric
pressure, and from the mapping is approximately 1.5 em for
regional baselines.

Calibration of the atmospheric water vapor is obtained
from water vapor radiometer (WVR) data. These data are used
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to extract the additional sky brightness along the quasar line
of-sight due to microwave emission from free water molecules.
The WVR data are currently reduced using an algorithm
developed by Claflin, Wu and Resch (Ref. 26). These calibra
tions, corrected to zenith, are accurate to about 2 cm (G. M.
Resch, private communication). When WVR data are unavail
able, calibrations are derived from an atmospheric model with
surface meteorology (SM) data as input (Ref. 25). The
8M-based calibrations are taken to be accurate to one-half the
mean total value at zenith, which is typically in the range from
5 to 10 cm. The atmospheric water vapor dominates the error
budget for the baseline vertical component, particularly when
SM calibrations are used, as they were routinely in 1980.

The calibration of water vapor is expected to improve sub
stantially in the next two years as new WVRs, developed by a
CDP team made up of members from JPL, GSFC and the
Bendix Corporation, become available (M. A. Janssen, private
communication). Using these new WVRs, the calibration of
atmospheric water vapor, corrected to zenith, will be accurate
to about 0.5 cm, and this error source will no longer dominate
the error budget for anyone baseline component.

C. Mobile Survey Tie

The locations reported (see, e.g., Ref. 13) for th'e mobile
VLBI sites are monumented ground reference points. The off
set vector from the monument to the antenna intersection of
axes (usually less than 10 cm in the horizontal plane) is
measured using conventional surveying techniques. The consis
tency of repeated measurements of these vectors indicates that
their accuracy is approximately 2 mm.

D. Source Positions

The positions of the radio sources that are used in the
mobile VLBI observations in principle may be estimated from
the mobile VLBI data itself. However, this source catalogue
would be inferior in accuracy to several available catalogues
which are based on larger data bases accumulated from large,
fixed observatory antennas. Moreover, the estimation of
source coordinates from the mobile VLBI data would weaken
the solutions for the baseline coordinates.

The radio source positions and uncertainties adopted in the
processing of the mobile VLBI data were derived from ten
years of NASA DSN intercontinential VLBI data (Refs. 18 and
19). Positional uncertainties in the current DSN catalogue are
on the order of 5 milliarcsec; these are expected to decrease by
about a factor of five over the next two years (0. J. Sovers,
private communication).

E. System Noise

The theoretical precision of the raw delay and delay rate
observables is dependent on a combination of factors (see, e.g.,
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Ref. 3), including telescope diameter, system temperature and
receiver spanned bandwidth. As discussed earlier, the aperture
sizes of the mobile systems may be smaller by an order of mag
nitude than that of fixed observatory telescopes used in
geodetic measurements, resulting in decreased SNR and base
line measurement precision. To mitigate this problem, the CDP
has provided two important system improvements to enhance
the SNR of the mobile stations. One of these is the computer
controlled Mark III data recording system, which provides an
increased bandwidth of up to 56 MHz, compared to 2 MHz for
the Mark II system. The other is the installation of cooled
field-effect transistor (FET) receivers to replace the traveling
wave maser (TWM) receivers at the antenna feed. The FET
receivers permit a spanned bandwidth at X-band of 400 MHz,
whereas the TWM receivers were generally limited to 40 MHz.
These two upgrades in principle can reduce system noise
errors by greater than an order of magnitude, and in fact the
improvement realized is about a factor of ten.

F. Other Random Errors

After parameter estimation, the RMS scatter of the delay
residuals (Le., observed delay minus theoretical delay) is
invariably found to be substantially larger than expected based
on system noise errors. This phenomenon is normally accom
modated in the routine processing by addition in quadrature
of white noise to the system noise errors of the individual
observations, such that the normalized chi-square after param
eter adjustment is one. Clearly, there are significant contribu
tions to the total delay which are not represented in the
theoretical delay model. Although it is for the present largely
conjectural, it seems likely that these unmodeled random
errors arise from high frequency instabilities in the time and
frequency distribution (and other instrumental) systems and in
the troposphere. In addition, there may be contributions from
the effects of ocean loading, and radio source structure, which
are not fully modeled in the current software, although mis
modeling of these may lead to a mixture of random and
systematic errors.

G. Processing Scatter

It has long been known that, in the course of routine data
processing of VLBI data, there exist problems with repeatabil
ity in the cross-correlation process and in the estimation of
geodetic parameters from a given set of observables. Both of
these have historically come to be viewed as sources of random
error. However, recent investigations by R. N. Treuhaft (pri
vate communication) and A. E. E. Rogers (private communica
tion) indicate that the first of these phenomena is a simple
consequence of random data loss during input to the correIa
tor, attributable to the poor quality of the magnetic tapes
used, and that once the data have been successfully read from
the tapes, the cross-correlation and observable extraction



processes proceed without error. Hence, correlator nonrepeat
ability is not an error source; rather, it is in effect a loss of
signal-to-noise ratio, but one which is properly modeled in the
extraction of observables and for which no additional error
modeling is necessary or even appropriate. In the case of
geodetic parameter estimation, as with correlation, there is
data loss, in this case resulting from analysts' subjective
decisions in the deletion of spurious data points. (In addition,
the analyst may make decisions regarding modeling of station
clock behavior.) Although the character of this data loss
depends somewhat on the skill of the analysts and on the
quality of the data, it would appear for the current mobile sys
tems that this process too is effectively random. Hence, non
repeatability in parameter estimation, as with correlation, is
not an error source and no additional error modeling is neces
sary. Both of these problems have been reduced substantially
by improvements in the quality of magnetic recording tapes
available for use in mobile VLBI experiments and by overall
improvements in quality of data produced by the mobile
systems, reducing the need for human intervention in the
processing of data.

H. Other Systematic Errors

Systematic errors are more difficult to detect than random
errors, because they generally have no first-order effect on the
size of the residual scatter. Further, they may have no effect
on the consistency of repeated measurements made using the
same technique, at least over short time spans. Moreover,
systematic errors which vary on annual, or longer, time scales
may be indistinguishable from actual tectonic motions. One
way of testing for systematic errors is by comparing measure
ments made using different techniques of comparable preci
sion. A preliminary comparison of VLBI (mobile and
observatory-based) results with results from collocated satellite
laser ranging (SLR) measurements (1. Ryan, private communi
cation) shows consistency between the two techniques at
about the level of the quadratically summed formal errors.
Since there are few error sources common to both techniques,
it is unlikely that there are unmodeled systematic errors in
either technique which are as large as the formal errors them
selves. Nevertheless, there are several mechanisms which may
give rise to systematic errors on the order of one centimeter in
the mobile VLBI results. These include: incomplete phase
calibration, antenna flexure effects, interaction of the Earth's
magnetic field with the receiver, the effects of ocean loading,
radio source structure and mapping of the zenith dry tropo
sphere to quasar elevation. To acknowledge the presence of
these error sources, and in lieu for the time being of a more
concise estimate of their significance, we have included these
in Table 1 and in Figs. 3,4, and 5 for the current mobile VLBI
systems as 1 centimeter for the baseline length and horizontal
transverse components and 2 centimeters for the baseline
vertical component.

IV~ Comparison to Results
In this section, we examine current baseline results

(Ref. 13) for the Owens Valley Radio Observatory (OVRO)
JPL (335 km) and OVRO-Quincy (383 km) baselines and
evaluate them for internal consistency. Based on these results,
we conclude that the repeatability of multiple baseline mea
surements is consistent with the uncertainties derived from the
error model presented in the previous section. This is consis
tent with the claim that the current estimates are realistic and
that the mobile VLBI systems have attained an accuracy in the
horizontal plane of better than 2 em, overcoming the challenge
posed by the mobile environment.

A. The OVRO-JPL Baseline

The mobile VLBI site at JPL has been occupied fifteen
times between January of 1980 and the present. These occupa
tions have resulted in eighteen separate measurements of the
baseline between JPL and the 40-meter-diameter radio tele
scope of the OVRO, Big Pine, California. As has been pointed
out in preceding sections of this paper, the mobile systems
have undergone a substantial evolution in terms of system
engineering over this period. Thus, the JPL-OVRO baseline
is a good case in point to illustrate the effect of system
improvements and to test consistency for the mobile VLBI
baseline results.

Results from the current Mobile VLBI data base (Ref. 13)
for the JPL-OVRO baseline are presented in Figs. 6a to 6c.
These figures show error ellipsoids (one standard deviation) in
the horizontal plane. The temporal history of this baseline is
divided into three periods. The first is from January of 1980
through May of 1981 (shown in Fig. 6a). All of those data
were collected using the "original" mobile VLBI system of
1980, that is, using Mark II data recording; 40-MHz, narrow
passband TWM receivers; and single-frequency X-band data
recording. The second period is from August through
November of 1981 (shown in Fig. 6b). These data were
collected using Mark III data recording, and 400-MHz, pass
band, cooled FET receivers; however, only X-band data were
recorded. In the third period, from October 1982 through
February 1983, we show examples of data recorded using the
fully upgraded, current mobile VLBI systems, including
Mark III data recording; 400-MHz, passband, cooled FET
receivers; and dual-frequency (S-X) data recording.

These figures contain several features which illustrate the
effect of system improvements. First, it is clear from inspec
tion that there is a considerable decrease in the size of the
formal errors from 1980 to 1983. Moreover, there is a
corresponding decrease in the scatter of these repeated mea
surements. To assess the consistency of the scatter and the
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formal errors, chi-square has been calculated for each coordi
nate of each figure. The results of these calculations are
presented in Table 2, along with the probabilities for obtaining
chi-square of that size or larger.

Before discussing the results of these calculations, it should
be noted that there are three assumptions implicit in the way
these tests were made:

(1) First, we assume that there is no significant contribu
tion to the scatter in the repeated measurements arising
from actual short-term (or episodic) tectonic motions
within any of the three time periods. Although there is
no a priori reason to make this assumption, we note
that such motions would tend to make chi-square
anomalously large, whereas it actually' tends to be
somewhat smaller than expected. Further, there is no
evidence for significant long-term motion on this
baseline (see Section V).

(2) A second implicit assumption is that a meaningful chi
square may be calculated separately for each baseline
coordinate, thus assuming, in effect, that there is no
correlation between their errors.

(3) A third assumption is that there is no correlation be
tween Earth orientation errors in separate experi
ments. This assumption is almost certainly incorrect
for experiments separated by periods of less than a
week. Hence we issue the caution that assumptions (2)
and (3) may make chi-square anomalously small.

With the above in mind, we now consider the results of
these tests. In Table 2, we see that for most cases, the scatter
in the repeated solutions is reasonably representative of the
formal errors, although there is some indication (in the
length in Fig. 6a and the transverse in Fig. 6c) that the scatter
is smaller than expected. (Possibly this is a breakdown of
either or both of assumptions (2) and (3).) Hence, we con
clude that the realistic uncertainties (one standard deviation)
in horizontal components of the OVRO-JPL baselines are
no worse (and possibly better) than the current formal errors,
which are on the order of 1.5 cm in the horizontal plane.
Similar plots for the baseline vertical coordinate (not included
here because of space constraints) show essentially the same
agreement with the error model.

B. The OVRO-Quincy Baseline

The mobile VLBI remote site at Quincy in Northern
California has been occupied by the Mobile VLBI stations in
October 1982 and June 1983. (An additional occupation
occurred in April of 1984, but those data are not yet available
from the Crustal Dynamics Data Information System
(Ref. 11).) The monitoring of crustal motions involving the
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Quincy site is of particular interest because of its reported
southward motion of 6.5 ± 1.5 cm/yr with respect to the
Monument Peak site, some 883 km away in the extreme south
of California, based on SLR measurements made between
1970 and 1979 (Ref. 27). Although the mobile VLBI survey
ing history for these two sites as of this writing is too short to
make a confirmation of the published SLR result, it is never
theless of great interest to examine the first-epoch measure
ments to evaluate their accuracy.

Results from the current mobile VLBI data base (Ref. 13)
for the OVRO-Quincy baseline are presented in Fig. 6d for
the October 1982 occupation (experiments 82E and 82G)
and the June 1983 occupation (experiment 83F). As inspec
tion of this figure shows, the three measurements have formal
errors on the order of 1 cm in the horizontal plane. Chi-square
calculations for these data (Table 2) lead to the same basic
conclusion as in the case of the OVRO-JPL baseline. First·
epoch measurements of the OVRO-Monument Peak baseline
(not shown) give results of similar accuracy. Thus, if the
motion reported from observations between 1970 and 1979
in the SLR·based measurements (Ref. 27) is still occurring,
then it will be easily detected within the next two years, as
current CDP observing plans (R. J. Coates, private communi
cation) call for annual reoccupations of both of these sites.

v. Discussion

In this article, we have presented a description of the mobile
VLBI systems and the engineering and technical steps that
were taken to optimize their performance under field condi
tions. An error model was presented and its predictions were
found to be consistent with the observed scatter in repeated
measurements. This suggests that the error model is realistic
and that the accuracy in the horizontal plane of mobile VLBI
measurements has reached the level of 2 cm or better.

This accuracy should improve further within the next two
years as improved calibrations for Earth orientation and
atmospheric water vapor become available. The anticipated
accuracy at that time for regional baselines (up to 1000 km
in length) will be approximately 1.5 cm in the length and
horizontal transverse and 3.5 cm in the baseline vertical. The
most important remaining error sources at that time will be
random errors, probably from unmodeled troposphere and
station clock (and other instrumental) behavior. These prob
lems are currently being· studied at JPL and other VLBI
centers; however, they may ultimately prove to be difficult
to eliminate entirely from the mobile VLBI error budget.

One possible means of increasing mobile system precision
by possibly an order of magnitude, in effect circumventing the
problems described above, lies in the use of the phase delay



observable, rather than the presently used group delay, as the
input to parameter estimation. Preliminary results for very
short baseline (length < 20 km) phase-delay measurements
(K. M. Liewer, private communication, and Ref. 28) are ex
tremely encouraging. However, it remains to be seen whether.
the phase delay data type can be used routinely on regional
baselines, using the small-diameter mobile VLBI telescopes.

These remaining problems notwithstanding, it should be
emphasized that the current mobile systems have a sensitivity

to crustal motion, over a four-year period of monitoring, of
about 0.5 em/year (one standard deviation), assuming even a
rather modest observing scenario of only one site occupation
per year. More frequent monitoring will lead to even higher
sensitivity. Since the geological rates of horizontal motion are
on the order of 5 cm/yr across the plate boundary regions
being studied in California and Alaska (Ref. 14), it seems
likely that crustal motions will be detected using the mobile
systems within the next few years, provided they are pres
ently occurring at the geological rates.
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Error Source

Earth Orientation

Table 1. Error model lnputsa

Assumed Uncertainty in Year

1984 1986

UTI-UTC
X-pole
Y-pole

Transmission Media

2 milliseconds
10 milliarcsec
10 milliarcsec

0.2 milliseconds
7 milliarcsec
7 milliarcsec

0.07 milliseconds
2.0 milliarcsec
1.5 milliarcsec

Water Vapor (Zenith)
Dry Air (Zenith)
Dry Air (Mapping)C

Ionosphered,e

Length
Transverse
Vertical

Mobile Survey Tie

Source Positions

System Noise

Other Random (Clocks,
troposphere, other)

5 cm 2cm 0.5 cm
I cm 1 cm 1 cm
1 cm 1 cm 1 cm

1.1 cm/500 km Ocm ocm
2.4 cm Ocm ocm
6.2 cm Ocm Ocm

0.5 cm 0.2 cm 0.2 cm

20-50 milliarsec 5 milliarcsec 1 milliarcsec

300 picoseconds 50 picoseconds 50 picoseconds

150 picoseconds 50 picoseconds 50 picoseconds

Other Systematicd

Length, Transverse
Vertical

2cm
5 cm

2cm
5 cm

1 cm
2.5 cm

aExcept where otherwise indicated (see footnote c), the quoted value denotes the error in the calibra
tion or error source, not the resulting error in the baseline component.

bCurrent (1984) uncertainties for Earth orientation and source positions permit reprocessing of 1980
data with improved accuracy. The values presented here serve to illustrate improvements in the qual
ity of mobile VLBI results in a historical perspective.

cThis is the error in the Chao mapping function at 17 degrees, which is the elevation angle cutoff for
the mobile systems.

dThe quoted value is not the error in the calibration or error source itself; it is the empirically deter
mined error in the baseline resulting from this error source.

eAn average level of 1.0 X 1017 electrons/cm2 is assumed for the zenith columnar ionosphere content.
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aThe data from which these are calculated are graphically displayed in Fig. 6.

bThe listed values give probability (units of percentage) of obtaining chi-square that large or larger.
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