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OVERVIEW OF TM "APPLICATIONS" RESEARCH REPORTS

Darrel L. Williams
NASA/Goddard Space Flight Center

Volumes I, II and III of the Early Results Symposium proceedings
provide detailed informat1on regarding the evaluation of Landsat-4 MSS and TM
sensor performance and data quality. In general, both sensors were found to
be operating satisfactorily, and fully processed data products generated from
MSS and TM raw data are of good and excellent quality, respectively (see
Alford, Barker).

The excellent quality of the very first TM data products was a boon.
for those researchers who were primarily interested in evaluating ™ data from
n "applications” perspective. In other words, the excellent quality of the -
data allowed these researchers to proceed directly with app11cat1ons analyses,
without spending a significant amount of time applying various corrections to
the data. The early results derived from the applications-oriented assessment

of TM data are presented in this volume (i.e., Volume IV).

A total of twenty-four papers are contained in Volume IV. They cover
a full range of research activities, which have been summarized in Table IV.1
under the following headings: discipline specific applications; comparison of
results obtained from TM versus MSS data; evaluation of sensor performance and
data quality; and presentation/utilization of new data processing, analysis or .
display techniques. By reviewing Table IV.1, each reader can quickly locate
those papers which contain information of greatest personal interest. It
should be noted that this summary table was produced by me after reading all
of the papers provided to me as "applications-oriented." Individual
researchers may feel that I have improperly characterized the thrust of their
work, or that their work does not belong in the "app]ications“»volume at all.
To those individuals, 1 apologize. In the remainder of this overview, I would
like to briefly summarize what I feel were some of the key and/or unexpected:
results presented in these papers.

Generation of TM Products for General Use

Although many applications users may not want to be bothered with
assessing data quality or applying corrections to the data, they should be
somewhat familiar with the data processing procedures that take place in
?enerat1ng a fully processed CCT product from the raw ™ data. Barker, et al.

1983), do an excellent job of “present1ng some of the features and
characteristics of various digital image products used to produce the
generally available final digital image product, the CCT-PT" (see Vol. I1),

The CCT-PT (i.e., fully processed digital image data) was the standard product

type analyzed by the investigators reporting in the volume. Therefore, I
encourage everyone to read this particular report in order to become familiar
with the characteristics of this data.

Iv-1



Sensor and Data Quality Evaluation

Detailed summaries of the results obtained by assessing MSS and T™
sensor performance and data quality are presented in Volumes I, II, and III.
However, several of the reports in this volume also address data quality (see
Table IV.1). Most of these reports briefly discuss the coherent noise
problems associated with all Landsat-4 MSS data and some TM data. Three
investigators conducted more in-depth assessments of data quality. MacDonald,
et al, (1983), assessed TM band-to-band registration accuracy, geometric
TideTity, and modulation transfer function (MIF). They found that: (a) T™
band-to-band registration for the bands within the primary focal plane was
better than specified, but that band-to-band registration of bands in the
primary focal plane with bands in the "cooled" focal plane did not meet
specifications (note:, this misregistration was due to a software problem
which has been corrﬁﬁked; see Vol. III); (b) geometric performance of TM data,
without ground control correction, exceeded their expectations (i.e., less
than 1/10 pixel rm;/under an affine transformation to a 7-1/2 minute U.S.G.S.
map); and (c) the MTF for TM band 5 agreed with prelaunch specifications when
the effects of cubic convolution resampling and the atmosphere were removed.
Bizzell and Prior (1983) also evaluated various aspects of TM data quality.
They discuss their findings relative to the expected improvements to be gained
with ™ data "both relative to the MSS and on its own merit." They concluded
that "the TM sensor and associated ground processing are performing equal to
the high expectations and within advertised specifications" and that "the
overall ™ §ystem ... shows much promise for benefits in future analysis
activities.'

Price (1983) took a totally different approach in assessing data
quality. He presents a very interesting assessment based on a comparison of
the information content, or entropy, of simultaneously acquired'ﬁM'ahdeSS
data for a number of sub-image areas within a representative agricultural
scene, He found that "the information content of all bands of ‘MSS and TM is
considerably below the potential capability of the sensor/transmitter system.
This results from the bunching of data in a moderately narrow Gaussian
distribution about a mean value in the lower half of the dynamic range of each
instrument." However, Price went on to conclude that in general “the results
are more encouraging than expected," "the new channels (i.e., TM5 and TM7)
have greater values of H (i.e., information content) than the visible bands,"
and that "these new channels provide not just a marginal improvement, but a
substantial gain in information." ’ ‘

TM Versus MSS Comparisons/Discipline Specific Applications

The Thematic Mapper is a second-generation electromechanical scanner
with numerous upgrades over the familiar MSS's. Of particular interest to the
user community were the improved spatial resolution, increased radiometric
sensitivity, refined lTocations and widths of the green, red, and near-infrared
spectral bands, and new spectral bands in the blue, middle infrared, and
thermal infrared regions. Although pre-launch simulation studies indicated
that TM data would provide significant enhancements over MSS data for various
applications, a key question which needed to be addressed following the launch
of Landsat-4 was, "Would the spectral, spatial, and radiometric improvements
incorporated into the design of the TM sensor result in improved capability to

Iv-2



extract useful information from real TM data, as compared to the MSS?" Key
results of investigator efforts to answer this question are summarized in this
section.

The Landsat-4 spacecraft configuration permits the simultaneous
operation of both the MSS and TM sensor systems. This capability
significantly reduces the number of variables which must be addressed when
making comparisons of the advantages or disadvantages of one sensor
configuration versus the other (i.e., both sensors are looking through the
same atmosphere at the same ground cover conditions). Therefore, if
-simultaneously acquired data are analyzed in a consistent manner, any
differences in the results obtained should be (primarily) a function of sensor
characteristics.

Numerous Landsat Image Data Quality Assessment (LIDQA) investigators
utilized simultaneously acquired ™ and MSS data to compare the advantages and
d1sadvantages of the new instrument vis-a-vis the old. The primary means of
comparing data from the two sensors involved the classification of each data
set into general Tand cover/land use categories (or other discipline specific
categories), followed by comparisons of the results obtained. It should be
noted that although the overall approach to comparing the sensor data was
common, the rigor of the actual analyses varied over the entire range from
strictly qualitative to quantitative and/or theoretical. To the best of my
knowledge, none of the investigators found MSS to be better than TM data for
their particular application, a few found no significant advantage in having
TM data over MSS, but a vast majority found TM data to be significantly better
than MSS data for their particular application. In general, the LIDQA
investigators concluded that, of the three key sensor parameters (i.e.,
spectral, spatial, and radiometric resolution), the TM's improved spectral
resolution was the parameter of greatest s1gn1f1cance particulariy the
availability of the two middle infrared bands. However, nearly an equal
number of investigators felt that the TM's improved spat1a1 resolution was the
most significant factor that the TM sensor design has to offer. Assessments
of the contribution of improved radiometric resolution (i.e., signal-to-noise
and quantization) were virtually non-existent.

Williams, et al. (1983), presents a statistical technique which can
be utilized to isolate and quantitatively assess the impact of key sensor
parameter on classification accuracy. Utilizing this technique in conjunction
with November 2, 1982 Landsat-4 TM data of the Washington, D.C. area, they
concluded that the TM's improved spectral and radiometric capabilities each
had a significant, positive impact on classification accuracy as compared to
the MSS. They also found that the TM's improved spatial resolution had no
significant impact, either positive or negative, on classification accuracy.
They felt that the lack of a significant, positive impact was primarily a
function of the inability of standard per-point classifiers to take advantage
of the significant amount of additional information contained in finer spatial
resolution data. Indeed, the advantages of finer spatial resolution data can
be readily verified by simple photointerpretative comparisons of
simultaneously acquired TM and MSS data. Several investigators concluded that
photointerpretation of TM imagery could be used to update land use maps (at
scales up to 1:24,000), or to replace high altitude aircraft photography for
certain applications. For example, Quattrochi (1983), stated that "In many
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situations, it may in fact be advantageous to bypass digital classification of
the data and emp]oy interpretation methodologies to derive the required '
information." He went on to say that "... a town the size of Union City

(i.e., Tennessee, pop. approximately 15,000, with about eight square miles .
w1th1n its city 11m1ts) could barely be d15cr1m1nated through
photointerpretation, let alone be digitally classified as an urban area, from
MSS data. Yet, with the TM, it is possible to classify components of the city
and visually locate and discriminate individual buildings."

Significant advantages associated with the TM's spectral resolution,
particularly the capability to make measurements in four distinct regions
within the electromagnetic spectrum (i. e., visible, near IR, middle IR, and
thermal IR), were reported for every maJor d1sc1p11ne area. The b1ggest
contr1but1on of “new information" is coming from the two middle IR bands
(i.e., TM band 5 (1.55-1.75 um) and TM band 7 (2.08-2.35 um)).- For example,
DeGloria and Colweli (1983) reported the ability to separate sugar beets from
alfalfa using TM band 5, whereas no s1gn1f1cant differeénce in the spectral
response from these two crops was apparent in the visible and near IR bands.
Quattrochi (1983), compared agricultural crop classification accuracy derived
from a three—data, multitemporal MSS data set with a single-data TM scene, and
found that the single-data TM results were 17% better than those for the
multitemporal MSS. Not only were the TM results significantly better, but one
TM acquisition replaced what could only be achieved with multitemporal MSS
data. MacDonald, et al. (1983), performed a classification of soybeans using
TM data, both w1th and without the middle IR bands. They found that there was
a 25% improvement in soybean classification accuracy when the middle IR bands
were utilized. They also found that the classification accuracy for sorghum
was significantly enhanced by using the thermal band data. Bizzell and Prior
(1983), ana]yzed TM data primarily from an agricultural applications
point-of-view and found that: (a) the best three bands for the separability
of classes a1ways included at least one band from the. v1s1b1e, near IR, and
middle IR region, and (b) if no middie IR band was used in c1aSS1f1cat1on the
overall performance was significantly degraded. Sadowski, et al. (1983),
stated that the middle IR bands may be especially useful because of: (a) the
large range of variability in digital values found for five separate land
cover classes, and (b) Tow correlations with other spectral bands for
vegetated 1and cover and water, They also stated that low correlations
between the blue band (TM band 1) and other spectral bands suggest its utility
for studying variations within areas of water as well as vegetated land
areas.

Dozier (1983), confirmed the utility of the middle IR bands,
particularly TM band 5, for discriminating snow and clouds. For geology
applications, Abrams, et al. (1983), reported that color composites produced
from real ™ data confirmea earlier results derived using aircraft simulated
TM data; namely that the 2.08-2.35 um band was useful for discriminating areas
of hydrotherma1 alteration. As reported earlier, Price (1983), also found the
middle IR bands to contain a substantial amount of information. He also
cautions data users against routinely using the thermal IR data in conjunction
with the reflective band data because " ... the physical processes account1ng
for radiance values in the thermal IR are quite different from those in the
visible and near IR."
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In summary, TM data were found to be s1gn1f1cant1y better than MSS
data for discipline specific applications by a vast majority of the
investigators., Spectral and spatial resolution improvements were the key
factors most often acknowledged. Photointerpretation of TM imagery was
conducted by numerous investigators to realize the full benefit of the finer
spat1a1 resolution data. (Note: Sadowski, et al. (1983), conducted image
interpretation tests to determine which TM band color compos1te combinations
were most preferred by interpreters.) The significance of the availability of
spectral information from the middle IR region was repeatedly substantiated.
The reader is cautioned that the analysis of TM data with techniques developed
during the past decade using MSS data will not always 1ead to significantly
better results than one could obtain with MSS data. The combined effect of
more spectral bands and finer spatial resolution can lead to greater within
class variability that results in greater spectral class overlap or
confusion. However, this effect may be offset somewhat by the fact that the
finer spatial resolution results in a greater percentage of "field center
(i.e., pure) pixels" and a smaller percentage of "border or mixed pixels."
The development of new or improved digital classification techniques to take
advantage of the vast amount of information contained in TM data are needed.

New Processing, Analysis, or Display Techniques

“As described, the TM's improved sensor parameters have significantly
increased the amount of information contained in the data, and numerous
1nvest1gators have looked at various ways to strip out th1s information to
place it in a readily digestible format. Most of the reports in this volume
describe new display techniques which involved transformation from red, green,
and blue color space into hue, saturat1on, and 1ntens1ty space. Haydn (1983),
discusses this type of approach in detail.

It should be noted that numerous 1nvest1gators used principal
components analysis techniques to transform the data in an attempt to reduce
data dimensionality, etc. This technique has been widely used for the past
several years with MSS data part1cu1ar1y mu1t1tempora1 data. Therefore, 1
did not consider it to be "new."

Summary

Applications-oriented users of TM data have every reason to be
excited about the possibility of opening up new horizons using TM data. The
data appear to be of excellent quality, and the investigations conducted to
date, although preliminary, substantiate the findings of earlier research
conducted with simulated TM data. This volume contains several excellent
articles which could serve as an aid to those who are planning to analyze TM
data in the future. The reader is encouraged to read all of the articles in
this volume, but if time does not permit, please refer to the summary table
(i.e., Tab]e IV.1) to select those articles which address top1cs of greatest
personal interest.
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TABLE IV.1

SUMMARY OF KEY TOPICS DISCUSSED IN THE PAPERS CONTAINED IN VOLUME IV

Discipline Comparisons Sensor/Data New Processing,
Specific of TM vs. Quality Analysis, or
Investigators Applications MSS Data Evaluation Display Techniques
Brumfield, et al. Land cover/land
use (surface mine
mapping)
Goodenough, et al. Land cover/land X
use
Jackson, et al. Land cover/land X
use
Markham Land cover/land X
use
Middieton, et al. Land cover/Tand X
use
Sadowski, et al. Land cover/land X X
use
Toll Land cover/lTand X
use
Williams, et al. Land cover/land X X
use
Bizzell and Prior  Agriculture, land X X
cover/land use
DeGloria and Agriculture X X
Colwell
MacDonald, et al.  Agriculture X X
Price Agriculture X X X
Quattrochi Agriculture, forest, X
urban/suburban
Thompson, et al. Aggriculture (so1l)
Abrams, et al. eology X X X
everett, et al. Geology X
Hayden Geology X
Short GeoTo%y
Gervin, et al. Hydrology, land X
cover/land use
Ackleson and Wetlands mapping
Klemas (submerged plant
communities)
Hardisky and Wetlands mapping X
Klemas (T1ive biomass
estimation)
Dozier Snow mapping X
Schiebe, et al. Water quality X
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Introduction

The second decade of land remote sensing from space was inaugurated on
July 16, 1982 with the successful launch of Landsat-4. Landsat-4 carries two
remote sensing:.devices in orbit: the familiar Multispectral Scanner (MSS) and a
new sensor,-the Thematic Mapper (TM), which was designed to provide an improved
source of data to the remote sensing community. Relative to the MSS, the TM
offers finer spatial resolution, new and more optimally placed spectral bands,:
and improved radiometric sensitivity quantized over eight bits rather than six .
bits (Table 1). These enhancements in sensor capability were expected to
significantly improve data quality and information content, and thereby increase
the utility of the data for earth resources observations. Therefore, during
the . first year of the Landsat-4 mission, the substantiation and quant1f1cat1on
of the quality and utility of the data acquired by the TM sensor was a primary
goal of the Landsat-4 PrOJect Science Off1ce.

One method commonly used to assess the re]at1ve utility of data acquired
by different remote sensing devices is to compare classification accuracies.
Numerous studies using data collected by aircraftmounted Thematic Mapper
simulators (TMS) were conducted prior to the launch of Landsat-4 to quantify
the overall improvement in classification accuracy expected from TM data relative
to MSS-data.l However, few of these studies attempted to identify the impact
or.contribution of individual sensor parameters (e.g., spectral, spatial, and
radiometric resolution) on classification accuracy. The effect of altering
individual sensor attributes can be anticipated qualitatively. For example,
the addition of spectral bands can enable the discrimination of previously
inseparable categories by providing data from portions of the spectrum where
category reflectivities become disparate. Similarly, improved radiometric
resolution and-increased signal-to-noise ratios may facilitate category
discrimination by enhancing between-category boundaries. In contrast, the
refinemen% of spatial resolution can have offsetting effects on classification -
accuracy.“ Finer resolution tends to decreasg the proportion of mixed pixels
and, thus, enhances classification-accuracy. % Classification is hindered,
however, by an increase of w1th1n-category spectral heterogeneity at finer
resolutions.9s6,7, , .

‘The Thematic Mapper represents the results of an ambitious research and
development effort in which all of these major improvements-in remote sensing
capability were simultaneously integrated into one system. <Classification
results obtained from TM data are indicative of the interactions of all the
sensor ‘attributes operating simultaneously, and thus, complicated a more
quantitative evaluation of the effects attributable to each individual sensor
improvement.The capability to derive such quantitative information, however,
would significantly benefit scientists and engineers in defining sensor parameter
requirements and in designing new sensors for future remote sensing missions.

With this in mind, a group of discipline scientists within the Earth
Resources Branch at NASA's Goddard Space Flight Center in Greenbelt, Maryland,
developed and conducted an experiment to quantify the effect of each TM sensor
parameter on classification accuracy. This paper discusses the experimental
design and summarizes the results obtained using TM data acqu1red over the
Washington, D.C. area on November 2, 1982.
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Study Site/Data Description

Accurate, detailed ground reference information was an important component
of the study. To facilitate the collection and field verification of the ground
reference data, an area near Goddard was selected as the general study area.
This area is bounded on the west by Washington, D.C., on the north by Baltimore,
Maryland, on the east by the Cheasapeake Bay, and on the south by northern
Charles County, Maryland (Figure 1). Stereo, color infrared aerial photography
at a scale of 1:40,000 was collected over this area on July 13, 1982, just
prior to the launch of Landsat-4.

The area is characterized by a diversity of urban, suburban, and rural
land cover types. The western portion of the area contains numerous residential
developments associated with suburban Washington, D.C. The entire area includes
intensive urban fringe development, suburban muitifamily and single family
residential tracts, and low density single family developments. Numerous
commercial support services such as shopping centers, industrial complexes,
gravel quarries and airports are also scattered throughout the study area. The
area lacks heavy industry, but does include the Fort Meade and Andrews Air
Force Base military complexes. In addition, the region includes areas of
agriculture and forest cover. The agricultural areas are primarily small,
scattered fields. Principal crops are corn, soybeans, and tobacco, with areas
of pasture and grassland. The study site includes the USDA/Beltsville Agricultural
Research Center. In terms of areal extent, forest is the predominant cover
type, and consists primarily of mixed deciduous forest, mixed hardwood-conifer
and isolated conifer stands. The area also includes lowland vegetation
communities associated with the Chesapeake Bay estuaries.

Although Landsat-4 was launched on July 16, 1982, cloud-free, seven-band
TM imagery of the entire study area was not acquired until November 2, 1982.
TM and MSS imagery were collected simultaneously, and both data sets were of
excellent quality (e.g., no cloud cover, minimal haze, spacecraft and sensors
operating normally, etc.). However, the November data set was far from optimal
for general category discrimination as deciduous trees were in fall coloration,
most agricultural crops had senesced and many fields had been harvested. In -
addition, total scene illumination was reduced because of low sun angle
conditions, and therefore, the full dynamic range and quantization capabilities
of the TM and MSS sensors were not utilized. Nevertheless, a decision was.
made to proceed with the analyses because: (1) it afforded the first opportunlty
to test the experimental design/methodology with real TM data; (2) a quantitative
assessment of the attributes of TM sensor parameters relative to MSS was desired
as soon as possible; and (3) a ground reference data base for an alternative
area could not be created in a timely, cost-effective manner.

Procedures

The Experimental Design

The first step in the work presented here was to design an experiment which
could isolate the effect of the increased spectral, spatial and radiometric
resolution capabilities of the TM sensor on classification performance. Ideally,
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the capability to assess the impact of each factor (i.e., sensor parameter)
individually, and in all possible combinations, was desired. The work of Sigman
and Craig9 with TMS data suggested a promising methodology based on a multifactor
analysis of variance (ANOVA) approach. The multifactor ANOVA approach permits
.one to simultaneously investigate the effects and interactions of two or more
factors, and is therefore more efficient than the traditional experimental
approach of manipulating only one factor at a time while keeping all other
conditions constant.l0 Thus, this approach was adopted for application to actual
TM data, because it permits the evaluation of the effect of three factors (i.e.,
spectral, spatial, .and radiometric resolution) on classification accuracy,

- where each factor has two levels (i.e., TM and MSS). This is referred to as

a three factor, fixed-effects ANOVA design and requires the analysis of eight
treatments. For this study, each treatment consisted of a distinct digital

image data set possessing the following characteristics:

A 30 meters/8 bits/6 bands (actual TM data)

80 meters/8 bits/6 bands

30 meters/6 bits/6 bands

80 meters/6 bits/6 bands

30 meters/8 bits/3 bands

80 meters/8 bits/3 bands

30 meters/6 bits/3 bands

80 meters/6 bits/3 bands (simulated MSS from TM)

TOTMMOUO®

(NOTE: Items underlined are those factors which have changed relative to
treatment A, where treatment A consists of actual TM data.)

‘Data sets for each of the eight treatments were created by degrading TM
data (Treatment A) to approximate MSS characteristics for each factor (e.g., TM
data are spatially degraded to approximate the coarser MSS spatial resolution).*
These data sets were then classified in a consistent manner. The multifactor
ANOVA design enabled the statistical testing of the significance of differences
in accuracy between treatments. Thus, the testing resulted in a quantitative
assessment of the effect of each sensor improvement, individually and in
combination with .other improvements, on classification performance.

Data Preparation and Analysis

Several major activities were involved in preparing and analyzing the data.
These -included: interpretation of the aerial photography and digitization of
the results to. create a digital ground reference data set; extraction of the T™M
data corresponding to the study sites; preprocessing of the TM data to simulate
MSS spectral bands, spatial resolution, and radiometric characteristics as
required by the ANOVA design; selection of training and test pixels for each
cover type; clustering and classification of the data; and an assessment of the
accuracies obtained for each data set.

Photointerpretation and Digitization. As previously mentioned, color IR aerial
photography at a scale of 1:40,000 was acquired on July 13, 1982, just prior

'to the scheduled launch of Landsat-4. Nine frames were randomly selected for

detailed analysis. Prior to photointerpretation, a decision was made to minimize

the effects of distortions typically found toward the edges of aerial photographs
by working with a sub-frame area designated by plus-or-minus 50 mm from the
principal point of the 241 mm (nine inch) format photography. The resultant

100 mm square area represents roughly the center 20% of an entire frame and

*(NOTE: The assessments were made relative to MSS sensor characteristics, since
the MSS is the currently accepted "operational" instrument with which the remote
sensing community is most familiar.)

Iv-10



encompasses an area of approximately 1,600 hectares. These 1:40,000 scale
sub-frame areas were then photographically enlarged by a factor of four to
attain a nominal scale of 1:10,000 and paper prints were produced. Clear
acetate film was laid on top of each photograph so that the photo1nterpretat10n
results could be drafted directly onto the film overlay. A minimum mapp1ng

unit criterion of 15 m (i.e., one-half the instantaneous-field-of-view of the
TM) was used to differentiate distinct land cover categories. However, in the
case of agricultural fields, the minimum mapping unit was utilized only to
separate one field from another; no attempt was made to delineate within-field
variability. Using this approach, seventeen Level II/IIl land cover/land

use categories (Table 2) were identified, outlined and labeled. It should be
noted that the land cover/land use categories are not always mutually exclusive
because of the inability to strictly adhere to the 15 meter minimum mapping
unit criterion in areas of high spatial variability, such as residential
subdivisions. For instance, land use rather than land cover categories were
used in situations where the land cover components of the categories (e.g., the
roofs, lawns, trees, and concrete/asphalt areas of a residential neighborhood)
occupied areas with spatial dimensions approximately equal to or smaller than
the 15 m minimum mapping unit. The photointerpretation and labeling results
were verified and/or updated by field visits and enumeration during the tast
week in October, just prior to the TM data acquisition. : ,

To reduce analyst bias and provide for accurate, efficient processing of
the data, the labeled polygons on the acetate film were digitized and geometrically
registered to the TM data. The TM digital imagery served as the cartographic
reference to avoid unnecessary resampling of the TM data. The registration
was accomplished by matching control points in the TM data and the photography.
The control points were marked on the acetate overlays and were incorporated. in
the digitizing process. All digitizing and registration processing was
accomplished by a contract vendor (Chicago Aerial Survey*) with comprehensive
software and hardware for automated digitization. Briefly, each overlay was
placed on a drum scanner with a resolution of 40 lines per millimeter. The
scanner generated a digital representation of the polygons in a raster format.
Each digitized line was thinned to a width of one raster element. The raster
format data were converted to vector format data, and then, using the ground
control po1nts, registered to the TM digital image data. This approach avoided
the inaccuracies inherent in the manual digitization of the polygons with a
hand-held cursor and dlglt1zat10n table.

After creating the vector format data, each digitized polygon was labeled
with the appropriate land cover/land use category at an interactive editing
station. These thematic data sets were transformed back into two files of raster
data for each interpreted photograph. One raster file contained cells representing
surface areas of 28.5m-by-28.5m.** This file could then be digitally overlayed
onto the four data sets having TM spatial resolution characteristics (i.e.,
Treatments A, C, E, and G). The other file contained 57m-by-57m cells which
could be directly overlayed onto the spatially degraded data sets (i.e.,
Treatments B, D, F, and H). These registered, digital, thematic data sets 1n
raster format thus served as the ground reference information.

*Company names are given for descrlptlve purposes only and do not imply
endorsement by NASA.

**(NOTE: Although the spatial resolution (IFOV) of Thematic Mapper is 30m,
pixels in the standard P- tape output product are resampled to a dimension

of 28.5m-by-28.5m. This is done so that the data can be easily reg1stered to
the 57m-by-57m MSS P-tape data by simple integer replication.)
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Extraction and Preprocessing of TM Data. The TM data corresponding to the nine
randomly selected study sites were extracted from the original P-format data
tapes to facilitate subsequent processing (Figure 2). Each extracted segment

of TM data was 256-by-256 pixels in size and contained all six bands of 30m
resolution data. The thermal IR data, which are collected at a ground resolution
of 120m, were omitted from this study due to the significant difference in
spatial resolution.

The ANOVA design required the original TM data to be degraded spectrally,
spatially, and radiometrically to simulate MSS specifications for each of these
sensor parameters. However, the precise simulation of MSS radiometry, spectral
bands, and spatial resolution from TM data is not possible due to inherent
differences in spectral band cutoffs, radiometric response, acrosstrack scanning
strategies, etc. Therefore, certain compromises or simplifying assumptions had
to be made in degrading TM data to simulate MSS characteristics, and the
procedures which were used are described below:

. (i) Spectral Simulation - The spectral simulation of MSS was achieved by
using only TM bands 2, 3, and 4, which was the best approximation available for
the MSS complement of bands. TM band 2 (0.52 - 0.60 um) closely approximates
MSS band 1 (0.50 - 0.60 um) and TM band 3 (0.63 - 0.69 um) closely approximates
MSS band 2 (0.60 - 0.70 um). TM band 4 (0.76 0.90 um) includes portions of
MSS band 3 (0.70 - 0.80 um) and MSS band 4 (0.80 - 1,10 um). For vegetated
targets, which. constitute a majority of the cover types in the study area, TM
band 4 can be considered a good approximation of MSS band 4, as both cover
major portions of the 0.74 1.10 um region in which reflectance is related to
biomass.ll MSS band 3 includes a spectral region of transition between low
vegetation reflectivity due to chlorophyll absorption (ending at approximately
0.71 um) and a region of high vegetation reflectivity (beginning at approximately
0.75 um) and, for this reason, is not optimal for vegetation discrimination.
Therefore, the inability to simulate MSS band 3 was not considered critical.

(ii) Radiometric Simulation - The radiometric analysis consisted of a
comparison of quantization Tevels. The MSS simulation was achieved by mapping
the 0-to-255 potential bins for the TM data into 0-to-63 bins for MSS data
(i.e., each TM datum was divided by four and rounded to the nearest integer).

In taking this approach, the simplifying assumption was made that the dynamic
range and signal-to-noise ratios of both sensor systems are comparable for the
similar spectral bands. Neither assumptions were precisely correct. Therefore,
this approach simply addresses the issue of six bit versus eight bit quantization,
rather than TM radiometric sensitivity versus MSS radiometric sensitivity.

(iii) Spatial Simulation - The simulation of MSS spatial resolution was
achieved by computing the simple arithmetic average over a three-by-three pixel
window of the TM data. The window was moved across the image two columns at
a time to simulate the 57m along-scan MSS sampling rate relative to the MSS 80m
IFOV. After moving across an image, the averaging window was incremented two
lines to approximate the geometric resampling of MSS data to reduce the 80 m
nominal pixel dimension in the along-track to 57 m. Thus, the 57m-by-57m pixel
format of the standard MSS P-tape product distributed by EROS was simulated.

An assessment of how well the above procedures actually simulated MSS
sensor performance was possible because Landsat-4 MSS data were acquired
simultaneously with the TM data during the November 2, 1982 overpass. By
comparing results obtained from data set H (i.e., simulated MSS data from TM)
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with results obtained by analyzing real MSS data (which was simultaneously
obtained), the validity of the procedures used to degrade TM data to simulate

MSS characteristics could be assessed.” For example, if the simulation procedures
were perfect, one would expect no difference in the classification accuracies
obtained from either data set. Thus, for the sole purpose of assessing the
appropriateness of the above simulation procedures, a ninth data set, referred

to as treatment I, and consisting of real MSS data, was appended to the eight-block
ANOVA design. The results obtained by comparing treatment H (simulated MSS)

with treatment I (real MSS) will be presented in the results and-discussion

section of this paper. , : :

Selection of Training and Test Pixels. Training and test pixels for each of
the 17 Tand cover/land use categories were needed from each of the eight data
set treatments in the ANOVA experimental design. The samples obtained from a
given data set were used for clustering, classification, and tabulation of
classification accuracy results for that particular treatment. To facilitate
statistical testing and to treat each class as equally important, regardless
of the frequency of class occurrence in the study area, an equal number of
training and test pixels were needed for all land cover/land use categories.

The selection of sample pixels was automated using the digitized ground
reference data previously described. Software was written to randomly select
an equal number of pixels from each land cover/land use class in the ground
reference data; 550 pixels per class were chosen for the 57m data, and 2200
pixels for the 28.5 m data. The size of the sample was limited by the actual
number of pixels in the smallest ground reference class (i.e., soybeans was the
smallest class; it contained 571 pixels at the 57m resolution, and 2244 pixels
at the 28.5m resolution).

Two sets of random samples were generated in this manner for each treatment .
in the ANOVA design. Two replicates were produced for each sample set by '
training and testing on different sections of the sample. Hence, for a given
treatment, two sample sets with two replicates per set resulted in a total of
four replicates. For a given replicate, 400 of the 550 randomly selected 57m
pixels in each class were to be used in clustering to produce training statistics.
The remaining 150 pixels were classified according to the training statistics
for all classes and these results were used to test the accuracy of the
classification. A similar ratio of training (1600 of 2200) to test (600 of
2200) pixels were utilized for the 28.5m data sets.

Clustering and Classification of the Sampled Data. Training statistics for the
sampled data described above were derived using the ISOCLS clustering a]gorithm.12
Clustering was performed separately on each set of training pixels for each

land use/land cover class from each treatment. The ISOCLS program parameters.
were set such that the program behaved as an iterative, point migration clustering
algorithm where the initial cluster means tend to migrate towards the centroids

of the natural spectral groupings with each iteration. The program parameters
were adjusted so that the program acted in a consistent manner for all eight
treatments. No editing of the resulting training statistics was performed (i.e.,
no merging or deleting of spectral classes). The intent was to prevent the
incorporation of analyst bias into classification resuits. Although the Tack

of editing limited classification accuracies, the consistent application of the
clustering procedure permitted a more valid comparison of classification
accuracies between treatments. :
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In all, 544 different clustering procedures were performed (eight ANOVA
treatments, four replicates per treatment, 17 cover classes per replicate)
resulting in 32 different sets of training statistics (eight treatments, four
replicates).Each sample of test pixels was then classified using the appropriate
set of training statistics and a per-pixel Gaussian maximum likelihood classifier.
Classification accuracy figures were derived from the test pixel results.

Contingency matrices were generated to display the number of test pixels
correctly classified, along with errors of omission and commission. The sum of
the diagonal values (i.e., the number of correctly classified test pixels in
each cover class) in each matrix divided by the total number of test pixels
provided an overall classification accuracy value. Since the classification
procedure was repeated four times per data treatment, the four accuracy values
per treatment were used to conduct the three-factor ANOVA. The analysis was
performed using the SAS ANOVA procedure.13 This procedure allowed the analysis
of both individual factor effects and factor interactions.

Results and Discussion

The overall classification accuracies obtained for the eight treatments in
the ANOVA design are summarized in Table 3. For each treatment, the mean and
standard deviation of the four replicates described in the clustering and
classification section are shown. The overall accuracy values range from a
high of 37.9% (Treatment B; 80 meter/8 bits/6 bands) to a low of 25.7% (Treatment
G; 30 meter/6 bits/3 bands), for a maximum range in accuracies of 12.2%. The
average accuracy for all treatments was 31%.

These extremely low accuracy figures were of concern. A careful review of
all aspects of the experimental design and data processing revealed no improper
applications of the selected data analysis procedures. Keeping in mind that
the goal of the experiment was to conduct a rigorous, statistical assessment of
differences in classification accuracy due to data characteristics, and not to
maximize classification accuracy, the low accuracy values are attributable to
the following factors: (1) the experimental design itself was a key factor
since it was laid out so as to minimize or eliminate analyst bias so that
differences in classification accuracies were solely attributable to data
characteristics and not to analyst skill; (2) 17 detailed Level II/III land
cover/land use classes were delineated and a majority of the classes represented
"vegetative" cover conditions which were spectrally quite similar to one another
due to the time of year of data acquisition; and (3) the selection of sample
pixels for training and testing was totally guided by the digitized ground
reference data; therefore, "border" pixels as well as "“field center" pixels
were selected and any minor inaccuracies in the registration of the reference
data to the TM data could have resulted in contaminated sample data (i.e.,
samples for a given category could have come from different cover types causing
"mixed" training statistics).

As further substantiation of the validity of the methodology and results,
the impacts of (1) allowing analyst interaction to edit training statistics
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prior to classification, and (2) simply decreasing the number of land cover/land
use categories were briefly investigated. In the first test, treatment A (i.e.,
real TM data) was re-analyzed using standard methodology where the analyst is
allowed to interact with the computer to edit training statistics. No new
training sites were chosen and 17 land cover/land use classes were maintained.
Classification accuracy rose from 36.7% to 62%. In the second test, the 17
Level II/III categories were aggregated into five Level I/II categories (i.e.,
water, crops, pasture and grass, forest, and urban), and classification accuracy
by treatment, as well as average accuracy over all treatments, was calculated.
As in the original case, no analyst interaction during training or classification
was permitted. The accuracy values for the five class case ranged from 59.5%
to 71.7%, with an average value of 65.7%, as compared to respective values of
25.7%, 37.9% and 31% for the 17 class case. The classification accuracy values
obtained in both of these additional tests certainly seemed reasonable given

the ground rules of the experimental design and the time of year that the data
were collected.

As previously mentioned, the validity or appropriateness of the techniques
used to degrade TM data to simulate MSS characteristics were also evaluated.
In this instance, real MSS data (Bands 1, 2, and 4) acquired during the November
2, 1982 overpass were registered (and resampled) to the simulated data sets,
and were subjected to the same analysis procedures as the simulated MSS data.
The actual MSS data yielded a classification accuracy of 20.5%, as compared to
26.7% for the simulated MSS data (see Table 3). This 6.2% difference in accuracy
was in the expected direction (i.e., simulated MSS was better) and was considered
to be a resuit of the following facts: (1) the real MSS data were subjected
to an additional registration and resampling process in comparison to the
simulated data sets, and this may have slightly degraded the real MSS data; (2)
known limitations in the degradation process itself, e.g., the inability to
adequately treat signal-to-noise, resulting in the fact that degraded TM data
is still superior to MSS in signal-to-noise; and (3) the quality of Landat-4
MSS data has been degraded somewhat by coherent noise in the systeml# and this
is believed to have an impact on attainable classification accuracies in
comparison to degraded TM data. Thus, the compromises or simplifying assumptions
that were made in degrading TM data to simulate MSS characteristics were
appropriate. A direct comparison of real TM data with real MSS data (i.e.,
Treatment A versus Treatment I in Table 3) indicates a 16.2% improvement in
favor of TM, as compared to the 10% improvement indicated by using simulated
MSS data. It should be noted that Treatment I is not a true component of the
ANOVA design, and, therefore, it will not be included in the remaining discussion.

Following the tabulation of classification accuracies, the statistical
testing of the significance of the differences in accuracies among treatments
was conducted. The results are summarized in Tables 4, 5, 6 and 7. To reiterate,
the factors being evaluated in the fixed-effects ANOVA design were: spatial
resolution (30 m versus 80 m), number of spectral bands (six versus three), and
quantization level (eight bit versus six bit). The two levels of each factor
reflect TM and MSS sensor characteristics.

Table 4 presents the analysis of variance results. Significant effects
(at a 0.05 probability of Type I error; o=0.05) were determined using the F-
test. Starting at the bottom of the table with the interaction terms, we see
that the three-way interaction term was not significant; however, the two-way
interaction effects are all significant, particularly the spectral*radiometric
interaction. This spectral* radiometric interaction shows up primarily as a
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larger increase in classification accuracy when going from three bands to six
bands at eight bit quantization relative to six bit quantization (i.e., 7.1% to
7.7% versus 3.3% to 5.5%) (see Table 5).

Since the significance of the interaction terms makes the interpretation of
the main effects in the model less clear, the individual treatment means were
pairwise compared.10 Differences in classification accuracies between treatments
which differed in only one factor were analyzed using the Tukey procedure for
multiple comparisons (i.e., test the hypothesis that differences between
treatment mean accuracies are significantly different from zero at Tukey
a=0.05). The increase from three to six spectral bands increased classification
accuracy 3% to 8% depending on the levels of the other factors, and all
differences were significant (Table 5). The increase in quantization from six
bits to eight bits also increased classification accuracy over the range from
3% to 8%, and all differences were significantly greater than zero (Table 6).
However, the increase in spatial resolution from 80 m to 30 m had mixed effects
on classification accuracy within the range of plus-or-minus 2%, and none of
the differences in accuracy were significant (Table 7).

These results strongly suggest that quantization level improvements and
the addition of new spectral bands in the visible and middle IR regions (both
afforded by the TM sensor design) will result in improved capabilities to
accurately delineate land cover categories using a per-point Gaus~ian maximum
likelihood classifier. On the other hand, results indicate that the increase
in spatial resolution to 30 m does not significantly enhance classification
accuracy. This resuit may appear surprising, because side-by-side visual
comparisons of simultaneously acquired TM and MSS imagery indicate that the TM
data contains much more spatial detail. In fact, properly enhanced TM subimages
can be easily confused with high altitude aerial photography. The "insignificance"
of the improved spatial resolution can be related to the fact that the experiment
was structured around the use of a maximum likelihood, per-point classifier
which performs the class assignments solely on the basis of the spectral
characteristics of the pixel; it does not integrate any information on texture,
tone or the spatial characteristics of the neighboring pixels. Another factor
which may affect the measure of spatial resolution importance is the level of
detail associated with the ground reference categories. For example, within-
field variations not apparent in MSS data are now obvious in TM data, and the
ground reference data did not identify these types of variations. These variations
often represent actual physical properties of the target, and grouping the data
into broad categories may not take full advantage of the information available
in the TM data. These factors may bias the result in favor of the MSS and not
fully represent the spatial improvements of the TM which are obvious in side-by-
side visual comparisons of TM and MSS imagery. In view of these results,
emphasis should be placed on developing a thorough understanding of the
characteristics of fine spatial resolution data, as well as algorithms which
take better advantage of these characteristics for information extraction. The
remote sensing communities' perception of processing, analysis, and application
of remotely sensed data, previously structured around the properties and
characteristics of MSS data, will need to change. This may include the
redefinition of categories and category characteristics, as broad land cover
classes may not be appropriate for use with fine resolution data. Without
further understanding of fine resolution data, digital analysis capabilities
will benefit more from new sensors with enhanced radiometric sensitivities and
additional, well-placed spectral bands than from new sensors with finer spatial
resolution.
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Summary

A fixed effect, three factor (two levels per factor) analysis of variance
experiment was conducted to quantitatively assess the significance of the
improved spectral, spatial and radiometric resolution capabilities of the
Landsat-4 Thematic Mapper sensor relative to the familiar MSS sensor. TM data
acquired over the Washington, D.C. area on November 2, 1982 were utilized. The
original TM data were progressively degraded in spectral, spatial and radiometric
characteristics to simulate the MSS, and classification accuracies were derived
in a consistent manner for all eight treatments in the ANOVA design. Statistical
testing of the significance of differences in classification accuracies between
treatments indicated that the increased number of spectral bands and the improved
quantization capabilities afforded by the TM sensor design would lead to
significant improvements in classification accuracies attainable relative to
MSS. In contrast, however, the improved spatial resolution provided by the TM
sensor did not enhance classification accuracy. This latter result was felt to
be more a function of the type of classification algorithms available today
(i.e., perpoint decision criterion), rather than a definitive statement on the
benefits (or lack thereof) associated with finer spatial resolution data. This
can be substantiated by simple photointerpretation of simultaneously acquired
TM and MSS imagery. Thus, improvements in the understanding and analyses of
fine spatial resolution data should be developed prior to, or in concert with,
the development of new remote sensing devices having even finer spatial resolution
than the TM. In lieu of such developments, emphasis should be placed on
increasing the number of spectral bands and improving radiometric sensitivity
and quantization.
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Table 1.

Comparison of Landsat-4 TM and MSS Sensor Capabilities

Thematic Mapper

(TM)

Multispectral Scanner
Subsystem (MSS)

Band Bandpass Radiometric Bandpass Radiometric
Designation (Micrometers) Sensitivity (NEAp) (Micrometers) Sensitivity (NEAp)

Spectral Band 0.45 - 0.52 0.8% 0.5 - 0.6 0.57%

Spectral Band 0.52 - 0.60 0.5% 0.6 - 0.7 0.57%

Spectral Band 0.63 - 0.69 0.5% 0.7 - 0.8 0.65%

Spectral Band 0.76 - 0.90 0.5% 0.8 - 1.1 0.70%

Spectral Band 1.55 - 1.75 1.0%

Spectral Band 10.40 -12.50 0.5° Kelvin (NEAT)

Spectral Band 2.08 - 2.35 2.4%

Ground IFOV

Data Rate

Quantization
Levels

30 meters (Bands 1-5, 7)

120 meters (Band 6)

85 megabits/sec -

256

82 meters (Bands 1-4)

15 megabité/sec

64
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Table 2. Summary of the Seventeen Land Cover/Land Use Categories Delineated in the Ground Reference Data

R~ PBWN—
.

10.
11.
12.

13.
14.

Land Cover Categories:

water

agriculture - miscellaneous crops

corn - standing

corn - stubble

shrubland

grassland/pasture

soybeans

bare soil - plowed fields

bare soil - cleared land

hardwood forest, >70% of the forest canopy, 50-100%
canopy closure

hardwood forest, >70% of the forest component, 10-50%
canopy closure

conifer forest, >70% of the forest component, 10-100%
canopy closure

mixed-wood forest, 10-100% canopy closure

asphalt

15.
16.
17.

Land Use Categories:

residential - single family dwelling
residential - multifamily dwelling
industrial/commercial
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Table 3. Overall Classification Accuracy as a Function of Sensor/Data Characteristics and the Number of
Land Cover Classes Being Delineated.

Case IT _ Case II#

Change Relative

~Treatment Characteristics Mean S.D. to Treatment "A"
A 30 meter/8 bit/6 bands 36.7(62)* 0.73 N.A 1.7
B - 80 meter/8 bit/6 bandé - 37.9 1.13 +1.2 71.5
C ‘ 30 meter/6 bit/6 bands 31.2 .27 5.5 68.4
D 80 meter/6 bit/6 bands 29.9 - 1.05 -6.8 63.0
E 30 meter/8 bit/3 bands 29.0 0.39 -7.7 65.1
F 80 meter/8 bit/3 bands 30.9 1.50 -5.8 64.4
G v:'30 meter/6 bit/3 bands 25.7 0.57 -11.0 59.5
H ' 80 meter/6 bit/3 bands 26.7 0.98 -10.0 62.2
I Real MSS - Band 1, 2, 4 20.6 0.37 | -16.2 54.9

(NOTE: Items underTined are those factors changing relative to A, i.e., Actual M Data)

* Accuracy obtained when analyst interaction was permitted to edit training Statistics.
t Case I  Accuracies based upon use of 17 detailed land cover/land use classes.
# Case I1 Accuracies based upon use of 5 aggregated land cover classes.



Table 4. Analysis of Variance Results

¢¢-A1

: a level at
Factor DF Sum of Squares F Value which significant
Spatial 1 3.645 3.54 0.0719
Spectral 1 276.125 268.52 <0.0001
Radiometric 1 219.451 213.40 <0.0001
Spatial*Spectral 1 4,061 3.95 0.0584
Spatial*Radiometric 1 5.780 5.62 0.0261
Spectral*Radiometric 1 18.605 18.09 0.0003
Spatial*Spectral*Radiometric 1 1.361 1.32 0.2613
Total Model 7 529.029 73.49 <0.0001

Error 24 24,680 MSE= 1.028
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Table 5. Pairwise Comparisons, by the Tukey Method, of Differences in Treatment Means
Due to the Spectral Factor

Studentized
Treatment Pair Difference in Percent Accuracy Range; q(8,24)
A minus E +7.7% 15.2
B minus F + 5.5% 10.8
C minus G + 7.1% 14.0
D minus H + 3.3% 6.5
Table 6. Pairwise Comparisons, by the-Tukey Method, of Differences in Treatment Means
Due to the Quantization Factor
Studentized
Treatment Pair Difference in Percent Accuracy Range; q(8,24)
A minus C + 5.5% 10.8
B minus D + 8.0% 15.9
E minus G + 3.3% 6.5
F minus H + 4.2% 8.3
Table 7. Pairwise Comparisons, by the Tukey Method, of Differences in Treatment Means
Due to the Spatial Factor
Studentized
Treatment Pair Difference in Percent Accuracy Range; q(8,24)
A minus B - 1.2% 2.4
C minus D + 1.3% 2.6
E minus F - 1.8% 3.6
G minus H - 1,0% 2.0
*(NOTE: o is the probability of committing a Type I error.)

<0.01
<0,01
<0.01
<0.01

<0.01
<0.01
<0.01
<0.01

>0.10
>0.10
>0.10
>0.10
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Fiqure 1.

Location of the general study
area (within box) and the nine
study sites randomly chosen
for detatled analysis.

Figure 2.

Thematic Mapper band 3 (0.63-0.69 um) sub-images
for the nine study sites shown in Figure 1. Each
image is 256-by-256 pixels in size.



ANALYSIS AND EVALUATION OF THE LANDSAT-4 MSS AND TM SENSORS
AND
GROUND DATA PROCESSING SYSTEMS--EARLY RESULTS

Ralph Bernstein
Jeffrey B. Lotspiech
IBM Palo Alto Scientific Center
1530 Page Mill Road
Palo Alto, CA 94303-0821

1.0 INTRODUCTION

The Landsat-4 was launched in July 1982, and contained as its payload an
advanced new sensor, the Thematic Mapper (TM) in addition to the Multispectral
Scanner (MSS). The TM sensor was designed on the basis of user requirements
defined at a NASA Workshop (Ref. 1), and successfully built and launched into
space by NASA. This is the first of a series of papers reporting the results of
a principal investigation activity under NASA Contract NAS5-27355 (Ref. 2). The
purpose of the contract is to assess the performance of the Landsat-4 sensors
and the associated ground processing, and to recommend improved algorithms and
procedures to process the data. In addition, image science experiments to
improve information extraction were conducted and are included. This paper
provides results to date, recommendations for changes and improvements to the
processing of the data, and a discussion of work planned for the future.

2.0 LANDSAT-4 SENSORS' CHARACTERISTICS

The MSS sensor principle of operation is discussed in detail in Reference 3, and
the TM in Reference 4. These devices use mirror systems and detectors to
convert the earth radiance and temperature values into digital numbers that are
transmitted to the ground. The MSS sensor has 24 detectors, 6 per band and the
TM has 100 detectors, 16 for each visible and infrared bands and 4 for the
thermal band. The MSS and TM sensor performance were evaluated by studying both
the sensors and the characteristics of the data. This included information
content analysis, image statistics, band-to-band registration, the presence of
failed or failing detectors and sensor resolution. This section will address
these categories.

2.1 Sensor Data Entropy

The Landsat-4 TM uses eight-bit analog~to~-digital (A/D) converters for each
band. The MSS only uses a six-bit A/D converter. Are the extra two bits of the
TM effectively used? One way to try to answer this question is to calculate the
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entropy of the signal.

Entropy is a measure of the amount of information (in bits) in an arbitrary
signal where the ith code word has a probability p(i) (Ref. 5). With eight-bit
TM data, there are 256 possible intensity counts for each pixel for each band.
From the histogram of a scene, one can calculate the probability that any count

will be sent (in that scene). The entropy H is the expected value of the base 2
logarithm of the probabilities of the counts:

H=-1 p(i)log,p(i) | (1)

1

The entropy yields the lower bound on the average number of bits required to
encode each pixel in that scene if an ideal coding scheme were found and used.

Table 1 shows the entropy (per pixel) of the Chesapeake Bay scene imaged on
November 2, 1982. To avoid invalid or extraneous pixels, a sub-image from TM
column 1000 to TM column 5600 was used. Also, non-geometrically corrected data
were used; geometric correction increases the entropy by creating new intensity
values. The entropies have been calculated per detector for both the MSS and
the TM. The table shows the average entropy for all the detectors in the band.

Table 1 - Sensor Entropy by Band
Chesapeake Bay November 2, 1982 Scene (E-40109-15140)

™! TM spectrum? Mss? MSS spectrum?.
Band 1 4.21 0.45-0.52 - -
Band 2 3.78 0.52-0.60 - -
Band 3 4.55 0.63-0.69 - -
Band 4 5.19 0.76-0.90 2.91 0.5-0.6
Band 5 5.92 1.55-1.75 3.57 0.6-0.7
Band 6 3.53 10.4-12.5 4.29 0.7-0.8
Band 7 5.11 2.08-2.35 3.63 0.8~1.1

(*average bits per pixel)
(*wavelength in micro-meters)

An interesting aspect of Table 1 is the comparison between the MSS and the TM
entropies in corresponding spectral regions (i.e., TM 2 vs. MSS 4, TM 3 vs. MSS
5, and T™M 4 vs. MSS 7). Since the instruments were imaging the same area at the
same time, any difference in entropy should only be due to the slightly

different spectral regions (minor) or the finer quantization levels of the TM
A/D converter.

T™ bands 2 and 3 appear to have about one bit more entropy than their
corresponding MSS bands, and TM band 4 appears to have about one and a half bits
more entropy. Therefore, it appears that the additional two bits of the TM
converter provide not only an improved quantization within the existing MSS
range, but also increase the range as well. In other words, it appears that of
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the two new TM bits, roughly one bit is a new high order bit while the other bit
is a new low order bit.

2.2 Sensor Data Analysis

Histograms - The histograms of each detector in the Chesapeake scene are shown
in Figures 1-7. In most bands, the radiance/temperature counts are clustered in
a narrow intensity region of the 0-255 count range. This is consistent with the
results of the entropy calculations. It is also expected due to the low sun
elevation angle and characteristics of that scene.

Figures 1-7 are histograms from the "A-tape" data (radiometrically calibrated
" 'but not yet geometrically corrected). Gaps (zero counts) are visible in several
histograms (for example see Figure 1). These are a normal and an expected
result of the radiometric calibration processing. We call these gaps "empty
buckets" and we will discuss them further.

The histograms show that the detectors are well calibrated with the exception of
TM band 6 (Figure 6). The four detectors show significant differences at the
histograms peaks. (Note that the detector outputs are replicated four times
resulting in sixteen histograms). This is most likely caused by an improper
radiometric calibration gain. In fact, NASA discovered after this image was
processed that the gain factors for band 6 were being applied to the detectors
in the wrong order. '

We also .calculated the histograms for the "B-tape' data--the data that was not
yet radiometrically calibrated. They are very similar to the A-tape hlstograms
(if you remove the gaps, they would be identical).

A/D Converter Non-Linearity - Table 2 illustrates the dlstrlbutlon of pixel
intensities as a function of the low order two bits of each band's A/D converter
(from the B-tape histograms). NASA has reported that the spacecraft's A/D
converters are not strictly linear in these bit positions. Table 2 supports
this conclusion for this data set. Pixel counts ending in 01 or 10 binary occur
more frequently than pixel counts ending in 00 or 11 binary. Statistically,
there should be an equal frequency of occurance of each low order bit position.
However, Table 2 has some scene dependency in it: for bands that have a sharp
peak at the same count in most detectors, Table 2 could be reflecting that peak
rather than an A/D non-linearity.

Iv-27



Table 2 - Distribution of Samples as a Function of Low Order “Two Bits
Chesapeake November 2, 1982 Scene (E-40109-15140)

Low order bits: 00 01 10 11

Band 1 17% 31% 29% 22%
Band 2 18% 29% 29% 24%
Band 3 18% 34% 23% 24%
Band 4 18% 32% 32% 18%
Band 5 21% 25% 34% ' 20%

Band 7 247 29% 26% 21%

2.3 Sensor Band-to-Band Registration

The T™ has a primary and a secondary focal plane. Also, multiple detectors are
used to image the earth in parallel scans. Thus the potential exists for
band-to-band misregistration of the individual detectors and bands. The
relative registration of the TM sensors was performed in two different ways: 1)
visual assessment using digitally enlarged data, and 2) cross- correlating the
bands.

Visual assessment - Data that included features characterized by points or edges
were selected and used in this study. Band 1 was arbitrarily used as the
reference band. The sub-images were enlarged by a factor of 8 times using a
cubic convolution resampling algorithm and the relative positions of various
features measured manually using a high resolution interactive display. Figure
8 shows the features that were selected for this analysis. The cursor was
programmed to read out its position to 1/100 of a pixel in this step, allowing
the feature to be located to about that precision. Table 3 on the following page
provides the results of this analysis. Bands 1-4 appear to be in registration
to within 0.1 pixels, while bands 5 and 7 exhibit about 0.7 pixel
misregistration in the along-scan direction and about 0.3 pixel misregistration
in the cross-scan direction. The TM thermal band appears to have a 1.5 pixel
misregistration in the along-scan direction and 1.9 pixel misregistration in the
cross~-scan direction.

In order to independently assess the band-to-band registration, additional
experiments were conducted using a cross-correlation algorithm.

Cross-correlation - Sub-images from six of the seven TM bands were
cross-correlated using a computer algorithm. The thermal band, band 6, was not
used. The algorithm was a simple "template matching" approach to find the best
registration point (Refs. 6, 7). The algorithm worked as follows:

1. We extracted a 70x70 sub-image centered at each registration point (i.e.,
at the Washington Monument, the Jefferson Memorial, etc.)

2. The pixel 1nten51t1es in the bands to be registered (i.e., bands 2-7,
called the "test data") were then intensity normalized, that is, adJusted
with a gain/bias so that their means and standard deviations were identical
to the reference band (band 1).
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Table 3 - TM Band-to-Band Visual Registration Analysis Results
Chesapeake Scene, ID: E-40109-15140, November 2, 1982

Features N ‘_ Misregistration of TM Band
1 2 - '3 4 5 6 7
Visible and IR Features
Lincoln Memorial Pixel 0 6.0 0.0 0.0 '0.38 - 0.50
' Line 0 0.10 0.10 0.25 0.50 - 0.38
Jefferson Memorial Pixel 0 0.0 0.10 0.25 0.75 - 0.75
Line 0 -0.10 -0.10 0.10 0.10 -  0.10
Washington Monument Pixel 0 -0.10 0.10 -0.10 1.0 - 0.75
Line 0 -0.10 0.0 0.0 0.25 - 0.10
White House Pixel 0 0.0 0.0 0.0 - - 0.75
: Line 0 0.0 0.0 'Q.O - - 0.63
Thermal IR Features
Wash. Channel Pixel 0 - - 1.13
Line o - -1.75
Park Area " Pixel 0 e : 1.5
Line- 0 o : o -2.13
Tidal Basin ' Pixel o - -~ 1.88
‘ Line 0 T ‘ - ~-1.88
Average Error 1 2 3 4 5 6 7
Pixel 0 0.03 0.07 0.03 0.71 1.50 0.69

Line 0 0.03 0.0 0.10 0.29 1.92 0.32

Note: Results relative to band 1 features (address of band i-band 1)
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‘3} ‘Then, for the test data only, we selected a centered 48x48 sub- 1mage from
"~ "““the larger intensity normallzed 70x70 sub-image.

4. For each possible registration of a 48x48 test data sub- -image within the

70x70 reference data sub-image (529 registrations total) we calculated a

' score based on the sum of the absolute values of the pixel intensity count

' differences between the normalized test data and the reference band. A
minimum sum represents maximum similarity.

'5,. The registratlon result with the lowest score (sum) was chosen as the best
" registration coordinates.

The results of the cross-correlation by the above algorithm are shown on Table 4
and agree well with the visual analysis results.

' Table 4 - TM Band-to-Band Cross-Correlation Results
Chesapeake Scene, ID: E-40109-15140, November 2, 1982

- Features ‘ Misregistration of TM Band
o 1 2 -3 4 5 6 7

Wﬁble and {R Features

Lincoln Memorial  Pixel 0 0.10 0.25 0.25 0.62 - - 0.62
. Line 0 0.00 0.00 0,10 0.38 - 0.25
- Jefferson Memorial Pixel 0 0.10 0.10 NA 0.88 -  0.88
P Line 0 0,10 '0.10 NA 0.38 - 0.25
Washington Monument Pixel 0 0.00 0.10 NA 0.10 - -0.62
: Line 0 0.25. 0.00 NA 0.38 - 1.00
“White House Pixel 0 0.25 0.10 NA 1.00 - 0.88
' Line 0 0.00 0.10 NA 0.62 - 0.25
A\?brage Error 1 2 3 4 5 6 7
Pixel 0 0.10 0.14 0.25 0.66 - 0.44
Line 0 0.09 0.05 0.10 0.44 - 0.44

2.4 Temporal Registration

Scene-to-scene registratlon is important for both image correctidn and
information extraction operations. Limited experiments were conducted to
assess the degree that ™ data acquired at different times could be
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cross-correlated. As two or more images with the same path and row numbers were
not available at this date, we used the overlapped areas of the Modesto
(December 8, 1982) scene and the San Francisco (December 31, 1982) scene not
obscured by cloud cover. Unfortunately, the Central Valley of California was
covered by fog at 9:30 AM on December 31 and much potential overlap was lost.

However, the town of Morgan Hill, California (a small town on US. route 101 about
20 miles southeast of San Jose) was excellently 1maged in both scenes.
Furthermore, there are four small reservoirs that form a rough box around the
town and whose dams make excellent registration points. The reservoirs are
Anderson Lake, Coyote Lake, Uvas Reservoir, and Chesbro Reservoir and are shown
on Figure 9.

Using a high resolution color display and digital enlargement, we located. the
northernmost point of each dam in each scene. We then performed a digital
cross-correlation using an automatic algorithm. We used the same simple
template matching algorithm described in the previous section. The results,
shown in Table 5, demonstrate a 100% success rate: the automatic-registration
did not differ by more than a pixel from the manual registration. We ran the
automatic registration for every reflective band; the best registration point
found for each band never differed by more than a pixel from the other bands'
points or from the manually determined point. In fact, because of the high
band~to-band agreement, we consider the automatic registration to- be more
accurate than the manual registration for this experiment. The excellent
success rate can be attributed, in part, to close acquisition dates (23« day
separation) between the San Francisco and Modesto scenes. Further work is
planned in this area as multiple data sets for the same ground area with greatet
temporal separation become available.

Table‘S - Results of Temporal Registration Experiment
Modesto Scene E-40145-18082 to San Francisco Scene E-40168-18143

Sub-image ’ Registration Results
' Visual Cross-Correlation
Anderson Lake “1,-1 «2, 0
Coyote Lake _ -5,+6 ~5,+6
Uvas Reservoir ~9,-3 -9,-2
. Chesbro Reservoir -5,-3 -6,-3

( x,y pixels from nominal )

2.5 Failed Detectors.

The TM contains a total of 100 detectors (16 for each of the six visual and
infrared bands, and 4 for the thermal band). Two of the detectors either
failed, or were considered to have been performing inadequately and their output
was not used by the NASA ground data processing system. The result of not having
a detector output is essentially a null value along scan line and produces a
pathological histogram response. The failed detector 3 of band 5 is quite
evident in the band 5 histogram shown on Figure 10. In this case the detector is
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outputting an intensity count of 0 for all radiance input values. It was
presumed that detector &4 of band 2 had also failed; however, it appears to
provide a normal histogram as shown on Figure 11. The current ground processing
approach is to use the output from the preceding detector, that is, to repeat
the line directly above the failed detector. Improved techniques to compensate
for failed detectors are discussed in Section 4.2

2.6 Sensor Resolution

The resolution of the TM and MSS data was assessed by visual and edge analysis
methods. There was concurrent data acquired from these sensors and a sub-image
over Dulles airport was used to determine the smallest linear feature that could
be discerned and to conduct absolute and relative edge analyses.

Visual Analysis - Figure 12 shows a Dulles airport sub-image from the Chesapeake
scene. This figure also shows a map of the airport and a high altitude aircraft
photo in addition to the MSS and TM data. It should be noted that these data
sets were all geometrically corrected and enlarged to be a conformable data set
using an interactive geometric correction program (Ref. 10). The runways of
this airport are 150 feet (45.7m) wide, and the parallel taxi strips are 75 feet
wide. They can be easily seen on both the TM and the MSS data. Cross-sections
of a corresponding point of the runway of the enlarged and registered images are
shown on Figure 13; it is apparent from the images and the cross-sections that
the TM data has significantly improved resolution and feature discernability
relative to the MSS data. The TM cross-section data exhibits a sharper slope
and narrower width, as would be expected from the smaller TM. aperture. In the TM
subimage of Dulles airport, linear features as small as about 25 feet (about 1/4
pixel) can be easily discerned.

Edge Analysis - Multiple edge analyses were conducted on TM linear features and
plotted. A cross-section region of the Dulles airport runway were selected and
ten contiguous lines of data were plotted. This was done in order to obtain a
range of sample lines over the runway edges. Figure 14 show the edge traces that
were produced from TM band 1 and Figure 15 the edge traces produced from TM band
2. These traces show a rapid transition from the radiance value of the grassy
area into the concrete area. The runway is 45.7m wide and the radiance counts
show a rapid transition from the grassy area into the concrete region (within
two pixels). In a few cases, this transition occurs within a pixel. This is
consistent with the expected transient response, taking into consideration the
finite aperture size (30m) and the filtering effects of the atmosphere,
aperture, presampling filter and the digitizing process. Further analysis will
be conducted to determine precisely the transfer function and spatial frequency
response of the TM sensor.

2.7 Sensor Noise

Figure 16 shows a section of the Pacific Ocean from the December 31, 1982 San
Francisco scene. It is a monochrome representation of the TM band 1 data
portrayed with a high contrast stretch. It was chosen as it visually exhibits
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every noise defect that we have found in an
value of the ocean does not "mask" out the no

In the vertical dimension, two sources of
alternating light and dark regions (''bands
lines in length, and 2) there are alterna
("stripes"). The second effect can be e
detector calibration processing, and will b
section when we discuss ground processing.

The "banding" effect is more difficult to

y image. The near uniform radiance

ise.

noise are apparent: 1) there are
'Y varying from 60 to 180 detector
ting light and dark detector 1lines
asily explained by inaccuracies in
e covered in more detail in the next

explain. There is no known noise

source that can account for it. It is possi

ble that the detector offset voltage

becomes unstable in certain images; this will be studied further at a later

time.

In the horizontal dimension there are also two sources of noise:

1) a waveform

with a spatial period of about 17 pixels that can be seen as a "ripple" effect in

Figure 16, and 2) a waveform with a spatial period of 3 pixels.
is most easily visualized in Figure 17, which shows the result of

frequency
subtracting each pixel count from its left

The 3 pixel

eighbor's count. If the noise were

perfectly formed and perfectly in phase |[from line to line, one would see

continuous vertical stripes in Figure 17.

behaved, but one can see a definate "vertical texture" in the figure.
pixel noise typically shows up as a repeating

background average intensity count.

f course, the noise is not that well
This 3
"+1 -1 0" pattern over the

Figure 18 shows the energy at each spatial frequency in the top line of the

Figure 16 image.

frequencies actually observed. The 3 pixel

is the larger; the 17 pixel peak (at 59 cyc
These peaks indicate that the actual spatial periods of the 3 pixel

noticable.

There are peaks that correspond to both of the noise spatial

peak (at 325 cycles per 1024 pixels)
les per 1024 pixels) is still very

and 17 pixel noise sources are 3.15 and 17.35 pixels respectively in this image.

A waveform with a 3 pixel spatial period has

This corresponds to the chop frequency of a

a time frequency of about 32 kHz.
switching power supply on board the

space craft, so it is reasonable to assume that the 3 pixel noise is due to this

electrical noise source adding to the signal.

present a computationally efficient algorith

Later in this paper, we will
m to reduce this noise effect.

The source of the longer period pixel noise (17.35) is unexplained at this time.

3.0 LANDSAT-4 GROUND DATA PROCESSI

As the TM is a new sensor, with different p

NG

rinciples of operation and improved

data characteristics, this investigation explored the data from the point of
view of adequacy of the ground processing and improvements that could be made to

compensate for sensor problems and deficiencies.

the radiometric correction processing, comp
geometric correction processing.
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3.1 Radiometric Correction Processing

The sixteen detectors in a band respond fairly uniformly to identical inputs,
varying by no more than 1 part in 30 between them. However, the human eye is
very sensitive to linear features and this variation can cause objectionable
"striping" over uniform .radiance features, such as bodies of water.. To
compensate for . this wvariation, NASA ground processing transforms each
detector's output by separate gain/bias factors derived either from the
spacecraft calibration data or from averages of readings over the ground:

IO(i:j) =gI(i,j) + b (2)
where g 'is the gain factor and b is the bias.

The B-tape data is transformed to A-tape data by multiplying the B-tape pixel
value by the appropriate gain, adding the appropriate bias, then rounding the
result to the nearest integer number. The process is illustrated in Figure 19,
using actual calibration values for one detector from the Chesapeake scene.
This figure also illustrates a side effect of the process: the "empty bucket"
effect. The output value 64 is an "empty bucket"; the input count 63, when
transformed, was rounded to 63, and the input 64, when transformed, was rounded
to 65. Nothing was mapped to output 64, so it is empty. Similar empty buckets
can be seen for almost every detector in the A-tape histograms.

Incidentally, the multiplying/rounding process is only calculated once.for each
possible input value 0-255. The correct output is placed in a table (one table
for each detector), and the B-tape to A-tape conversion of the millions of input
pixels then becomes a simple matter of using the input to fetch the correct
output from the table. For this reason this processing technique is often
called the "table lookup" approach.

NASA's radiometric processing does not completely remove the stripes (measured
subjectively by that unsurpassed stripe detector, the human eye). We wondered
whether the observed stripes might be solely due to an empty bucket effect, not
to any error in the calibration factors. We loocked at an area of the Potomac
River in the Chesapeake scene that showed striping in band 1 (see Figure 25).
The counts were in the range 63-65. In band 1, one detector had an empty bucket
at 64 and another detector had an empty bucket at 65. If we take the detector
with the empty bucket at 64 as an example, NASA's ground processing prevented it
from indicating that the radiance count was 64. Judging from the rest of the
detectors in this area, this must have frequently been the true scene radiance. -

Later in this paper, we will present a statistical algorithm that
radiometrically corrects the data but does not leave empty buckets.

3.2 Failed Detector Data Compensation

When a detector has failed, NASA ground processing replaces the failed detector
scan line with the scan line of the detector immediately above it prior to
geometrically correcting the data. This scheme can cause very observable
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distortions in the final image products, especially images of high contrast

~cultural features. Figure 20 shows an aerial view of RFK Stadium in Washington,
D.C. Figure 23a shows a greatly expanded TM image of the same stadium acquired
on November 2, 1982, The stadium shows up as a bright donut-shaped object with a
diameter of about 8 picture elements. In this true color image using bands 1, 2,
and: 3, the southern stands show up as a bright magenta feature with green
fringing. This is a data defect due to the failed detector in band 2; in
reality, the southern stands are identical to the northern stands. Figure 21
‘shows band 2 in a three dimensional presentation where the height corresponds to
pixel brightness. One can clearly see that the repeated line due to the failed
detector is in line with the southern stands. Therefore the stadium appears to
be horseshoe-shaped rather than donut-shaped in band 2.

The Dulles Airport TM sub-images (Figure 12) show the same kind of defects in
band 2 that were observable in the RFK sub-image. For example, in the true color
(3-2-1) image, there are periodic magenta colored gaps in the taxiway of the
east/west runway where the failed detector tracks over it.  Throughout the
image, the failed detector can be spotted as smears of magenta or green color.
Any linear feature that lies at a significant angle to the spacecraft's line of
flight shows the failed detector problem clearly.

Later in this paper, we will present some new algorithms that work better for
computationally replacing a failed detector.

3.3 Geometric Correction

A preliminary investigation was performed to assess the geometry of a TM image.
Both TM and MSS data were acquired over Washington, D.C. on November 2, 1982.
Both scenes were processed to be in the Space Oblique Mercator (SOM) projection
(Ref. 8). 1In the absence of SOM projection maps, we decided to use the MSS image
as a SOM reference and to evaluate the geometry of the TM data relative to that
reference, as the MSS data processed by NASA, NOAA and DOI was assumed to have
had more geometric checks made on it.

Background - An image may have geometric errors from a number of sources:

. sensor-related errors,

i platform attitude and altitude deviations from nominal,

. scene or cartographic related errors.

Transformations of varying complexity may be required depending on the geometric
corrections needed. For example:

M zero-order transformations provide a translation correction,

* first-order transformations provide a coordinate axes rotation or scaling,
and
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. second or higher order transformations correct for non-linear errors or

implement cartographic projection transformations.

Image registration - This technique is used to register different images taken
of the same scene or images taken at different times with the same or differing
sensors. The registration can be performed automatically or can involve manual
mensuration of ground control points. Registering two images requires
correlating a number of points in both images. There must be a sufficient
number of points to accommodate an accurate mathematical model of the relative
geometric distortions existing between the images.

Image mapping - Image mapping transforms or converts the image from one
geometric space to another. This can be done with a two-dimensional or a three
dimensional transformation. In the former, the information relating the scene
projection onto a plane is used, neglecting vertical relief data (mountains,
etc.). Three dimensional transformations are the more precise as they provide
vertical relief displacement corrections.

Approach used - The MSS image data and the TM image data have differing pixel
sizes. The MSS data is processed by NASA so that the pixels correspond to 57
meters square on the ground, and the TM data is processed so that the pixels
correspond to 28.5 meters square. We processed both MSS and TM images so that
the new pixel sizes of each sensor were 25.4 meters square (chosen because it
allows a precise 1:250,000 scale factor on our 4 mil plotting device). This
processing only influenced a single linear term in each of the mapping
equations, and did not change the image geometry other than pixel size (Ref.
10). Corresponding features were accurately located in each digital image using
an interactive high resolution display (IBM 7350). A relative geometry table
was generated and is shown on Table 6. It relates the x (along scan) and y
(across scan) coordinates of the same point in both the MSS and TM space. Table
6 summarizes the average displacements in six regions of the image and
approximately where those regions were located. The averages were made up of
about five ground control points for each region. Table 7 on the following page
shows the actual ground control points and their locations.
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Table 6 - Average Displacements of MSS to TM Points
Chesapeake Bay November 2, 1982 Scene (E-40109-15140)

(+2.1,40.5) = (+2.0,-0.4) (+2.1,-0.3) ]

(+2.0,-0.6)

(+2.1,-0.8) (+2.1,-0.7)

- all measurements in (x,y) kilometers -

Results of TM and MSS Registration - These two imageées, acquired from the same
spacecraft at the same time, processed (by NASA) to be in the same map
projection (SOM), and processed (by us) to be at the same scale, should in
conformance throughout the image except for a uniform displacement introduced
because we did not register the images before scaling them. Table 6 shows the
effect of this displacement, but it also shows that there are other higher order
distortions. These distortions are greater in the y dimension (totalling 1.3
kilometers).  The upper left hand portion of the image shows the greatest
relative distortion.

It is surprising that the y dimension shows the greater error. The x dimension
is scanned by the mirror systems, which are different in the two instruments;
the y dimension is scanned by the motion of the satellite itself, which, of
course, is common to the instruments. The following two dimensional mapping

functions are the best first order fit for the 33 registration points shown in
Table 7: - :

= -2.00 + 0.9995x + 0.0005y (3)
Y = -0.11 + 0.0023x + 1.0056y ' (4)

They indicate a slight rotation combined with a scale expansion of about 0.5% in
the y dimension. Unfortunately, they fail by as much half a kilometer in
predicting the y displacements.

The following equations are the best second order fit for the 33 registration
points in Table 7:

X=-2.10 + 1.0039x - 0.000028x2 + 0.000002xy - 0.0009y + 0.000004y2 (5
= -0.81 + 0.0215x - 0.000093x> - 0.000065xy + 1.0066y + 0.000042y> (6)
These equations produce registered images accurate to within 120 meters in both

x and y. This result indicates that either the MSS or the TM have both scale and
non-linear distortions remaining.
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Table 7 - Relative Registration Between MSS and TM Data
Chesapeake Bay November 2, 1982 Scene (E-40109-15140)

Name MSS ™ Delta
X 'Y X Yy X Y
REGION A
River bend 14.17 9.86 12.14 9.40 2.03 .46
Pointed field 18.85 7.87 16.76 7.37 2.08 . .51
Field corner 17.78 16.64 15.70 16.18 2.08 .46
Valley 7.11 15.24 5.03 14.78 2.08 46
REGION B
Donut 71.09 67.54 69.09 68.12 2.01 -.58
White dot 72.24 69.32 70.23 69.90 2.01 -.58
Platform 88.14 62.53 86.16 63.07 1.98 - -.53
Moon 89.36 66 .04 87.35 66.60 2.01 -.56
Torpedo 90.27 69.14 88.24 69.72 2.03 -.58
REGION C
Finger 145.72  130.45 143.61 131.11 2.11 -.66
Stirrup 140.18 122.53 138.05 123.19 2.13 -.66
Channel 142.09 121.11 139.95 121.77 2.13 -.66
Thumb 148.18 124,33 146.05 125.02 2.13 -.69
River/lake 135.71 114.63 133.55 115.32 2.16 -.69
REGION D
Dog 76.30 20.96 74.35 21.39 1.96 -.43
Siamese 81.10 14.66 79.15 15.04 1.96 -.38
River 90.63 7.42 88.65 7.80 1.98 -.38
Black hole 86.94 23.14 84.96 23.60 1.98 -.46
Eastern hole 89.36 22.43 87.43 22.83 1.93 -.41
Lake 77 .42 5.79 75.44 6.17 1.98 -.38
REGION E
Ruin 138.96 5.87 136.83 6.15 2.13 -.28
Nose 144.02 4.06 141.88 4.34 2.13 -.28
Appendix 148.95 16.21 .146.89 16.48 2.06 -.28
River intersect. 134.59 21.03 132.56 21.39 2.03 -.36
Hook 138.96 19.48 136.73 19.91 2.24 -.43
Triangle 150.65 5.87 148.49 6.17 2.16 -.30
White square 137.62 14,27 135.46 14.63 2.16 -.36
REGION F
Gold tooth 6.17 121.97 4.06 122.76 2.11 -.79
Radio 8.59 118.36 6.53 119.15 2.06 -.79
Road intersect. 13.39 121.39 11.30 122.12 2.08 -.74
Barn 17.98 112.70 15.88 113.39 2.11 -.69
Lake point 26.82 119.81 24,74  120.65 2.08 -.84
Snake eyes 20.55 122.81 18.44 123.57 2.11 -.76

¢ Note: names are mnemonics for the appearance of a feature, and do not
correspond to actual place names.
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4.0 EXPERIMENTAL ALGORITHM}S AND RESULTS

This section describes algorithms developed to improve radiometric processing,
to reduce striping, to compensate for failed detectors, and to reduce the noise
of the TM sensor data.

4.1 Radiometric Correction/Striping Removal

As has been described previously, NASA's radiometric correction processing
leaves "empty buckets" in the output data. Also, there is reason to believe
that these empty buckets contribute to the striping observed in some images.

We decided to process the Potomac River sub-scene from the November 2, 1982
Chesapeake image and eliminate this source of striping. An alternative to
NASA's lookup table approach is diagrammed in Figure 22. It can be described as
a probabilistic approach. If a detector's calibrated output of an input 64
count is 64.504, for example, we randomly place 50.4% of the input 64's into the
65 output bucket and 49.6% of the input 64's into the 64 output bucket.

There is a concern that the probabilistic approach "destroys' the original input
data. This is true in the sense that it is no longer possible to determine
uniquely what the B-tape data value must have been from the calibrated A-tape
data. However, it is not true that the existing lookup approach yields a
"better" estimate of the actual ground radiance. An input 64 on the B-tape
could actually correspond to any radiance between 63.5 and 64.5. Therefore the
true output could be anywhere (in this detector's example) between 64.000 and
65.008 and only on the average would it be 64.504. What is the best guess for
the output count? Unfortunately, there are two good answers:

1. Guessing it always to be 65 is "best", in the sense that it minimizes the
average error (although most of the time the guess will be higher than the
actual radiance). This is what NASA's standard processing would do.

2. Guessing it sometimes to be 64 and sometimes to be 65 is "best", in the
sense that the accumulated bias of the error will be zero (although the
average magnitude of the error will be greater). This is what our
alternative would do. ;

We applied the probabilistic estimating approach to the Potomac sub-scene. The
striping was noticeably reduced (see Figure 25c) but not altogether eliminated.
We conclude that:

d Empty buckets can cause striping in an image even when the calibration is
otherwise perfect.

i The calibration factors used by NASA in the Chesapeake scene were not
perfect.

Incidentally, in using the probabilistic approach to adjusting pixel

itensities, it is not necessary to calculate a new random number for each pixel
operation. It is adequate to keep a table of random numbers and simply cycle
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through them. A table of about 1000 numbers is enough. In addition to saving
computation, this modification to the algorithm allows the input data to be
reconstructed from the output (assuming the random number table is published).

In fact, just as with the current NASA scheme, no multiplications need be
carried out for each pixel--only fixed point additions. This is done as
follows:

1. Build a table for each detector for each of the 256 input possibilities
where the output is represented as a 16 (not 8!) bit quantity of the form
XX.XX (base 16).

2. Store the random numbers in the form 0.XX16. (The random numbers should be

evenly distributed in the range 0'0016 to O'FF16')

3. To find an output value, add the indicated output in the table with the next
random number then truncate the decimal part of the result (i.e., the low
order 8 bits).

4.2 Failed Detector Data Compensation

We have seen from the previous section how the current NASA failed detector
replacement scheme can cause image defects. It has been suggested that the
ground processing, instead of merely replacing the failed detector with the line
above, should linearly interpolate between the line above and the line below to
calculate the failed detector line. This does not solve the problem; RFK
stadium still ends up looking like a horseshoe instead of -a donut. Even
interpolation with higher order curves, such as quadratic fit, are of no help.
Figure 23b demonstrates this. In fact, it is difficult to imagine any algorithm
that could correctly deduce the donut shape from the existing band 2 data--after
all, many stadiums actually have a horseshoe not a donut shape.

We have been experimenting with the idea of replacing the failed detector scan
line under the control of the same scan line in a "template' band--a nearby band
with no failed detectors that is fairly well correlated with the failed
detector's band. The results are very encouraging. We use band 1 as a template
with which to generate new intensity values for the failed detector in band 2.
The following three algorithms are different methods for doing this:

Algorithm 1 - Template Replacement
This is the simplest template algorithm that we have devised. In this algorithm
we directly substituted detector 4 of band 1 for detector 4 of band 2, after
scaling its output intensity so that its range was similiar to the other
detectors in band-2. The band 1 to band 2 conversion is of the form:

Ip(6,3) = al;(i,§) + b ()

.where In(i,j) is the pixel value inband n (n =1 to 7) at line i, column j, and
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where the gain, a, and the bias, b, are calculated from the statistics of the two
bands:

a=g 9 + 0 1 b=u P 1 (8)

where U n and o o are the mean and standard deviation of band n respectively.

Algorithm 2 - Template Replacement with Error Adjustment

In this algorithm, band 1 data is substituted for band 2 data as in algorithm 1,
with an error count value added to each pixel. The error value is a measure of
how different band 1 and band 2 are in the neighborhood of a failed pixel.

Specifically, the error signal & is the average of the difference between
normalized band 1 signal and the actual band 2 signal at the pixel above and the
pixel below the failed detector pixel. That is:

e(1,3) = [1,(i-1,3) - (al,(i-1,3)+b) + I,(i+1,j) - (al (i+1,j)+b)] + 2 (9)

where a and b are calculated as in algorithm 1. The final output pixel is:

I,(1,5) = al; (i,3) + b + &(d,]) , (10)

Algorithm 3 - Quadratic Vertical Fit with Template Data

The final algorithm fits a quadratic equation to a five pixel vertical (across
scan) slice centered around each failed detector pixel. The relative pixel
intensity values are considered to be a quadratic function of the line number,

fnen
1

+a,i+a i2 (11)

I(1) =2, +aji+a,

The coefficients of the quadratic are determined by a least squares fit to the
actual data in each vertical slice. The data value used for the failed (center)
pixel in the slice is the scaled template value from the nearby band calculated
as in algorithm 1.

Once the coefficients are determined, the missing pixel value is simply the
value of the quadratic at the i value of the missing detector line. (In the five
pixel centered vertical slice the i value of the missing pixel is always 3.)
Note that new coefficients must be calculated for each pixel that needs to be
replaced.

We programmed these three algorithms in APL and ran them on the RFK and Dulles
sub-images. The results were excellent. Figure 24 shows the algorithms applied
to the RFK stadium sub-image. Both the RFK and Dulles sub-images can be
corrected so that the casual observer sees no defects in any circular or linear
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feature using any of these algorithms. If you wish to replace a failed detector
with another detector s output and are concerned with malntalnlng the shape of
geometric features, you are far better off using the same detector's output from
a nearby band than a nearby detector's output from the same band.

A detailed examination of the failed detector lines does show some defects with
the template algorithms, although in no cases are they as extreme as the defects

observable with the current failed detector scheme. These defects are in two
classes:

1. In flat, low contrast regions, the failed detector line frequently shows up
as a slightly off color stripe with algorithm 1. Algorithm 2 exhibits this
same property, but much less frequently and less pronounced. We have never
seen stripes with algorithm 3.

2. In high contrast man-made features, algorithm 3 usually yields a lower
contrast value than would be best for the scene. This can be observed as
slightly off-color (e.g, pale magenta or green) pixels near or on the
man-made feature. We have never seen this problem with algorithms 1 or 2.

When table lookup.programming techniques are used, only algorithm 3 requires per
pixel multiplications and divisions (to perform the least squares fit). Even
then, the computer calculations required are not more than those that are
required for a- geometric resampling, and, of course, need only be performed for
the failed detettor pixels, not for every pixel.

4.3 Reduction of 32 KiloHertz Noise

There appears to be a high frequency coherent noise signal in the TM data. There
are two ways to remove a coherent noise source of a known frequency:

1. Transform the incoming signal to the frequency domain and filter out the
noise frequency, then transform the signal back to the spatial domain.

2. Process the signal in the spatial domain by subtracting a waveform of the
noise frequency directly from the incoming signal.

The first method can:require a prohibitive amount of processing without special
Fourier transform hardware. The second method, although it requires much less
processing, is very sensitive to the relative phases of the subtractive noise
waveform and.the actual noise in the data--if you are not careful, you may end up
doubling the noise rather than zeroing it out. So, determining the phase of the
noise in the dadta is a key factor in successfully reducing or removing it by the
second - method. ' The problem is complicated because the noise period is not
necessarily an. integral number of pixels and the noise may not be stationary
(e.g., may drift slightly with time). Knowing the precise noise phase at a
certain point in the input signal is no guarantee that you will know it later on.

In this section we will present an algorithm for eliminating the 3 pixel (32

kiloHertz) noise ‘from the images that is based on the second method above. In
this algorithm we arbitrarily partition the incoming signal line into adjacent
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"cells" containing three pixels each. Within the cells, the pixels are called
"A", "B", and "C". The algorithm then attempts to determlne, for each cell,
whether the noise 31gna1 is in synchronization with the A, B, or C pixel. To do
this, we "differentiate" the signal by subtracting each plxel from its left-hand
neighbor. The noise signal now typically looks like a "+2 -1 -1" pattern. The
cells are now assigned to one of four states: '

1. "A sync" - a positive transition was found in the A position only.

2. "B sync" - a positive transition was found in the B position only.
3. "C sync" - a positive transition was found in the C position only.
4. '"Undecided" - either no positive transition was detected in the cell or

more than one transition was detected.

At this point with a typical input signal we probably have equal numbers of A, B,
and C sync cells. However, because the phase of the noise signal does not change
rapidly, cells will tend to be in the same sync as their neighbors. Therefore
the cells will be grouped in regions of similiar sync, and between the regions
the cells will be predominantly undecided. Also, scattered throughout the line
will be cells whose sync has been incorrectly assigned: for example, an
isolated "B" in the middle of a group of "A"s. '

Now we enter an iterative algorithm that attempts to grow the regions of sync by
assigning the undecided cells to one of the three definite sync states. The
decision flow for an undecided cell to become decided is shown on Figure 26, and
depends on the state of its neighboring cells. If neither its left nor right
neighbor has decided on a sync, then a cell remains undecided. If only one has
decided on a sync, then the cell decides to be in sync with it. If both have
decided on a sync, then the cell arbitrarily decides to be in sync with its left
neighbor.

Each time we apply the decision algorithm to the cells, more cells become
decided. The regions of sync grow as they convince their undecided neighbors to
be in sync with them. The decision algorithm can be applied iteratively until
all undecided cells have become decided; however, we recommend setting an upper
bound on the number of iterations at four. This is adequate for uniform
intensity regions (like the Pacific Ocean). Over structured land features the
algorithm will neither be as accurate nor as important, so there is no need to
force it with extra iterationms.

After we have grown the regions as much as we want, we can now go and re-label
some of the cells that were obviously mislabeled in the first step. If a cell is
surrounded on both sides by neighbors that agree on a sync state, but the cell
itself is in a different sync state, we change the state of that cell to be in
agreement with its neighbors.

After synchronization is determined, the magnitude of the noise can. be
estimated. This is simply a matter of averaging the signal of all the pixels in
the first position, the second position, and the third position after the sync
point (A, B, or C). These correlated averages are subtracted from the signal
average to determine the difference due to the noise. Then this difference is
subtracted from the original signal, wusing the synchronization points
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determined for each cell. If a cell is still undecided, no noise correction is
done for that cell.

Figure 27 shows the results of this algorithm applied to the Pacific Ocean
sub-image of the San Francisco December 31, 1982 scene. The top half of the
image has been compensated, the lower half is the original data. Figure 28
shows the same repaired sub-image represented as pixel-to-pixel differences, a
representation which enhances the 32 kHz noise. It can clearly be seen that the
noise (the "vertical texture") is reduced in the upper half of the image.

Figures 37 and 38 show the same image with the noise reduced by the more
conventional approach of transforming the image with an FFT algorithm,
eliminating the noise frequency in the frequency domain, then transforming the
image back to the spatial domain. It can be seen that the algorithm presented
above performs at least as well as the FFT approach, and takes significantly
less processing (assuming the special FFT hardware is not available).

4.4 Digital Enlargement of Sub-image Areas

Registration to a map - an experiment was conducted to enlarge and to register a
TM sub-image area with a map. The objective was to ascertain the degree of
enlargement that could be used before the data became unusable, and also to
determine the the amount of distortion in the original data. This experiment
was accomplished by digitizing an available street map of the downtown
Washington, DC region, and then registering a TM sub-image of the same area to
the map (Ref 10). 1In this experiment, the digitally enlarged TM image was
expanded by a factor of about 7 times and rotated in order to match the geometry
of the map. Figure 32 shows the reference map that was used, Figure 33 the
source TM sub-image that contained the same area, and Figure 34 the
geometrically registered, rotated and enlarged TM image. Of interest is the
detail of the enlarged TM image. Clearly visible are the Capital, White House,
Space Museum, the Washington monument including its shadow, and the Lincoln
memorial. This data was also overlayed on the map, and is shown on Figure 35. A
linear first order mapping function was used to enlarge and rotate the image
using cubic convolution re-sampling (Ref. 11). The mapping function is:

X =230.58 + 0.14565x + 0.02473y (12)
Y=3

73.75 - 0.00240x + 0.14573y (13)

A second experiment was done to register the data to a 1:24,000 scale USGS map.
This was also successful, and showed regions on the map that needed updating
(for example, the Kennedy Center for the Performing Arts had been built after
the map was published).

It appears that the data is of good enough resolution and quality to be useful
for land use analysis and evaluation.

Resampling experiment - an experiment was conducted to evaluate the performance
of resampling algorithms to support the TM enlargement. Figure 39a shows the
Dulles airport band 1 sub-image, and Figures 39b, c, and d show a portion of the
sub-image enlarged,  rotated, and resampled with nearest neighbor, cubic
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convolution, and bilinear interpolation (Ref. +11).  Clearly, the nearest
neighbor resampling results in undesirable structured data due to the
replication of data values. Surprisingly, bilinear interpolation gave similar
results to the cubic convolution resampling. It should be noted that the source
data was P-tape data--data previously cubic convolution resampled in the SOM
correction process. The edge enhancement resulting form this process 1is
maintained in both the bilinear .interpolation enlargement and the cubic
convolution enlargement, although additional edge enhancement can be seen on
inspection in the cubic convolution enlarged image.

Generally, users should be able to enlarge P-tape data in many applications
using bilinear @ interpolation, with attendant -savings in processing time.
However, higher order resampling algorithms should be used for A-tape to P-tape
data geometric correction.

5.0 INFORMATION EXTRACTION EXAMPLES

Several experiments were conducted to assess the utility of the TM data for
information extraction purposes. These experiments included using differing
band combinations for Red-Green-Blue color presentation, combining bands to
display more than three  bands .at one time, and principal component
transformation of the original bands.

5.1 Color/Ba_nd' Selection for vColor‘Composites

A subimage from the Modesto scene was selected for color presentation
experiments. Shown on Figures 29 and 30 are the seven bands of the Modesto
subimage used for this experiment. This subimage provides a representative
sample of geological, agricultural and urban land use categories.  Various band
combinations were used and recorded, and are shown on Figure 30. It is apparent
that many possibilities are possible, as there are three bands from seven
possible bands that can be used. It appears that bands & and 5 are important
bands, from the point of view of their .contribution to the color and separation
of categories. Shown on Figure 31 are the map of that region and also a land use
map produced by the USGS. It is interesting that the TM images show far greater
detail than the map and provide current land use data.

5.2 Band Ratioing

Experiments were conducted to combine multiple bands into one color
presentation. This was done in order to display more information for image
viewing and analysis than would be possible in the usual red-green-blue color
presentation of 3 of the bands. A subimage from the Modesto scene and centered
on Tracy, CA was used in these experiments. '

Image ratioing was  performed byisimply dividing corresponding pixels from one

band into another. The resultant ratio would then be combined with a similar
operation on the other bands. In this manner, a color composite could be
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produced that effectively had six TM bands of information included in the
result. Figure 30 shows the results of these processing operations. As a
reference, real and false color images are also shown. It is noted that very
good separation of land use and crop types result.

5.3 Principal Components Probessing Results

A principal component analysis was performed on the 7-band Tracy sub-image
extracted from the Modesto scene. The purpose of this analysis was to assess
the "dimensionality" of the TM data. Multispectral images frequently exhibit
high correlation between the spectral bands. Thus, a great deal of data
redundancy can occur. This reduces the effectiveness of color presentation as
only three conventional spectral bands can usually be shown at one time. The
computation of principal components provide a set of component images that are
far less correlated with each other, and can be ranked with increasingly lower
variance. This usually results in fewer "bands" and can be used for color
presentation with maximum information content (Refs. 5,8).

The results of the analysis are shown on Table 8 on the following page: From
this table one can see that the first three components contain 97.2% of the
variance. It is also apparent from the correlation matrix that there is
significant correlation between TM bands 1, 2 and 3. Band 4 is quite
uncorrelated with these bands, and accounts for the good color composites that
are produced when this band is used. Band 7 is significantly uncorrelated with
band 4, and thus the combination of band 4 with bands 7 and 1,2 or 3 should
provide good image presentations. Clearly, Landsat-4 TM data has at least three
significant principal components, as contrasted with Landsat 1-3 which usually
exhibits two components. It should be noted, however, that in spite of these
statistical results, the higher order components frequently provide interesting
and surprisingly good information, in spite of the apparent low variance that
they show mathematically. This is discussed further in Reference 12.

5.4 Thermal Image Processing

A night time TM scene of the Buffalo, New York area acquired August 22, 1982 was
digitally processed. This band 6 thermal infrared scene is shown on Figure 36
in a gray scale representation. The image was edge enhanced, and the result of
this processing is also shown. It is of inhterest to note that individual
streets can be seen in the enlarged edge enhanced subimage as well as several
canals that are located in the region. Various false color enhancements of the
image were used to improve the information extraction potential of the data, and
three experimental color products are shown on Figure 36. The dynamic range of
the data spans about 32 counts, and color encoding is very helpful in enhancing
the thermal contours and temperature distribution.
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Table 8 - Results of Principal Component Processing of Tracy Sub-lImage

Modesto December 8, 1982 Scene (E-40145-18082)

1

Statistics:

Means 55.57
Std. Dev. 4.80

Eigenvalues:

270.70

Percent Variance:

65.50°

2

23.45

3.14

107.80

26.10

Cumulative Percent Variance:

65.60

Eigenvectors:

.193
. 149
.230
.282
.768
.017
466

COOOCOOO0O

Correlation Matrix:

.000
.891
.915
.022
.553
.004
.732

OO0 OO O

91.60

-0.176
-0.064
-0.212

0.897
-0.005

0.038
-0.337

.891
.000
.918
.216

.012
.773

OCOOOOKO

.680

3

23.37
5.00

23.20
5.62

97.20

0.596
0.333
0.464

0.272
-0.489
-0.048
-0.060

.915
.918
.000
.003
.665
.036
.850

]
COOOHOO

IV-47

4

36.91
1.05

5.20

1.27

" 98.50

-0.351
=0.136
-0.100

0.195
-0.385
~0.275

0.765

.022
.216
.003
.000
404

OO0 OO0

.046

.207 -

4

9

OO OOOC

8.23
1.29

4.00

1.00

9.50

.018
.064
.085
.030
.148
.951
.246

.553
.680
.665
404
.000
.152
.852

9

2.11
2.09

1.60

9

-0.
.207 -

O+ OO0

0.40

9.90

.671
.362
.623
.010
.013
.123
.122

.004
.012
036

.152
.000
.030

23.97
8.63

0.70

0.10

100.00

-0.050

0.842
-0.530
-0.052
-0.011
-0.006

0.062

.732
.773
.850
.046
.852
.030
.000
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6.0 SYSTEMS USED FOR DIGITAL IMAGE PROCESSING

Two digital image processing systems were used to support the analysis and
processing of the Landsat-4 data. Much of the image processing analysis and
display was performed on the IBM 7350 Image Processing System, and some
experimental work was done on the IBM Personal Computer. Programs were written
in Fortran, APL, and Basic. " ‘

6.1 The IBM 7350 Image Processing System

The IBM IPS is an integrated image processing system and display work station
directly attachable to IBM 370 archltecture computers (Ref 13). It consists of
the following units: '

7351 Control Unit - This device contains the memory, channel support and
processors need to support the display. It has a standard S/370 channel
interface and cabling and the control unit support a 7352 Color Image Display
Station, a 7353 Conversational Display Station, and can support up to six
additional terminals. The Image Processor subsystem contains special logic for
high speed programmable image processing and includes an image processor
arithmetic unit, six band buffer look up tables, a classificatinn look up table,
interpolator, XY generator, mask buffer, and eight megabytes of memory for
working image storage.

Display Subsystem - This system has three 5-bit digital-to-analog converters
driving the high resolution RGB display, 4096 shades of color, a 1024 x 1024 x 13
bit refresh buffer, a pseudo color look up table, ‘and an overlay plane for text /
graphics annotation.

7352 Color Image Display Station - The color display is a'high‘quality, high
resolution (1024x1024) color monitor with the means for the attachment of a user
provided color hardcopy device. The image quality is nearly photographic in
nature. :

7373 Conversational Monitor Station - This monitor is used to support user
interaction with the system and includes an 87-key keyboard, and a joystick
interface controlled by a programmable micro controller.

Host Basic User Subroutines - The support software consists of host resident
library of subroutines for high level interface control of 7350 It is callable
from FORTRAN, PL/I, assembler, PASCAL languages. ' ‘ .

Operational Use - When performing interactive image processing, the six band
buffers are loaded with six 1024x1024 8-bit subimages. Image presentation
involves the selection of three of the six bands for color presentation using
Blue-Green-Red or Intensity-Hue-Saturation color modes. The look-up tables are
used for color enhancement, and the arithmetic processors use used for spatial
operations such as enhancement or enlargement. The basic cycle time is about
3.5 seconds, so that edge enhancement or enlargement of a three band 1024x1024
subimage occurs in about 11 seconds. Principal component processing can be
performed in about 1/2 minute using the arithmetic unit, compared to about 20-40
minutes on a general purpose computer. '
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6.2 Experimental Use of the IBM Personal Computer

A demonstration image processing system was developed for the IBM Personal
Computer (PC), and shown at the Landsat-4 Symposium (Ref. 14). The purpose of .
this effort was to determine if meaningful digital image processing could be
performed on a small inexpensive computer. This section will briefly describe
the results of our experiment.

Summary Description - The IBM Personal Computer is a computer designed for an
individual user. It has a 16K-256K byte memory, 40K byte of read-only memory
and uses an 8088 microprocessor. The auxiliary memories are two 320K diskette
drives and/or a 10M byte disk drive. An 83 key keyboard and high resolution 80
column monochrome display provide the means for an interactive terminal. An 80
to 132 character/line printer can be aitached for hard copy output.

Software and Functions - The demonstration programs for the PC were written
principally in Advanced BASIC with some assembly language code. The BASIu
programs handle all the screen control and user-interface functions and many of
the simple calculations that need floating point arithmetic. Table 9 on the
following summarizes the various BASIC-coded functions. The assembly language
code is provided to handle computationally intensive operations and is
summarized in Table 10, also on the following page.

Structures. - The general design for the demonstration was to select a fixed size
subimage that would correspond to the capabilities of the display screen, i.e.
320 x 200 pixels. A subimage of suburban Detroit and Windsor, Ontario was
extracted from LANDSAT-4 TM/P data tapes. An IBM 370/158 was used to extract a
four-band subimage which was then transmitted over a local network (RS-232
interface) at 2400 baud to the IBM PC, and recorded on the PC 5-1/4" diskettes.
A separate program in BASIC computed intensity histogram data and formatted the
four-band histogram display. This display was then stored on the same diskette
as the images. One double-sided diskette holds 322K bytes of data, which is
sufficient for five 64K images. TFor the demonstration program the diskette
contained one copy each of 4 bands, one histogram for each band, the 4-histogram
display, and a text file containing a brief narrative description of the data.
About 40K bytes of free space remained on the diskette.

Image Processing Programs - The main demonstration program is menu driven, and
can thus be run with little or no user training. The program also supplies to
the user information about both the hardware and software. The application part
of the program allows the user to select among several sequences of processing
of the subimage data.

Application demonstration - The application program consisted of the following
functions and events:

1. Display Description of sample image
2. Display Histogram
3. Allow user to select 1 band of 4

\
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TABLE 9 - BASIC Functions

1
INIT Condition screen, create cursors and read menus to |
memory I
SCOLOR Set the Color display as the active screen |
SMONO Set the Monochrome display as the active screen I
SFLIP Flip active screen between color and monochrome |
ERM Write error message on current screen I
LOADB Load Image Band B (check for already in memory) |
LOADH Load Histogram (pre-created as a l-record file) |
INKEY Wait for user to key in, then normalize key I
and return it to caller (allow debugging escape)
INKEY/COLOR Like INKEY but intercepts color change requests
BLINK Blink current cursor while waiting for user input
PUTCURSOR Manages current cursor
SHOWTXT Display selected menu or image description
SELBAND Select working band from histogram display
PARTCOLOR Elicit color partitions from user, build TRT
GETCOLOR Get foreground/background colors from user
CVIMG Call ASM color mapping function
FUNCOLOR Elicit (linear) coloring functions from user,
build TRT :
BOXCAR Do Boxcar classification
PUTCROSS Cross hair manager for BOXCAR
MARKAREA Mark selected training area
PUTDATA Puts intensity values on screen l
MAXMIN Get maximum/minimum values for each class |
CLASS Control ASM classification functions 4J

TABLE 10 - Assembler Language Functions

MAPBITS(TRT) Convert all pixels via TRT into color and place
on screen
CLASSO Set all class codes to 1
CLASS(MINMX) Compare all pixels to min/max and determine class
CLASSE (TRT) Convert all class codes via TRT to color and
: ' - place on screen
RDFILE (IMID) Read image file into image buffer
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4. Allow user to select intensity coloring method
a) Color by partitioning
b) Color by linear functions .
. Select foreground and background color comblnatlons
. Display
a) Selected band using above options.
b) Numeric data relating to coloring method.
7. Modify foreground and background colors as desired
while displaying current image.
8. Select from the following options:
a) Re-color (go back to step 2).
b) Return to MAIN MENU.
c¢) Do box-car classification (step 9). :
9. Using the image currently displayed the user may:
a) Select classifier training areas (up to 5
rectangular areas for each of three classes).
b) Display intensity values of current band within
user-specified rectangle.
¢) Process the training information (step 10)
10. Construct classification image
a) Use the training areas to construct parameters for
each of the 4 bands.
b) Apply the parameters to the 4 bands an display a
composite image of 3 classes.
11. Modify foreground and background colors as desired
while displaying current image.

[e WV}

Program Size - The BASIC prcgram is about 750 statements. long and the assembler
programs contains about 200 instructions. The BASIC 'program takes about 15K
bytes on a diskette. Once it is loaded and space allocated to variables, there
are about 17K bytes left for program expansion. The assembler code and its
internal data areas takes about 450 bytes.

System performance - We were quite surprised to see how fast the PC could
perform image processing functions. Once the data was loaded onto-the diskettes,
the system was capable of interactive image processing. Table 11 shows the
approximate timings for significant functions.

Table 11 - Timing for Selected Image Processing Functions

Function Time Comment

MAPBITS 0.6 sec Translate table mapping 64K pixels

CLASS 6.0 sec Compare 64K pixels with each of 6 numbers
RDFILE 5.0 sec Read 64K pixels from diskette

Use of Printer for Hardcopy Output - As an experiment, the PC dot matrix printer
was programmed to output an image, using a 4x4 dot matrix pattern. This
provided effectively 17 levels of grey for image presentation. Shown on Figure
40 is a dot matrix representation of a TM band 1 subimage of the Detroit airport.
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Individual picture elements can thus be represented in a pseudo grey-scale form,
and can be produced in minutes on the low-cost output device.

Future Plans for Image Processing on the IBM PC - Experiments are being
conducted to improve both the functional capabilities of the system, and the
resolution of the displayed image. Because of the excellent image processing
performance of the PC, more functions and capabilities are being added to the
application programs. In addition, experiments are being conducted to increase
the image display size by adding a larger screen. To date, a screen with 1080
pixels by 809 lines has been used, and the color range has been extended to 512
different colors by the addition of a special memory card.

7.0 PRELIMINARY CONCLUSIONS

7.1 TM Sensor Performance

The following conclusions can be drawn on TM sensor analysis conducted to date:
b The data exhibit very good feature discernability; one can identify high
contrast fedtures of 0.25 pixels (about 7.5m).

The full 8-bit dynamic range does not appear to be adequately used at this
time (based, unfortunately, only on winter scenes). The entropy of the TM
data indicates only a 1-bit dynamic range improvement of the TM data
relative to the MSS data. A presampler variable gain amplifier would be
effective in utilizing the full dynamic range of the sensor, or an A/D

converter with more bits (eg. use of an on-board 9-bit A/D converter) could
be used.

. The data exhibit some striping. There are at least three sources of this
striping: 1) Per detector calibration has variability, 2) ground processing
has introduced null wvalues at wvarious count positions that occur in
different count positions for adjacent detectors, and 3) coherent noise from
a satellite subsystem has added to the sensor detector output causing
additional striping to the data.

. The A/D converter exhibits a degree of non-linearity in the two least
"significant bits. It is unlikely that this can be corrected.

®* The band-to-band registration of the primary focal plane bands (TM Bands
1-4) is within 0.1 pixels in the along-scan and the cross-scan directions.
The band-to-band registration of the secondary focal plane bands (TM Bands
5,7) 1is about 0.7 pixels in the along-scan direction and 0.3 in the
cross-scan direction relative to the primary focal plane. The thermal IR
band (Band 6) registration is about 1.5 pixels in the along-scan direction
and 1.9 pixels in the cross-scan direction relative to the primary focal
plane.

. A number of cosmetic defects exist. A dominant cause of one defect is the
algorithm used to compensate for failed detectors.
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7.2 MSS Sensor Performance

The following conclusions can be drawn on the MSS sensor:

The entropy of the MSS data indicates that the dynamic range is efficiently
utilized.

The data appear to be well calibrated,' and show little striping
characteristics. '

7.3 TM Ground Processing

Although the TM ground processing has produced data of very godd’quality,
several improvements could be achieved:

The current method of replacing a failed detector output by the output of an
adjacent detector is a computationally simple method. Although adequate in
the macroscopic sense, it causes cosmetic defects in linear and geometric
features in the microscopic sense. For applications that require that
features be more truly represented, a higher order operator ' that
computationally determines a "best' estimate of the failed detector output
would be desirable. Experiments conducted to date indicate that several
algorithms can provide better compensatlon for a failed detector and should
be refined and used.

Statistical intensity allocation during radiometric correction processing
yields images with fewer observable defects (i.e., it contributes to a
reduction in striping).

Spatial and/or frequency domain ground processing can reduce or
substantially eliminate certain noise defects present in the sensor data.
This applies in particular to the coherent noise in the TM data. Although
computationally expensive,  special purpose processors can be
microprogrammed to implement these algorithms to achieve high speed and low
cost.

The geometric processing of TM data to date has only compensated for
systematic errors. No ground control data have yet been used. However, the
current processing has been done fairly well, and the images do not show
significant mirror non-linearities or defects. The data are in a SOM
projection only and there is evidence that there is both scale and
non-linear errors in the products. Limited experiments to date provide
strong indications that TM data will cross-correlated very reliably. Given
a library of TM ground control points, there will then be the means to
correct the data to other projections and thus provide users with
geometrically correct data in standard map projections.

The TM data have been digitally enlarged using higher order resampling

algorithms to about 1:10,000 scale on an interactive display and 1:24,000 on
film. Good feature definition is still evident, and large buildings can be
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discerned and identified. It is likely that the TM data can be used to
improve and update 1:24,000 land use and cartographic maps.

The TM data, when processed using Principal Component processing, exhibit at
least 3 dominant components. This is a significant improvement over the MSS
data, and provides additional color spaces for image presentation.

Ratioing techniques can be used to combine and enhance the seven TM data
bands for image analysis and interpretation purposes.

Special purpose processors such as the IBM 7350 Image Processing System
allow interactive image processing and information extraction which results
in improved user productivity.

7.4 MSS Ground Processing

Limited evaluation has been conducted on the MSS ground processing. Therefore,
only these results can be reported at this time:

The MSS data have only been produced in a SOM projection, with only
systematic corrections made. No ground control has yet been used to correct
the data. Relative geometric comparisons of the TM to the MSS data
indicated that the data has some residual scale and non-linear errors that
could be eliminated by the use of ground control points.

7.5 Use of Personal Computers

There are many who feel that they do not have the financial or computational
resources to process the new TM sensor data. The low cost and high speed of the
PC have demonstrated the following:

The PC offers a cost-effective approach to small area image processing for
many standard image processing operations and techniques.

With the rapid availability of inexpensive memory and high resolution
displays for these computers, the PC technology will become increasingly
important for remote sensing applications. :

8.0 RECOMMENDATIONS

Based upon the work to date, the following recommendations can be made:

Use a higher order failed detector algorithm for processing TM data.

Implement statistical radiometric calibration processing to reduce
striping. '
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N For future sensors, use a variable gain presampler amplifier and/or provide
an A/D converter with more bits (9 bit A/D converter).

. Refine and use spatial or frequency domain filters to reduce coherent noise
present in the TM data.

N Use ground control points to accurately correct the MSS and TM data to
standard map projections.

d The secondary focal plane bands should be put into registration with the
primary focal plane bands by sub-pixel geometric correction. This
correction should be combined with the geometric correction/mapping
operation so that only one resampling need be performed. '

. Consider the use of pixel sizes that would produce standard scale data with
commonly used film recorders (eg., 25m TM and 50m MSS pixels).
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Figure 8 - Greatly Expanded Sub-Image of Washington D.C.
Chesapeake November 2, 1982 Scene (E-40109-15140)
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Figure 9 - Reservoirs Around Morgan Hill, California
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Figure 10 - Histograms of Uncalibrated Band 5 Data
1982 Scene (E-40109-15140)
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Figure 13 - Cross-Section of Dulles Airport Runway

Chesapeake November 2, 1982 Scene (E-40109-15140)
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Figure 16 - Pacific Ocean
San Francisco December 31, 1982 Scene (E-40168-18143)

San Francisco December 31, 1982 Scene (E-40168-18143) ‘
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Figure 18 - Horizontal Fourier Transform of Pacific Ocean
San Francisco December 31, 1982 Scene (E-40168-18143)
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Figure 19 - NASA Radiometric Calibration Procedure
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Figure 20 - Aerial View of RFK Stadium, Washington D.C.
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Figure 21 - Three Dimensional View of RFK Stadium Band 2
Chesapeake November 2, 1982 Scene (E-40109-15140)
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Figure 22 - Probabilistic Radiometric Calibration
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NASA's Scheme Quadratic Interpolation

Figure 23 - Unsuccessful Failed Detector Replacement (RFK Stadium)
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Algorithm 1

Algorithm 2 Algorithm 3

Figure 24 - Successful Failed Detector Replacement (RFK Stadium)
Chesapeake November 2, 1982 Scene (E-40109-15140)
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Figure 25 - Three Views of the Potomac River
Chesapeake November 2, 1982 Scene (E-40109-15140)
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32 kHz Noise Removal Algorithm
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Figure 27 - Pacific Ocean After 32kHz Noise Removal
| San Francisco December 31, 1982 Scene (E-40168-18143)

| Figure 28 - Noise Removal (Pixel-to-pixel Differences Along Scan)
San Francisco December 31, 1982 Scene (E-40168-18143)
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Figure 29 - Sub-Image Around Tracy, California (Monochrome Bands)
Modesto December 8, 1982 Scene (E-40145-18082)
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Figure 31 - Tracy, California (Principal Component Images and

IV-84

Maps)




Chesapeake November 2,
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Figure 33 - Source TM Sub-Image

1982 Scene (E-40109-15140)
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Figure 34 - Geometrically Corrected Sub-Image
Chesapeake November 2, 1982 Scene (E-40109-15140)

Figure 35 -

Geometrically Corrected Sub-lmage Overlayed on Map

Chesapeake November 2, 1982 Scene (E-40109-15140)
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Figure 36 - Thermal Night Images of Buffalo, New York
Buffalo August 22, 1982 Scene (E-40037-02243)
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Figure 37 - Pacific Ocean After 32kHz Noise Removal by FFT
San Francisco December 31, 1982 Scene (E-40168-18143)
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Figure 38 - Noise Removal by FFT (Pixel-to-pixel Differences Along Scan)
San Francisco December 31, 1982 Scene (E-40168-18143)
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Figure 39 - Different Methods of Re-Sampling
10x Expansion of Dulles Airport Terminal, TM Band 1
Chesapeake November 2, 1982 Scene (E-40109-15140)

1V-89



LANDSAT—4 IMAGE OF DETROIT AIRFPORT ‘
Frocessed on IEM FPersonmnal Computer
Al to Scienti+fic

s ST oy g s exaonass on

FIPORIN I VAR
0

5

.

N ree s LTI Ty T PO PR
- a4 LA

AR “

iR R

by

voase

RVIVIPIVN

PN
o0 o

Figure 40 - Detroit Airport - Personal Computer Printer

IV-90




CHARACTERIZATION OF LANDSAT-4 TM AND MSS IMAGE QUALITY FOR
THE INTERPRETATION OF CALIFORNIA'S AGRICULTURAL RESOURCES

Stephen D. DeGloria
Robert N. Colwell

Remote Sensing Research Program
University of California
Berkeley 94720

INTRODUCTION

The primary goal of our research is to characterize the performance of
Landsat-4's Multispectral Scanner (MSS) and Thematic Mapper (TM) in terms of
spectral and spatial resolution, radiometric sensitivity, and geometric fidelity.
A major objective is that of determining how these characteristics affect the
utility of the data for natural resource applications. OQur overall approach for
characterizing the quality of Landsat-4 MSS and TM data entails: (1) analyzing
Landsat-4 TM spectral and spatial performance in terms of spectral variability of
natural targets and the TM-ground instantaneous field-of-view (IFOV) variability
in level and mountainous terrain; and (2) determining the suitability of TM and
MSS image products for characterizing renewable resource features.

For the early phases of our research, as reported upon in this paper, our
objectives are to: (1) develop a basic understanding of the TM data in terms of
spectral and spatial characteristics, CCT and film formats and products, and
special problems in data handling; (2) determine the extent to which major agri-
cultural resources and conditions can be detected and identified on TM image
products and field-specific spectral statistical summaries; and (3) evaluate the
quality of TM image products in comparison to simultaneously-acquired MSS image
products.

During this phase of our research, our focus is on evaluating the quality of
TM and MSS data for the interpretation of California's most important resource--
agriculture. Table 1 lists the major attributes of California agriculture which
make California the leading agricultural state in the nation (Reference 1). In
California, there is a diversity of crop types and practices, field sizes and
shapes, and soil and landform conditions, which provides numerous opportunities
for evaluating the quality of Landsat-4 data for meeting the inventory objectives
of agricultural statisticians and resource managers.
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APPROACH
The approach for accomp]ishjng our objectives is as follows:

(1) Acquire the first available Landsat-4 scene of an active test site in
California's Central Valley. An active agricultural test site is one in which
ongoing projects are collecting detailed field data. These data consist of
ground and aerial photographs and descriptions of specific field conditions and
cropping practices.

(2) Acquire, process, and catalog small format, low altitude, color oblique
aerial photography of selected areas within the scene to document major agronomic
conditions including cropping practices, ground cover, and field conditions at
the time of the Landsat-4 overpass. Acquisition of this photography should occur
coincident with the overpass.

(3) Compile the available ground data for the area imaged to reconstruct, as
accurately as possible, the environmental conditions prevalent at the time of the
overpass. The sources of ground data for our research include: a) Land Use Survey
Maps of the California Department of Water Resources (DWR), published at a scale
of 1:24,000 and including individual field boundaries which are outlined and
labeled . (Reference 2); b) the U.S. Department of Agriculture's statistical sum-
maries for crops and climate (Reference 3), and c) field crew notes and data, as
compiled by personnel of our own Remote Sensing Research Program (RSRP) at the
University of California.

. (4) Prbduce TM and MSS black-and-white and color composite image products
for. interpretation.

. ﬁ»(5)' Locate the field data and aerial photographic coverage on the TM and MSS
imagery.

(6) Re]ate the enVironmenta] conditions to the TM and MSS spectral data in |
both analog (film) and digital (numeric) formats.

(7) Determine the interpretability of major agricultural crops using these
Landsat-4 spectral data based on.established techniques (References 4,5). Inter-
pretability requires. that the image products allow both the detection-and the
correct identification of features of interest. Detection requires, at a mini-
mum, the simple recognition or awareness that a feature is present. To identify
the feature requires a synthesis of spectral, spatial, textural and temporal
characteristics (Reference 6).

Our objectives call for interpreting diverse agricultural features using image
products. Such products have both advantages and limitations in that photo-like
imagery provides the best format for evaluating spatial and textural character-
istics, but has Timited usefulness for analyzing detailed spectral and temporal
characteristics (Reference 6). When an image is created, whether in black-and-
white or in color, from digital data, the data must be compressed into a Timited
number of gray (or color) levels thus obscuring subtle spectral differences of a
feature of interest. In addition, color variation due to photographic processing
may obscure data critical for feature identification. Inasmuch as these con-
ditions suggest that some of the analyses of Landsat data can best be made using
the original numeric data rather than images produced from these data (Reference
7), such an analysis is being included in our investigations.
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RESULTS AND DISCUSSION

The first available Landsat-4 scene for one of our active test sites was
acquired on December 8, 1982. This site is located in San Joaquin County, Cali-
fornia. The importance and diversity of agricultural production in this county
is shown in Table 2 (Reference 1). The image data were received by the Prince
Albert Station in Canada and forwarded to NASA-Goddard Space Flight Center (GSFC)
for subsequent processing. The scene identification number is #84014518082X0,
World Reference System (WRS) Path 43, Row 34. Figure 1 shows the Tocation of
this scene in Northern California (solid 1ine). It also shows the three other
principal scenes covering U.C. Berkeley's primary study areas (dotted Tines).

The TM data were processed as a "P" tape by the Landsat Assessment System (LAS) -
at GSFC using the interim SCROUNGE image processing system. The "P" tape product
is both radiometrically and geometrically corrected. The computer compatible
tape (CCT), at 6250 bpi, was forwarded to the IBM Palo Alto Scientific Center,
c/o Mr. Ralph Bernstein, for subsequent processing and analysis by IBM and U.C.
Berkeley. The MSS data were purchased at the EROS Data Center as a CCT-AM (A"
tape) which is radiometrically, but not geometrically processed. Table 3 sum-
marizes the basic Landsat-4 spacecraft and sensor constants. Reference is made
to source documents which should be consulted for more detailed information on
satellite and ground processing operations (References 8,9,10). Table 4 gives
the spectral range of the TM and MSS sensors. ' o

Due to winter ground fog in the Central Valley, the first opportunity during
which to acquire small format, low altitude color oblique photography after the
December 8 Landsat pass occurred on January 20, 1983. On that day, several pre-.
selected transects within San Joaquin County were flown and specific fields photo-
graphed using dual 35mm cameras. One camera contained natural color film and the
other, color infrared film. The aircraft altitude was 500 m. The film was proc-
essed commercially, and each transect and frame was labeled and annotated on DWR
land-use maps at 1:24,000 scale. An example of the quality of this photography
is shown in Figures 2a .and 2b. ' : -

Given the vast area covered by each Landsat frame, two 21,000 hectare study
areas within the County were selected for detailed analysis due to the diversity
of their agronomic and pedologic conditions. The Vernalis Study Area is dominated
by alluvial and low terrace soils supporting orchards, field crops, and native
pasture. The Caswell Study Area is dominated by basin and alluvial soils sup-
porting mixed pasture, field crops, some orchards and vineyards, and extensive
native vegetation in Caswell State Park (Reference 11). Detailed agricultural
land use maps and legends for the Caswell and Vernalis study areas are shown in
Figures 3 and 4, respectively (Reference 2).

‘By thoroughly examining these detailed land use maps along with the obTique
aerial photographs and published agronomic and climatic data, we were able to
determine environmental conditions prevalent at the time of the overpass. Cli-
matic conditions one week prior to the overpass were varied. A series of Pacific
Ocean storms had crossed the State with over one inch of precipitation falling
in northern San Joaquin County. No precipitation fell during the week-of the
overpass, and temperatures were near normal for the study area. Precipitation
was heavy during the period between the overpass and the acquisition of the ob-
lique aerial photography. As periodic storms and cool temperatures preceeded
both the satellite and aerial photography acquisitions, variations in surface
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soil moisture between the two dates of data acquisition were minimal. Agronomic
conditions were dominated by slow growth of small grains, which were 50% emergent,
statewide, at the time of the overpass. Preparation for planting the remaining
small grain fields was in progress with much moist, fallow soil present. Field
preparation included weed control, pre-irrigation and planting. Harvesting of
grain sorghum and corn had recently been done in some fields. This is indicated
in both study areas by the presence of grain and corn stubble fields. Some
Timited alfalfa cutting was in progress, and many overwintered sugar beet fields
were evident. Pruning and weed control were the dominant field activities in
the deciduous orchards and vineyards. Many spectral variations in the orchards
resulted from the high spectral reflectance of the grass canopy understory in
orchards of varying age. Pasture growth and conditions were above normal due to
favorable climatic conditions prior to the overpass. Both native and irrigated
pasture experienced rapid herbaceous growth prior to the overpass. The cool,
wet conditions that prevailed after the overpass retarded grass growth; condi-
tions documented on the aerijal obliques acquired six weeks after the overpass
were very similar to those present at the time of the overpass.

Image products and numeric data were extracted from both the TM and MSS data.
TM image products were generated using the IBM 7350 Image Processing System at
the IBM Palo Alto Scientific Center (Reference 12). Various single band and
multi-band images were displayed on the 7350's color monitor; 35mm slides were
used to image the data displayed on the screen. Initial analysis of the TM data
was accomplished using these 35mm slide products. MSS image products were gen-
erated using the Remote Sensing Image Analysis Computer System at the Space
Sciences Laboratory on the U.C. Berkeley campus. Digital displays were copied
onto 35mm and Polaroid (Type 809) color film using a Matrix Color Graphics Camera.
Images of individual TM and MSS spectral bands for the Caswell and Vernalis study
areas are shown in Figures 5 and 6, respectively. Through the use of these and
color image products, direct comparisons of tone and textural signatures were
made between the oblique photography and the ground data in order to determine
the TM and MSS spectral characteristics of major agricultural fields in the area,
and to Tocate specific fields for extracting numeric data from both the TM and
MSS CCT's. Using these numeric data, we estimated the within-field and within-
region spectral variability, by band, for both of the Landsat-4 sensors. These
numeric data for the Caswell Study Area are summarized in Figure 7 where spectral
data for each of the TM spectral bands are plotted. The thermal band (TM6) dis-
plays the lowest variability and range of values for this area. This is expected
given the 120-meter IFOV and limited radiant temperature variability of the area
sampled. In the reflective bands, the spectral variability increases with wave-
length. Field-specific spectral data for the Caswell study area are tabulated
in Table 5, and plotted in Figure 8. The fields and crops selected are those
which dominate the study area in terms of spectral, spatial, and textural char-
acteristics.

Systematic analyses of both image products and numeric data for these study
areas have yielded the following early results:

(1) The overall quality of the TM data are excellent. This quality is il-
Tustrated for all bands as shown in comparison to the MSS data in Figures 5 and
6. Both study areas contain fields of variable shape, size, orientation and
cropping practices on contrasting soil groups. Spectral variations in fallow
fields are primarily the result of soil moisture and surface roughness varia-
bility due to various stages of field preparation for planting small grains.
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(2) There is extensive coherent noise in the MSS data for all bands. This
noise is illustrated in Figures 5 and 6. The noise affects data quality in Bands
1 and 2 to a greater extent than in the two near-infrared bands. We anticipate
this noise will cause significant classification errors for mapping small fields
and specialty crops in California when using MSS data. This noise is also ap-
parent in TM Band 1 for both Study Areas (Figure 5a). The period of this MSS
and TM noise has not been determined by these investigators.

(3) Spectrally, the addition of the first short-wave infrared band (Band 5)
has significantly enhanced our ability to discriminate different crop types as
shown in Figure 8. In the visible and near infrared bands, there is no signifi-
cant difference between the sugar beet and alfalfa spectra. In the middle in-
frared band, however, we see significantly different spectral values resulting
from the increased absorption of the radiation by the higher content of leaf
water of the sugar beet plant. Several other spectral crossovers (tone shifts)
between the visible and the middle infrared regions are also displayed. These
crossovers provide enhanced capabilities for discriminating and identifying major
crop groups and land cover conditions that are commonly confused spectrally in
the visible and near-infrared regions on single-date imagery. These obvious
crossovers occur between orchard and bare soil; between mixed pasture, sugar
beets, and alfalfa; and between grain stubble, mixed pasture, alfalfa, and sugar
beets. All of these numeric crossovers are illustrated in Figure 5b-e as shifts
in gray tones on the image products. The accuracy of crop group or crop type
classification using single-date or multi-date Landsat-4 data will increase if
TM Band 5 is used in conjunction with TM Band 4 and/or Band 3 as simple ratios,
linear combinations, or other commonly used transformations.

Photographic images of the thermal data acquired by the TM sensor for both
study areas are shown in Figure 6e. The dark tones on this image are those land
surfaces which have low radiant temperatures at the time of the overpass (0908
hours, PST), and represent primarily fields of grain stubble and bare soil which
have high moisture conditions. The light tones are those surfaces which have high
radiant temperatures at the time of the overpass, and represent fields of decid-
uous orchards, field crops and mixed pasture which have relatively lower moisture
conditions than the bare soil fields. Improvements in the processing of the TM
thermal data are still needed to reduce the radiometric striping resulting from
the bi-directional scanning.

(4) Spatially, the twofold decrease (28.5 m vs. 57 m) in interpixel distance,
and fourfold decrease in area per pixel of TM data allow for improved spectral
characterization of individual features due to a reduction in measurement errors.
This reduction results from the ability to extract a higher number and proportion
of "pure" pixels that are minimally contaminated by "boundary" pixels. Mapping
at more detailed levels of classification will also be enhanced by using the
spatially improved TM products. The improved spatial resolution of the TM sensor
is best illustrated in Figures 6a-d of the Vernalis Study Area. Numerous linear
features and various angles are depicted on the image products with minimal scan-
angle effects. Small linear features such as light-duty roads, water canals, and
subtle field boundaries are easily resolved on the TM image product, but are not
consistently resolvable on the MSS products. Several examples in the Vernalis
area illustrate this point. The New Jerusalem Airport is shown on the right hand
margin of each image in Figures 6a-d as two parallel, concrete runways Tocated
alongside cropped fields. Running parallel to the runways are taxi strips sep-
arated from the runways by bare soil fields; these taxi strips are not resolyable
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on either image product due to the spatial resolution of the sensors and lack of
sufficient contrast between the concrete and bare soil. The field crop growing

on both sides of the upper runway allows sufficient contrast for both sensors to
resolye this feature. The lower runway, however, is bounded both by a field

crop, creating a high contrast upper boundary, and by a bare soil field, creating
a low contrast lower boundary. This variable contrast boundary makes the lower
runway barely resolvable on the TM image products and not resolvable on the MSS
image products with the exception of the portion of the runway where there is
sufficient contrast between the concrete and bare soil to be resolved by the near-
infrared channel, MSS Band 3 (Figure 6¢).

(5) The 8-bit signal quantization level of the TM provides an image that is
rich in detail, optimizing the textural characteristic--a major attribute used in
feature identification. The improved tone contrast and increased sharpness of
feature boundaries on the TM image products, in comparison to the MSS products,
is readily apparent.from a careful viewing of Figures 5 and 6.

(6) No geometric comparisons were made between the MSS and TM data because
the MSS data had not been geometrically corrected. Qualitative comparisons be-
tween the TM data and USGS 7%' topographic quadrangles, however, appear to in-
dicate that the geometric quality of TM data is sufficient for updating land
use maps and field boundaries at this scale (1:24,000).

SUMMARY

Even at this early stage of our research we find the quality and utility of
the TM data to be excellent for meeting most of the inventory objectives of the
agricultural resource specialist. The TM data will be extremely valuable for
crap type and area proportion estimation, updating agricultural land use survey
maps at 1:24,000-scale and smaller, field boundary definition, and determining
the size and location:of individual farmsteads.

Ongoing research activities are focused on making spectral and spatial anal-
yses of both MSS and TM analytical film products. Based on the improved spectral,
spatial and radiometric quality of the TM data, we see a renewed emphasis and
interest in direct visual interpretation of these image products, both for up-
dating and improving land stratification in support of resource inventory and for
enhancing the image analyst's contribution to computer-assisted analysis pro-
cedures.
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Table 1.

IMPORTANCE OF CALIFORNIA'S AGRICULTURAL RESOURCES

Leading Agricultural State in U.S.

200+ Commercial Crops

14 Million Hectares in Farm Production

Leads U.S. in 48 Crop and Livestock Commodities

50% of U.S. Fruit and Nut Crop Production

33% of U.S. Vegetable Crop Production

$13.9 Billion Crop and Livestock Production Value

$4.2 Billion Export Value (Cotton, Rice, Wheat, Others)

Table 2.

'AGRICULTURAL STATISTICS FOR SAN JOAQUIN COUNTY, CALIFORNIA

365,200 Hectares
6th Leading Agricultural County in California
$770 Million Crop and Livestock Production Value
Major Crop Groups:

Tree Fruits and Nuts

Vineyards

Field and Truck Crops

Range Pasture, Irrigated and Non-Irrigated

: AVerage Field Size ~25ha
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Figure 1.

study areas.
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Table 3.

BASIC LANDSAT-4 SPACECRAFT AND SENSOR CONSTANTS

SPACECRAFT

Sun Synchronous

Nominal Altitude

Nominal Swath Width

Orbit Inclination

Orbit Period

Repeat Period

Sidelap (at equator)
Sidelap (at 40° Latitude)

SENSOR
MSS (partially processed image; CCT-AM)

Nominal number of pixels/line
Number of 1ines

Nominal interpixel distance
Nominal interline distance

MSS (fully processed image; CCT-PM)

Number of pixels/line
Number of lines

Interpixel distance
Interline distance

Signal quantization levels

TM (fully processed image; CCT-PT)

Number of pixels/line
Number of Tlines

Interpixel distance
Interline distance

Signal quantization levels

705.3 km
185.0 km
98.2°
98.9 min
16 days
7.6%
29.0%

3240
2400
57.0m
82.7m

3548
2983
57.0m
57.0m
127

6967
5965
28.5m
28.5m
256
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Table 4. (

SPECTRAL RANGE OF THE SENSORS ON LANDSAT-4

THEMATIC MAPPER (TM)

Band Spectral Range, um
1 0.45 - 0.52
2 0.52 - 0.60
3 0.63 - 0.69
& 0.76 - 0.90
5 1.55=21:78
/) 2.08 -'2.35
6 10.40 -12.50

MULTISPECTRAL SCANNER (MSS)

Band Spectral Range, um
1 0.5:7= "10:6
2 056 o= Ok
3 0.7 . =08
4 0.8, = 11
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Figure 2a. Example of Tow altitude, 35mm aerial obli
for assessing land cover conditions. Thi
herbaceous vegetation understory (left),

que photography acquired on January 20, 1983
s image shows a deciduous orchard with an
and an emerging small grain field (upper right)

where bare soil dominates the spectral response. The location and direction of this

photograph <ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>