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SUMMARY 

There are several prellmlnary, or Pllot, efforts for developlng data systems 
for supportlng NASA SClence research. The Pllot Data Systems conslst of the Pllot 
Land Data System (PLDS), the Pllot Ocean Data System (PODS), the Pllot ClImate Data 
System (PCDS), and the Pllot Planetary Data System (PPDS). The Pllot Data Systems 
WIll transltlon lnto operatlonal systems ln the 1990s. The PLDS lS lIkely to have 
the greatest communlcatlons needs of the varlOUS Pllots. Communlcations Issues and 
requlrements are examlned here ln the context of the mature PLDS as It may eXIst by 
1990. PLDS IS seen as a dIstrIbuted proceSSIng system lInkIng resources at a number 
of NASA research centers and outSIde unIverSItIes. Large Image data sets, including 
Landsat MultI-Spectral Scanner (MSS) and ThematIC Mapper (TM) scenes, are a major 
data type to be moved along the PLDS communicatlons network. The unusually large 
Slze of these data flIes requlres examInIng new technologIes that may allow effI­
CIent and affordable communIcatIon at rates of up to 60 megabIts per second. Poten­
tIally useful developments Include portable satellIte ground statIons, and TIme 
DIVIsIon MultIple Access for sharIng hIgh-speed satellIte llnks. PLDS alone, or any 
other SIngle data system, IS unlIkely to JustIfy operatIonal access to these ser­
VIces due to cost. Future poolIng of communIcatIons for the varIOUS data sy~tems 
Into a SIngle network would reduce costs and may make economIC JustIfIcatIon of 
access to the reqUIred data rates pOSSIble. 

INTRODUCTION 

There are several "pIlot" (l.e., prototype) efforts now under way to bUild npw 
computerIzed data systems In support of NASA research. They are the Pilot Land Data 
System, the Pllot ClImate Data System, the PIlot Ocean Data System, and the PIlot 
Planetary Data System. These projects are Intended to bUIld prototypes of the 
systems to be operatIonal In the mld-1990s. The latter WIll be desIgned to support 
Earth and planetary SCIence research actIVItIes wIthIn NASA by prOVIdIng user­
frIendly comprehenSIve data management and analYSIS tools to SCIence researchers. 
ThIS WIll free the researchers from the need to spend much of theIr tIme conductlne 
data proceSSIng rather than research, a preSSIng current problem. 

Most of the communIcatIons needs for the NASA PIlot Data Systems can be attrIb­
uted to reqUIrements for the PIlot Land Data System (PLDS). Therefore, thIS InItial 
analysls focuses on deflnlng approprlate data llnk speclflcatlons for the mature 
PLDS communIcatIons network. 
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The PLDS, unlike the other PIlot systems, IS enVIsIoned as a distrIbuted, 
rather than centralIzed, data management system (NASA, 1983; WorkIng Group, 1984). 
The system IS Intended to link computer processIng facIlItIes at five NASA Centers 
that are actively involved in Earth science research: Ames Research Center (ARC), 
Moffett FIeld, CalIf.; Goddard Space Flight Center (GSFC), Greenbelt, Md.; Jet 
PropulsIon Laboratory (JPL), Pasadena, CalIf.; Johnson Space Center (JSC), Houston, 
Tex.; and NatIonal Space Technology Laboratory (NSTL), Bay St. Louis, MISS. Each 
NASA Center WIll act as one node of the PLDS network and as a network port for a 
number of unIversItIes and other instItutIons. 

WIthIn the next 2 yr the fIve NASA Centers are to be linked, as well as several 
unIversItIes. A more mature verSIon of the network, connecting an undetermIned 
number of sItes, IS envISIoned for creatIon by 1990. For the purposes of this 
report, approxImately 60 remote users are assumed (12 per NASA host), wIth these 

. beIng lInked Into the PLDS through the fIve NASA network hosts (fIg. 1). By 1995, 
the PLDS wIll have evolved Into ItS fInal form--an operatIonal Land Data System. 
DurIng the total developmental perIod, extensIve applIcatIon-specIfIc software wIll 
be wrltten In the areas of geographic InformatIon processIng, database management-, 
image processIng, and artifIcIal intelligence. 

SCOPE OF THIS REPORT 

To lImit the scope of the problem, assumptIons are made for many system desIgn 
parameters. The focus here wIll be on the physIcal data-llnk al ternat 1 ves, SOf'1e 
cost Issues, and a comparIson of the level of serVIce (data rates) wIth respon3C 
tImes for the movement of IndIvIdual data sets. 

NETWORK DESIGN ASSUMPTIONS 

ThIS report examInes the desIgn of a mature PLDS communIcatIons system, Cls3umed 
to be operatIonal by 1990. The fIve NASA Centers are the assumed hosts for all 
system actIvIty, whIle some applIcatIons processIng WIll be unloaded to local worv­
statIons. An approxImate conceptual structure for the logIcal lInks withIn the 
network IS already defIned. ThIS structure consIsts of a long-haul network between 
the NASA Centers, wIth reglOnal lllles connectIng remote users to desIgnated NASA 
Centers. The long-haul network IS conceIved as a full-mesh structure connectIng all 
the Centers Vla satellIte or ground lInes. The lInking of remote users to the 
desIgnated hosts can be consIdered to be fIve regional star networks. A generdl 
schematIc of the connectIons requIred IS shown In fIgure 1. 

Each host IS assumed to have a DEC VAX computer to act as "gateway" Into the 
network. The gateway computer WIll Interface wIth the other host InstallatIons and 
be accessIble as a port facIlIty by outsIde users. The gateway at each Center WIll 
also be Interfaced wIth a local area network (LAN). The LAN at each Center WIll 
allow local NASA users to access the network and outsIde users to access bulk pro­
cessors (Class VI computers In the 100- to 250-mllllon InstructIons per second 
(MIPS) range) eXIstIng at several of the NASA Centers. WhIle consIderatIon of the 
structure of IndIvIdual LANs falls outsIde the scope of thIS report, they are 
assumed to be transparently accessIble through the VAX gateways. 
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In add1t1on to the gateway VAX computers, appropr1ate hardware (lnclud1ng 
modems, mult1plexers, concentrators, and satell1te receiv1ng stations) w1II be 
requ1red by the network. These items are not considered 1n the present report. 
They w1II be suppl1ed as part of the overall link Wh1Ch w1ll be procured on a per­
formance basls. 

An assumpt10n IS made that each NASA host wlli support 12 remote users (mostly 
un1vers1tles) 1nvolved 1n NASA research act1vities. Th1S requ1res that some form of 
communlcat1on be extended to about 60 remote facliltles. Remote users are assumed 
to be uSlng some type of Inteillgent workstatlon or computer operatlng In the 0.1-
to 4-MIPS range. Most users are assumed to have facliltles capable of carry1ng out 
many operatlons locally and to have pr1v1leges allowlng them to brlng small- or 
Intermedlate-s1zed data sets (100 kllob1tS or 336 megabIts) to theIr local proces­
sor. Larger data sets are assumed to be sent mostly by magnet1c tape or dISk, 
rather than by communIcatIon lInes between NASA Centers. 

In desIgnIng the network, the seven InternatIonal Standards OrganIzatIon (ISO) 
communIcatIons protocol layers wIll be consIdered. For nonsateillte, long-haul 
communIcatIons, the X.25 packet-swltch1ng protocol 1S assumed to be used for the 
lower three ISO Open Standards Interface (OSI) commun1cat1ons protocol layers (phys­
lcal, data lInk, and network protocols). Because X.25 IS throughput IneffIcIently 
over hIgh-bandwIdth satellIte lInks, It IS assumed that alternatIves USIng satellIte 
communIcatIons WIll requ1re the selectIon of specIal protocols, possIbly IncludIng 
forward error correctIon. DECNET software WIll be used, at least InItIally, for the 
four hIgher-level protocols. The PLDS W1II reqUIre augmentat10n of the DECNET 
protocols to ensure the opt1mal system transparency and securIty. SpecIfIcally, 
added seSSIon protocols need to be developed to ensure appropr1ately dIstrIbuted 
network control and account1ng; data standards (lmage formats, etc.) need to be 
establ1shed and bU1lt Into the presentat10n layer; and some network serv1ces, trans­
parency measures, and secur1ty augmentat10n of the appl1cations layer IS desIrable. 
These tOPICS are beIng addressed by PLDS work1ng groups. 

The PLDS IS to be a d1str1buted system. Already planned IS a central d~ta 
dIrectory at GSFC. Because of organ1zat1onal cons1deratlons and the large Size of 
the planned database, actual data arch1ves are planned to be dIstrIbuted In nonrep­
llcated form at the var10US Centers. Data process1ng WIll be carrIed out at the 
user's workstatIon whenever poss1ble. OtherW1se, facIlItIes ava1lable on the net­
work WIll be utIl1zed. 

Data to be transm1tted between sltes are assumed to fall 1nto four mauJor SIze 
categor1es: 2.5 Gb1tS (full-frame Themat1c Mapper (TM) 1mages), 336 Mbits (MultI­
spectral Scanner (MSS) or part1al TM scenes), 8.4 MbitS (part1al scenes conSIstIng 
of 4-band, 512- by 512-p1xel w1ndows), and 100 kb1ts (statlstlcs, polygon map flIes, 
or mall and other text data). 

Several assumpt10ns about system ut1llzat1on are summar1zed. 

Data set SIze 
Number of movement 2.5 Gb1tS 336 Mb1tS 8.4 Mb1tS 100 kbltS 
requests per month (TM) (MSS) (512 x 512 x 4) (text, etc.) 

Per host 8 40 400 2400 
Total 40 200 2000 12,000 
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Of the data transport requests listed, only the 100-kbit data sets will be fully 
movable through all communications lines within the system. Larger data sets w1ll 
be sent only between the network hosts, or transported via a physical media such as 
magnet1c tape. The assumed loads may appear overly high, but might well be those 
that actually w1ll be encountered once these commun1cations capabilities are made 
ava1lable. 

An add1t1onal load assumpt10n 1S that each remote user will access the PLDS for 
30 hr of pr1me t1me (between 8 a.m. and 5 p.m.) per month. To simplify the problem, 
even1ng loads Wh1Ch, 1n any case, w1ll tax the system less than dayt1me use, are not 
cons1dered. 

A 1.544-Mb1t/sec Ilnk 1S already be1ng establ1shed among the five NASA hosts. 
There 1S a need to upgrade these rates to greater bandw1dths by 1990, and alterna­
tIves for d01ng so are exam1ned in this report. The llnk between hosts IS eventu­
ally expected to support at least the movement of data sets in the 336-Mb1t Slze 
range. Data sets too large for pract1cal transmiss10n over commun1cations Ilnes 
w1ll cont1nue to be transported via magnet1c tape or other phys1cal med1a. Most 
unlvers1ty connect1ons are assumed to requIre only the capab1lity to move 100-kb1t 
data sets, although a Ilm1ted number (about 10%) of these institut10ns w1ll probably 
acquIre hlgher-capab1lity Ilnes. Alternatives for accomplishIng these Ilnks can be 
found 1n the "des1gn" sect10ns of th1S report. 

HOST-TO-HOST LONG-HAUL COMMUNICATIONS NETWORK DESIGN 

Any proposal for long-haul Ilnes among PLDS hosts must be reconc1led w1th NASA 
POlICY requirements. Despite the eXIstence of several NASA communicat1ons satel­
lItes (ATS-1, ATS-3, Track1ng Data Relay Satell1te (TORS) East), government regula­
tIons requIre that the PLDS must ut1l1ze vendor-supplied Ilnes leased through NASA's 
Program Support Commun1cat1ons Network (PSCN). Relevant aspects of the PSCN are 
that some spare lIne capaCIty WIll be avaIlable, NASA already leases much of the 
satell1te ground station and other communIcatIons hardware that PLDS m1ght need, and 
the econom1es of scale are such that add1ng PSCN llnes will result 1n margInal added 
costs. 

It 1S pOSSIble that the PLDS could conduct communIcatIons tests through the 
NASA NASCOM network, rather than through the PSCN, although thIS optIon would 
reqUIre some fleXIbIlIty In current roles. NASCOM may soon acquire a 60-Mbit/sec 
Inter-Center llne WIth TIme-DIvIsIon Multiple Access (TDMA) burst capab1l1ty (per­
sonal communIcatIons wIth Harry Jones, CommunIcatIons EngIneer, Ames Research 
Center, Feb. 1984). 

TDMA IS a useful technology that could prOVIde many benefIts If used In a PLDS 
network. ThIS would be accomplIshed by leaSIng a full satell1te transponder from a 
prIvate vendor, purchasIng or leaSIng TDMA equipment to augment eX1stlng ground 
statIons, and confIgurIng these facIlItIes Into a mesh network. W1th the appropri­
ate hardware optIons, the TDMA could accept Input data at rates of 1.544, 3, 6, or 
12 Mblt/secj buffer the dataj and send It out over the satellIte link at a burst 
rate of 60 Mblt/sec. The use of TDMA, with dynamIC allocatIon of bandWIdth among 
users, allows much more eff1c1ent operatIon than the conventIonal tIme or frequency 
dIVISIon multIpleXIng approach In WhIch each user is allocated a fixed bandw1dth or 
tIme slot. TDMA also allows all users to take advantage, for short perIods of tIme, 
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of the maximum posslble bandwldth avallable over the satelllte transponder to 
achieve faster response times. 

Long-Haul Communlcatlon Llnes 

Based on the assumption that response times between hosts must be 15 mln 
or less (to mlnimlze queulng for Ilne use), the mlnlmum-llne bandwldths are 
1.544 Mblt/sec for MSS and 12.36 Mbit/sec for TM data transfers: 

MSS Data Flow 
Bandwldth (kb1t) T1me (m1n) 

9.6 
56 

1,544 
12,360 

1,668 
288 
10.4 
1.3 

TM Data Flow 
Bandwldth (kb1t) T1me (m1n) 

9.6 
1,544 

12,360 
60,000 

12,420 
779 

9.6 
2.0 

PLDS needs could be met through the acqu1slt1on of a permanent 1.544 ~1bltlsec lillk, 
and occaslonal burst use of a 12.36-Mblt/sec Ilnk. However, thlS IS less deS1rrtblp 
than the use of TDMA burst facllltles of 60 Mblt/sec WhlCh may be Installed by 
NASCOM. Burst transmlsslon of all PLDS communlcatlons at 60 Mblt/sec would result 
In short response tlmes (2.0 mln per TM Image). The 60-Mblt/sec Ilne should be 3ble 
to accommodate PLDS trafflc uSlng spare capac1ty, as the PLDS average load can be 
calculated to be 919 kblt/sec or 1.5%. 

If access to TDMA faC1lltles canllot be acqu1red, elther for testlng purpo3es 
through the NASCOM or on a more permanent basls through the PSCN, then a reasonable 
alternatlve IS to seek a permanently dedlcated 1.544-Mb1t/sec llne backed up wlth 
occaslonal access to a 12.36-Mblt/sec Ilne. The 12.36-Mblt/sec Ilne would support 
movement of TM Images, WhlCh each request taklng 9.6 mln, assumlng the task IS not 
llmlted by tape Input/output (I/O) speeds. Mld- and small-s1zed data sets, 1nclud-
1ng MSS, four-band, 512 by 512 Images, and text flIes, would travel over the perma­
nent 1.544-Mblt/sec Ilne. There are 14,200 requests per month faillng wlthln thlS 
volume range or 710 dally requests to the network, at an average 6 MbltS per 
request. The average response tlme over the 1.544-Mblt/sec llnk can be calculated 
to be 11.1 sec (assumlng throughput efflclency IS 35%), result1ng 1n 131 mln of use 
per day. Assumlng all the load is durlng an 8-hr day, the l1ne would be busy 21% of 
the tlme. ThlS would entall frequent confl1cts, but llttle delay. Contentlons of 
Ilne use would become a problem If TM Images were also sent over the 1.544-Mblt/sec 
11ne, because they each require 77 mln of transmlttal t1me each. 
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Data Flow 

If TDMA burst lines of 60 Mblt/sec are acquired, PLDS communlcations wlll be 
Ilmlted only by the speed of the network hosts and their perlpherals. Data-flow 
bottlenecks can occur at three pOints within the system: (1) between remote users 
and NASA hosts, (2) between hosts, and (3) between hosts and their 1/0 devices (tape 
and dlsc drIves). Flow wlthin the network will be Ilmlted by the speed of the 
slowest communicatlon link. The PLDS communication system must be designed to 
accommodate peak data loads because, whereas PLDS average loads are low, the peak 
capaCIty must be hIgh to ensure adequate response times: 

Total Data Volume per Month 

40 x 2.5 Gbit 100,000 Mbl t 
200 x 336 Mbit 67,200 Mblt 

2,000 x 8.4 Mblt 16,800 Mbl t 
12,000 x 100 kbl t 1,200 Mblt 

Total 185,200 Mbit 

A verage Load 

185,200,000 kblt 919 kblt/sec 
160 hr x 3,600 sec x 0.35 (throughput efflclency) 

Peak Load when MOVIng One TM Image 
Bandwldth (Mblt/sec) Response tIme (mln) 

1 .544 
12.36 
60 

77 
9.6 
2.0 

A conceptual dlagram of data flow 1S shown 1n f1gure 2. The length of time requ1red 
to transport the largest standard data set, a TM 1mage (2.5 Gb1t), over the var10US 
lInks was shown prevIously. Clearly, TM data scenes cannot be transm1tted over 
9.6-kb1t/sec Ilnes because of the exceSS1ve t1me (207 hr) needed to do so (assumlng 
35% throughput eff1c1ency). Any requests by the remote users for TM scenes should 
be met by ma1llng them a computer tape. TM transfers at any rate between 1.5411 and 
60 MbIt/sec would be acceptable between hosts; however, rates over 1.544 Mb1t/sec 
are deslrable to prevent exceSS1ve response t1mes and Ilne content1on. 

The long-haul communIcatIons could be IlmIted by thespeed of the perlpherals at 
the network hosts. A major concern 1S that PLDS long-haul commun1cat1ons appear to 
be lImIted by tape 1/0 speeds. Desp1te dr1ve rat1ngs at approxImately 6 Mb1t/sec, 
tape reads of TM currently are done at an effect1ve speed of between 200 kb1tlsec 
when USIng h1gh-level language 1/0 (FORTRAN, etc.) and 2 Mb1t/sec when assembly 
language 1/0 rout1nes are used (determ1ned through tests at Ames). Operat1on at 
2 Mb1t/sec (21 m1n to read a TM 1mage) 1S marg1nally acceptable, wh1le operatIon at 
200 kb1t/sec (3.5 hr read tIme) 1S not. Appl1catlons packages uS1ng h1gh-level 
languages for tape 1/0 should be replaced with assembly routines 1f the PLDS IS not 
to be Ilm1ted by 1/0 speeds. Ult1mately, all 1mage arch1ves should be placed on 
hlgh-speed/hlgh-dens1ty optlcal-d1sc med1a to el1m1nate th1S bottleneck. 
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Costs 

If access to burst lInes of 60 Mblt/sec IS acquIred by the PLDS and shared wIth 
NASCOM users, a reasonable assumption would be that PLDS traffIc would comprIse 1% 
of the total volume. As a satellIte transponder, plus full services, can be leased 
for about $2,500,000/yr; the PLDS prorated costs for thIS line would be about 
$25,000 yearly for all its long-haul lines. If the 60-Mblt/sec burst link is not 
avaIlable to the PLDS, some lInes may need to be leased through the PSCN. IndivId­
ual, 1.544-Mblt/sec lInes can be leased for about $190,000/yr (personal communica­
tIons WIth Harry Jones, CommunIcatIons EngIneer, Ames Research Center, Feb. 1984). 

REGIONAL NETWORK DESIGN 

Earth SCIence research USIng the PLDS is to be performed not only by NASA but 
also by research groups In unIversItIes and other government agencIes. ThIS 
research WIll be carrIed out under grants and contracts funded by NASA. The exten­
SIon of the PLDS to most of these remote users willbe paId for by NASA eIther as a 
dIrect cost or as part of the grant/contract fee. Therefore, the desIgn of the 
regIonal network IS a dIrect concern to the PLDS. 

CommunIcatIon paths and modems have been InvestIgated for such a network. The 
followIng assumptIons and consIderatIons were used In the regIonal network desIgn: 

1. MultIple data sets of 100,000 bItS are Involved In InteractIve seSSIons 
averagIng 30-mln connect tIme. 

2. The average tIme for each remote-sIte user of the PLDS IS 30 hr/mo of 
connect tIme durIng normal busIness hours. 

3. SIX data sets of 100,000- bItS, on the average, WIll be transferred durIng 
each 30-mln seSSIon. 

4. ExceSSIve response tIme of 41 mIn at 9.6 kblt/sec (lIsted are fIgures that 
preclude transfers of four-banded 512- by 512-plxel-lmage subsectIons over the 
regIonal lInes): 

LIne bandwIdth 

4.8 kbit/sec 
9.6 kblt/sec 

56 kblt/sec 
1.544 Mblt/sec 

TIme 

82 mIn 
41 mIn 
7.1 mIn 

15.5 sec 

5. Half of the remote SItes WIll account for 80% of the transactions In any 
one month. The estimated total IS 2400 data sets per month. 

6. EffIcIency of protocol overhead IS 80% (the effIcIency percentage equals 
the ratIo of data over data plus character and block parIty bIts). 

7. EffIcIency of the throughput IS 50%. 
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8. InvestIgatIon of the western regIonal networks wIll provide suffICIent 
InformatIon to allow design of regIonal networks. 

9. The ratIo of the human/machIne processIng tIme to the network/telecommunI­
catIon tIme ratio In the real-tIme network transactions is about 9 to 1 (n1ne unIts 
of tIme for human setup and database retrieval manipulatIon to one unIt of tIme for 
network data handlIng). 

Data Flow 

As an example scenarIO used to Ident1fy costs and other Issues, the above 
assumptIons are applIed to the ARC and JPL nodes of the PLDS (fIg. 3). Twelve sItes 
are lIsted In the Ames network and 10 In the JPL network. When a throughput effI­
cIency of 50% IS used, analysIs 1ndlcates that an 8.8 kblt/sec lInk to each sIte 1S 
requIred. 

Check of the 50/50 Data to 
Setup Turnaround Ratlod 

Modem turnaround tIme 
Block transmIssIon tIme 
Modem delay 
PropagatIon delay (1.5 msec/l00 miles) 
Rece1vlng-term1nal traInIng t1me 
Modem turnaround tIme 
Acknowledgment transm1sslon t1me 
Modem delay 
PropagatIon delay 
Transm1sslon modem tra1n1ng tIme 

TIme 
(msec) 

250 
1250 

10 
7.5 

250 
250 

50 
10 
7.5 

250 

aThroughput effIcIency = 1250/2335 53.5% 50%. 

The calculation of the data bIt rate requIred the transfer of a 100 kblt data set: 

30 sec = request + 1 data set = 110,000 bIts (1) 

where request protocol equals 10 kbltS. For protocol overhead of 80% 

110,000/0.8 = 132 kbltS (2) 

Throughput effIcIency IS 

0.5 30 sec x 0.5 15 sec 

Data rate requIred IS 

132 kbltS/15 sec 8.8 kblts/sec (4) 
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The user terminals at the remote sItes are assumed to be workstatIons wIth a 
communIcations port to allow access to the PLDS, as well as to any local (at the 
remote sIte) computing facIlItIes that mIght be avaIlable. FIgures 4 and 5 depIct 
how the remote workstatIons would lInk Into the gateway and other hardware at the 
NASA host facIlIty. 

The hIgh-speed end of voice-grade communicatIon (7200-9600 kblt/sec) requIred 
by the remote user facIlIty narrows the hardware selectIon to equIpment wIth the 
advanced synchyronous communIcatIon capabilIty. The high-speed modems now avaIlable 
have lIne qualIty monitorIng and automatIc lIne-equalization cIrcuIts to permIt 
dIal-up VOIce cIrcuIts to be used to lInk the remote sIte wIth the research center 
node. The communIcatIon lIne and modem avaIlabIlIty were researched through Datapro 
Reports (ref. 2). Each IS presented In the paragraphs below. 

Reg10nal commun1cat1on Ilnes- The d1al-up, value-added networks (VAN) and 
leased Ilnes are compared In table 1. Twelve remote-user sltes to the ARC node and 
10 sltes to the JPL node are lIsted. The costs per month for each type of serV1ce 
are tabulated for compar1son. 

DIrect-dIal-up telephone serV1ce 1S presented 1n the f1rst column. The cost 
for 30 hr/mo of daytIme use was derIved on the basIs of 30-mln calls; the fIrst 
mlnute plus 29 add1t1onal m1nutes were pr1ces and averaged to get the "permlnute" 
rate. 

The AT&T "800"-11ne serVlce 1S presented In the next column. Four "800" llnes 
were prlces 1n the "over 80 hr/mo" bracket at $14.50/hr. The total cost was pro­
rated to 11 sltes. A vOlce-grade dlal up was added for Alaska. The Inward WATS IS 
not offered for Alaska. 

VANs (Tymnet, Telenet) do not compete well at these data rates. The1r serVlce 
IS focused on the lower-data-rate serV1ces market. 

Leased lInes (AT&T 2000 MPL servlce) do not cost much more than 30 hr of 
dlal-up serV1ce (table 1, cols. 4 and 8). When termlnatlon fees are subtracted, the 
leased lIne costs less than short-dlstance dlal up. There IS another advantage wlth 
leased Ilnes--securlty from hackers and wrong numbers. Leased lInes keep outslders 
out of the network. 

The tabulatlon In table 1 1ndlcates that the regIonal network llne costs would 
be 12% to 14% less wIth the "800" lll1e (lnward WATS) than w1th dlrect, long­
dIstance, dIal-up serVlce. Leased lInes offer added avallablllty and added securIty 
for a small 1ncrease In cost. 

Data modems-The h1gh-speed synchronous-data modems requ1red by the reglonal 
network are avallable. The reqUIrement for a 9.6 kblt/sec lInk IS eas1ly met, but 
thIS rate over dlal-up vOlce-grade llnes IS not so easlly met. However, the SOphlS­
ticated mIcroprocessor-drIven modems w1th llne-quallty monItor and automat1c llne 
equallzatlon are ava1lable 1n suffIc1ent var1ety to say w1th conf1dence that mode~s 
wlll be ava1lable and affordable for the network now and even more so 1n the next 
5 yr. E1ght vendor models are Ilsted 1n table 2 w1th pertInent features and prlce, 
If avaIlable. 

These e1ght modems all use quadrature modulatlon and feature the RS232-C com­
mun1catlon protocol for the model-to-termlnal lInk. All but one are m1croprocessor 
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drlven. All have automatlc llne equallzatlon bUllt in. Wlth llne monltorlng, the 
modems sense the llne lmpedance and match the llne to optlmlze slgnal transmls­
Slon. Also, lf too many negative acknowledgments are recelved, the modem palrs 
agree to sWltch to a lower rate to optlmlze throughput on the llnk. 

Other features (table 2), such as reverse channel, can lncrease throughput by 
receiving acknowledgments/negative acknowledgments on the reverse channel (essen­
tlally full duplex). The alternate VOlce feature allows human VOlce communlcatlon 
as well as machlne-to-machlne lnteraction. Wlth auto-answer, the recelvlng machlne 
answers ltS own phone and, lf properly programmed, knows how to respond. Lastly, 
bUllt-ln dlagnostlcs allow the modem to check ltself (self-test) and check the 
connect1ons (local loop-back and remote loop-back). 

The pr1ces for these modems range from $2740 to $6500. The modems ava1lable to 
the network 1n the near future wlll have the above features as standard features 
rather than optlons and wlll be prlces at about $5000. 

Reglonal Network Commun1cat1ons Archltecture 

In the dlScuss10n of arch1tecture conf1guratlon an assumptlon has been made 
that the research center w1ll handle not more than four remote users at anyone 
t1me. Th1S 1S suffiCient to accommodate the assumed 30 hr/mo of dayt1me access (660 
of the ava1lable 800 working hours dur1ng the month are used), wh1le m1nimizing 
posslble overloading of the PLDS gateway. Four modems must be on-l1ne ready to do 
business (see fig. 4). The number of ports required at the gateway fac1lity 
varies. Line SWitching equipment w1th 12 ports 1S required if the lines are leased; 
f1 ve ports are reqUlred 1f the Ilnes are "800" llnes (four "800" Ilnes plus one 
regular dial-1n Ilne for non-"800" users, Wh1Ch requ1res sW1tch1ng), or four ports 
if dial-up serVice 1S chosen (no sW1tching). 

Leased Ilnes proVlde secur 1 ty, an 1mportant cons 1deration 1 f secur 1 ty becomes a 
seriOUS requ1rement. User-access screen1ng (secret passwords, etc.) 1S requ1red if 
the "800" llnes or regular telephone serV1 ce 1 s chosen. A comb1 nat1 on of the van­
ous Ilnes 1S best so that all the above maY'be required. F1gure 4 shows the 
four modems between the regional-network commun1cations processor and the telecom­
mum catlOn eqUl pment. The commUl11 cat10ns processor also serves as the gateway 
processor for the PLDS node (a DEC VAX). Commun1catlon Ilnes fan out from the 
telephone equ1pment to up to 12 remote-user sltes. Each remote user reqUires the 
telephone hookup and a modem 1nterfaced to ltS communicat1ons processor. 

The remote-user conf1gurat1on 1S blocked out 1n flgure 5. The sC1entlf1c 
workstat1on 1S expected to have sufflc1ent processor power and storage to do seriOUS 
research, and may be tied 1nto other local computer faClllt1es. 

For commun1cat1on from remote sltes to the NASA research center, the COmmWllC::l­
t10ns processor w1ll rece1ve data from the workstatlon (prov1ded by d1rect memory 
access), block the data, 1nstall headers and tra1lers, and send the data over the 
RS232-C 1nterface to the modem and telephone equlpment (flg. 5). The data transfers 
from NASA are handled 1n reverse sequence. 
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RECOMMENDATIONS 

PLDS long-haul communIcatIon needs can best be met through use of 60-Mblt/sec 
TDMA burst lInks between NASA centers. Because thIS capabIlIty IS provIded only 
over satellIte communIcatIon lInks, X.25 protocols are unsuItable. SpecIal satel­
lite-compatIble protocols must be used to achIeve hIgh-throughput effIcIencIes. The 
I/O speeds of peripheral devIces at the varIOUS PLDS host facIlItIes should be 
upgraded to fall wIthIn the 2- to 60-Mblt/sec range to prevent communIcatIons 
delays. SpecIfically, hIgh-level language I/O should be replaced wIth assembly 
routInes, and magnetIc-tape archIves should be moved to fast optlcal-disc-storage 
deVIces. 

The regIonal networks wIthIn the PLDS can be bUIlt uSIng the DIrect DIstance 
DIalIng (DDD) telephone system. InItIally, up to four telephone numbers are 
requIred at each NASA node, along wIth the same number of modems. As the remote 
sltes become act1ve, it may become benef1c1al to purchase 1n-WATS ("BOO"-llne) 
serV1ces. The v01ce-grade-swltched serV1ces w1II prov1de adequate channels when 
uS1ng adaptIve, hIgh-speed modems. The advantage 1n uS1ng dIal-up lInes 1S easy, 
economIcal growth. The dIsadvantage IS Interference from wrong numbers, telephone 
Sollc1tors, and hackers. Secur1ty can be added, as requ1red, to th1S slmple des1gn 
base. 

The commun1cat1ons for all the NASA P1lot data systems should be 1ntegrated If 
effIcIency IS to be maxImIzed and cost are to be mInImIzed. If lInk access IS not 
shared, the data systems may not acquIre the hIgh bandw1dths they need. Shared use 
between the varIOUS data systems of TDMA fac1l1tIes can ensure fast response t1mes 
at a low prorated cost for 1ndlvldual user groups. If shared access to 60-MbIt/sec 
TDMA burst 11nes can be acqu1red, the prorated 11ne costs to the PLDS w1II be about 
$25,000/,. 

The long-haul 11ne costs for the PLDS are small compared to the costs of 
d1al-up llnes for remote users. General1zlng from equat10ns (1)-(4), the d1al-up 
cost for each remote user averages about $8500/~r, or $510,000 yearly for all 
regIonal llnes. A follow-up analys1s should be conducted to exam1ne the feas1bll1ty 
of InstallIng ground stat10ns at all remote sltes. ARC has already demonstrated on 
an exper1mental bas1s the successful use of portable, exper1mental, 6-m d1sh-antenna 
ground stat1ons. If they are mass-produced, 1t 1S est1mated that stat10ns of th1S 
type could be produced for under $40,000 each (personal commun1catlons w1th Harry 
Jones, CommunIcatIons EngIneer, Ames Research Center, Feb. 1984), or for a total of 
about $2,400,000 If they are acqu1red by all remote users. It may be poss1ble to 
recover the 1nvestment 1n a ground stat10n of th1S type w1th1n 5 yr, when 1tS costs 
are compared aga1nst d1al-up charges. 
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Locatlon of 
remote site 

Spokane, WA 
Butte, MT 
BOlse, ID 
Anchorage, AK 
Salt Lake, UT 
Cheyenne, WO 
Davls, CA 
Berkeley, CA 
Stanford, CA 
Santa Clara, 

CA 
Reno, NV 
Humboldt, CA 

Flagstaff, AZ 
Kansas Clty, 

KS 
Honolulu, HI 
Phoenlx, AZ 
Denver, CO 
Ft. Colllns, 

CO 
Santa Barbara, 

CA 
Los Angeles, 

CA 
Rlverslde, CA 
San Dlego, CA 

TABLE 1.- REMOTE USER SITE TO NASA HOST LINKS 

Dlstance, 
mlles 

Cost of direct 
dial-up, 

$/mln $/mo 

Cost of 
AT&T (800), 

$/mo 

VAS 
(Tymnet-Telenet) 

4.8 kblt 9.6 kblt 
per sec, per sec, 

$/mo $/mo 

Ames Research Center, Mountain Vlew, CA 

780 
800 
500 

2,900 
600 
980 

83 
35 
10 

10 
195 
265 

390 

1,375 
3,000 

370 
840 

860 

95 

10 
45 

118 

0.45 
.45 
.45 
.57 
.45 
.46 
.35 
.32 
.06 

.06 

.41 

.45 

810 
810 
810 

1,026 
810 
830 
630 
576 
108 

108 
740 

8,068 

530a 

530a 

530a 

1,026b 

530 

6,826 

925 

11 ,100 

Jet Propulslon Lab, Pasadena, CA 

.45 

.46 

.52 

.45 

.46 

.46 

.35 

.06 

.32 

.35 

810 

830 
936 
810 
830 

830 

630 

108 
576 
630 

6,990 

925 

5,300 9,250 

1,400 

, 

16,800 

1 ,400 

1 4,000 

Leased 
AT&T 

(2000) 
MPL, 
$/mo 

890 
910 
676 

2,200 
723 

1,080 
226 
147 

97 

97 
342 
501 

526 

1,317 
2,260 

507 
949 

969 

244 

97 
164 
270 --

7,300 
~ ____________ ~ ________ L--____ ~ ______ ~ __________ ~ ________ ~________ _ ___ 

aFour "800" lines, 90 hr each. 
bNo "800" service. 
CStatlon termlnatlon not lncluded ($72/mo each). 
dThree "800" llnes, 90 hr each. 
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TABLE 2.- FEATURES AND COSTS OF HIGH-SPEED ADAPTIVE MODEMSa 

General Rockwell 
Burroughs Data Com Paradyne Prentlce Comspec Mlcom NCR Comten Int'l. 
CP1009 9604 T96 PV29/9600 9600C M4096/DBT Model 7165 R96DP 

Data rate 9.6 9.6 9.6 9.6 9.6 9.6 9.6 9.6 
(kbltlsec) 7.2 7.2 7.2 7.2 7.2 7.2 7.2 

4.8 4.8 4.8 4.8 4.8 4.8 4.8 
Modulatlon QAM QAM QAM QAM QAM QAM QAM QAM 
Turnaround (msec) -- -- 250 -- -- -- -- 265 
Tralmng (msec) 253 -- 253 250 -- 253 24 253 
Call1ng orlglnall opt -- -- -- orlgl -- ans --

answer ans 
Termlnal I1F RS232C RS232C RS232C RS232C RS232C RS232C RS232C RS232C 
Reverse channel -- -- opt no -- -- -- opt 
Alternate VOlce -- -- opt no -- -- -- opt 
Automatic answer opt -- -- no std std yes no 
Equallzatlon auto auto auto auto auto auto auto auto 
Ml croprocessor yes yes no yes yes yes yes yes 
Dlagnostlcs loop loop loop loop loop loop loop loop 

back back back back back back back back 
Prlce $6500 $4200 $2740 contact contact $3795 $5800 contact 

vendor vendor vendor 

aFrom Data Pro Reports 1982 and 1983, 1983 Telecommunlcatlons, Data Pro Research Corp. 



Flgure 1.- Planned connectlOns Wl thln the mature NASA PLDS. Fl ve NASA Centers are 
mesh-llnked Vla a communlcatlons satelllte, wlth 12 remote users tled lnto each 
NASA host. 

WORK 9.6 kblt/sec GATEWAY 1.544 TO 60 mblt/sec GATEWAY 200 kb,'/sec A 
STATION AND HOST OR 2 mblt/sec 

FIgure 2.- Conceptual data flow. 
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Figure 3.- Representative regional network allocations. 
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