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1.0 SUMMARY

The National Aeronautics and Space Administration sponsored a program to select, incorporate and evaluate the best available finite difference scheme to reduce numerical error in combustor performance evaluation codes. This report describes the details of this study.

The combustor performance computer programs chosen for this study were the two dimensional and three dimensional versions of Pratt and Whitney's TEACH code.

The criteria used to select schemes required that the difference equations mirror the properties of the governing differential equation, be more accurate than the current hybrid difference scheme, be stable and economical, be compatible with TEACH codes, use only modest amounts of additional storage, and be relatively simple.

The methods of assessment used in the selection process consisted of examination of the difference equation, evaluation of the properties of the coefficient matrix, Taylor series analysis, and performance on model problems. Five schemes from the literature and three schemes developed during the course of this study were evaluated. This initial evaluation resulted in the selection of the two most promising schemes, Quadratic Upwind Differencing Scheme (QUDS) and Bounded Skew Upwind Differencing Scheme Two (BSUDS2), for incorporation into 2D-TEACH for further evaluation. The accuracy and stability of these schemes were assessed by using laminar and turbulent flow test cases. These test cases, although two dimensional, contain important flow features found in gas turbine combustors. During the evaluation, it was found that QUDS was unstable and, hence, BSUDS2 was selected for incorporation into 3D-TEACH. This scheme was further evaluated by using a 3D-test case, modeling of a jet in cross flow.

This effort resulted in the incorporation of a scheme in 3D-TEACH which is usually more accurate than the hybrid differencing method and never less accurate. It is expected that overall improvement in accuracy resulting for complex flows will justify the increased cost of using this scheme. However, this study can only be considered as a first step in the process of developing the most suitable scheme for combustor performance codes. A number of questions have been generated as a result of this work and it is expected that answers to these questions will lead to further improvements in the accuracy and stability of the BSUDS2 scheme.
2.0 INTRODUCTION

2.1 OBJECTIVES

The main objective of the NASA-sponsored Error Reduction Program was to select, incorporate and evaluate the best available technique for the reduction of numerical diffusion in a 3D combustor performance evaluation code. The study focused on improvements in accuracy of computer programs of the TEACH (for Teaching Elliptic Axisymmetric Characteristics Heuristically) variety which were developed originally by Professor A. D. Gosman and co-workers of Imperial College, London, (e.g. Ref. 1) and are in general use.

The need for such a program can best be appreciated by comparing the numerical and exact solutions for the spreading of a passive scalar (dye in water for, example) in a simple flow field, Fig. 2-1. The differencing scheme used for this computation is the hybrid method which is used in almost all TEACH combustor codes. It can be seen that even for this simple flow situation, numerical (or artificial) diffusion generated by the differencing scheme greatly smears the profile. Numerical diffusion, especially in three-dimensional versions of TEACH, can become so large as to obscure the effects of the turbulence model in turbulent flow calculations. The accuracy of these codes becomes dependent on the number and distribution of nodes used in the finite-difference calculations; i.e., it is difficult to achieve a "grid-independent" solution. The number and distribution of grid nodes varies from user to user so that the results of parametric studies requiring more than variations in boundary conditions are questionable. This places a major restriction on the utilization of these codes for the design and development of practical combustors. Hence, there is a requirement for improving the accuracy of the differencing scheme presently embodied in these codes. This problem is addressed by the current program.

Figure 2-1 Need for Error Reduction
2.2 APPROACH

The strategy adopted in this study was to select a number of candidate schemes and assess them for accuracy, solution stability, and overall cost-effectiveness. The accuracy assessment included consideration of the conservation and boundedness properties of the schemes, as well as conventional Taylor series error analyses and application to test cases. Solution stability was assessed heuristically by examining the properties of the coefficient matrix which each scheme generates. Cost-effectiveness was judged on the combined outcome of the foregoing assessments.

Based on this initial evaluation, two schemes were selected for incorporation into Pratt and Whitney's two-dimensional combustor performance code, 2D-TEACH (This computer program is the two-dimensional version of the three-dimensional code, 3D-TEACH, described in detail in Appendix B). The stability, accuracy and cost effectiveness of these two schemes were then examined by running a number of laminar and turbulent flow test cases. These test cases demonstrate typical flow features encountered in gas turbine combustors.

The more suitable of the two schemes was then incorporated into Pratt and Whitney's three-dimensional combustor performance code, 3D-TEACH (Appendix B). The improvement in accuracy of this scheme was evaluated for a test case modeling a row of jets in a cross flow and comparing the calculations against both experimental data and calculations performed using the hybrid differencing scheme.

2.3 ORGANIZATION

In Section 3 of this report a brief description of the sources of errors in the present combustor performance codes, 2D- and 3D-TEACH, is given and reasons for restricting attention in the present study to errors caused by the differencing scheme are explained. In Section 4 the procedure for selecting the two most promising schemes for incorporation into 2D-TEACH is described. This procedure involves selection of a number of schemes from the literature and evaluating their cost effectiveness by assessing their accuracy, stability, complexity, storage requirements and compatibility with 2D- and 3D-TEACH. In Section 5 implementation of the selected schemes into the TEACH codes is detailed and in Section 6 a description of the two- and three-dimensional test cases is given and the results of the computations are discussed. In Section 7, concluding remarks are given and in Section 8 recommendations for future work are presented.
3.0 BACKGROUND

An error reduction program in computational fluid mechanics faces the problem of selecting which of several errors are to be reduced since there are many sources of numerical error present in current design analysis codes. In this section, these error sources are described and the reasons for concentrating on errors due to the finite-difference method are given.

3.1 SOURCES OF ERROR IN PRESENT DESIGN CODES

The sources of error in present computer programs can be explained by referring to Figure 3-1 showing the four major steps of a typical computational procedure. In the following sections the errors introduced in each of these steps will be discussed with reference to the structure and models incorporated into the 2D and 3D-TEACH codes.

3.1.1 Assembly of Equations

In the first step, the governing partial differential equations are assembled. These consist of the Navier-Stokes equations for mass and momentum conservation, the energy equation, and the species transport equations together with additional auxiliary equations. The governing partial differential equations can be regarded as exact. The auxiliary equations, such as those used to represent various physical processes like chemical reaction, turbulence generation, etc., are generally only approximations in part because the relevant physical processes are known only approximately. In subsequent steps, other approximations (e.g., the finite-difference representation of the governing equations) introduce additional errors.

For example, the instantaneous value of a dependant variable, \( \phi \), in a turbulent reacting flow is usually taken as the sum of a time-mean value and a fluctuating value, a computational convenience, whose physical realism in increasingly questioned. When this definition is introduced into the Navier-Stokes equations and these are then time-averaged, further approximations to simplify the resulting Reynolds-averaged equations are introduced; specifically, fluctuations in laminar viscosity and density are often neglected.

As another example, infinitely-fast reaction rates are often assumed so that chemical reactions are represented by the one-step, irreversible reaction:

\[
\text{Fuel} + \text{Oxidant} \rightarrow \text{Products} \tag{3.1}
\]

In this case, the combustion rate is assumed to be controlled by the turbulent mixing of eddies containing the reactants. From a chemical kinetics point of view, this reaction scheme is extremely crude and is relevant only in situations in which kinetics do not control the heat release rate. Fortunately, most of the gas turbine combustor operating envelop is in this category.
3.1.2 Physical Modeling

It has been established (Ref. 1) that a hierarchy of physical models exists. This hierarchy consists of models for:

- Turbulence
- Fuel-Spray Vapirization and Distribution
- Combustion
- Thermal Radiation

![Flow Diagram of Computational Procedure](image-url)
Clearly, there is little advantage to paying the computational cost of using, say, a radiation model of higher order accuracy than any of the models preceding it in the hierarchy.

The Reynolds averaged and other equations contain terms such as $\rho \overline{u_i u_j}$ and $\rho \overline{u_j m}$ where $m$ is the mass fraction of chemical species "x". Modeling is required to provide expressions for these correlations in terms of either known or calculable quantities.

Reynolds stresses can consist of two parts - a shear stress and a normal stress. The normal stress is obtained simply from the fluctuating dynamic pressures, while Boussinesq's analogy is used to relate the shear stress to the velocity gradient through an eddy viscosity $\mu_t$. Thus variable density flow the Reynolds stresses can be expressed as:

$$-\rho \overline{u_i u_j} = \mu_t \left( \frac{\partial \overline{u_i}}{\partial x_j} + \frac{\partial \overline{u_j}}{\partial x_i} - 2/3 \frac{\partial \overline{u_k}}{\partial x_k} \delta_{ij} \right) - 2/3 \rho \overline{K} \delta_{ij}$$

where $K$ is the turbulent kinetic energy and is defined as:

$$K = \frac{1}{2} (u'^2 + v'^2 + w'^2)$$

The eddy viscosity, $\mu_t$ is obtained by dimensional arguments from the Prandtl-Kolmogorov definition,

$$\mu_t = \rho \frac{C_{\mu} K^2}{\varepsilon}$$

where

$$\varepsilon = \text{dissipation rate of } K$$

The eddy viscosity is evaluated by means of transport equations for $K$ and $\varepsilon$, using the familiar two-equation turbulence model.

Since the flow field is calculated using an effective turbulent eddy viscosity, it is computationally convenient to base the turbulent heat and mass transfer rates on effective thermal and mass eddy diffusivities.
In general, the eddy diffusivity is used to calculate the flux of a scalar by:

\[ -\overline{u_i \phi} = \Gamma_{t\phi} \frac{\partial \phi}{\partial x_i} \]  

(3.4)

where,

\[ \phi = \text{scalar quantity such as temperature or species concentration} \]

\[ \Gamma_{t\phi} = \text{turbulent eddy diffusivity for } \phi \]

The eddy diffusivity is found from the ratio of turbulent kinematic eddy viscosity \( v_t \) to the turbulent Prandtl or Schmidt number, \( \sigma_t \), for \( \phi \).

The turbulence model is a second order, mean-field closure to the equations. For the eddy viscosity approach, the two-equation model is the most general and sophisticated representation, and it is not computationally expensive. Sophistication comes from the use of differential equations to describe both the velocity scale and length scale to which the eddy viscosity can be related, rather than relying upon an a priori length scale specification as used in the mixing-length approach.

There are a number of limitations to the two-equations turbulence model. It is well known that the assumptions used to derive the turbulence kinetic energy dissipation rate (\( \epsilon \)) equation are somewhat arbitrary. More importantly, use of the gradient diffusion idea itself has long been challenged. There are objections to the assumption that the Reynolds stresses depend on only the local mean rate of strain as well as to the assumption that the stresses are proportional to the local rate of strain. The "constant" of proportionality really depends on the ratio of local production and dissipation of turbulence energy, and this ratio is not actually a constant. A further weakness is the adoption of a single velocity scale at a point in the flow although it is known that this scale can vary from point to point. The implication of a single scale is that the turbulence is isotropic. Turbulent flows usually possess some degree of anisotropy and some flows (e.g. flows with swirl or with large streamline curvature in the streamwise direction) produce turbulence that is highly anisotropic. The velocity and length scales have to be the same order of magnitude as the mean field motion. This is only true for flows dominated by simple shear forces; buoyancy forces, for example, have separate scales. It is implied that the turbulent motions have a small scale compared to that over which the concentration of a diffusing quantity changes significantly, yet most of the larger eddies in a turbulent flow do not satisfy this condition whether they are coherent or not. Thus, material can be transported by vortical motion against the gradient of the scalar. Williams and Libby (Ref. 2) have called this process "counter-gradient diffusion," while Spalding has used the more descriptive phrase "pressure-gradient diffusion" (Ref. 3). By relying on local mean rates of strain consideration of the effect of flow history on turbulence structure is lost.
It can also be appreciated that there are levels of approximation that are, introduced into the averaging process that results in an enormous simplification for turbulence modeling. Similar approximations must be used for all the physical modeling used.

3.1.3 Computer Solution

When both the governing and auxiliary equations are assembled, they form a simultaneous set of non-linear partial differential equations and algebraic equations.

Numerical solution of the equation set is necessary. Conventional numerical methods available to solve equation sets of these types can be broadly divided into finite difference and finite element methods, although the dividing line is not distinct. Finite difference methods have a considerable background in the fluid dynamics area, and most solution approaches, including TEACH, utilize finite differences.

The finite difference analog of the differential equations is obtained by overlaying a computational mesh on the flow domain, and obtaining the basic finite difference form of the partial derivatives for every node of the mesh from a control volume approach (Ref. 4). The finite difference expressions, when substituted back into the differential equations, yield a set of linearized, algebraic equations for every node of the mesh. Thus, there are as many sets of equations as there are nodes in the calculation domain. These sets, along with the boundary conditions for the problem, can then be solved to give solutions for the entire flowfield.

The accuracy of a differencing scheme can be judged from the order of the terms of an equivalent Taylor Series that have been retained in the expansion. Unfortunately, the requirements of numerical stability are opposite to those of accuracy with respect to these terms. Achieving a balance between accuracy and stability can be particularly trying in the case of a chemically reacting flow because of the coupled nonlinearities which exist between the chemical and fluid mechanical processes. The spatial differencing of the convective terms of the conservation equations in an Eulerian coordinate system can result in numerical diffusion. Use of a higher order differencing scheme eliminates or significantly reduces this diffusion. However, the use of central-differencing method, for example, often produces oscillations in the solution that have no physical significance (Ref 5). The use of an upwind differencing, or donor cell, technique eliminates oscillations but introduces a diffusion-like term into the difference equations. Thus, while "numerical damping" suppresses oscillation, it leads to significant additional diffusion of the convected parameter. For flows with combustion, these parameters might be species concentration, temperature, etc. Unfortunately, diffusion of these quantities is responsible in a physical sense for flame propagation. Therefore, a severe restriction can be placed on the quality of quantitative prediction (Ref. 6).
It can be argued that use of upwind differencing in regions where convection strongly dominates streamwise diffusion is reasonable since the local upstream values of the field variables are swept downstream virtually unchanged, whereas in high-diffusion regions the form of the relatively small convection terms is not important. In regions where the two transport mechanisms are comparable, a switch to more accurate central differencing for convection or use of a suitably weighted combination of central and upstream differencing can be used.

This somewhat narrow view of complex flows has led to the appearance and use of a popular and successful hybrid central/upwind differencing scheme (Ref. 7). This scheme is currently used in TEACH codes. The method uses central differencing for convection and diffusion fluxes when the absolute value of the Peclet number for the control volumes existing about grid nodes is less than, or equal to, two; upwind differencing for convection fluxes and neglect of diffusion fluxes is used otherwise. Peclet number defines the relative importance of convective and diffusive transport and is numerically equivalent to a cell Reynolds number.

To use successfully the hybrid differencing scheme for complicated flows, care must be taken in establishing the computational grid upon which the calculations are performed. The approximations of the algebraic expressions used to represent the partial differential equations becomes asymptotically exact as the distance between the grid nodes is reduced. In the limit, the number of nodes can be increased until an asymptote to the solution of the differential equations is achieved. In practice, this increase is limited by computer storage and the cost of the calculation. However, it is not only the number of nodes that are used in determining the accuracy of a solution which is important, but also the distribution of those nodes within the flowfield to be determined (Refs. 8, 9). This nodal distribution is important because whenever curvature of the flow in the streamwise coordinate direction exists, a truncation error arises in the solution (Ref. 10). In addition, there is also a problem in multidimensional flows of streamline-to-grid skewness (Ref. 11). With upwind differencing, these effects start to have a damaging effect on solution accuracy when the Peclet number exceeds two.

It has been concluded (Ref. 1) that the hybrid finite differencing scheme, although yielding physically realistic solutions in all circumstances, introduces excessive numerical diffusion for many two-dimensional flows and for all three-dimensional flows because presently available computer storage is generally not sufficient to permit local adjustment of the grids as described above. Thus, solution accuracy is presently controlled by the numerics rather than the hierarchy of physical modeling.

3.1.4 Representation of Geometry

A drawback of the present calculation methods based on TEACH-type computer programs is the lack of flexibility with respect to irregularly-shaped boundaries for the calculation domain. Therefore, the geometry is "discretized" to fit the coordinate system.
Figure 3-2 shows a typical modern, annular combustion chamber for an aircraft gas turbine engine. To calculate flows in such a combustor using a TEACH code means that curvilinear surfaces must be represented using "stair-steps." Figure 3-3 gives a two-dimensional (axisymmetric) example of such a representation.
The use of stair-step geometries has a number of implications: First, surface areas are not correct. Thus, irrespective of physical modeling and numerical accuracy, calculation of wall shear stress and surface heat transfer rates can never be correct. Second, adequate representation of the geometry bounding the flow to be calculated usually requires more computer storage than is available on the present generation of computers. Mesh refining to control numerical diffusion is not therefore possible, and the calculated flowfield may be influenced incorrectly by the geometric representation.

3.1.5 Solution Algorithm

By their very nature, computational fluid dynamics (CFD) codes are large consumers of computer resources. The cost of a CFD calculation depends on the number of grid nodes, the number of equations to be solved at each node, and the rate of convergence produced by the solution algorithm. Generally, the number of nodes and equations are determined by the scope of the problem under investigation. If the convergence rate is too low, considerations of cost and economy may result in termination of the solution, even though the residuals in the relaxation process might still be high. An arbitrary limit is thus placed on solution accuracy by considerations of cost.

Low convergence rates in existing codes can occur, typically, if the calculation domain is large and has several entering streams so that the flowfield thereby contains a number of recirculation zones. In addition, an increased number of grid nodes is necessary to resolve adequately all the flow features. For such strongly elliptic flowfields, the weak coupling of the momentum and continuity equations through the SIMPLE (Semi-Implicit Method for Pressure-linked Equations) algorithm and the weakly implicit nature of the ADI (Alternating Direction Implicit) matrix solution procedure can result in low rates of convergence. In addition, such a flowfield can become physically marginally stable, nonstationary, or bistable in character, producing eddy-shedding, Coanda effects, separation, etc. A combination of entering flows could exist for which the presumed steady-state solution does not exist. The flow pattern may then change from iteration to iteration and the convergence rate may become unacceptably low. For nonstationary flows, divergence can result.

The equations to be solved can also present a convergence problem as, for example in reacting flows with the chemistry modeled using "stiff" exothermic reaction rate expressions. Similar problems arise in the turbulence equations (Ref. 12) when the equations are solved iteratively and uncoupled. Under such circumstances, severe under-relaxation is usually required to achieve convergence and the time to achieve a solution becomes unacceptably high.

The finite differencing used to approximate the partial differential equations generates the coefficient matrix for the equations. Matrix conditioning can influence convergence. If the coefficient matrix is always diagonally dominant, then any fast matrix solver may be used without difficulty. However, if diagonal dominance is lost, then the ADI method tends to be unstable; if the difference method produces negative coefficients, divergence usually results. Therefore, the solution accuracy depends not only on the order of the differencing scheme, but also on its compatibility with the solution algorithm.
3.2 UTILITY OF PRESENT DESIGN CODES

From the above discussion, it appears that the numerical inaccuracies of present design codes limit their usefulness to the designer.

However, these codes are adequate for many engineering applications. The only practical engineering alternative is to conduct numerous experiments verifying a design. With the cost of fuel, materials and manpower increasing rapidly, this alternative is becoming an increasingly expensive proposition. Hence, even an approximate answer that eliminates some testing is acceptable. Although these codes lack quantitative accuracy, their qualitative accuracy has been demonstrated in a number of test cases. This qualitative accuracy allows an engineer to conduct parametric studies with confidence, allowing quick preliminary screening of design ideas. This ability is also useful in diagnosing and solving development problems. Once the problem is simulated with the code, it is then usually much quicker to develop an acceptable solution by using the computer than a rig.

3.3 REASONS FOR CONCENTRATING ON THE DIFFERENCING SCHEME FOR ACCURACY IMPROVEMENT

Several sources of error in the present design codes were described in Section 3.1. Although these codes are still useful for design purposes, improvement in quantitative accuracy will increase their utility. The question then has to be asked: how can the accuracy of these codes be improved. One strategy is to develop a new generation of codes that eliminate the statistical description of turbulence, introduce subgrid turbulence scaling and combustion models, reduce numerical diffusion, use a body fitted coordinate system, and use a faster solver than the ADI scheme. This strategy requires a long lead time because most of the models are in the development stage. In addition, it takes several years to turn a research code into a production code. This approach is best suited for a university and several universities are already working on different aspects of this strategy.

Another strategy to improve the present production codes in a relatively short period of time is to work on only one aspect of the problem. This strategy can yield only a limited improvement in accuracy when compared to the potential benefits of developing a new generation of combustor design codes; however, if only mature models are incorporated into the calculation procedure, the chances of success are large. It was shown in Section 3.1 that solution accuracy is presently controlled by numerics rather than the hierarchy of physical modeling. Hence, improvement in the differencing scheme is the first area that needs to be investigated and, if successful, will have an immediate impact on the accuracy of the code. There are several differencing schemes available in the literature that have been tested by a number of investigators and have shown promise in model problem studies of some simple flows. It is thought that these schemes have reached a level of maturity that they can now be tested in modeling more realistic flows. It was with these considerations in mind that NASA sponsored the Error Reduction Program to select, incorporate, and evaluate an improved-accuracy finite difference scheme in 3D-TEACH.
4.0 SELECTION OF MORE ACCURATE FINITE-DIFFERENCING SCHEMES

Having established in the previous section that improvements to the present finite-differencing scheme can yield significant benefits in the short term, the task then is to develop such improvements. During the development process, a number of constraints must be kept in mind:

1. The scheme is to be implemented in TEACH-type codes used to design gas turbine combustors; these codes are operated by engineers who are not necessarily expert in computational fluid mechanics. Hence, the scheme has to be robust, require no attention from the user, and yield results that are always physically plausible.

2. Since the selected scheme is to replace the hybrid scheme without any other changes being made to the code, it is important that the selected scheme be compatible with the other parts of the code such as the solution algorithm.

3. The scheme should be capable of computing accurately flows of the type that occur in a gas turbine combustor; thus, testing of candidate schemes must include some model problem studies representing realistic flowfields.

Several improved finite-difference schemes were selected from the literature and subjected to an initial screening process. Two schemes were then selected that were believed to be capable of calculating realistic gas turbine combustor flowfields, and were compatible with the present code. These two schemes were then incorporated into the 2D version of the TEACH code. After using the revised computer program to calculate several laminar and turbulent flow test cases containing important flow features common to gas turbine combustors, the more promising scheme was selected for use in the 3D version of TEACH. The initial screening process and selection of the two most promising schemes are described in this section.

4.1 CRITERIA OF ASSESSMENT

A scheme to be implemented into the present design codes should be not only more accurate than the present hybrid difference scheme but it should satisfy certain other criteria which are discussed below.

4.1.1 Mirror Differential Equation Properties.

Before any scheme is judged for accuracy, it is necessary to ensure that the approximation to the discretized equation mirrors certain key properties of the original differential equation. This discussion will be facilitated if a general discretized form of the equation to be solved is derived. The two-dimension form is presented, but similar remarks apply to the three-dimension case.

A prototype transport equation for a general scalar entity, \( \phi \), which may stand for a velocity component, temperature, concentration, turbulence energy, etc, can be written as:
\[
\frac{\partial}{\partial x} (\rho u \phi - \Gamma \frac{\partial \phi}{\partial x}) + \frac{\partial}{\partial y} (\rho v \phi - \Gamma \frac{\partial \phi}{\partial y}) = S
\]  \hspace{1cm} (4.1)

where \(\rho\) and \(\Gamma\) are the density and diffusivity, respectively, \(S\) is the local volumetric source (sink) rate and \(u\) and \(v\) are the velocity components in directions \(x\) and \(y\), respectively.

Integral forms of the above equations can be written for finite regions. If one integrates Equation 4.1 over the region defined by the dashed lines in Figure 4-1, one obtains:

\[
y_n \int_{y_s}^{y_e} (\rho u \phi - \Gamma \frac{\partial \phi}{\partial x}) \, dy + \int_{x_w}^{x_e} (\rho v \phi - \Gamma \frac{\partial \phi}{\partial y}) \, dx = y_n \int_{y_s}^{y_e} \int_{x_w}^{x_e} S \, dx \, dy
\]  \hspace{1cm} (4.2)

where \(w\), \(e\), \(s\) and \(n\) denote the four surfaces of the region.

Figure 4-1  Region of Integration Defined by Grid Lines
Since the majority of the schemes examined are based on the integral analysis, (usually referred to as the "finite volume method" or "FVM", Ref. 4) it will be useful to assemble and examine a relatively general form of discretized transport equation derived in this way. This analysis will follow the general lines of Gosman and Lai (1982) (Ref. 13). In the FVM, attention is focussed on the integrals of Equation 4.2, those on the left-hand side of which represent total transports by convection and diffusion through the cell face in question. If the transport through the face is denoted by \( F_w \), then:

\[
F_w = \left[ (\rho u \phi) - \left( \Gamma \frac{\partial \phi}{\partial x} \right) \right]_{x_w} dy
\]

which may be written, using the Mean Value Theorem (MVT) of the differential calculus, as:

\[
F_w = [(\rho u \phi)_w - (\Gamma \frac{\partial \phi}{\partial x})_w] \Delta y
\]

where the subscript \( w \) now denotes an average along the cell face and \( \Delta y = y_n - y_s \) is the face "area". A more compact and convenient expression is obtained through further use of the MVT to give:

\[
F_w = C_w \phi_w - \Gamma_w \Delta y \left( \frac{\partial \phi}{\partial x} \right)_w
\]

where \( C_w = (\rho u)_w \Delta y \) is a convection coefficient; \( C_w \) and \( \Gamma_w \) are obtained by suitable averaging of the \( \rho \), \( u \), and \( \Gamma \) fields.

It is at this stage that the major approximations are introduced, the purpose of which is to relate \( \phi_w \) and \( (\partial \phi/\partial x)_w \) to \( \phi \) values at the grid intersections or "nodes", which are labeled in the point-of-compass fashion as \( F \), \( N \), \( S \), and \( W \) in Figure 4-1. Here it is assumed that \( \phi_w \) is defined in terms of nodal values \( \phi_i \) by:

\[
\phi_w = \sum_w \alpha^i_w \phi_i
\]

where the \( \alpha^i_w \) are weighting factors and \( \sum_w \) denotes summation over specified nodes in the vicinity of \( w \). In a similar way \( (\partial \phi/\partial x)_w \) will be approximated by:

\[
(\frac{\partial \phi}{\partial x})_w \approx \frac{\left( \sum_{w+} b_w^i \phi^i_w - \sum_{w-} b_w^i \phi^i_w - \phi_w \right)}{\Delta x}
\]

where the \( b_w^i \) are further weighting factors, \( w^+ \) and \( w^- \) denote locations to the right and left of the cell face, respectively, and \( \Delta x = x_n - x_w \). Insertion of the above expressions into Equation 4.5 finally yields:

\[
F_w \approx C_w \sum_w \alpha^i_w \phi_i - d_w \left( \sum_{w+} b^i_w \phi^i_w - \sum_{w-} b^i_w \phi^i_w \right)
\]

where \( d_w = \Gamma_w \Delta y/\Delta x \)
The discrete analogue of the integral transport Equation 4.2 is obtained using \( F_w \) from above and analogous formulae for the remaining \( F \)'s and substituting into the equation:

\[
F_w - F_e + F_s - F_n + S_u = 0.
\]

Before this is done it will be useful for illustration purposes to specify a particular set of participating nodes, as this will allow the properties of the resulting equation to be more readily perceived. Here one chooses, for the \( w \) face, the "nearest-neighbor" set \( S_w, W, NW, S, P \) and \( N \) (see Figure 4-1) which, together with analogous sets for the remaining three faces give rise to the "compact" nine-point molecule illustrated in the Figure 4-1. The resulting equation, when arranged into a substitution formula for \( \phi_p \), runs:

\[
a_p \phi_p = \sum_{w} a_w \phi_w + S_u \quad (4.9)
\]

where \( \sum \) denotes summation over all eight nearest neighbors of \( P \) and:

\[
a_p = C_e e_p - C_w e_w + C_n e_n - C_s e_s + d_e e^p + d_w e^w
\]

\[
a_w = (C_w e_w + d_w e^w) + (C_s e_s - C_n e_n - d_n e_n - d_s e_s)
\]

\[
a_e = (-C_e e_e + d_w e_w) + (C_s e_s - C_n e_n - d_n e_n - d_s e_s)
\]

\[
a_{NW} = C_w e_w - C_n e_n + d_w e_{NW} + d_n e_{NW}
\]

\[
a_{NE} = -C_e e_{e} - C_n e_{n} + d_n e_{NE}
\]

\[
S_u = \int_{y_s}^{y_n} \int_{x_w}^{x_e} S \ dx dy \quad (4.15)
\]

Several points about the above expressions are noteworthy. Firstly the "a" coefficients contain contributions from the fluxes from more than one cell face: for example, the \( a_w \) coefficient contains, in the first brackets, contributors from \( F_w \) and, in the second brackets, quantities relating to the intersecting faces \( s \) and \( n \). Secondly, there are no obvious bounds on the coefficients: they may be positive, negative or zero. The significance of these observations will be explained below.

Having derived the general discretized form of the transport equation, the requirements that this equation has to meet to mirror the differential equation can be established. These requirements are discussed in the following sections.
4.1.1.1 Conservation

Equation 4.1 is, as already noted, an exact statement of the conservation of $\rho$ principle over the cell volume. Solutions of the discrete version (Equation 4.9) will obey this principle provided that the weighting factors $\alpha$ and $\beta$ are uniquely defined at the cell boundaries, rather than at grid nodes for the reason that only the former practice will ensure that the fluxes are continuous across the cell boundaries.

4.1.1.2 Boundedness

It is well known that, in the absence of sources, solutions to Equation 4.1 will lie within bounds given by:

$$\min (\phi_B) < \phi < \max (\phi_B)$$  \hspace{1cm} (4.16)

where $\phi_B$ denotes the boundary distribution. Sufficient conditions for the discrete solution to obey this "boundedness" principle are that:

1. The coefficients $a_p$ and $a_i$ must all have the same sign, here taken without loss of generality to be positive, i.e.,

   $$a_p, a_i > 0$$  \hspace{1cm} (4.17)

2. The central coefficient must be the sum of its neighbors, i.e.,

   $$a_p = \Sigma a_i$$  \hspace{1cm} (4.18)

These ensure that when $Su = 0$, $\phi_p$ is simply the weighted mean of the neighboring $\phi$, so no extraneous extreme can be produced.

The above conditions lead to further constraints on the weighting factors, which may be summarized, by reference to those relating to $F_w$, as follows:

1. They must be non-negative, i.e.

   $$\alpha_w, \beta_w \geq 0$$  \hspace{1cm} (4.19)

2. The $\alpha_w$ must sum to unity, i.e.

   $$\Sigma \alpha_w^i = 1$$  \hspace{1cm} (4.20)

3. The $\beta_w$ must obey the resolution:

   $$\Sigma \beta_w^- = \Sigma \beta_w^+$$  \hspace{1cm} (4.21)

Inspection of the coefficient definitions (Equations 4.10 - 4.14) reveals that obedience to the constraints of Equations 4.19 to 4.21 is not in itself sufficient to ensure that the conditions of Equations 4.17 and 4.18 will be satisfied. Infringement may occur from either the convection contributions (since the convective coefficients are unconstrained as to both magnitude and sign, apart from the overall mass continuity requirement) or from the diffusion contributions.
4.1.1.3 Transportation

The directional properties exhibited by fluid transport phenomena are well-known and are signaled in Equation 4.1 by the fact that, for $S = 0$, the equations become hyperbolic and streamlines become characteristics as the Peclet number, $\frac{\rho v L}{T}$, (where $L$ is a typical length scale) tends to infinity. The implication for the discretization is that there are domains of influence and dependence requirements to be observed at each mesh point which, simply stated, entail that at large Peclet numbers information should be propagated along streamlines in the direction of the flow. Failure to observe this requirement can give rise to unstable solutions (nonphysical oscillations) because the coefficients can become negative.

4.1.2 Accuracy

Accuracy is the primary requirement of any scheme that proposes to reduce numerical diffusion. The scheme should be at least as accurate as the hybrid scheme in all situations, and more accurate in most situations.

The evaluation of the relative accuracies of different schemes is not a straightforward task. The ultimate test of a numerical scheme should be based on its ability to accurately calculate real flows. In the present context these flows should be of the type that occur in a gas turbine combustor. Unfortunately, such flows are complex, so analytical solutions are not available for comparison. Measurements in these flows are subject to large experimental inaccuracies. Moreover, these flows are turbulent, which means that the solution accuracy is clouded by the turbulence model being used.

Traditional means of evaluating accuracy of numerical schemes are available. For example, Taylor series analysis will give the order of the accuracy of any scheme. Since this analysis is only accurate in the limit when mesh spacing tends to zero, it is by no means clear that a higher-order scheme will necessarily yield results that are more accurate than a lower-order scheme on a mesh of finite size. Comparing solutions against model problems also has limited generality because model problems may not be able to represent adequately all the characteristics of the class of real flows for which the numerical scheme is to be developed.

The performance of a number of different numerical schemes can be evaluated by applying them to a single computational cell for different test cases. This method allows different schemes to be assessed quickly against each other, but has limited value because the conclusions are valid only for the particular test cases studied.

It is clear that any one approach alone is not sufficient to assess the accuracy of proposed schemes, and care should be taken in drawing general conclusions from any such single comparison. In this study, all of the above methods of accuracy assessment have been used in selecting the most accurate scheme.
4.1.3 Stability

Stability of a numerical scheme means that the computations using the scheme should be able to converge to a solution. The stability of a numerical scheme is, however, also related to the type of solution algorithm being used. For example, the present algorithm (an Alternating Direction Implicit-ADI method using a Tridiagonal Matrix Algorithm-TDMA) requires that the coefficient matrix formed from the differencing be diagonally dominant. Any alternative differencing scheme for reducing numerical diffusion which generates a coefficient matrix in which this dominance is lost will be unstable if the present solution algorithm is used, regardless of the overall stability of the finite differencing used. However, a more robust solution algorithm in place of the ADI method may be able to converge to a solution with the same set of difference equations.

4.1.4 Economy

Any scheme, if it is to be used in production versions of present computer codes, should be economical to use when computing realistic flow problems. Economy is understood to mean that the computing time required when using the scheme should not be prohibitive. A scheme that yields a marginally more accurate solution but requires significantly greater computer time would not be cost effective. Computer codes requiring large computing times, usually increase the time required to complete a job; consequently, regular usage of the code is inhibited.

4.1.5 Variable Storage Requirements

Although the memory of present-day computers is extremely large, the number of variables required to be stored for a computer program that solves the equations for a two-phase turbulent, reacting, radiating flow using curvilinear coordinates can be very large, especially if the flow is three-dimensional and the geometry is complex. The storage capacity of even modern computers can be easily exceeded in such cases. Since the memory required is the product of the number of variables stored, the number of nodes in the mesh, and the number of nodes in the computational molecule, there is a trade-off between the variable storage requirements of a new scheme and the increase in accuracy that is achieved by using it.

With a more accurate scheme, a relatively coarse mesh may be used to achieve better accuracy compared to the existing scheme with a fine mesh. Therefore, a more accurate scheme may reduce the overall memory requirements even though the number of nodes in the computational molecule to be stored may have been increased.

4.1.6 Compatibility With Present Codes

If a scheme is compatible with the present program it requires less time to incorporate it into the code. The present study was limited to developing improved finite-difference schemes for TEACH-type codes. Therefore, it was essential that the proposed scheme be able to converge with the present solution algorithm.
4.1.7 Complexity

A simple scheme takes less time to incorporate into a code than a complex scheme. However, this is a one-time expense, and a complex scheme which is more accurate, economical and stable than a simple scheme is always to be preferred.

4.2 METHOD OF ASSESSMENT

It is clear from the above discussion that a differencing scheme has to meet several criteria before it can be considered for incorporation into the present design codes. It is also clear that traditional Taylor series analyses are not sufficient to assess the suitability of a given scheme. In this study, both model problem calculations and examination of the properties of the difference equations have been used to supplement the Taylor series analyses.

As explained in the previous section, examination of the weighting factors shows whether a certain discretized form is conservative or not. Inspection of the coefficients reveal whether the discretized equation satisfies the boundedness and transportational properties of the differential equation being approximated. Examination of the coefficient matrix gives a good indication whether it will be amenable to solution by the ADI method presently used in the design codes. As is well known, ADI methods work best when the coefficient matrix is diagonally dominant.

Model problem studies, in addition to assessing the accuracy of a given scheme, are useful in estimating its stability, cost effectiveness, complexity and variable storage requirements.

4.2.1 Limitations of Method of Assessment

The method of assessment described above is more general and informative than use of the Taylor series analysis method alone. Two limitations of the method of assessment should be noted, however. First, schemes more compatible with the present solver (the Alternating Direction Implicit method using a Tridiagonal Matrix Algorithm) have an advantage over those schemes that are less compatible; in principle, these schemes should be judged independently of the solver. Second, the model problems used herein usually demonstrate the performance of a scheme for highly idealized flows possessing only a single flow complexity; these simple flows are used because analytical solutions are available. However, the practical performance of each scheme can only be assessed by computing more realistic flow situations.

In the next section, difference equations for the candidate schemes will be derived and their suitability will be assessed by examining the properties of the resulting equations.
4.3 DESCRIPTION AND PRELIMINARY SCREENING OF CANDIDATE SCHEMES

The following candidate schemes were assessed for incorporation into present design codes of the TEACH type.

1. Agarwal Differencing Scheme (ADS)
2. Quadratic Upwind Differencing Scheme (QUDS)
3. Skew Upwind Differencing Scheme (SUDS)
4. Cubic Spline Schemes (CSS)
5. Glass and Rodi Hermitian Scheme (GRHS)
6. Flux Blending Schemes

In the following sections the candidate schemes will be described. The descriptions will be brief for the most part, since many of the schemes are well known and have been presented elsewhere. The less-familiar flux blending approach will be developed in more detail. For the sake of brevity and ease of understanding, the equations will be presented for the special circumstances of flows in which \( u, v, p \) and \( T \) are uniform and positive, \( S=0 \), and the computing mesh is square with spacing \( \Delta \). The evaluation of the candidate schemes for their boundedness, transportation, and conservation properties will also be discussed in this section. Any improved accuracy scheme must satisfy these criteria for it to be considered as a candidate for incorporation into computational fluid mechanics codes.

4.3.1 Central Difference Scheme (CDS)

By way of illustration, and for later reference, the properties of the familiar CDS will be examined in the light of the framework described in Section 4.1.

The non-zero weighting coefficients for this are:

\[
\alpha_w^p = \alpha_w = 1/2 \\
\beta_w^p = \beta_w = 1
\]

and likewise for \( \alpha_e, \beta_e \) etc. These give

\[
a_p = \sum a_i
\]

where:

\[
a_w = C_w \left( \frac{1}{2} + \frac{1}{p_e} \right), \quad a_s = C_s \left( \frac{1}{2} + \frac{1}{p_e} \right)
\]
In the above equations, $P_e = C_w/d_w$.

These show that the scheme is conservative, but bounded only for $P_e < 2$. The cause of the latter limitation is failure to obey the transportation requirement (i.e., use of downstream $\phi$ values in the convective flux approximation).

For a one-dimensional problem, $\phi_p$ can be obtained by using equation 4.23. The result is:

$$\phi_p = \frac{1}{2} \left[ (\frac{P_e}{2} - 1) \phi_e + (\frac{P_e}{2} + 1) \phi_w \right]$$

(4.24)

### 4.3.2 Upwind Difference Scheme (UDS)

In this scheme the $\beta$ are identical to the above, but the $\alpha$ are given by the following expressions:

$$\alpha_w = \begin{cases} 1, & C_w > 0 \\ 0, & C_w < 0 \end{cases}$$

(4.25)

$$\alpha_p = \begin{cases} 0, & C_w > 0 \\ 1, & C_w < 0 \end{cases}$$

and the coefficients have the form:

$$a_p = \Sigma a_i$$

$$a_w = d_w \left[ 1 + \frac{1}{2} \left( \left| P_{ew} \right| + P_{ew} \right) \right]$$

$$a_e = d_e \left[ 1 + \frac{1}{2} \left( \left| P_{ee} \right| - P_{ee} \right) \right]$$

$$a_n = d_n \left[ 1 + \frac{1}{2} \left( \left| P_{en} \right| - P_{en} \right) \right]$$

$$a_s = d_s \left[ 1 + \frac{1}{2} \left( \left| P_{es} \right| + P_{es} \right) \right]$$
This scheme is seen to be both conservative and unconditionally bounded. Until recently it and the familiar Hybrid Differencing Scheme (HDS), which is an amalgam of CDS and UDS, were the only known schemes to possess these properties. The inaccuracy of these schemes at large Peclet numbers is well known, and the schemes that will be described in the following sections are intended to improve on this aspect. As will be seen, some of these schemes, in attempting to improve the accuracy, lose the essential qualities of the UDS and HDS schemes, namely conservation and boundedness.

4.3.3 Agarwal Differencing Scheme (ADS)

This scheme, which was developed by Agarwal (Ref. 14) employs the extended nine-point computational molecule shown in Figure 4-2. The scheme is of the finite-difference variety and evaluates the derivatives in the following way.

Convective Terms - These are expressed via Taylor series as:

\[ \rho u \left( \frac{\partial \phi}{\partial x} \right)_p = (\rho u) \left( \frac{\phi_E - \phi_W}{2\Delta} \right) - \left( \frac{3}{\Delta^3} \right) \frac{\phi''}{6} \]  

(4.26)

in which \( \frac{\partial^3 \phi}{\partial x^3} \) is approximated in an upwind fashion by:

\[ u > 0: \quad \frac{\partial^3 \phi}{\partial x^3} = \frac{\phi_E - 3\phi_p + 3\phi_W - \phi_{WW}}{\Delta^3} \]  

(4.27)

\[ u < 0: \quad \frac{\partial^3 \phi}{\partial x^3} = \frac{\phi_{EE} - 3\phi_E + 3\phi_p - \phi_W}{\Delta^3} \]

giving:

\[ \rho u \left( \frac{\partial \phi}{\partial x} \right)_p = \left( \frac{\rho u}{6\Delta} \right) \left\{ \begin{array}{l} \frac{2}{\Delta} \phi_E + 3\phi_p - 6\phi_W + \phi_{WW}, \text{ for } u > 0 \\ - \phi_{EE} + 6\phi_E - 3\phi_p - 2\phi_W, \text{ for } u < 0 \end{array} \right\} \]  

(4.28)

Diffusion Terms - These are evaluated in the usual central difference fashion, giving:

\[ \Gamma \left( \frac{\partial^2 \phi}{\partial x^2} \right)_p = \Gamma \left( \frac{\phi_{EE} + \phi_{WW} - 2\phi_p}{\Delta^2} \right) \]  

(4.29)
Approximation of the $y$ derivatives in a like fashion gives, after assembly, the following expressions for the non-zero coefficients of the discretized transport equation, for $u, v > 0$:

$$a_E = -\frac{1}{3} C_p + d$$
$$a_W = C_p + d$$
$$a_{WW} = -\frac{1}{6} C_p$$
$$a_p = \frac{1}{2} C_p + 2d$$

(4.30)

where $C_p \equiv (\rho u)_p \Delta$ and $d \equiv \Gamma/\Delta$

The following are comments on the ADS scheme.

1. This scheme is non-conservative, since Equation 4.27 does not guarantee continuity of convective flux between adjacent pairs of mesh points.

2. It is also not unconditionally bounded, because certain coefficients are either negative or can become so in some circumstances.
Concerning the latter point, Table 4-I gives the form of the coefficients for one-dimensional transport in terms of the ratio $Pe = c/d$, and their limiting values (after normalization by $\alpha_p$) when this parameter tends to infinity. Also given is the absolute sum $\sum a_i/\alpha_p$, which is a measure of the diagonal dominance of the coefficient matrix. Similar information is provided for the other schemes examined.

### Table 4-I

**ONE-DIMENSIONAL COEFFICIENTS AND THEIR LIMITING VALUES FOR INFINITE PE**

| SCHEME  | $a_{WW}$ | $a_W$ | $a_E$ | $a_{EE}$ | $\alpha_p$ | $a_{WW}/\alpha_p$ | $a_W/\alpha_p$ | $a_E/\alpha_p$ | $a_{EE}/\alpha_p$ | $\sum |a_i/\alpha_p|$ |
|---------|----------|-------|-------|----------|------------|------------------|----------------|----------------|----------------|-----------------|
| ADS     | $-\frac{Pe}{8}$ | $\frac{Pe+1}{3}$ | $-\frac{Pe+1}{2}$ | 0 | $\frac{Pe+2}{3}$ | $-\frac{1}{3}$ | 2 | $-\frac{1}{6}$ | 0 | $2 \frac{1}{2}$ |
| QUDS    | $-\frac{Pe}{8}$ | $\frac{2Pe+1}{3}$ | $-\frac{2Pe+1}{3}$ | 0 | $\frac{3Pe+2}{3}$ | $-\frac{1}{3}$ | 7 | $-\frac{1}{3}$ | 0 | $3 \frac{2}{3}$ |
| UDS/SUDS| 0 | $\frac{1}{2}([P_e] + \frac{Pe}{3}) + \frac{1}{2}([P_e] - \frac{Pe}{3})$ | 0 | $2 + [P_e]$ | 0 | 1 | 0 | 0 | 1 |
| CSS     | 0 | $\frac{1}{2}(\frac{Pe}{2} + 1)$ | $\frac{1}{2}(\frac{Pe}{2} + 1)$ | 0 | 1 | 0 | $\infty$ | $-\infty$ | 0 | $\infty$ |

In the present instance it is clear that the negative coefficients are not insignificant in comparison to the positive ones and, moreover, the matrix is far from diagonally dominant. The expectation is therefore that problems of "nonphysical oscillations" and numerical instability may arise in generating solutions for this scheme. Since this scheme is not conservative and unbounded, it does not seem to be a promising scheme and was not considered further.

#### 4.3.4 Quadratic Upwind Differencing Scheme (QUDS)

This scheme, which was proposed by Leonard (Ref. 15), is derived via the finite volume approach. It approximates the diffusion operator using conventional central differencing but uses upstream-biased quadratic interpolation to approximate the convective operator. For example, the term $(\rho u)_{W} \Delta \phi_{W}$ is evaluated as follows:

\[
(\rho u)_{W} \Delta \phi_{W} = (\rho u)_{W} \Delta \left\{ \begin{array}{c}
- \frac{1}{8} \phi_{WW} + \frac{3}{4} \phi_{W} + \frac{3}{8} \phi_{P}, \ u > 0 \\
- \frac{1}{8} \phi_{E} + \frac{3}{8} \phi_{W} + \frac{3}{4} \phi_{P}, \ u < 0
\end{array} \right\} \tag{4.31}
\]
The presence of the negative coefficients in the above is noteworthy, for it illustrates the point made earlier about the possibility of these arising when higher-order interpolation is employed. The adoption of these practices for the remaining terms gives, for \((u,v) \geq 0\), the following non-zero coefficients:

\[
\begin{align*}
  a_\text{E} &= -\frac{3}{8} C_x + d \\
  a_\text{W} &= \frac{7}{8} C_x + d \\
  a_\text{N} &= \frac{3}{8} C_y + d \\
  a_\text{WW} &= -\frac{C_x}{8} \\
  a_\text{SS} &= -\frac{C_y}{8} \\
  a_p &= \frac{3}{8} (C_x + C_y) + 4d
\end{align*}
\]  

(4.32)

where:

\[
C_x = (\rho u\Delta)_w = (\rho u\Delta)_e \\
C_y = (\rho u\Delta)_n = (\rho u\Delta)_s
\]

The following are comments on the QUDS scheme.

1. As already noted, this scheme is conservative.

2. However, it is not unconditionally bounded, as is indicated by the above and Table 4-I which also shows that it departs further from diagonal dominance than the ADS in the large Pe limit. Although this scheme is unbounded in its present form, it can be bounded using the bounding schemes to be described later. Hence this scheme will not be eliminated at present.

4.3.5 Skew Upwind Differencing Scheme (SUDS)

This is a finite volume scheme which was developed by Raithby (Ref. 16) and employs the compact nine-point computational molecule illustrated in Figure 4-1. In this scheme, the convective flux is obtained by employing upwind differencing along streamlines. The streamline direction is defined at each boundary by the velocity direction (Figure 4-3). The convected \(\phi\) is obtained by back-projection of this vector until it intersects a grid line and then interpolation at the intersection point, the interpolation practice varying according to the sector in which the vector lies. By way of illustration, in the example of Figure 4-3, if the intersection lies between W and SW, linear interpolation is used. Thus:

\[
\begin{align*}
  a^{\text{SW}}_\text{W} &= \min (1, Cy/2 C_x) \\
  a^0_\text{W} &= 1 - a^{\text{SW}}_\text{W}
\end{align*}
\]
and all other \( a_W \) are zero. On the other hand, if intersection is between SW and S, \( a_W = 1 \) and all other \( a_W \) are zero.

![Control Volume Diagram](image)

Figure 4-3  Control Volume for Skew Upwind Differencing for West Face of Control Volume and Positive Velocity Components

The above practices give rise, for the particular flow directions shown in Figure 4-3, to the following non-zero coefficient expressions:

\[
\begin{align*}
    a_W &= d + C_x a_W - C_y a_n \\
    a_E &= d \\
    a_S &= d + C_y a_S - C_x a_e \\
    a_N &= d \\
    a_{SW} &= C_x a_W + C_y a_S \\
    a_p &= \sum a_i
\end{align*}
\]  

(4-33)
The following comments concern the SUDS scheme.

1. This scheme is conservative for reasons already explained.

2. It is not, however, unconditionally bounded because the net convective contributions to $a_w$ and $a_s$ can be of either sign. This condition is a consequence of the fluxes leaving through the n and e cell faces being linked to $\phi_w$ and $\phi_s$, respectively.

3. The scheme reduces to the UDS when the mesh and flow are aligned, so in these circumstances it is bounded.

On the basis of the second comment it can be expected that the solutions produced by SUDS may exhibit "nonphysical oscillations" and may be difficult to obtain due to the matrix not being diagonally dominant. Although this scheme is not unconditionally bounded it will be retained for further accuracy evaluation because it can be bounded by the bounding schemes to be described later.

4.3.6 Cubic Spline Scheme (CSS)

The adjective "spline" will be used here to denote schemes based on assumed interpolation formulae whose coefficients are linked to nodal values of $\phi$ and one or more of its derivatives, ($\phi' = m$) and ($\phi'' = M$). A particular scheme will be examined briefly, namely the Cubic Spline Scheme (CSS), which has been employed by Rubin and Graves (Ref. 17), Vacca, Werle and Polak (Ref. 18) and Kumar (Ref. 19), among others. A cubic spline:

$$S = \sum_{i=0}^{3} a_i (x - x_i)$$

in the interval $x_{j-1} < x < x_j$, is a polynomial function which is continuous in $\phi$, m and M such that:

$$S'' = M_{j-1} \frac{(x_j - x)}{\Delta} + M_j \frac{(x - x_{j-1})}{\Delta}$$

and hence, by integration:

$$S = M_{j-1} \frac{(x_j-x)^3}{6\Delta} + M_j \frac{(x - x_{j-1})^3}{6\Delta} +$$

$$+ (\phi_{j-1} - M_{j-1} \frac{\Delta^2}{6})(\frac{x_j-x}{\Delta}) + (\phi_j - M_j \frac{\Delta^2}{6})(\frac{x-x_{j-1}}{\Delta})$$

(4-35)

where $\Delta = x_j - x_{j-1}$. The $M_j$ in the above equation are unknown, but can be related to the $\phi_j$ by requiring continuity of $M_j$ at the matching of two splines, to give:
A similar derivation provides the following link between the $m_j$ and $\phi_j$.

$$
\frac{m_{j-1} + 4m_j + m_{j+1}}{\Delta} = \frac{6}{\Delta^2} (\phi_{j-1} - 2\phi_j + \phi_{j+1})
$$

(4-36)

The above, along with the functional relation between $\phi_j$, $M_j$ and $m_j$ obtained by applying the differential equation to be solved at the nodal points, i.e.,

$$
f(\phi_j, m_j, M_j) = 0
$$

(4-38)

produces three coupled sets of equations in the three unknowns. The resulting block $3 \times 3$ tridiagonal matrix requires in general an inversion procedure for solution, so the properties of the equations and the results they will produce are not so readily analyzed as were the earlier schemes considered here. However, the example application described below is a useful exception to this rule.

We consider the solution by the CSS of the 1-D convection-diffusion equation (designated in later sections as test Case OD1) for which the governing differential equation is, in the present notation:

$$
\frac{Pe_A}{\Delta} m_j - M_j = 0
$$

(4-39)

where $Pe_A = \rho u \Delta / \Gamma$ is a Peclet number. This equation can be used to eliminate the $M_j$ from Equation 4.36, thus:

$$
\frac{Pe_A}{\Delta} (m_{j-1} + 4m_j + m_{j+1}) = \frac{6}{\Delta^2} (\phi_{j+1} - 2\phi_j + \phi_{j-1})
$$

(4.40)

The $m_j$ can now be eliminated by combining Equations 4.37 and 4.40 to yield:

$$
\frac{Pe_A}{\Delta} (\phi_{j+1} - \phi_{j-1}) = \phi_{j+1} + \phi_{j-1} - 2\phi_j
$$

(4-41)

or, in the "compass" notation and after rearrangement:

$$
\phi_p = \frac{1}{2} (1 - \frac{Pe_A}{\Delta}) \phi_E + \frac{1}{2} (1 + \frac{Pe_A}{\Delta}) \phi_W
$$

(4-42)

The above equation is identical to Equation 4.24 which was produced by three-point centered differencing.
The properties of the CDS are well-known and have been reviewed in Section 4.3.1. Briefly, the scheme is second order, positive and bounded provided that \( Pe_A < 2 \). Above this value, diagonal dominance is lost, "nonphysical oscillations" occur, and the accuracy generally falls below that of lower order schemes. The available evidence about the CSS falls within this pattern; it should be noted that, in nearly all applications reported in the literature where the scheme has been successfully applied, the cell Peclet number \( Pe_A \) has been at or below the critical level in regions with steep gradients (Ref 4.5).

It would appear that the CSS is unlikely to be useful in the convection-dominated circumstances of interest in the present study; in some cases, it may be disadvantageous. Similar comments are likely to apply to higher order centered splines, the common deficiency being infringement of the transportation property. For convection-dominated flows, it may be useful to introduce the notion of an upwind-biased spline, as has been done in a preliminary way by Kumar (Ref 19), but this is a matter for future research. No further consideration will therefore be given to the CSS in the remainder of this report.

### 4.3.7 Glass and Rodi Hermitian Scheme (GRHS)

This scheme, developed by Glass and Rodi (Ref. 20), uses a cubic interpolation polynomial instead of a cubic spline. This polynomial can be written in the following form in two dimensions.

\[
\phi = \sum_{i=1}^{4} \left( a_i \phi_i + a_x, m_x, i + a_y, m_y, i + a_{xy}, m_{xy}, i \right)
\]  

where the \( a_i \)'s are cubic polynomials in \( x \) and \( y \), and \( m_x, m_y, \) and \( M_{xy} \) denote \( \partial \phi / \partial x, \partial \phi / \partial y \) and \( \partial^2 \phi / \partial x \partial y \), respectively. This interpolation formula is employed in an explicit, time-marching method of characteristics calculation of convection whose essential features are listed below.

1. At each new time level, the characteristic line (i.e. particle path) passing through each grid node is traced back to the previous level from knowledge of the velocity field.

2. The value of \( \phi \) at the intersection point of the characteristic with the old time level plane is determined using Equation 4.43 for each cell. This value is used to evaluate the convective flux.

3. The values of \( \phi_i, m_i, \) and \( M_i \) appearing in Equation 4.43 are determined at each mesh point by solving transport equations for them; those for \( M_i \) being derived through differentiation of the \( \phi \) transport equation.
The novel character of this method complicates evaluation and comparison with
the other schemes considered here. Also, this time-marching scheme is not
compatible with the present steady-state formulation. It is acknowledged by
its developers to be non-conservative (although they show that if the mesh is
sufficiently fine to give good accuracy in $\phi$, the conservation errors are also
small). It is also not unconditionally bounded, but there is no obvious reason
why the coefficients in Equation 4.43 cannot become negative. In addition, the
usual stability limits on an explicit method apply, e.g., in one dimension:

$$\frac{u \Delta t}{\Delta} < 1, \quad \frac{\Gamma \Delta t}{\Delta^2} < \frac{1}{2}. \quad (4.44)$$

The accuracy of the method, for the test cases examined by its developers, is
markedly superior to those of CDS and UDS with which they were compared. It
required about twice as much computing time as CDS and UDS on a given mesh,
but on a time-for-given-accuracy basis it would undoubtedly prove better.
These, however, were explicit calculations which invariably require
substantially more time to reach the steady state than do implicit methods.
The utility of the approach for the present purposes then depends on whether
it can be implemented implicitly. This matter is beyond the scope of the
present study, so the GRHS was also excluded from further consideration here.

4.3.8 Schemes Generated by Flux Blending

All of the otherwise desirable schemes that have been studied in this section
suffer from the defect that the coefficients generated by these schemes are
not unconditionally positive. Negative coefficients are not desirable from
stability and boundedness considerations.

Hence, a method is needed that would either make the coefficients unconditionally positive or at least modify them so that the solution obtained remains
within bounds. It is apparent that in the absence of this method all of the
schemes studied so far will have serious flaws. There are only a few such
methods available in the literature. A. D. Gosman (consultant to this program)
and his co-workers at Imperial College, London, have been working on what are
called Flux Blending Schemes. These schemes will be described in detail below.

4.3.8.1 The Flux Blending Strategy

The concept of flux blending was prompted by the "Flux Corrected Transport".
(FCT) technique developed by Boris and Book (Ref. 21) and others, in the
context of explicit time-marching techniques. The approach adopted here for
implicit steady-state calculations was developed by Gosman and Lai (Ref. 13)
and Gosman and Peric (Ref. 22) and differs from FCT in several important
respects. It operates as follows: in the assembly of a flux-blended scheme,
the flux $F$ at each cell boundary is expressed as the weighted mean of a
bounded (but perforce "low order") scheme, $F_L$ and an unbounded, but higher
order scheme, $F_H$, thus:

$$F = \gamma F_H + (1-\gamma) F_L \quad (4.45)$$

Here $\gamma$, the blending factor ($0 < \gamma < 1$) is uniquely defined at the cell boundary
in question, so that the blended scheme is conservative. The other important
requirement on $\gamma$ is that it should be as large as possible, within the over-
riding constraint that the solution should be properly bounded.
Two alternative strategies have been developed for ensuring that the last named requirement is fulfilled (or nearly so). These strategies are listed below.

a) Strategy 1 - This strategy operates by choosing $\gamma$ so as to suppress negative coefficients in the blended scheme: this, as was demonstrated earlier, is a sufficient condition for a bounded solution. This is the approach used by Gosman and Lai (Ref. 13).

b) Strategy 2 - This strategy, which was developed under the present contract, ensures that when negative coefficients occur, their contribution to the solution is below the level which would cause it to be out of bounds. This approach is more akin to the original FCT.

Each of these strategies has its advantages and disadvantages which are best brought out by examining the properties of some specific flux-blended schemes. Three of these will now be described, namely BSUDS1, which is a blend of the UDS and SUDS schemes based on strategy 1; BSUDS2, which blends the same schemes using strategy 2; and BQUDS, which uses the latter strategy to blend the UDS and QUDS.

4.3.8.2 The BSUDS1 Scheme

It is not difficult to show that if the UDS and SUDS fluxes are blended in the manner just described, the resulting non-zero coefficients for $(u, v \geq 0)$ are:

\[
\begin{align*}
    a_w &= d + C_x (1 + \gamma_w a_w^W - \gamma_w) - \gamma_n C_y a_n^W \\
    a_e &= d \\
    a_s &= d + C_y (1 - \gamma_s a_s^S) - \gamma_e C_x a_e^S \\
    a_n &= d \\
    a_{SW} &= \gamma_w C_x a_{SW}^W + \gamma_s C_y a_{SW}^S \\
    a_p &= \Sigma a_i
\end{align*}
\]

(4.46)

where the $a$ are defined as before. Note that for the present, $\gamma_e = \gamma_w = \gamma_x$ and $\gamma_n = \gamma_s = \gamma_y$. The above coefficients bear a close similarity to those of the parent SUDS scheme, (c.f. Equation 4.33) but it is clear that in the present case it is always possible to avoid negative coefficients through appropriate specification of the $\gamma$'s.

The determination of the appropriate $\gamma$ field is however a non-trivial matter, for inspection of the expressions for $a_w$ and $a_s$ (the only coefficients which could become negative in the present circumstances) reveals that the values are interdependent; i.e. $a_w$ and $a_s$ contain both $\gamma_x$ and $\gamma_y$ as do certain of the other coefficients.
What has in fact emerged is an optimization problem of the following kind. Maximize the object function:

$$F(\gamma) = \gamma_1 + \gamma_2$$  \hspace{1cm} (4.47)

subject to the constraints that:

$$0 \leq \gamma \leq 1$$  \hspace{1cm} (4.48)

$$a_i = (e_i - f_i \gamma_1, i - g_i \gamma_2, i) > 0$$  \hspace{1cm} (4.49)

where \(\gamma_1, i\) and \(\gamma_2, i\) are the weighting factors appearing in a particular coefficient \(a_i\) and \((e_i - f_i \gamma_1, i)\), and \(g_i\) are positive quantities deducible from the definition of that coefficient. For example,

$$e_W = d + c_X, \quad f_W = C_X \left(1 - \alpha_W\right), \quad g_W = C_Y \alpha_W$$

Lai Ref. 23 used the 'Simplex' optimization method for this purpose and derived the following expressions for the optimum \(\gamma\).

$$\gamma_y = \gamma_1, i = 1$$  \hspace{1cm} (4.50)

$$\gamma_x = \gamma_2, i = \begin{cases} 1, & \text{if } \text{Pe}_y > \frac{2C_y}{C_x - C_y} \text{ and } 1 < \frac{C_x}{C_y} < 2 \\ 2(1/\text{Pe}_y + 1 - k_y), & \text{otherwise} \end{cases}$$  \hspace{1cm} (4.51)

where: \(k_y = \min \left(1, \frac{c_x}{2C_y}\right)\)

The follow are comments on the BSUDS1 scheme.

1. This scheme is conservative, has positive coefficients, and is unconditionally bounded.

2. In contrast to the FCT method, it operates only on the coefficients and makes no explicit reference to, or requires knowledge of, the solution bounds.

3. Because the resulting coefficient matrix is unconditionally diagonally dominant, numerical stability problems are minimized.

4. It has, however, two disadvantages: firstly, the positive coefficient requirement can be argued to be overly-stringent (i.e. it is a "sufficient" rather than a "necessary" condition for boundedness) and may lead to excessive blending of the low-order scheme; and secondly, it is only applicable when the computational molecules of the low and high order schemes coincide at those nodes where the latter produces negative coefficients. (In this respect the UDS and SUDS schemes are well-matched, for SUDS has positive coefficients at all but the principal nodes N, S, E and W). These disadvantages are overcome (at the expense of others) by the second blending strategy, which will now be described.
4.3.8.3 The BSUDS2 and BQUDS2 Schemes

As mentioned earlier, Blending Strategy 2 relaxes the positive coefficient requirement and replaces it with one of adherence to estimated bounds on $\phi$. This gives rise to two distinct problems; one being to determine the bounds in a sufficiently general way, and the other to work out the appropriate $\gamma$ values. This latter aspect will be dealt with first, on the assumption that the bounds are known.

The $\gamma$ calculation is iterative and starts from an initial prescription of unity values everywhere. In the first stage of each iteration the $\gamma$ values at all boundaries of a particular cell are taken to be equal when it is first considered. This allows the coefficients of the difference equation to be expressed in the following general way in the first iteration:

\[
\begin{align*}
    a_i &= a_i' + \gamma a_i'' \\
    (a_i' + \gamma a_i'')\phi_p &= a_i'\phi_i + \gamma a_i''\phi_i
\end{align*}
\]

where $a_i'$ contains those terms not depending on $\gamma$, and $\gamma a_i''$ contains the remainder. Let the solution to Equation 4.53 for given $\phi_i$ be $\phi_p$ and let the known lower and upper bounds, one of which will be imposed if $\phi_p$ lies outside them, be $\phi_{\text{min}}$ and $\phi_{\text{max}}$ respectively. It is then easy to show that if:

a) $\phi_p > \phi_{\text{max}}$ then

\[
\gamma = \frac{\phi_{\text{max}}a_i' - a_i'\phi_i}{\sum a_i''\phi_i - \phi_{\text{max}}\sum a_i''}
\]

b) $\phi_p < \phi_{\text{min}}$ then

\[
\gamma = \frac{(\sum a_i'\phi_i - \phi_{\text{min}}\sum a_i'')}{\phi_{\text{min}}\sum a_i'' - \sum a_i''\phi_i}
\]

if $\phi$ is within bounds, $\gamma$ is simply left unchanged at the prevailing level.

It should be noted that these equations are valid only in the absence of sources and will be modified when sources are present (see Section 5.1.5).

The foregoing procedure produces a field of $\gamma$'s which is non-unique, for in general, two values will have been calculated for each cell face. This is resolved in a second stage simply by taking the minimum of the two values in the knowledge that this is a "safe" practice, i.e., it will always maintain the bounds. This completes the iteration, after which $(a_i'')^m$ is replaced by $(\gamma a_i'')^m-1$ (where $m$ is the iteration counter) in preparation for the next cycle.
There remains the non-trivial matter of how $\phi_{\min}$ and $\phi_{\max}$ are to be determined. This is the subject of continuing research, but quite encouraging results have been obtained by requiring that $\phi$ should be separately bounded by the prevailing neighboring $\phi_i$ along each grid line passing through $P$. In the model problem studies, this produces two estimates for the bounds, viz.,

$$(\phi_{\min, \max})_1 = \min, \max (\phi_E, \phi_W)$$

$$(\phi_{\min, \max})_2 = \min, \max (\phi_N, \phi_S)$$

and the practice is to calculate $\phi$ via Equations 4.56 and 4.57 for both and then take the minimum value. There are other alternatives to this scheme and this formulation is the one which was found useful for model problem studies. For the two and three dimensional codes, this formulation is replaced by another method of computing bounds on $\phi_p$ (see equations 5.4 and 5.5).

The application of this blending practice to SUDS and QUDS (for which the UDS has been used as the lower order scheme) is now a straightforward matter of deducing the appropriate expressions for $a_i'$ and $a_i''$. This has been done and is summarized in Table 4-II.

### TABLE 4-II

COEFFICIENTS OF BQUDS AND BSUDS2 FOR THE CASE OF POSITIVE RADIAL AND AXIAL VELOCITIES

<table>
<thead>
<tr>
<th>SCHEME</th>
<th>COEFFICIENTS ($u &gt; 0, v &gt; 0$)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$a_E$</td>
</tr>
<tr>
<td>BQUDS</td>
<td>$d_e - \frac{3}{8} \gamma_e C_e$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>SCHEME</th>
<th>COEFFICIENTS ($u &gt; 0, v &gt; 0$)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$a_E$</td>
</tr>
<tr>
<td>BSUDS2</td>
<td>$d_e$</td>
</tr>
</tbody>
</table>
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Comments

1. The advantages of this blending procedure are that it is capable in principle of producing conservative and bounded solutions for any high-order scheme which is itself conservative, i.e. the "overlapping molecule" structures of the strategy 1 do not apply.

2. There are however several disadvantages as compared with strategy 1:
   a) The difference equations are now non-linear (i.e. the $a_i$'s depend on the $\phi$'s through $\gamma$) even when the parent differential equation is not. Therefore, the cost and complexity of obtaining solutions increases. On the other hand, in many practical calculations the $a_i$ are not constants anyway.
   b) The solution is only guaranteed to be bounded when the final result is obtained, so precautions must be taken to avoid the adverse consequences of overshoots at intermediate stages (see Appendix A-5).
   c) The coefficient matrix will not necessarily be diagonally dominant (although whatever lower-order blending is performed will increase diagonal dominance) so numerical stability problems may still arise.
   d) The uniqueness of the solution cannot be guaranteed due to the non-linearity of the equations and somewhat arbitrary although logical method of estimating the bounds. Studies thus far suggest that this is not a serious problem in practice.

Thus far, attention has been focused on the conservation and boundedness properties of the schemes chosen for evaluation. Based on this preliminary screening, three schemes, namely the ADS, the CSS and GRHS, were excluded from further evaluation; possible defects (negative coefficients) were identified in certain of the others. Recognition of these defects led to the development of flux blending schemes and these have been described in detail.

4.4 ACCURACY EVALUATION

This section contains a discussion of the accuracy evaluation of the remaining schemes. The consequences of the defects identified in the schemes in the previous section will also become apparent. The flux blending strategies will also be applied to some of the chosen schemes and their effect on the accuracy, stability and boundedness of these schemes will be studied by calculating some test cases.

4.4.1 Truncation Error Analysis

The formal Taylor Series Truncation Errors (TSTEs) of the schemes chosen in the previous section for further evaluation will now be presented and discussed. Since it is the accuracy of representation of the convective terms which is the critical issue, these TSTEs have been evaluated for the limiting case of purely convective transport. To facilitate interpretation of the results in terms of their numerical diffusion implications, the flow has been chosen to be uniform and parallel.
The truncation error expressions are given in different forms in Tables 4-III and 4-IV. For obvious reasons no entries appear for schemes based on the flux blending strategy 2, i.e. BSUDS2 and BQUDS2, but it can be assumed that the associated TSTEs will be strongly biased towards the higher-order component of the blend. Evidence to this effect can be seen in the TSTE for BSUDS1, discussed below. Although ADS has been eliminated from consideration, it is included in this discussion because it turns out to be the most accurate scheme based on TSTE analyses and reinforces the argument against using only Taylor series analyses for accuracy evaluation.

### TABLE 4-III

**TRUNCATION ERRORS FOR THE CONVECTIVE TERMS OF THE UDS, SUDS, BSUDS1, QUDS AND ADS FOR A UNIFORM FLOW AND SQUARE MESH: CARTESIAN COORDINATE VERSIONS**

<table>
<thead>
<tr>
<th>SCHEME</th>
<th>TRUNCATION ERROR</th>
</tr>
</thead>
<tbody>
<tr>
<td>UDS</td>
<td>( \frac{1}{2} \rho \Delta \left( u \frac{\partial^2 \phi}{\partial x^2} + v \frac{\partial^2 \phi}{\partial y^2} \right) )</td>
</tr>
<tr>
<td>SUDS</td>
<td>( \frac{1}{2} \rho \Delta \left[ u \frac{\partial^2 \phi}{\partial x^2} + v \frac{\partial^2 \phi}{\partial y^2} + 2v \left( \frac{1}{2} + k \right) \frac{\partial^2 \phi}{\partial x \partial y} \right] ); ( k = \min\left(1, \frac{u}{2v}\right) )</td>
</tr>
<tr>
<td>BSUDS1</td>
<td>( \frac{1}{2} \rho \Delta \left[ u \frac{\partial^2 \phi}{\partial x^2} + v \frac{\partial^2 \phi}{\partial y^2} + 2v \frac{\partial^2 \phi}{\partial x \partial y} \right] )</td>
</tr>
<tr>
<td>QUDS</td>
<td>(-\frac{1}{24} \rho \Delta^2 \left[ u \frac{\partial^3 \phi}{\partial x^3} + v \frac{\partial^3 \phi}{\partial y^3} \right] )</td>
</tr>
<tr>
<td>ADS</td>
<td>(-\frac{1}{12} \rho \Delta^3 \left[ u \frac{\partial^4 \phi}{\partial x^4} + v \frac{\partial^4 \phi}{\partial y^4} \right] )</td>
</tr>
</tbody>
</table>

The entries of Table 4-III express the TSTE's in the original Cartesian coordinates \((x, y)\) and the corresponding velocity components \((u, v)\) in which they were derived. However it is more instructive to transform them into the "streamline" coordinates \((s, n)\), where \(s\) and \(n\) are measured along and normal to the streamlines, respectively. Table 4-IV contains the transformed versions, certain terms of which are singled out for attention by enclosing them in square brackets. These forms involve derivatives in the streamline direction which, in the present convection-dominated circumstances, will be negligible in the absence of sources, thus, it can be argued, it is the remaining terms, involving cross-stream derivatives, which are the principal source of error, (provided of course that the TSTE is truly representative of the error, a point which will be discussed later).
According to Table 4-IV the hierarchy of the various schemes is as follows: 1) UDS, SUDS and BSUDS1-1st order; 2) QUDS - second order; 3) ADS- third order, where the "order" refers to the exponent on the mesh spacing $\Delta$. If, as in many finite difference analyses "order" is erroneously taken to be synonymous with "accuracy", then the ADS would stand out as superior to the other schemes and the UDS, SUDS and BSUDS1 would be collectively dismissed as having the same low accuracy. This interpretation is now widely recognized as being misleading and evidence to support this view will be given here.

**TABLE 4-IV**

TRUNCATION EXPRESSIONS OF TABLE 4-III, TRANSFORMED INTO $(s, n)$ STREAMLINE COORDINATES

<table>
<thead>
<tr>
<th>SCHEME</th>
<th>TRUNCATION ERROR</th>
</tr>
</thead>
<tbody>
<tr>
<td>UDS</td>
<td>$\frac{1}{2} \rho</td>
</tr>
<tr>
<td>SUDS</td>
<td>$\frac{1}{2} \rho</td>
</tr>
<tr>
<td>BSUDS1</td>
<td>$\frac{1}{2} \rho</td>
</tr>
<tr>
<td>QUDS</td>
<td>$-\frac{1}{24} \rho</td>
</tr>
<tr>
<td>ADS</td>
<td>$\frac{1}{12} \rho</td>
</tr>
</tbody>
</table>

It is conventional to interpret those TSTE's which contain second derivatives, e.g. $\partial^2 \phi / \partial x^2$, $\partial^2 \phi / \partial y^2$, $\partial^2 \phi / \partial z^2$ as being diffusion-like, by analogy with the "real" diffusion terms in the full transport Equation 4.1. This analogy allows a numerical diffusion coefficient $\Gamma_{num}$ to be defined as the ratio:

$$\Gamma_{num} = \text{TSTE} / (\partial^2 \phi / \partial x^2)$$  \hspace{1cm} (4.59)
and evaluated for schemes having TSTE's of this kind. These comprise the first-order UDS, SUDS and BSUDS1. Table 4-V gives the numerical diffusivity formulae, which are all of the general form

\[ \Gamma_{\text{num}} = \rho \Delta |v| f(\theta) \]  

(4.59)

<table>
<thead>
<tr>
<th>SCHEME</th>
<th>( \Gamma_{\text{num}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>UDS</td>
<td>( \frac{\sqrt{2}}{4} \rho \Delta</td>
</tr>
<tr>
<td>SUDS</td>
<td>( \frac{1}{4} \rho \Delta</td>
</tr>
<tr>
<td>BSUDS1</td>
<td>( \frac{\sqrt{2}}{4} \rho \Delta</td>
</tr>
</tbody>
</table>

where \( |v| = (u^2 + v^2)^{1/2} \) and \( \theta = \tan^{-1} (u/v) \) are, respectively, the magnitude of the resultant velocity and the angle which it makes with the mesh. The function \( f(\theta) \) is dimensionless and is plotted in Figure 4-4 for each of the schemes mentioned. The plot is terminated at \( \theta = 45^\circ \) because the functions are all symmetrical about this angle. It can be seen that i) the levels and variations of \( \Gamma_{\text{num}} \) produced by the three schemes are quite different, indicating that their "order" is an incomplete indicator of their relative performance; ii) the SUDS is substantially better than the UDS, and BSUDS1 is between the two, but strongly biased towards the former; and iii) whereas \( \Gamma_{\text{num}} \) for the UDS increases monotonically from zero at \( \theta = 0 \) to a maximum at \( \theta = 45^\circ \), the other schemes have their maxima at intermediate angles and have zeros at the two extremes. On the basis of these results and the mode of operation of BSUDS2 it can be conjectured that it would probably fall between SUDS and BSUDS1.
As a final comment, it should be noted that, while the TSTE's of the ADS and QUDS are not diffusion-like and therefore do not permit the evaluation of a $\Gamma_{\text{num}}$, it is not correct to imply that they will not produce numerical smearing or other unfavorable effects; this will be shown in the test cases described in Section 4.4.3.

4.4.2 Description of Test Cases for Accuracy Assessment

The test cases chosen here to evaluate the discretization schemes are ones for which it is possible to obtain exact solutions to the governing equations. The cases fall into two classes according to whether they are one- or two-dimensional. Within the latter there is a further sub-division according to whether "single-cell" or "field" calculations are performed. In the first-named kind, a single computational molecule is considered and is analyzed using the difference equation by inserting the exact analytical values for the neighboring $\phi$ and comparing the result with the exact $\phi$. The fact that an algebraic formula is obtained for the $\phi$ error is convenient for analysis, but the approach has the disadvantage of not showing the error propagation and accumulation effects that often occur in practical calculations. Hence, "field" tests, in which calculations are performed over a representative computing mesh with the exact values imposed at the boundaries only, were also included.
In this section, all of the test cases are described. Results of the model problem studies based on these test cases are discussed in Section 4.4.3. Unless otherwise stated, these test cases pertain to situations in which \( \rho, u, v \) and \( p \) are everywhere uniform (which means that the flow is everywhere uniform and parallel). The computing mesh has square cells of side \( \Delta \). It should be noted that most schemes were not applied to all test cases: Table 4-VI shows the various combinations examined.

### TABLE 4-VI

**SUMMARY OF THE COMBINATIONS OF DISCRETIZATION SCHEME AND TEST CASE EXAMINED**

<table>
<thead>
<tr>
<th>Model problem</th>
<th>Scheme</th>
<th>OD1</th>
<th>OD2</th>
<th>OD3</th>
<th>TDF1</th>
<th>TDF2</th>
<th>TDF3</th>
<th>TDF4</th>
<th>TDS1</th>
<th>TDS2</th>
</tr>
</thead>
<tbody>
<tr>
<td>One-Dimensional Cases</td>
<td>QUDS</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>SUDS</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>BSUDS1</td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>BSUDS2</td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
<td></td>
<td></td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>BQUDS</td>
<td>✓</td>
<td></td>
<td></td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>UDS</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

#### 4.4.2.1 One-Dimensional Cases

These represent solutions to the one-dimensional transport equation.

\[
\frac{d\phi}{dx^*} - \frac{1}{Pe_L} \frac{d^2\phi}{dx^{*2}} = S^*
\]  

(4.60)

where \( x^* = x/L, \ Pe_L = \rho u L/\tau, \ S^* = SLpL \) and \( L \) is a characteristic length. The following test cases were examined:

(a) Convection and diffusion in absence of source, Test Case (OD1).
Here \( S^* = 0 \) and the boundary conditions \( \phi = 0, 1 \) at \( x^* = 0, 1 \) are imposed to give:

\[
\phi = \frac{\exp(\text{Pe}_L x^*) - 1}{\exp(\text{Pe}_L) - 1}
\]  

(4.61)

(b) Convection with no diffusion and linear source, Test Case (OD2).

This is similar to case OD1 above, but the source \( S^* \) is now a piecewise-linear distribution. This test case was also employed by Leonard (Ref. 15) in his presentation of the QUDS scheme. The exact solution is of the form:

\[
\phi = \phi_0 + a (x^* - x_0) + b (x^* - x_0)^2, \text{ for } x^* \geq x_0
\]  

(4.62)

where \( x^* \) is the starting point of the source and \( a \) and \( b \) are constants linked to its level and gradient.

(c) Convection with no diffusion and plane source (OD3).

For this case Pe is assumed to be infinitely large, \( S^*=1 \) at \( x^*=0.2 \) and is zero elsewhere, and \( \phi = 0 \) at \( x^*=0 \). The solution is:

\[
\phi = 0, \quad x^* < 0.2 \\
\phi = 1, \quad x^* > 0.2
\]

4.4.2.2 Two-Dimensional Cases

For these test cases, solutions are obtained to the two-dimensional transport equation,

\[
\rho u \frac{\partial \phi}{\partial x} + \rho v \frac{\partial \phi}{\partial y} - \Gamma \left( \frac{\partial^2 \phi}{\partial x^2} + \frac{\partial^2 \phi}{\partial y^2} \right) = 0
\]  

(4.63)

for the different circumstances described below. These cases will be denoted by "TD" with a suffix S or F to indicate whether they were used for single cell or field evaluations, respectively.

(a) Convection in Absence of Diffusion

Three cases are considered for the convection of a prescribed distribution \( \phi \) \((n)\), where \( n \) is the coordinate normal to the streamlines. In two of the cases the flow is uniform and parallel, Figure 4-5, but in the third case, the streamline pattern corresponds to irrotational plane stagnation flow (Figure 4-6) in which the \( \phi \) are found to be rectangular hyperbolae, i.e.

\[
\phi = xy
\]  

(4.64)
In all cases the exact solution is simply $\partial \phi / \partial S = 0$ where $S$ is the streamline coordinate; thus on each streamline $\phi$ is constant and equal to its initial value.

(i) Single Cell Calculation of Convection of a Gaussian Distribution in Uniform Flow (TDS1) - Here $\phi(n) = \exp\left(-1/2 \left(nA^*\right)^2\right)$ where $A^* = \Delta / \sigma$, $\sigma$ is the standard deviation of the Gaussian, and $n$ is measured from the streamline passing through node $P$, Figure 4-7.

(ii) Field Calculation of Convection of a Step Function in Uniform Flow (TDF1) - In this case

\[
\phi(n) = \begin{cases} 
0, & \text{for } n < n_S \\
1, & \text{for } n \geq n_S 
\end{cases}
\]  

(4.65)

where $n_S$ denotes a selected reference streamline.
(iii) Field Calculation of Convection of a Square Wave Function in Irrotational Plane Stagnation Flow (TDF2)

\[ \phi(n) = \begin{cases} 1 & \text{for } n_{s1} \leq n \leq n_{s2} \\ 0 & \text{otherwise} \end{cases} \]  \hspace{1cm} (4.66)

where \( n_{s1} \) and \( n_{s2} \) denote reference streamlines.

(b) Field Calculations of Convection and Diffusion of Initial Step Profile in Uniform Flow (TDF3)

This case is similar to TDF1 but now cross-stream diffusion is allowed to modify the initial step profile as it proceeds downstream. The exact solution is:

\[ \phi(\Delta, n) = \frac{1}{2} \left[ 1 + \text{erf} \left( \frac{n}{2} \left( \frac{\text{Pe}/\Delta}{2} \right)^2 \right) \right] \]

where erf is the error function.

(c) Scalar Transport in Jet Flow Field (TDF4)

In this particular case the flow field is non-uniform, being that of a self-preserving laminar plane jet. The associated velocity field and the corresponding self-preserving scalar field, for the case where the jet is initially "heated", are given by Schlichting (Ref. 24) and will not be quoted here. In the test calculations the exact velocities are imposed throughout the grid in such a way as to ensure that the discrete mass conservation requirement is obeyed at each cell; the exact \( \phi \) values are imposed at the boundaries in the usual fashion.
(d) Single Cell Calculation of Convection and Diffusion of $\phi$ with Initial Linear Distributions (TDS2)

In this case the linear $\phi$ distributions are imposed at the boundaries. The solution for $\phi_p$ is given by Castro (Ref. 25) and is in the form of an infinite series.

4.4.3 Results of Test Cases

The results of some of the test calculations will now be presented under the headings of the different schemes which have been tested. In many instances the predictions of the UDS are included to provide an indication of the improvements which have been achieved.

4.4.3.2 The QUDS and SUDS

The QUDS results for the single-cell test Case TDS1 (convection of a Gaussian distribution) will be examined first: they are displayed in Figure 4-8a, showing $\phi_p$ plotted against the angle between the flow and the grid, for various values of the ratio $\Delta^*$ of the mesh spacing to the standard deviation.

Evidently at any given $\Delta^*$ there is agreement with the exact solution (given by $\phi_p = 1$, for all $\theta$) at $\theta = 0$, but a finite and increasing error emerges for angles up to 45°, indicating that numerical smearing is occurring. The UDS results of Figure 4-8b show similar behavior, but the errors are considerably larger. The single-cell test case results for SUDS are shown in Figure 4-8c. This figure indicates maximum error levels comparable to those obtained using QUDS, but they occur for SUDS at angles of around 15°. This is in contrast to QUDS which gives large errors at the larger angles. The latter behavior is in conformity with the numerical diffusivity characteristics displayed earlier in Figure 4-4.

Figure 4-8 Comparison of QUDS, UDS and SUDS for Test Case TDS1
Figure 4-9 shows a plot of the error with \( \Delta^* \) and indicates that the error decreases more rapidly for the QUDS than it does for the UDS as the mesh is refined. The slopes of the lines are 3 and 1, respectively, in conformity with the indications of the TSTE analysis of Table 4-III for the UDS but not apparently for QUDS which the analysis indicates to be second order; for a Gaussian distribution, the leading error term for QUDS is zero (i.e. \( a\phi^3/\Delta x^3 = 0 \)) whereas the next highest term in the error series is non zero. Note also that the line representing SUDS in Figure 4-9, has the same slope as that of QUDS (the fact that it lies below the QUDS result is of lesser significance, since it is merely due to the SUDS error being small at the flow angle 30° for which the results are plotted) indicating that in the present instance SUDS behaves like a third order scheme. This apparent conflict with the truncation error analysis can be explained by the fact that leading terms of the error series are in the present case small in comparison to the higher order ones. The results of Figure 4-9 show the inadequacy of using truncation error analysis alone in determining the accuracy of various schemes.

![Figure 4-9](image_url)
For the field calculations, Figure 4-10 shows the QUDS predictions and exact solutions for the convection and diffusion of a step profile (Case TDF3) for an overall Peclet number of 50 and for various $\varepsilon$. The results are displayed in terms of the $\phi$ profiles along the vertical mid-plane of a $9 \times 9$ grid and show the much-reduced smearing error of QUDS as compared with UDS as $\varepsilon$ is increased (it is nonetheless finite and increases with $\varepsilon$). Also shown are the undesirable undershoots and overshoots of the higher-order QUDS scheme. Examination of the SUDS field calculations for Case TDF3, also shown in Figure 4-10, confirms the general characteristics already described but also illustrates the fact that, like QUDS, this scheme can produce unbounded behavior when $\phi$ gradients are steep: in this instance the peak excursions of the two schemes are comparable. QUDS would better preserve the slope of the exact solution at angles up to $30^\circ$ but beyond this SUDS is clearly superior. Indeed, a general trend can be noted in which a given scheme either produces a bounded solution of reduced slope or an unbounded solution of correct slope.

A similar evaluation applies to the results for infinite Peclet number (TDF1) when SUDS results (Figure 4-11) are compared with the QUDS results (Figures 4-12). However, at larger angles the SUDS profiles exhibited more severe oscillations than those generated by QUDS.
Figure 4-11 SUDS Calculations for TDF1 for Various Flow Angles

Figure 4-12 QUUDS Calculations for TDF1 for Various Flow Angles
The comparisons for the convection of a square wave in an irrotational stagnation flow field (TDF2) are shown in Figure 4-13 in terms of the \( \phi \) profile across the outlet boundary of the calculation domain, which is identical with the inlet distribution. The QUDS predictions are considerably better than those of the UDS but exhibit significant undershoots and overshoots. The SUDS predictions for Case TDF2 can also be seen in Figure 4-13 and compared with the QUDS results in the diagram. On balance there is little to recommend either scheme: both reproduce the square wave to a similar extent, albeit without maintaining the proper bounds. SUDS maintains the wave amplitude better while introducing a phase error (the prediction is shifted to the left relative to the exact solution) whereas the reverse is true with the QUDS.

![Graph](image)

**Figure 4-13** Comparison of QUDS and SUDS Schemes for Test Case TDF2

The results obtained using QUDS and SUDS to compute the scalar transport in a laminar jet flow (TDF4) are shown in Figure 4-14, where the profiles along the vertical mid-plane are plotted. In this case the QUDS solutions remain within expected bounds (probably due to the smoothness of the \( \phi \) profile) and are more accurate than those of the UDS at both angles; however, QUDS exhibits substantial diffusion-like errors at the largest angle (\( \theta = 45^\circ \)). SUDS, like QUDS, maintains the proper bounds because the \( \phi \) gradients are less severe. In familiar pattern, QUDS is better at small angles and SUDS is better at large angles.
The comparison of QUDS and SUDS can be summarized in the following manner: both schemes suffer from boundedness problems when conditions with regard to the cell Peclet number, flow angle relative to the mesh, and gradients in $\theta$ are large. QUDS is more accurate for smaller flow angles while SUDS is more accurate for larger flow angles.

4.4.3.3 Flux-Blended Schemes

In this section the performance is examined for BSUDS1 (which was derived by blending UDS and SUDS to maintain positive coefficients) and for BSUDS2 and BQUDS2, (where the blending criterion is the preservation of local bounds on the solution).

(a) One-Dimensional Tests

Since in one-dimensional flow, the UDS and SUD are identical, calculations were performed only using BQUDS2 and the results are displayed in Figures 4-15 (Case OD1) and 4-16 (Case OD2). In both cases, it can be seen that oscillations have been suppressed and the proper bounds maintained; moreover, these results were obtained with steep gradients in the dependent variable.

(b) Two-Dimensional Tests

A comparison of the BSUDS2 and BQUDS2 solutions for TDF1 of Figure 4-17 shows that both exhibit similar characteristics as those exhibited by BQUDS2 for the one-dimensional test cases. The tendency in all cases is to maintain the proper bounds without introducing excessive numerical diffusion; this is indicated by the fact that in flow regimes where the original QUDS and SUDS solution were within bounds (Figures 4-11 and 4-12), those solutions are virtually unchanged except from some "rounding" of the profile corners. Again BQUDS2 seems to be more accurate at small angles whereas BSUDS2 is more accurate at large ones.
Figure 4-15 Comparison of Bounded and Unbounded QUDS Schemes for Test Case OD1

Figure 4-16 Comparison of Bounded and Unbounded QUDS Schemes for Test Case OD2
Figure 4-17 Comparison of BSUΔS2 and BQUΔS2 Schemes on Test Case TDF1
The performance of BSUDS2 and BQUDS2 for model problem TDF2, Figure 4-18, is similar to their unbounded counterparts, Figure 4-13, except that the unrealistic over and undershoots have been suppressed.
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Irrotational stagnation point flow — Scalar profile transport

Figure 4-18 Comparison of BSUDS2 and BQUDS2 Schemes on Test Case TDF2

The performance of the alternative blending approach, as embodied in BSUDS1, will now be examined. In this instance results are available for the two single cell cases and are included for Case TDS1 in Figure 4-9 and the accompanying error plot of Figure 4-10. According to the first two figures the BSUDS1 errors lie between those of the UDS and SUDS, with a bias in Figure 4-9 towards the latter as expected from the numerical diffusivity analysis (Figure 4-11). Results for TDS2 are similar and are not shown.

The field calculations for Case TDF3 appear in Figure 4-19 and confirm that BSUDS1 does not exhibit the SUDS overshoots. It has been found that the BSUDS1 solution tends to lie closer to SUDS than to UDS, especially at the larger θ, due to the fact that the negative coefficients of SUDS reach their peak magnitudes at the smaller angles.

The BSUDS1 calculations for the jet case (TDF4) they differed very little from those of SUDS at all angles, presumably because the negative coefficients of the latter contribute little to the solution due to the smaller gradients there. These calculations are not shown.
It is concluded that the bounding schemes can suppress overshoots and undershoots successfully. The loss in accuracy, or increase in numerical diffusion, for Bounding Scheme 2 seems to be negligible for the test cases considered. Bounding Scheme 1 does introduce numerical diffusion but it is still far more accurate than UDS. BSUDS2 seems to be more accurate at small flow angles whereas BSUDS1 seems to be more accurate at large flow angles.

4.5 STABILITY

Within the context of the present tests, no instability problems were encountered with the SUDS and BSUDS1 schemes. For the latter, this behavior is expected since the associated coefficient matrix is always diagonally dominant. Although the SUDS matrix does not possess this property, the departures were evidently not so great as to prevent convergence. However, it should be noted that other users have reported such problems. Some problems were overcome by using better grids and modifying under-relaxation factors.

Convergence problems were encountered during the development of Bounding Scheme 2. These instabilities were traced to the failure to insure that, for a given set of blended coefficients, a reasonable approximation is obtained for the corresponding $\phi$ field; otherwise, the method of estimating the local solution bounds cannot operate properly. This problem, which should really be attributed to the properties of the equation solver employed rather than to the discretization method, was solved by arranging an inner iteration cycle in which, for given coefficients, the residual error of the $\phi$ solution was always reduced to a preset level. Once this was done, no further problems were encountered.
The calculations using the QUDS scheme were prone to instability, whether the Tridiagonal Matrix Algorithm (TDMA) or the Pentadiagonal Matrix Algorithm (PDMA) were used in the ADI solution procedure. No such problems were encountered in 1D calculations with PDMA since it then acts as a direct solver. It was found that the instabilities could be suppressed through the use of conventional under-relaxation (typical factors being 0.5-0.6) but, as will be seen in the next section, the rather large number of iterations required suggests that stability is still marginal. BQUDS2 also suffered from this problem, but to a slightly lesser extent.

An important implication of the foregoing findings is that better solution algorithms are needed for QUDS-type schemes to make them fully cost-effective. It was hoped that the PDMA might provide the answer, since it uses for all of the \( \Phi \) values along a grid line to which it is applied. That this expectation was not realized may be due either to the fact that linkages also exist on two neighboring lines on each side or to the occurrence of negative coefficients at the principal and outlying nodes. It is interesting to note that the more stable SUDS generates a more compact 9-diagonal matrix; although negative coefficients may occur, these occur only at the principal nodes.

4.6 COST EFFECTIVENESS

The measure of cost effectiveness of the schemes used here is examined in terms of their computing time and storage requirements, however, since current trends in computer technology indicate that increased storage is becoming more plentiful and inexpensive, the emphasis in the cost-effectiveness calculation is on computing time.

Strictly speaking, the comparison between schemes should be on an equal accuracy basis, i.e. tests should be performed on each scheme with different grids to obtain a pre-specified level of error. However because this is time-consuming and also because the differences between the predictions of the "higher order" schemes on a given grid are generally much smaller than those between any other scheme and UDS, the results for calculations using the same grid will be compared. This comparison gives only a first estimate of the cost of using alternative schemes regardless of accuracy. Additional cost information is provided for the schemes incorporated into the 2D and 3D versions of TEACH for the more realistic test cases discussed in Section 6.

4.6.1 Computing Times

A representative set of computing times is shown in Table 4-VII. These pertain to calculations for Case TDF2 on the 9 x 9 grid, and were obtained on a CDC Cyber 174 machine; however it is not the absolute times which are of interest, but rather their relation to the baseline figures for UDS which are also shown.

Table 4-VII shows the following: (i) the time required for a single assembly of all coefficients, \( T_{coeff} \); (ii) the time required for a single application of the ADI solver, \( T_{solver} \), this turns out to be almost the same for both TDMA and PDMA versions; (iii) the total number of outer iterations performed, \( N_{outer} \), which is also equal to the total number of coefficient assemblies; (iv) the total number of inner iterations performed, \( N_{inner} \), which is equal to the total number of ADI passes; and finally (v) the total CPU time, excluding compilation and initialization. It should be noted that \( N_{inner} \) and \( N_{outer} \) are identical for all but the BSUDS2 and BQUDS2 schemes; for these two, it was necessary to ensure that the inner loop be executed to a preset
residual tolerance rather than for a preset number of ADI sweeps (specified as unity for all other schemes).

TABLE 4-VII

COMPARISON OF COMPUTING TIMES AND NUMBER OF ITERATIONS REQUIRED FOR CALCULATIONS OF CASE TDF2 ON 9 X 9 MESH

<table>
<thead>
<tr>
<th>Scheme</th>
<th>Coeff assembly time</th>
<th>Solver time</th>
<th>No. of outer-iter</th>
<th>No. of inner-iter</th>
<th>CPU time</th>
</tr>
</thead>
<tbody>
<tr>
<td>UDS</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>SUDS</td>
<td>7.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.5</td>
</tr>
<tr>
<td>QUDS</td>
<td>6.0</td>
<td>1.0</td>
<td>14-20</td>
<td>14-20</td>
<td>10-15</td>
</tr>
<tr>
<td>BSUDS1</td>
<td>8.0</td>
<td>1.0</td>
<td>2-3</td>
<td>5-6</td>
<td>4-5</td>
</tr>
<tr>
<td>BSUDS2</td>
<td>8.0</td>
<td>1.0</td>
<td>7-13</td>
<td>65-160</td>
<td>32-69</td>
</tr>
<tr>
<td>BQUDS2</td>
<td>7.5</td>
<td>1.0</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

* Inefficiency of BQUDS2 is due to the solver (TDMA) which is not compatible

Some interesting general features emerge from this table. Firstly, the variations between the coefficient assembly times for "higher-order" schemes are small in relation to the increase over the UDS figure, the ratio over the latter being in the range 6-8. Secondly, $T_{\text{coeff}}$ and $T_{\text{solver}}$ are roughly the same, excluding those for the UDS; and thirdly, QUDS and BQUDS2 clearly require substantially more outer iterations than the others.

Turning now to detailed comparisons, it is clear that SUDS and BSUDS1 are the most cost-effective for the present applications due to the smaller number of iterations (inner and outer) required; the CPU time increase over that for UDS is only 50 percent. The additional cost of the first flux-blending procedure is evidently insignificant.
The next most cost-effective method is BSUDS2, which requires 3 times the SUDS/BSUDS1 CPU time, due to the increased number of iterations required for convergence; however, BSUDS2 is measurably more accurate than SUDS or RSUDS2.

QUDS and BQUDS2 are considerably more expensive, requiring respectively 2-3 and 6-14 times the BSUDS2 CPU time. The additional expenditure is due to the increased values of $N_{outer}$. For BQUDS2, there is the additional cost due to the substantial level of $N_{inner}$.

It should be emphasized that, although the results in Table 4-VII are representative of the present tests, the poor performance for QUDS, BQUDS2 and BSUDS2 is due in large measure to the unsuitability of the solvers employed.

TABLE 4-VIII

SUMMARY OF ADDITIONAL STORAGE REQUIREMENTS OVER THOSE OF THE UDS

<table>
<thead>
<tr>
<th>SCHEME</th>
<th>NO. OF ADDITIONAL 2D ARRAYS</th>
<th>QUANTITIES STORED</th>
</tr>
</thead>
<tbody>
<tr>
<td>SUDS</td>
<td>4</td>
<td>$a_{NW}$, $a_{SW}$, $a_{NE}$, $a_{SE}$</td>
</tr>
<tr>
<td>QUDS</td>
<td>4</td>
<td>$a_{WW}$, $a_{SS}$, $a_{NN}$, $a_{EE}$</td>
</tr>
<tr>
<td>BSUDS1&amp;2</td>
<td></td>
<td>AS ABOVE, PLUS $\gamma_{e/w}$ AND $\gamma_{n/s}$</td>
</tr>
<tr>
<td>BQUDS2</td>
<td>6</td>
<td></td>
</tr>
</tbody>
</table>

4.6.2 Computer Storage

For 2D applications, none of the schemes examined generates unacceptable additional storage requirements over those of UDS. Table 4-VIII indicates the number of additional two-dimensional arrays required. In the case of SUDS and QUDS, the increase is equal to the number of additional "neighbor" coefficients, i.e., 4. The flux blended versions require two additional arrays to store the $\gamma$ values for each coordinate direction. Assuming that there is a choice between savings in CPU time, code complexity and savings in storage, savings in CPU time, code complexity will take precedence.
4.7 COMPLEXITY AND COMPATIBILITY WITH EXISTING TEACH METHODOLOGY

The evaluation of complexity is necessarily subjective, but if the schemes examined were so ranked, they might appear as follows, with complexity increasing from left to right:

- ADS
- UDS, SUDS, BSUDS1, BSUDS2
- QUDS, BQUDS2

In no case can it be said that any particular scheme is difficult to comprehend and implement, although the possibilities for error are obviously greater as one moves away from the simplicity of UDS. Perhaps the major pitfalls lie in the imposition of the boundary conditions, which require particular care with schemes like QUDS, SUDS and their bounded counter parts. This difficulty is common to all higher-order schemes.

Concerning compatibility with TEACH, it is sufficient to note that all of the tests reported herein were performed with versions of this code employing the same basic methodology. Some minor problems were encountered, such as those due to the extra row of external nodes at boundaries when QUDS and BQUDS2 were implemented, but these were more tedious than difficult. Of course, the solvers which have been employed are not particularly suited to QUDS, but the modular structure of the code readily allows a better solver to be used.

4.8 PROGNOSTICATIONS FOR THREE DIMENSIONAL CALCULATIONS AND OTHER CONSIDERATIONS

Before the final evaluation is made it is important to consider two further aspects which have not been examined in detail in the studies described thus far, namely:

(a) The suitability of the various schemes for three-dimensional applications.
(b) Experience of application of the schemes to flow field calculations.

Both the SUDS and QUDS (and bounded versions thereof) have computational "molecules" of equal size in 2D, i.e. each comprises 9 nodes; in 3D, the SUDS molecule increases to 27 nodes, whereas the QUDS size is only 13 nodes. Thus QUDS possesses a nearby two-fold advantage in coefficient assembly time and storage requirements.

Also, it should be noted that Bounding Scheme 1 is inapplicable to the SUDS in 3D, due to the fact that the coefficients of the non-principal, or "corner" nodes, may become negative. (Bounding Scheme 2 is of course still applicable).

Relatively few applications have been reported using SUDS and QUDS in flow field calculations. Fewer still have been made using BSUDS1 and none using BSUDS2 or BQUDS2.
The studies of greatest relevance here are those of Castro (Ref. 25), Leschzeiner and Rodi (Ref. 26), Han, Launder and Humphrey (Ref. 27), Leschzeiner and Launder (Ref. 28) and Lai (Ref. 23). Their findings may be summarized as follows:

i) No major problems were reported in solving the SUDS-based equations, but difficulties were encountered in obtaining solutions when QUDS was used. The exception is the recent work of (Ref. 27) where a particular arrangement of the coefficient matrix was found which produced stable ADI solutions in comparable numbers of iterations to those for the UDS calculations of the same problem.

ii) The accuracies of the SUDS and QUDS results were similar in most instances, with the notable exception of the test problem of laminar flow in a square cavity with a sliding wall. Here SUDS was scarcely better than UDS, whereas QUDS was markedly superior to both.

iii) BSUDS has been shown by Lai (Ref. 23) to perform satisfactorily as regards convergence and to be markedly more accurate than UDS (again with the exception noted in (i) above).

The poor performance of SUDS referred to in paragraph ii) was attributed by Lai (Ref. 23) to the failure of this scheme to account properly for the effects of pressure gradients, which act like "sources" in the momentum equations and are particularly important in the cavity problem. This deficiency, which did not appear to manifest itself in other problems involving strong pressure gradients, arises because SUDS tries to preserve velocity, rather than total pressure, along streamlines.

4.9 CONCLUSIONS

1) Of the schemes examined, BSUDS2 and BQUDS2 appear to offer the most promise for 3D applications.

2) The cost-effectiveness of QUDS and BQUDS2 is currently impaired by the lack of an efficient and reliable solver. Once a suitable solver is found, then the accuracy and compactness of the 3D computational molecule of these schemes is likely to render them superior to SUDS and its derivatives.

3) The ADS, although of higher formal order than SUDS and QUDS, is non-conservative, and has been rejected for this reason.

4) Spline schemes of the conventional centered variety like the CSS appear to be susceptible to severe overshoot problems and are also non-conservative. For these reasons they are not recommended at their present stage of development. Similar comments apply to the GRHS Hermitian scheme.

5) The flux-blending strategies for eliminating overshoots seem ideally suited for implicit calculations and are likely to see further development and application.
4.10 SELECTION OF TWO DIFFERENCING SCHEMES

No scheme seems to have emerged from this evaluation with a clear-cut margin of superiority over the others. SUDS offers a more favorable matrix structure from the solver point of view, especially when bounded as in BSUDS1/2. On the other hand, it has not performed well in isolated instances and it does generate a large computational molecule in 3D.

QUDS has performed well in flow field applications as regards accuracy (although it too produced some isolated poor results in the present scalar transport tests). Further, it has the compelling attraction of a comparatively small 3D molecule. Although the basic scheme can produce significant overshoots, it seems amenable to bounding by the flux blending strategy 2. The main argument against QUDS is the lack of a wholly suitable solver.

Both QUDS and SUDS, bounded and unbounded, show a flow angle dependence regarding their accuracy. QUDS seems to be more accurate at small angles whereas SUDS has a greater advantage at large angles. It should be noted that either of these two schemes will be an improvement over the hybrid differencing scheme at any angle.

Thus, SUDS and QUDS were selected for evaluation in the two-dimensional version of TEACH. Although it was desirable to implement them with flux blending, it was not essential for testing these schemes in realistic flows as required in this contract. The unbounded version of QUDS was selected since it could be coded relatively quickly in TEACH and permit extensive testing of the method. BSUDS1 and BSUDS2 were also selected since they offered accuracy improvements comparable to those obtainable using QUDS, nonphysical oscillation could be avoided using flux-blending, and the computational molecule was reasonably compatible with the current solver. Based on the results of the test cases, it was anticipated that BSUDS2 would be more accurate than BSUDS1. It has been noted, however, that BSUDS1 is not suitable for use in the 3D-TEACH code.
5.0 DERIVATION OF SELECTED SCHEMES FOR TEACH

In this section, the details of the derivations for the two improved finite-difference methods incorporated into the two-dimensional version of TEACH are presented. In Section 5.1, the derivation for the skew-upwind differencing scheme using the second bounding method (BSUDS2) is given. In Section 5.2, the derivation for the Quadratic Upwind Differencing Scheme (QUDS) is given. BSUDS2 was also selected for use in the three dimensional version of TEACH. The extension of the material in Section 5.1 for use in the 3D-TEACH computer program is presented in Appendix B.

5.1 THE BOUNDED SKEW-UPWIND DIFFERENCING SCHEME

In this section, the bounded skew-upwind differencing scheme is described. First, a brief review of the flux form of the equations of motion is presented. Second, a detailed description of the finite-difference form of the flux contribution to a representative face of a typical control volume is given; the derivation of the flux contributions to the other faces is then outlined. Third, the resulting coefficients for the finite-difference equations representing the total flux (and sources) are presented. Fourth, the results of applying the boundary conditions are shown in a manner consistent with the foregoing flux representation. Fifth, the bounding scheme for the coefficients is detailed.

5.1.1 Flux Form of the Equations of Motion

The equations of motion for both laminar flow and (time-averaged) turbulent flow can be written in similar fashion for all of the dependent variables:

\[
\frac{\partial}{\partial x} (\rho u \phi) + \frac{1}{\delta} \frac{\partial}{\partial r} (r \delta \rho v \phi) = \frac{\partial}{\partial x} \left( \Gamma_\phi \frac{\partial \phi}{\partial x} \right) + \frac{1}{\delta} \frac{\partial}{\partial r} \left( \Gamma_\phi \delta \frac{\partial \phi}{\partial r} \right) + S_\phi
\]  

where \( \delta = 0 \) for two-dimensional (planar) flow and \( \delta = 1 \) for axisymmetric flow. The variable \( \phi \) represents any of the dependent variables (e.g., the velocity components \( u, v, w \), mixture fraction, turbulence kinetic energy and turbulence energy dissipation). The exchange coefficient, \( \Gamma_\phi \), represents the sum of both laminar and turbulent contributions and is interpreted as the effective viscosity for \( \phi = u, v, w \), the effective diffusivity for \( \phi = \) mixture fraction, etc. \( S_\phi \) is a generalized source term.

Equation (5.1) is integrated over a control volume appropriate for each dependent variable \( \phi \) and, after some manipulation, the finite-difference equivalent form of Equation (5.1) is obtained. The control volumes are defined using an orthogonal grid formed by the intersection of coordinate lines in both the axial and radial coordinate direction. For planar (two-dimensional) problems, a unit thickness and uniform properties in the direction normal to the plane of the grid are assumed. The intersection of the grid lines form the
grid nodes at which all flow properties except the axial (u) and radial (v) velocities are calculated; i.e., all scalars and the tangential velocity component (w) for swirling flows. The axial velocity is calculated using a second grid with grid nodes located midway between the scalar grid nodes in the axial direction and coincident with the scalar grid nodes in radial position. The radial velocity is calculated using a third grid with grid nodes located midway between the scalar grid nodes in the radial direction and coincident with the scalar grid nodes in axial position. Directions in the grids are identified as north, south, east and west. The grid system for the scalars is shown in Figure 5-1. The positions of the u and v storage locations (grid systems) relative to the scalar grid are shown in Figure 5-2.

![Figure 5-1 Grid System for Scalars](image)

![Figure 5-2 Storage Locations for Axial (U) and Radial (V) Velocities Relative to Scalar (g) Grid System](image)
Control volumes for each scalar and the tangential velocity are defined by planes located midway between the scalar grid nodes, as shown in Figure 5-3. Normal velocity components, therefore, lie along the boundaries of the control volumes. Generally, boundaries for the u or v control volumes include scalar grid-lines and are not necessarily located midway between velocity grid lines.

![Figure 5-3 Scalar Control Volume](image)

The finite-difference form of Equation (5.1) is derived by integrating this equation over the appropriate control volume. For the scalars and the tangential velocity component, the grid systems defined above provide some computational convenience. Since the u and v velocities are stored midway between the scalar grid nodes, the convective fluxes from the north, south, east and west faces can be calculated without recourse to averaging any of these velocities. Also, the pressure gradient driving the flow can be computed without averaging pressures.

In performing the integration over the control volume for each term in Equation (5.1), the mean-value theorem is employed and the source term is linearized in the vicinity of the center of the control volume (point P). After some manipulation, the finite-difference form of Equation (5.1) is obtained.
\[ C_E \phi_e - C_W \phi_w + C_N \phi_n - C_S \phi_s = D_E (\phi_e - \phi_P) + D_W (\phi_P - \phi_w) \]
\[ + D_N (\phi_n - \phi_P) - D_S (\phi_P - \phi_s) + (S_u + S_P \phi_P) \]

where \( C_E, C_W, \text{etc.} \) are "convective coefficients" as defined below

\[ C_E = (\rho u)_e a_e \]
\[ C_N = (\rho u)_n a_n \]
\[ C_W = (\rho u)_w a_w \]
\[ C_S = (\rho u)_s a_s \]

and \( a_n = a_s, a_W = a_e \) are the areas of the faces of the control volume.

The "diffusion" coefficients are given by

\[ D_E = \left( \frac{\Gamma \phi}{\Delta x} \right)_e a_e \]
\[ D_N = \left( \frac{\Gamma \phi}{\Delta y} \right)_n a_n \]
\[ D_W = \left( \frac{\Gamma \phi}{\Delta x} \right)_w a_w \]
\[ D_S = \left( \frac{\Gamma \phi}{\Delta y} \right)_s a_s \]

and \( (\Delta x)_e \) is the distance between points P and E, etc. (e.g., see Figure 5-3).

It is important to note that Equation (5.2) applies to all of the dependent variables although the appropriate grid must be used in each case to define the geometric parameters used in the calculation. Also, Equation (5.2) applies to all of the difference procedures considered in the program since each scheme is simply an alternative method for defining (interpolating for) the dependent variable at the faces of the control volume (e.g., \( \phi_e, \phi_w, \phi_n, \phi_s \)). However, the diffusion terms are always represented by central differences.
It is convenient to define a total flux for each face of the control volume as the sum of a convective flux and a diffusive flux such that:

$$F_e - F_w + F_n - F_s = S_u + S_p \phi_p$$  \hspace{1cm} (5.5)

where

$$F_e = C_E \phi_e - D_E (\phi_E - \phi_p)$$

$$F_w = C_W \phi_w - D_W (\phi_p - \phi_w)$$

$$F_n = C_N \phi_n - D_N (\phi_N - \phi_p)$$

$$F_s = C_S \phi_s - D_S (\phi_p - \phi_s)$$  \hspace{1cm} (5.6)

In the following section, the skew differencing procedure will be used to calculate the values of the dependent variables at the faces of the control volume. As a result, Equation (5.5) will include not only the values of $\phi$ at the "normal." or main, grid node locations (E, W, N, S and P) but also at the corner locations (NE, SE, NW, and SW). The finite-difference form for Equation (5.5) will be shown to be:

$$A_p^c \phi_p = A_e^c \phi_e + A_w^c \phi_w + A_n^c \phi_n + A_s^c \phi_s + A_{ne}^c \phi_{ne} + A_{se}^c \phi_{se}$$

$$+ A_{nw}^c \phi_{nw} + A_{sw}^c \phi_{sw} + S_u + S_p \phi_p$$  \hspace{1cm} (5.7)

5.1.2 Calculation of the Fluxes

Recall that the equation of motion, Equation (5.1), can be written in terms of fluxes to each face of the control volume, Equation (5.5). In this section, a procedure will be described to calculate fluxes, $F_e$, $F_w$, $F_n$, and $F_s$. The derivation of $F_w$, the flux to the west face of a typical scalar control volume, is given in detail. The derivation of the other fluxes and of the fluxes for the $u$ and $v$ velocity components are outlined.

Consider the control volume shown in Figure 5-4. At present, it is assumed that the velocity vector is oriented as shown; i.e., the $u$ and $v$ components are non-negative. The flux to the west face is given by:

$$F_w = C_w \phi_w - D_w (\phi_p - \phi_w)$$  \hspace{1cm} (5.8)
For central-differencing (CD), the value of the dependent variable at the west face, $\phi_W$, is given by linear interpolation between $\phi$ at the W and P grid nodes:

$$\phi_W = (1 - \alpha_w) \phi_W + \alpha_w \phi_P$$  \hspace{1cm} (5.9)

where the interpolating factor is

$$\alpha_w = \frac{x_P - x_W}{x_P - x_W}$$ \hspace{1cm} (5.10)

In the 2D-TEACH computer program, $\alpha = 0.5$ for each face of the control volume for each scalar variable and the tangential velocity component since the control volume faces are located midway between scalar grid nodes. For the axial and radial velocity components, however, the $\alpha$ for each face may assume other values. The central difference form of the flux at the west face is then:

$$\frac{F_{wCD}}{D_w} = \left[ P_{ew} (1 - \alpha_w) + 1 \right] \phi_W + \left( \alpha_w P_{ew} - 1 \right) \phi_P$$ \hspace{1cm} (5.11)

where the Peclet number at this face is given by:

$$P_{ew} = C_w/D_w$$ \hspace{1cm} (5.12)
The upwind difference (UD) form for the flux at the west face is obtained by setting $a_w$ to zero and neglecting the diffusion term:

$$\frac{F_{w,UD}}{D_w} = P_e \phi_w$$

Equation (5.8) is also the starting point for the skew upwind differencing (SUD) scheme. The value of $\phi$ at the west face of the control volume, $\phi_w$, is determined by extrapolating the velocity vector upstream to the point $w'$ which lies along the grid line connecting the west and southwest nodes (see Figure 5-4) to give:

$$\phi_{w'} = (1 - k_w) \phi_w + k_w \phi_{SW}$$

where the skew interpolation factor is the ratio of the vertical distance between $w'$ and SW to the vertical distance between $W$ and SW:

$$k_w = \frac{1}{2} \frac{v_w}{u_w} \frac{\Delta x}{\Delta y}$$

For very large flow angles (skewing) relative to the coordinate directions, $k_w$ will exceed unity and $w'$ will be defined in terms of $\phi$ at the SW and S nodes. However, it is known that this approach can yield negative coefficients at the corner nodes (NW, SW, NE, SE) which can in turn produce oscillations in the solution. To assure that the coefficients for the corner nodes are non-negative, then:

$$k_w = \max \left(1.0, \frac{1}{2} \frac{|v_w|}{|u_w|} \frac{\Delta x}{\Delta y} \right)$$

The use of absolute values in Equation (5.16) permits this equation to be used to define $k_w$ for all velocity components at the west face.

In his original development of the skew upwind differencing approximation, Raithby (Ref. 11) assumed that $\phi_w = \phi_{w'}$. Thus,

$$\frac{F_{W,SUD}}{D_w} = P_e \phi_w - (\phi_p - \phi_w)$$
It is desirable to use the central difference procedure for small values of the grid Peclet number and the skew upwind differencing method for large values of the grid Peclet number. It is also desirable that these two formulations produce a continuous transition at the transition Peclet number, which in the present case is:

\[ P_e^* = \frac{1}{a_w} \]  

(5.18)

For the scalar grid system used in the 2D-TEACH computer program, \( P_e^* = 2 \). At the transition Peclet number, the central difference result (Equation 5.11) is:

\[ \frac{F_{w_{CD}}}{D_w} = \frac{\phi_w}{a_w} \]  

(5.19)

while the skew upwind differencing method (Equation 5.17) yields:

\[ \frac{F_{w_{SUD}}}{D_w} = \frac{\phi_{w'}}{a_w} - (\phi_P - \phi_w) \]  

(5.20)

Noting the definition given by Equation (5.14), it is clear that these two results are not equal.

The fluxes at the transition Peclet number can be made equal by noting (contrary to the assumption made by Raithby) that \( \phi_w \) and \( \phi_{w'} \) are related by:

\[ \phi_{w'} = \phi_w - \left( \frac{\partial \phi}{\partial s} \right)_w \Delta s + \ldots \]  

(5.21)

so that Equation (5.17) becomes

\[ \frac{F_{w_{SUD}}}{D_w} = P_e w \phi_w - P_e w \left( \frac{\partial \phi}{\partial s} \right)_w \Delta s - (\phi_P - \phi_w) \]  

(5.22)
Writing the central difference result in terms of the flux definition, Equation 5.8, then:

\[
\frac{F_{wCD}}{D_w} = P_{ew} \phi_w - (\phi_p - \phi_w) \tag{5.23}
\]

Clearly, these two fluxes will be equal at the transition Peclet number if a correction, \( P_{ew}^* \left( \frac{\partial \phi}{\partial s} \right)_w \Delta s \), is added to the skew upwind differencing flux, Equation 5.17, to obtain:

\[
\frac{F_{wSUD}}{D_w} = P_{ew} \phi_w^* + P_{ew} \left( \frac{\partial \phi}{\partial s} \right)_w \Delta s - (\phi_p - \phi_w) \tag{5.24}
\]

The derivative \( \left( \frac{\partial \phi}{\partial s} \right)_w \) can be computed by:

\[
\frac{\Delta \phi}{\Delta s} = \frac{\phi_w - \phi_w^*}{\Delta s} \tag{5.25}
\]

Then, using Equation (5.9), (5.14) and (5.18), Equation (5.24) becomes

\[
\frac{F_{wSUD}}{D_w} = P_{ew} \phi_w^* - (P_{ew} - P_{ew}^*) k_w (\phi_w - \phi_{SW}) \tag{5.26}
\]

At the transition Peclet number, the fluxes calculated by central differencing (Equation 5.19) and skew upwind differencing (Equation 5.26) are equal.

It will be recalled that the above result for the skew upwind differencing flux at the west face of the control volume was derived for non-negative values of the axial and radial velocities. Similar results can be derived for other combinations of \( u \) and \( v \) by consistent application of the process leading to Equation (5.26). The result is a general expression for the flux as calculated using skew upwind differencing:

\[
\frac{F_{wSUD}}{D_w} = P_{ew} \left[ \sigma_{w}^u \phi_w + (1 - \sigma_{w}^u) \phi_p \right] \\
- (P_{ew} - P_{ew}^*) k_w \left[ \sigma_{w}^u \{ \phi_w - \sigma_{w}^v \phi_{SW} - (1 - \sigma_{w}^v) \phi_N \} \\
+ (1 - \sigma_{w}^u) \{ \phi_p - \sigma_{w}^v \phi_S - (1 - \sigma_{w}^v) \phi_N \} \right] \tag{5.27}
\]
The parameters, \( \sigma^u_w \) and \( \sigma^v_w \), are switches that indicate the direction of the components of the local flow velocities.

\[
\sigma^u_w = \frac{1}{2} \left( 1 + \frac{u_w}{|u_w|} \right) 
\]  \hspace{1cm} (5.28)

\[
\sigma^v_w = \frac{1}{2} \left( 1 + \frac{v_w}{|v_w|} \right) 
\]  \hspace{1cm} (5.29)

Each of these parameters has a value of unity if the velocity component is positive (or, by convention, non-negative) and zero if it is negative. The transition Peclet number is now given by the general result.

\[
P^*_{e_w} = \frac{1}{\sigma^u_w - (1 - \sigma^u_w)} 
\]  \hspace{1cm} (5.30)

In the hybrid differencing procedure, the more accurate central differencing formulation (Equation 5.11) is used when the Peclet number is less than the transition value while the less accurate, but stable, upwind differencing result (the generalization of Equation (5.13))

\[
\frac{F^u_{w_{UD}}}{D_w} = P_{e_w} \left[ \sigma^u_w \phi_w + (1 - \sigma^u_w) \phi_P \right] 
\]  \hspace{1cm} (5.31)

is used when the Peclet number is greater than the transition value. Originally, it was believed that a similar hybrid procedure could be developed for skew upwind differencing with Equation (5.11) used for \( P_e < P^*_e \) and Equation (5.27) used for \( P_e > P^*_e \). However, this approach proved to be unworkable since some of the coefficients derived from this hybrid formulation for use in Equation (5.7) could be negative. As an alternative, a flux blending scheme (to be described in Section 5.1.5) is used in which a weighted average of the upwind differencing and the skew upwind differencing fluxes is used. The weighting (blending) factor, \( \gamma \), is chosen in such a way as to assure boundedness. The bounded skew-upwind differencing (BSUD) flux is defined by:

\[
\frac{F^u_{w_{BSUD}}}{D_w} = \gamma_w F^w_{SUD} + (1 - \gamma_w) F^u_{w_{UD}} 
\]  \hspace{1cm} (5.32)
with the weighting factor restricted to the range, $0 \leq \lambda_W \leq 1$. As a consequence of this definition:

$$\frac{F_{WBSUD}}{D_W} = P_{e_w} \left[ \sigma_w^u \phi_W + (1 - \sigma_w^u) \phi_P \right] - (P_{e_w} - P_{e_w}^*) \gamma_W k_W$$

$$\left[ \sigma_w^u \left\{ \phi_W - \sigma_w^v \phi_{SW} - (1 - \sigma_w^v) \phi_{NW} \right\} 
+ (1 - \sigma_w^u) \left\{ \phi_P - \sigma_w^v \phi_S - (1 - \sigma_w^v) \phi_N \right\} \right]$$

Finally, a bounded skew hybrid differencing (BSHD) formulation can be defined as:

$$\frac{F_{WBSHD}}{D_W} = \lambda_W F_{WCD} + (1 - \lambda_W) F_{WBSUD}$$

where $\lambda_W$ is permitted to assume only two values: $\lambda_W = 1$ for central differencing ($P_e < P_e^*$) and $\lambda_W = 0$ for bounded skew-upwind differencing ($P_e > P_e^*$). Equations (5.33) and (5.34) are the basic working relationships used to determine the flux at the west face of the control volume. The contributions of the flux to each of the coefficients in Equation (5.7) can be immediately identified by using Equations (5.33) and (5.34) in Equation (5.5). Equations analogous to Equation (5.33) can be derived for the other three faces of the control volume in exactly the same manner as employed above. However, the results can be obtained by inspection as follows.
The east face flux is obtained by translating the nodal subscripts eastward such that:

<table>
<thead>
<tr>
<th>West Subscript</th>
<th>East Subscript</th>
</tr>
</thead>
<tbody>
<tr>
<td>W</td>
<td>becomes P</td>
</tr>
<tr>
<td>P</td>
<td>becomes E</td>
</tr>
<tr>
<td>SW</td>
<td>becomes S</td>
</tr>
<tr>
<td>NW</td>
<td>becomes N</td>
</tr>
<tr>
<td>S</td>
<td>becomes SE</td>
</tr>
<tr>
<td>N</td>
<td>becomes NE</td>
</tr>
</tbody>
</table>

Of course, the lower case subscript "w" becomes "e."

The south face flux is obtained from the west flux (Equation 5.33) by rotating the nodal subscripts counterclockwise through 90 degrees.

<table>
<thead>
<tr>
<th>West Subscript</th>
<th>East Subscript</th>
</tr>
</thead>
<tbody>
<tr>
<td>W</td>
<td>becomes S</td>
</tr>
<tr>
<td>SW</td>
<td>becomes SE</td>
</tr>
<tr>
<td>NW</td>
<td>becomes SW</td>
</tr>
<tr>
<td>S</td>
<td>becomes F</td>
</tr>
<tr>
<td>N</td>
<td>becomes W</td>
</tr>
<tr>
<td>u</td>
<td>becomes (\sigma^v)</td>
</tr>
<tr>
<td>1 - (\sigma^u)</td>
<td>becomes 1 - (\sigma^v)</td>
</tr>
<tr>
<td>(\sigma^v)</td>
<td>becomes 1 - (\sigma^u)</td>
</tr>
</tbody>
</table>

The north face flux is derived by translating the south flux result northward.

<table>
<thead>
<tr>
<th>South Subscript</th>
<th>North Subscript</th>
</tr>
</thead>
<tbody>
<tr>
<td>S</td>
<td>becomes P</td>
</tr>
<tr>
<td>P</td>
<td>becomes N</td>
</tr>
<tr>
<td>SE</td>
<td>becomes E</td>
</tr>
<tr>
<td>SW</td>
<td>becomes W</td>
</tr>
<tr>
<td>E</td>
<td>becomes NE</td>
</tr>
<tr>
<td>W</td>
<td>becomes NW</td>
</tr>
</tbody>
</table>

The results of the manipulations are summarized in Tables 5-I through 5-III.
TABLE 5-I

DEFINITION OF BOUNDED SKEW HYBRID DIFFERENCING FLUXES

West

\[
\frac{F_{wsBD}}{D_w} = \lambda_w F_{wd} + (1 - \lambda_w) F_{wsBD}
\]

East

\[
\frac{F_{esBD}}{D_e} = \lambda_e F_{ed} + (1 - \lambda_e) F_{esBD}
\]

South

\[
\frac{F_{ssBD}}{D_s} = \lambda_s F_{sd} + (1 - \lambda_s) F_{ssBD}
\]

North

\[
\frac{F_{nsBD}}{D_n} = \lambda_n F_{nd} + (1 - \lambda_n) F_{nsBD}
\]
TABLE 5-II
CENTRAL DIFFERENCING FLUXES

West

\[
\frac{F_{w_{CD}}}{D_W} = \left[ P_{e_w} (1 - a_w) + 1 \right] \phi_W + (a_w P_{e_w} - 1) \phi_p
\]

East

\[
\frac{F_{e_{CD}}}{D_E} = \left[ P_{e_e} (1 - a_e) + 1 \right] \phi_p + (a_e P_{e_e} - 1) \phi_E
\]

South

\[
\frac{F_{s_{CD}}}{D_S} = \left[ P_{e_s} (1 - a_s) + 1 \right] \phi_s + (a_s P_{e_s} - 1) \phi_p
\]

North

\[
\frac{F_{n_{CD}}}{D_N} = \left[ P_{e_n} (1 - a_n) + 1 \right] \phi_p + (a_n P_{e_n} - 1) \phi_N
\]
TABLE 5-III

BOUNDED SKEW-UPWIND DIFFERENCING FLUXES

**West**

\[
\frac{F_{\text{EWBSUD}}}{D_w} = P_{ew} \left[ \sigma_w^u \phi_w + (1 - \sigma_w^u) \phi_p \right] - (P_{ew} - P_{ew}^*) \gamma_w k_w
\]

\[
\begin{bmatrix}
\sigma_w^u \\
\phi_w - \sigma_w^v \phi_{SW} - (1 - \sigma_w^v) \phi_{NW}
\end{bmatrix}
\]

\[
+ (1 - \sigma_w^u) \left[ \phi_p - \sigma_w^v \phi_S - (1 - \sigma_w^v) \phi_N \right]
\]

**East**

\[
\frac{F_{\text{EBWSUD}}}{D_e} = P_{ee} \left[ \sigma_e^u \phi_p + (1 - \sigma_e^u) \phi_E \right] - (P_{ee} - P_{ee}^*) \gamma_e k_e
\]

\[
\begin{bmatrix}
\sigma_e^u \\
\phi_p - \sigma_e^v \phi_S - (1 - \sigma_e^v) \phi_N
\end{bmatrix}
\]

\[
+ (1 - \sigma_e^u) \left[ \phi_E - \sigma_e^v \phi_{SE} - (1 - \sigma_e^v) \phi_{NE} \right]
\]

**South**

\[
\frac{F_{\text{BSUSD}}}{D_s} = P_{es} \left[ \sigma_s^v \phi_S + (1 - \sigma_s^v) \phi_p \right] - (P_{es} - P_{es}^*) \gamma_s k_s
\]

\[
\begin{bmatrix}
\sigma_s^v \\
\phi_S - (1 - \sigma_s^u) \phi_{SE} - \sigma_s^u \phi_{SW}
\end{bmatrix}
\]

\[
+ (1 - \sigma_s^v) \left[ \phi_p - (1 - \sigma_s^u) \phi_E - \sigma_s^u \phi_W \right]
\]

**North**

\[
\frac{F_{\text{BNBSUD}}}{D_n} = P_{en} \left[ \sigma_n^v \phi_p + (1 - \sigma_n^v) \phi_N \right] - (P_{en} - P_{en}^*) \gamma_n k_n
\]

\[
\begin{bmatrix}
\sigma_n^v \\
\phi_p - (1 - \sigma_n^u) \phi_E - \sigma_n^u \phi_W
\end{bmatrix}
\]

\[
+ (1 - \sigma_n^v) \left[ \phi_N - (1 - \sigma_n^u) \phi_{NE} - \sigma_n^u \phi_{NW} \right]
\]
5.1.3 Calculation of the Coefficients for the Finite-Difference Form of the Equations of Motion

The finite-difference form of the equations of motion, (e.g., Equation (5.7)) can be derived directly from the flux information presented in Tables 5-I through 5-III and the sign conventions determined from Equation (5.5). The resulting expressions will contain the unknown blending factor, \( \gamma \). The blending strategy requires that the terms in the equations for the coefficients most responsible for producing negative coefficients be isolated so that appropriate values for \( \gamma \) can be determined. Furthermore, the coefficients for the control volumes adjacent to the physical boundaries of the flow may require modification to incorporate the effect of the boundary conditions. Thus, to simplify manipulation and modification, some additional notation will be defined.

Let the center of the control volume (point \( P \)) be located at the \( I \)th axial position and \( J \)th radial position. The flux contributions (the components of the total flux) to the east face are denoted as \( E_1(I,J) \), \( E_2(I,J) \), \( E_3(I,J) \) and the flux contributions to the north face are denoted as \( N_1(I,J) \), \( N_2(I,J) \), \( N_3(I,J) \). These flux contributions are defined as follows.

**Central Differencing**

\[
\begin{align*}
E_1(I,J) &= D_e - \sigma_e C_e \\
E_2(I,J) &= E_1(I,J) + C_e \\
E_3(I,J) &= 0 \\
N_1(I,J) &= D_n - \sigma_n C_n \\
N_2(I,J) &= N_1(I,J) + C_n \\
N_3(I,J) &= 0
\end{align*}
\]  
(5.35)

**Bounded Skew-Upwind Differencing**

\[
\begin{align*}
E_1(I,J) &= (\sigma_e - 1) C_e \\
E_2(I,J) &= E_1(I,J) + C_e \\
E_3(I,J) &= k_e(C_e - P_e D_e) \\
N_1(I,J) &= (\sigma_n - 1) C_n \\
N_2(I,J) &= N_1(I,J) + C_n \\
N_3(I,J) &= k_n(C_n - P_n D_n)
\end{align*}
\]  
(5.37)
The use of central versus bounded skew-upwind differencing is determined by the value of the Peclet number at each face. The parameters $C_E$, $D_E$, $a_E$, $k_E$, ... are local values; the subscripts $(I,J)$ have been omitted in the interest of readability. The corresponding flux contributions at the west face are given immediately by $E_1(I-1,J)$, $E_2(I-1,J)$, $E_3(I-1,J)$ and the flux contributions at the south face are $N_1(I,J-1)$, $N_2(I,J-1)$, $N_3(I,J-1)$.

The coefficients of the finite-difference form of the equations of motion may then be defined in terms of these flux contributions. The results are presented in Table 5-IV. The coefficient $A_p$ can be shown to be equal to the sum of the other eight coefficients when use is made of the mass continuity restriction:

$$C_E - C_W + C_N - C_S = 0 \quad (5.39)$$

The boundary conditions (Section 5.1.4) and the blending scheme (Section 5.1.5) can be applied directly to the flux contributions so that the results shown in Table 5-IV are general.

5.1.4 Boundary Conditions

The boundary conditions are applied to the flux contributions as defined by Equations (5.35) through (5.38) so that the set of coefficients (e.g., Table 5-IV) for each dependent variable is the same throughout the computational domain. This consistency simplifies the application of both (1) the algorithm for solving the set of simultaneous equations for each variable and (2) the bounding procedure (see Section 5.1.5).

5.1.4.1 Scalars

A typical control volume for a scalar variable is shown in Figure 5-5 (which is based in part on Figure 5-1). It will be recalled that the axial velocities are stored midway between the scalar gridlines in the axial direction; therefore, the axial velocities are stored at the midpoints of the east and west faces of the scalar control volume. Similarly, the radial velocities are stored at the midpoints of the north and south faces of the scalar control volumes.

The extreme physical boundaries of the flow are located midway between the most extreme gridline and its nearest neighboring gridline in each direction. The gridlines are numbered from $I=1$ through $I=NI$ in the axial direction and from $J=1$ through $J=NJ$ in the radial direction. Thus, the interior nodes are numbered from $I=2$ through $I=NI-1$ in the axial direction and from $J=2$ through $N=NJ-1$ in the radial direction. In the following discussion, the boundary conditions are applied to the various faces of the control volume for an interior node $(I,J)$, as shown in Figure 5-5, to produce modified east-west flux contributions $(E_1, E_2, E_3)$ or north-south flux contributions $(N_1, N_2, N_3)$ for use in calculating the coefficients of the finite-difference equations for the scalars (e.g., Table 5-IV). In the process of introducing the effects of the boundary conditions for the interior nodes, it will be seen that some of the flux contributions at adjacent nodes are also affected.
Figure 5-5  Grid System Showing Scalar Control Volume Near Physical Boundaries
TABLE 5-IV
CO-EFFICIENTS OF THE FINITE-DIFFERENCE EQUATIONS

\[ A_w(I,J) = E_2(I-1,J) - \gamma_w [\sigma_e E_3]_{I-1,J} \]
\[ \quad + \gamma_s [(1 - \sigma_v \sigma_n N3)]_{I,J-1} \]
\[ \quad - \gamma_n [\sigma_v \sigma_n N3]_{I,J} \]

\[ A_e(I,J) = E_1(I,J) + \gamma_e [(1 - \sigma_e) E_3]_{I,J} + \gamma_s [(1 - \sigma_v)(1 - \sigma_n N3)]_{I,J-1} \]
\[ \quad - \gamma_n [\sigma_v (1 - \sigma_n N3)]_{I,J} \]

\[ A_s(I,J) = N_2(I,J-1) - \gamma_s [\sigma_v N3]_{I,J-1} + \gamma_w [(1 - \sigma_n N3)]_{I-1,J} \]
\[ \quad - \gamma_e [\sigma_v N3]_{I,J} \]

\[ A_n(I,J) = N_1(I,J) + \gamma_n [(1 - \sigma_v N3)]_{I,J} + \gamma_w [(1 - \sigma_v)(1 - \sigma_n E_3)]_{I-1,J} \]
\[ \quad - \gamma_e [\sigma_v E_3]_{I,J} \]

\[ A_{sw}(I,J) = \gamma_w [\sigma_v E_3]_{I-1,J} + \gamma_s [\sigma_v N3]_{I,J-1} \]

\[ A_{se}(I,J) = \gamma_s [\sigma_v (1 - \sigma_n N3)]_{I,J-1} - \gamma_e [(1 - \sigma_v \sigma_n E_3)]_{I,J} \]

\[ A_{nn}(I,J) = \gamma_w [\sigma_v E_3]_{I-1,J} - \gamma_n [(1 - \sigma_v \sigma_N N3)]_{I,J} \]

\[ A_{ne}(I,J) = -\gamma_e [(1 - \sigma_v)(1 - \sigma_n E_3)]_{I,J} - \gamma_n [(1 - \sigma_n E_3)]_{I,J} \]

NOTE: The blending factors \( \gamma_w, \gamma_e, \gamma_s \) and \( \gamma_n \) are the factors appropriate for the \((I,J)\) node as determined by the procedure discussed in Section 5.1.5.
There are four types of boundary to be considered:
(1) specified wall,
(2) specified inlet,
(3) axis of symmetry,
(4) unspecified opening.

The application of these boundary conditions to modify the flux contributions used to determine the finite-difference coefficients for a node \((I-1,J)\) having a physical boundary on the west face of its control volume will be described in detail. The modifications to the coefficients due to the other physical boundaries are similar and will be summarized.

**West Boundary**

For the specified wall boundary condition, the velocity normal to the wall at the west boundary (the west face of the control volume for the node \((I,J)\)) is zero; velocity components in the radial or tangential direction may be nonzero (e.g., a moving wall). The zero normal \((u)\) velocity, which for this case is stored at the axial location of the west boundary, results in the use of the central difference formulae for the flux contributions, \(E_1, E_2\) and \(E_3\), for the west face of the node \((I,J)\). These flux contributions are computed and stored as east face contributions for the node \((I-1,J)\), see Equation (5.35).

Specifically, for a specified wall located at the west face of the control volume for the node \((I,J)\):

\[
\begin{align*}
E_1(I-1,J) &= DE(I-1,J) \\
E_2(I-1,J) &= E_1(I-1,J) \\
E_3(I-1,J) &= 0 \\
\end{align*}
\]  

(5.40)

For a specified wall, the value of the scalar at the wall may be either known (e.g., turbulence kinetic energy = 0) or unknown (e.g., temperature). Since the variation of the scalar from its wall value to the value at the node \((I,J)\) is generally non-linear, it is prudent in every case to decouple the wall values from the system of equations. The influence of the wall can be reflected by using appropriate wall functions to compute the source terms for the scalars. From Table 5-IV, it can be seen that the known or unknown wall values of the scalar can be excluded if the coefficients \(A_M, A_{SW}, A_{MW}\) are zero for the node \((I,J)\). These coefficients depend upon the values of:

a) \(E_2(I-1,J)\)
b) \(E_3(I-1,J)\)
c) \(N_3(I,J) - N_3\) at the north face of the control volume for node \((I,J)\)
d) \(N_3(I,J-1) - N_3\) at the south face of the control volume for node \((I,J)\)

Inspection of the coefficients listed in Table 5-IV indicates that \(N_3(I,J)\) is excluded automatically unless the axial and radial velocities are positive at the north face, and \(N_3(I,J-1)\) is excluded unless the axial velocity is positive and the radial velocity is negative at the south face of the control volume for the node \((I,J)\).
The necessary modifications can be summarized as follows.

\[
\begin{align*}
E_1(I-1,J) &= 0 \\
N_3(I,J) &= 0 \\
N_3(I,J-1) &= 0
\end{align*}
\]

(5.41)

It follows immediately from Equation (5.40) that:

\[
\begin{align*}
E_2(I-1,J) &= 0 \\
E_3(I-1,J) &= 0
\end{align*}
\]

(5.42)

and therefore, \( A_M, A_{SW}, \) and \( A_{NW} \) will be zero for the node \((I,J)\).

For a specified opening, the value of the scalar is known at the west face of
the control volume for the node \((I,J)\). In general, the cell Peclet number is
greater than the transition value whenever the boundary represents a specified
opening. Therefore, the flux contributions \( E_1, E_2 \) and \( E_3 \) at the node \((I-1,J)\)
are computed using the skew upwind differencing formulae, Equation (5.37).

However, since the boundary is coincident with the west face of the control
volume for the node \((I,J)\), there is no skewing of the flow at this face and,
therefore, \( E_3(I-1,J) \) is set to zero.

The determination of the coefficient \( A_M \) for the node \((I,J)\) also requires the
computation of the north face and south face flux contributions, \( N_3(I,J) \) and
\( N_3(I,J-1) \), respectively. Since the specified opening is coincident with the
west face of the control volume for the node \((I,J)\) and since this face is
located midway between the nodes \((I-1,J)\) and \((I,J)\), it is necessary to double
the value of the skewing interpolation factors used to compute \( N_3(I,J) \) and
\( N_3(I,J-1) \); i.e.,

\[
\begin{align*}
k_n &= \max (2*k_n, 1.0) \\
k_s &= \max (2*k_s, 1.0)
\end{align*}
\]

(5.43)

where the values of \( k_n \) and \( k_s \) on the right-hand side of Equation (5.43)
are calculated in accordance with the normal distance between gridlines \( I-1 \)
and \( I \).

If the west face of the control volume for the node \((I,J)\) is an axis of
symmetry, then the flux normal to this face is zero. By definition, the
unknown values of the scalar at the nodes \((I-1,J)\) and \((I,J)\) are equal; the
gradient of the scalar normal to the axis vanishes. Thus, an axis of symmetry
is mathematically identical to a specified wall boundary condition with zero
gradient (source) at the wall. The modifications to the flux contributions are
given by Equations (5.42) and (5.43).

For an unspecified opening, it is assumed that (1) the flow is exiting through
the opening, (2) the streamlines are parallel in the vicinity of the opening,
and (3) the cell Peclet number exceeds the transition value. Determination of
the coefficient \( A_M, A_{SW}, \) and \( A_{NW} \) for the node \((I,J)\) requires the
calculation of the flux contributions \( E_2(I-1,J), E_3(I-1,J), N_3(I,J) \) and
\( N_3(I,J-1) \). By the third assumption, the skew upwind differencing formulæ,
Equations (5.37) and (5.38), are used. By the second assumption, E3(I-1,J), N3(I,J) and N3(I,J-1) are zero. By the first assumption, the flow direction switch out at the node (I-1,J) is zero so that E2(I-1,J) is zero. Thus these assumptions are equivalent to:

\[
\begin{align*}
E2(I-1,J) &= 0 \\
E3(I-1,J) &= 0 \\
N3(I,J) &= 0 \\
N3(I,J-1) &= 0
\end{align*}
\]  (5.44)

and it follows that \( A_M, A_{SW}, \) and \( A_{NW} \) for the node \((I,J)\) vanish. Thus, the unknown values of the scalars at the unspecified opening are decoupled from the system of equations.

It is seen that the modifications to the flux contributions for the specified wall, axis of symmetry, and unspecified opening boundary conditions are identical and, therefore, the coefficients \( A_M, A_{SW}, \) and \( A_{NW} \) for the node \((I,J)\) vanish for these boundary conditions.

East Boundary

If the east face of the control volume for the node \((I,J)\) is a physical boundary, it is necessary to modify the flux contributions \( E1(I,J), E3(I,J), N3(I,J) \) and \( N3(I,J-1) \) used to determine the coefficients \( A_E, A_{SE}, \) and \( A_{NE} \) for the node \((I,J)\). For reasons similar to those given in the discussion of the west boundary, in the case of the specified wall, axis of symmetry, or unspecified opening boundary conditions, it is necessary that:

\[
\begin{align*}
E1(I,J) &= 0 \\
E3(I,J) &= 0 \\
N3(I,J) &= 0 \\
N3(I,J-1) &= 0
\end{align*}
\]  (5.45)

so that \( A_E, A_{SE}, \) and \( A_{NE} \) for the node \((I,J)\) are zero. For the specified opening, it is sufficient that:

\[
\begin{align*}
E3(I,J) &= 0 \\
k_n &= \max \left( 2k_n, 1.0 \right) \\
k_s &= \max \left( 2k_s, 1.0 \right)
\end{align*}
\]  (5.46)

The last two conditions guarantee that the flux contributions \( N3(I,J) \) and \( N3(I,J-1) \) are calculated correctly.
South Boundary

If the south face of the control volume for the node \((I, J)\) is a specified wall, an axis of symmetry, or an unspecified opening, then it is necessary that:

\[
\begin{align*}
N2(I, J-1) &= 0 \\
N3(I, J-1) &= 0 \\
E3(I-1, J) &= 0 \\
E3(I, J) &= 0
\end{align*}
\]

so that the coefficients \(A_S\), \(A_{SW}\), and \(A_{SE}\) vanish. For a specified opening, it is necessary that:

\[
\begin{align*}
N3(I, J-1) &= 0 \\
k_w &= \max(2*k_w, 1.0) \\
k_e &= \max(2*k_e, 1.0)
\end{align*}
\]

The last two conditions assure that \(E3(I-1, J)\) and \(E3(I, J)\) are computed properly.

North Boundary

If the north face of the control volume for the node \((I, J)\) represents a specified wall, an axis of symmetry, or an unspecified opening, then it is necessary that:

\[
\begin{align*}
N1(I, J) &= 0 \\
N3(I, J) &= 0 \\
E3(I-1, J) &= 0 \\
E3(I, J) &= 0
\end{align*}
\]

so that the coefficients \(A_N\), \(A_{NW}\), and \(A_{NE}\) vanish. For a specified opening, it is necessary that:

\[
\begin{align*}
N3(I, J) &= 0 \\
k_w &= \max(2*k_w, 1.0) \\
k_e &= \max(2*k_e, 1.0)
\end{align*}
\]

The last two conditions guarantee that \(E3(I-1, J)\) and \(E3(I, J)\) are calculated correctly.

5.1.4.2 Axial Velocity

A typical control volume for the axial velocity, \(u\), is shown in Figure 5-6. The indices \(I\) and \(J\) refer to the scalar grid system. The index \(I'\) refers to the axial velocity grid system; note that this index varies between \(I'=2\) and \(NI\). The east and west faces of the axial velocity control volumes are coincident with the vertical scalar gridlines. The axial storage locations of physical boundaries are the same as the axial locations of the axial velocities; the inverse is, of course, not true. The radial locations of the \(u\)
velocity and scalar control volumes are identical. The radial velocity, \( v \), is stored (effectively) at the corners of the \( u \)-velocity control volume. The system of simultaneous equations for the axial velocity field describes the axial velocity distribution from \( I' = 3 \) to \( NI-1 \) and \( J = 2 \) to \( NJ-1 \). However, the coefficients for this system of equations require the determination of some flux contributions along the gridlines \( I' = 2 \) to \( I' = NI-1 \) and \( J = 1 \) to \( J = NJ-1 \).

Figure 5-6  Scalar and U-Velocity Grid Systems Showing U-Velocity Control Volume Near Physical Boundaries
West Boundary

If a physical boundary is located to the west of the axial velocity control volume for the node \((I',J)\), then the physical boundary is located along the gridline, \(I'-1\). If the physical boundary represents either a specified wall or an axis of symmetry, then \(u(I'-1,J)\) is zero; if it represents a specified opening, then \(u(I'-1,J)\) is a known, specified value. If the physical boundary represents an unspecified opening, then it is assumed that the velocity \(u(I'-1,J)\) is known from the previous iteration using a special procedure described below. In every case, it is seen that the axial velocity is known at the node \((I'-1,J)\). Therefore, the axial velocity at the west face of the control volume for the node \((I',J)\) can be computed in the same manner as is used for any axial velocity interior node.

The radial velocities for the west face of the control volume are stored at the corners of the axial velocity control volume (see Figure 5-6). Therefore the radial velocity at the center of the west face can be interpolated directly from these data. Thus, one can obtain the values of \(u\) and \(v\) and the flux contributions can be computed using Equation (5.35) or (5.37) in the usual manner. Thus, it is seen that the application of the boundary conditions at the node \((I,J)\) requires no modification to the computation of \(E1, E2\) and \(E3\) provided that the correct axial velocities are stored at the node \((I'-1,J)\).

In the discussion on scalar variables, it was stated that, at an unspecified opening, it is assumed that (1) the flow is exiting through the opening, (2) the streamlines are parallel in the vicinity of the opening, and (3) the cell Peclet number exceeds the transition value. These assumptions are also made for the determination of the axial velocity at an unspecified opening. It is possible to estimate the axial velocity at the node \((I'-1,J)\) using these assumptions together with the mass conservation restriction for the total mass flow rate and a relationship for the axial velocity distribution at an unspecified opening based upon the second assumption and conservation of radial momentum. Since this procedure is not peculiar to the bounded skew hybrid differencing procedure but is part of the general procedures used for all finite-difference schemes in the TEACH computer program, it will not be described in this section. The procedure produces an estimate for the axial velocity at the node \((I'-1,J)\) for the unspecified opening boundary condition using the solution obtained from the previous iteration.

East Boundary

If a physical boundary is located immediately to the east of the axial velocity control volume for the node \((I',J)\), then the physical boundary is located along the gridline, \(I'+1\). The various boundary conditions affect the value of the axial velocity \(u(I'+1,J)\) in a manner similar to that described for the west boundary.
South Boundary

The radial positions of the scalar and axial velocity grid systems are the same. Therefore, if the south face of the axial velocity control volume for the node \((I', J)\) is also a physical boundary, then the modifications of the flux contributions are similar to those made for the scalar with a physical boundary along its south face, Equation (5.47) or (5.48). In the present case, the storage location for the radial position of the axial velocity is always coincident with the radial position of the axial velocity control volume. Therefore, the skewing interpolation factors, \(k_w\) and \(k_e\), are always increased in accordance with Equation (5.48).

If the physical boundary at the south face of the axial velocity control volume represents a corner, then in accordance with the definition of the location of the physical boundaries relative to the scalar grid system, the corner extends to the midpoint of the south face. Therefore, the axial \(U_S\) and radial \(V_S\) velocities used at this face to compute the flux contributions are determined from a weighted average of velocities for the specified wall and an appropriate flow boundary condition.

North Boundary

If a physical boundary is located along the north face of the axial velocity control volume for the node \((I', J)\), then the boundary conditions are used to modify the flux contributions in a manner similar to that used for the south boundary. The treatment for a corner is also similar.

5.1.4.3 Radial Velocity

A typical control volume for the radial velocity, \(v\), in the vicinity of the physical boundaries is shown in Figure 5-7. The indices \(I\) and \(J\) refer to the scalar grid system. The index \(J'\) refers to the radial velocity system; note that this index varies between \(J'=2\) and \(NJ\). The axial location of the \(v\) and scalar control volumes are identical. The axial velocity is stored (effectively) at the corners of the \(v\)-velocity control volume. The system of equations for the radial velocity field describes the radial velocity distribution for \(I=2\) to \(NI-1\) and \(J'=3\) to \(NJ-1\). However, the coefficients for the system of equations require the determination of some flux contributions along the gridlines \(I=2\) to \(NI-1\) and \(J'=2\) to \(NJ-1\).

Because of the symmetry of the notation describing the axial and radial velocity distribution, the modifications to the parameters used to compute the flux contribution coefficients of the finite-difference equations for the radial velocity follow immediately from the discussion of the scalar and axial velocity boundary conditions.

5.1.4.4 Tangential Velocity

The axial and radial locations of the gridlines for the tangential velocity, \(w\), and the scalars are identical. It then follows that the boundary conditions are treated in a similar manner so the modifications discussed earlier in the case of the scalars apply to the tangential velocity as well.
5.1.5 The Bounding Scheme

The calculation of the bounded skew-upwind differencing fluxes and, therefore, the determination of the coefficients to the finite-difference form of the equations of motion, require that the blending factor, $\gamma$, be determined. The blending factor specifies the respective contributions of the flux computed using skew and upwind differencing. For example, at the west face of the typical control volume, Equation (5.32) states:

$$\frac{F_{W_{BSUD}}}{D_{W}} = \gamma_w F_{W_{SUD}} + (1 - \gamma_w) F_{W_{UD}}$$

(5.51)

The coefficients including the local blending factor are listed in Table 5-IV.

It is possible to show that the corner coefficients ($A_{SW}$, $A_{SE}$, $A_{NW}$, $A_{NE}$) are unconditionally non-negative. For example, consider the coefficient $A_{SW}$:

$$A_{SW} (I, J) = \gamma_w \left[ o_{e e}^{u} o_{e}^{u E3} \right]_{I-1, J} + \gamma_e \left[ o_{n n}^{u} o_{n}^{u N3} \right]_{I, J-1}$$

(5.52)
Both $\gamma_W$ and $\gamma_S$ are restricted to the range $0 \leq \gamma \leq 1$. If both the axial and radial velocities at the west face of the control volume are positive, then both $\sigma_W$ and $\sigma_S$ at this location are unity; in any other case, either (or both) are zero. For positive $u$ and $v$ velocities, the flux contribution $E3(I-1,J)$ at the west face is positive. Therefore, the west face flux contribution to $A_{SW}$ is always non-negative. The same reasoning, when applied to the south face, leads to a similar conclusion. Therefore, $A_{SW}$ is unconditionally non-negative. The other corner coefficients are treated in the same manner.

Now, consider the four main coefficients ($A_W, A_E, A_S, A_H$). From Table 5-IV:

$$A_W(I,J) = E2(I-1,J) - \gamma_W \left[ \sigma_e^{uE3} \right]_{I-1,J}$$
$$+ \gamma_S \left[ (1-\sigma_v) \right] \left[ \sigma_n^{uN3} \right]_{I,J-1}$$
$$- \gamma_n \left[ \sigma_v \sigma_n^{uN3} \right]_{I,J} \quad (5.53)$$

From the definitions of the flux contributions, Equations (5.35) through (5.38), it is evident that:

1. $E2(I-1,J)$ is positive if the axial velocity is positive and it is zero otherwise;

2. $\sigma_W$ and $E3$ at the west face ([I-1,J] are positive if the axial velocity is positive but $\sigma_W$ is zero if $u$ is negative;

3. from the definitions of $E2$ and $E3$ and the fact that $\gamma_W < 1$, it is therefore concluded that the first two terms in Equation (5.53) must yield a non-negative result;

4. the third term is zero unless $u$ is positive and $v$ is negative at the south face, in which case, it is negative;

5. the fourth term is non-positive because the term within the brackets is always non-negative.

Therefore, it is possible that the coefficient $A_W$ is negative.
It is desirable that all of the coefficients of the finite-difference form of the equations of motion (Equation (5.7)) be non-negative for in this case the value of the dependent variable $\phi$ at the node $P$ is simply a weighted average of the values of $\phi$ at the surrounding nodes exclusive of the somewhat complicating effects of local sources. A bounding scheme is a procedure to limit the values of the coefficients of the finite difference equations in such a manner as to produce this physically realistic result. Its principal computational advantage is to exclude under- and overshoots of the solution during the iterative procedure. These oscillations can produce severe numerical instability.

The bounding procedure used herein is based upon the following sequence.

1. For each iteration, the solution for the distribution of the dependent variable $\phi$ is obtained using the blending factors $\gamma$ determined during the previous iteration; the blending factors are set to unity for the first iteration.

2. For each point $P$ in the variable field, the maximum and minimum values for $\phi$ are determined from the neighbors:

\[
\phi_{\text{max}} = \max (\phi_N, \phi_S, \phi_E, \phi_W, \phi_{NE}, \phi_{NW}, \phi_{SW}, \phi_{SE}) \tag{5.54}
\]

\[
\phi_{\text{min}} = \min (\phi_N, \phi_S, \phi_E, \phi_W, \phi_{NE}, \phi_{NW}, \phi_{SW}, \phi_{SE}) \tag{5.55}
\]

It should be noted that the effects of sources are not included explicitly in calculating $\phi_{\text{max}}$ or $\phi_{\text{min}}$ since the explicit result is difficult to perform while avoiding double counting of the source effect. However, the effect of sources on the neighbors is accounted for implicitly because the difference equations being solved include these sources. In any case, the results obtained will be no worse than to force the use of upwind differencing by making $\gamma = 0$ at the node where a peak in the profile of the variable being considered is occurring.

It should also be noted that one or more $\phi$ may be excluded from the determination of $\phi_{\text{max}}$ or $\phi_{\text{min}}$ when the control volume under consideration is adjacent to certain types of physical boundaries. For example, if the $x$-axis is an axis of symmetry, then $\phi_S$ is excluded since it is identical to $\phi_p$ and its use could yield an inappropriate range of permissible values.

3. If $\phi_{\text{min}} < \phi_p < \phi_{\text{max}}$, then the local value of the blending factor is unaltered from its current value. However, if $\phi_p$ is outside of this range, then a new value of $\gamma$ must be determined. For this purpose each of the coefficients in Table 5-IV is written in the form:

\[
A_k = A'_k + \gamma A''_k, \quad k = N, S, NE, SE \ldots \tag{5.56}
\]
where it has been assumed that the blending factors for each of the faces of the local control volume are equal. Then Equation (5.7) can be written as:

$$
\psi_p [\Sigma A_k + \gamma \Sigma A''_k] - S_p \psi_p = \Sigma A_k \psi_k + \gamma \Sigma A''_k + S_u
$$  

(5.57)

Now, if $\psi_p < \psi_{\text{min}}$, then from this equation,

$$
\gamma > \frac{\Sigma A_k \psi_k - \psi_{\text{min}} \Sigma A_k + S_u + S_p \psi_{\text{min}}}{\psi_{\text{min}} \Sigma A''_k - \Sigma A''_k \psi_k}
$$  

(5.58)

but if $\psi_p > \psi_{\text{max}}$, then

$$
\gamma < \frac{\Sigma A_k \psi_k - \psi_{\text{max}} \Sigma A_k + S_u + S_p \psi_{\text{max}}}{\psi_{\text{max}} \Sigma A''_k - \Sigma A''_k \psi_k}
$$  

(5.59)

Of course, in practice the value of $\gamma$ is determined by use of the appropriate equality for Equation (5.58) or Equation (5.59).

(4) In this fashion, the local value of $\gamma(I,J)$ is determined. The coefficients in Table 5-IV are then recomputed using the blending factors and the new distribution of $\psi$ is determined. For each face of the control volume at the point $(I,J)$, there are two values of $\gamma$ as determined for the two control volumes sharing the common face. Thus, a sufficient condition for assigning local values of the blending factors is given by:

$$
\gamma_w = \min [\gamma (I-1,J), \gamma (I,J)]
$$

(5.60)

\begin{align*}
\gamma_e &= \min [\gamma (I,J), \gamma (I+1,J)] \\
\gamma_s &= \min [\gamma (I,J-1), \gamma (I,J)] \\
\gamma_n &= \min [\gamma (I,J), \gamma (I,J+1)]
\end{align*}
This procedure for determining the blending factors effectively limits the value of the dependent variable range to values of its principal neighbors. However, it is still possible that some of the main coefficients will be negative. More restrictive schemes can be formulated (e.g., blending strategy 1) that guarantee that all coefficients of the finite-difference equations are non-negative but these procedures achieve this result by reducing the blending factor toward zero; the greater relative contribution of upwind differencing in this case produces larger amounts of numerical diffusion. Thus, the selection of a blending scheme represents a compromise between the undesirable effects of numerical instability and numerical diffusion.

5.2 THE QUDS DIFFERENCING SCHEME

In this section, the QUDS (for Quadratic Upwind Differencing Scheme) is described. This finite differencing method was developed by Leonard (Ref. 30 and 31) and is based upon interpolating for the value of the dependent variable at each face of the control volume by using a second-degree (quadratic) polynomial biased toward the upwind direction as discussed below. The interpolated value is used to calculate the convective term in the governing equation for the dependent variable while central differencing is used to approximate the diffusion term. No bounding procedure was used with QUDS in the current program.

5.2.1 Flux Form of the Equations of Motion

It will be recalled from the discussion of the skew-upwind differencing scheme that the flux form of the governing equation is:

\[ F_e - F_w + F_n - F_s = S_u + S_p \phi_p \]  \hspace{1cm} (5.61)

where the fluxes are calculated using:

\[ F_e = C_e \phi_e - D_e(\phi_e - \phi_p) \]
\[ F_w = C_w \phi_w - D_w(\phi_p - \phi_w) \]
\[ F_n = C_n \phi_n - D_n(\phi_n - \phi_p) \]
\[ F_s = C_s \phi_s - D_s(\phi_p - \phi_s) \]  \hspace{1cm} (5.62)

Then using quadratic interpolation for \( \phi_e, \phi_w, \phi_n, \phi_s \) and referring to Figure 5-8, it can be shown that the finite-difference form of Equation (5.61) is:

\[ A_p \phi_p = A_e \phi_e + A_w \phi_w + A_n \phi_n + A_s \phi_s + A_{EE} \phi_{EE} + A_{WW} \phi_{WW} + A_{NN} \phi_{NN} \]
\[ + A_{SS} \phi_{SS} + S_u + S_p \phi_p \]  \hspace{1cm} (5.63)
5.2.2 Calculation of the Fluxes

In this section, the calculation of the values of the dependent variable at the faces of the control volume shown in Figure 5-8 is described. The derivation of $F_W$, the flux at the west face of a typical scalar control volume, is given in detail. The derivation of the other fluxes is outlined.

Recall that the flux to the west face is given by:

$$F_W = C_W \phi_W - D_W (\phi_p - \phi_W)$$  \hspace{1cm} (5.64)

In its original form, QUDS required the use of a general second-degree polynomial for the calculation of $\phi_W$ (see Ref. 31):

$$\phi_W = c_0 + c_1 x + c_2 x^2 + c_3 y + c_4 y^2 + c_5 xy$$  \hspace{1cm} (5.65)

However, it is argued in Ref. 31 that it is generally unnecessary to consider interpolation in the transverse direction so that for $\phi_W$ (and, similarly for $\phi_n$):

$$\phi = c_0 + c_1 x + c_2 x^2$$  \hspace{1cm} (5.66)

while for $\phi_n$ or $\phi_s$:

$$\phi = c_0 + c_1 y + c_2 y^2$$  \hspace{1cm} (5.67)
In calculating $b_w$, the mathematically equivalent but more convenient quadratic form is used.

$$
\zeta = c_0 + c_1 (x - x_P) + c_2 (x - x_P)(x - x_W)
$$

(5.68)

Consider the situation for positive axial velocity $u$ in which case the values of $b$ at the grid nodes $P$, $W$ and $WW$ are used to evaluate $c_0$, $c_1$, and $c_2$; that is, the calculation of $b_w$, designated $b_w^*$ in this case, is biased toward the upwind node at $X_{WW}$. Then:

$$
b_w^* = \phi_p + \frac{\phi_W - \phi_P}{x_W - x_P} (x_W - x_P) + \left[ \frac{\phi_{WW} - \phi_P}{x_{WW} - x_P} - \frac{\phi_W - \phi_P}{x_W - x_P} \right] \frac{(x_W - x_P)(x_{WW} - x_W)}{x_{WW} - x_W}
$$

(5.69)

For the case when the axial velocity is negative, the coefficients in Equation (5.68) are calculated using the values of $b$ at the grid nodes $W$, $P$ and $E$ (that is, biased upwind from the west face) so that:

$$
b_w^- = \phi_p + \frac{\phi_W - \phi_E}{x_W - x_P} (x_W - x_P) + \left[ \frac{\phi_E - \phi_P}{x_E - x_P} - \frac{\phi_W - \phi_E}{x_W - x_P} \right] \frac{(x_W - x_P)(x_W - x_E)}{x_E - x_W}
$$

(5.70)

Defining a flow velocity direction switch in the same manner as that used in the bounded skew-upwind differencing procedure, the value of $b$ at the west face becomes:

$$
b_w = \phi_w^u \phi_w^+ + (1 - \phi_w^u) \phi_w^-
$$

(5.71)

The value of $b$ at the other faces of the control volume is calculated analogously. For the east face, the values of $b$ at the grid nodes $W$, $P$ and $E$ are used when the axial velocity is positive and the values at the grid nodes $P$, $E$ and $EE$ are used when the axial velocity is negative. Since the interpolation for the south and north face is formally identical to that for the west and east face, respectively, the expression for $b_s$ (or $b_n$) can be obtained directly from $b_w$ (or $b_e$).

5.2.3 Calculation of the Coefficients for the Finite-Difference Form of the Equations of Motion

The finite-difference form of the equations of motion (e.g., Equation (5.63)) can be obtained by inserting the expressions for $b_e$, $b_w$, $b_s$, and $b_n$ into Equation (5.62) and applying Equation (5.61). From equations like (5.69) and (5.70), it can be seen that all $b_i$, $i \neq P$, occur as the difference between $b_i$ and $b_p$. Hence, the coefficient of $b_p$ in Equation (5.63) becomes:

$$
A_p = \sum_{i \neq P} A_i + C_E - b_w^* + C_N - C_S - S_p
$$

(5.72)
However, the mass continuity restriction requires that:

\[ C_E - C_w + C_N - C_S = 0 \]  \hspace{1cm} (5.73)

so that:

\[ A_P = \sum_{i \neq P} A_i - S_P \]  \hspace{1cm} (5.74)

The equations for the coefficients of Equation (5.63) are presented in Table 5-V. It should be noted that these coefficients are expressed as much as possible in a manner consistent with that used for the bounded skew-upwind differencing method. The mnemonic devices used in implementing QUDS into TEACH differ from the current nomenclature because implementation of QUDS was initiated prior to the derivation of the equations for BSUDS2.

5.2.4 Boundary Conditions

In QUDS, boundary conditions are applied directly to the finite-difference coefficients listed in Table 5-V. There are four types of boundary conditions used in the present analysis:

1. specified wall,
2. specified inlet,
3. axis of symmetry
4. unspecified opening.

The discussion presented in this section relies heavily on remarks made earlier in Section 5.1.4 for the bounded skew-upwind differencing procedure.

5.2.4.1 Scalars

When calculating for the flux on a face of a control volume, adjustments are made if this face is near a boundary. For the west face, adjustments are made for the situations shown in Figure 5-9.

![Figure 5-9 Axial Velocity Boundary Condition Application](image-url)
TABLE 5-V

COEFFICIENTS OF THE FINITE-DIFFERENCE EQUATIONS FOR QUDS

\[
A_w = C_w(1-a_w) + D_w - C_wa_w(1-a_w) \frac{x_p-x_w}{x_w-x_p} + u_c w C_wa_w (1-a_w) \frac{x_p-x_w}{x_w-x_p} \frac{x_e-x_w}{x_w-x_e} \]

\[
+ \frac{\alpha w C_w a_w (1-a_w)}{x_w-x_p} \frac{x_e-x_p}{x_w-x_e}
\]

\[
A_e = -C_e a_e + D_e + C_e a_e (1-a_e) \frac{x_e-x_p}{x_w-x_e} - (1-a_e') C_e a_e (1-a_e) \frac{x_p-x_e}{x_e-x_p} \frac{x_e-x_w}{x_w-x_e}
\]

\[- (1-a_w) C_w a_w (1-a_w) \frac{x_p-x_w}{x_w-x_p} \frac{x_e-x_w}{x_w-x_e}
\]

\[
A_s = C_s (1-a_s) + D_s - C_s a_s (1-a_s) \frac{y_p-y_s}{y_s-y_p} + v_s C_s a_s (1-a_s) \frac{y_p-y_s}{y_s-y_p} \frac{y_e-y_s}{y_s-y_e}
\]

\[+ \frac{\alpha v C_s a_s (1-a_s)}{y_s-y_p} \frac{y_e-y_p}{y_s-y_e}
\]

\[
A_n = -C_n a_n + D_n + C_n a_n (1-a_n) \frac{y_n-y_p}{y_p-y_n} - (1-a_n') C_n a_n (1-a_n) \frac{y_p-y_n}{y_n-y_p} \frac{y_p-y_s}{y_s-y_p}
\]

\[- (1-a_n') C_n a_n (1-a_n) \frac{y_p-y_n}{y_n-y_p} \frac{y_p-y_s}{y_s-y_p}
\]

\[
A_{ww} = -C_w a_w (1-a_w) \frac{x_p-x_w}{x_w-x_p} \frac{x_p-x_w}{x_w-x_p}
\]

\[
A_{ee} = C_E (1-a_e) a_e (1-a_e) \frac{x_e-x_p}{x_e-x_p} \frac{x_e-x_p}{x_e-x_p}
\]

\[
A_{ss} = -C_s a_s (1-a_s) \frac{y_p-y_s}{y_s-y_p} \frac{y_p-y_s}{y_s-y_p}
\]

\[
A_{nn} = C_n (1-a_n) a_n (1-a_n) \frac{y_n-y_p}{y_n-y_p} \frac{y_n-y_p}{y_n-y_p}
\]
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These boundaries can be any of the following types: a) Specified opening, b) Unspecified opening, c) Specified wall, and d) Axis. Separate treatment is required for each of these types. In the following sections, these boundaries are considered for each of the cases described above.

Case 1

If the boundary is a specified wall, axis, or an unspecified opening, the nodes $W$ and $WW$ are decoupled from the system of equations and the influence of the wall is incorporated into the finite-difference equations using the source terms; hence, $A_W$ and $A_{WW}$ are set equal to zero. For a specified inlet, the value of $\phi$ is known and is effective at the west face, hence, $A_{WW}$ is set equal to zero. However, because central differencing is used, $D_W$ (the diffusion through the west face), is calculated as if $\phi$ was located a full node away. Therefore, one extrapolates to get $\phi_W$ from $\phi_W$, $\phi_P$, and $\phi_E$. The resultant extra terms are incorporated into the source terms.

Case 2

The west face for the west node is coincident with a boundary and the velocity on the west face is eastward. In this case, the value of $\phi_{WW}$ must be approximated. For an axis of symmetry, this value should be the same as $\phi_W$. For an unspecified opening, the assumption that the flow is parallel to the gridlines in the region of the opening again suggests that $\phi$ at the west-west node should be set equal to $\phi$ at the west node. For a specified wall, the $\phi_{WW}$ node is set equal to $\phi_W$ because for scalar variables the gradient in $\phi$ near the wall is assumed to be zero. For a specified opening, the known value on the boundary is used, and an extrapolation can be used so that $\phi_{WW}$ is a function of $\phi_{WW}$, $\phi_W$, and $\phi_P$. In all cases, the resultant extra terms are incorporated into the source terms.

Case 3

For flow westward through the west face when the east face is a boundary, the approximation for $\phi_W$ uses $\phi_E$ at the east node rather than on the east face. For an axis of symmetry, unspecified opening, or specified wall, the treatment is analogous to Case 2 and $\phi_E$ is set equal to $\phi_E$. For a specified opening, an extrapolation of $\phi_W$, $\phi_P$, and $\phi_E$ is used to approximate $\phi_E$. As in case 2, all resultant extra terms are incorporated into the source terms.

Since the computational molecule used in QUUDS is more extensive than that used for SUDS, there are a number of additional special cases that must be considered in modifying the coefficients of the finite-difference equations in the vicinity of the boundaries. These modifications are too tedious to examine here, and the interested reader should consult the computer program developed during this effort.
5.3 COST OF QUDS AND BSUDS2

In Table 5-VI, the CPU time required to assemble the coefficients of the finite-difference equations relative to that required when using the hybrid differencing method are shown for BSUDS2 and QUDS as implemented in the 2D-TEACH computer code used in this contract. BSUDS2 requires considerably more CPU time to assemble coefficients than does QUDS. Since QUDS is unbounded, its coefficients can be calculated as needed (i.e., "in line"). For BSUDS2, these coefficients must be computed and stored prior to application of the bounding strategy; then, the coefficients must be bounded in a process that requires nearly as much CPU time as that required for computing them in the first instance. Since the solver requires only about 30 percent of the total CPU time for any of the schemes, the total cost of using BSUDS2 is nearly twice that of QUDS. These time requirements do not include the effect of the time required to achieve a converged solution using hybrid, bounded skew, or quadratic differencing. This effect varies from problem to problem. In some cases, QUDS required more iterations to achieve convergence; in other cases, BSUDS2 required more iterations. In general, both BSUDS2 and QUDS required more iterations to converge than did hybrid differencing. In Section 6 detailed convergence information for all test cases is given.

The storage requirements for BSUDS2 and QUDS are also different (Table 5-VII). BSUDS2 requires 20 extra two-dimensional storage arrays where QUDS requires no additional arrays, in part because BSUDS2 was bounded whereas QUDS was not. However, BSUDS2 can also be programmed in such a way as to require less storage, but only at the cost of reduced speed and increased complexity of the code. Since 2D-TEACH is a large code, the percentage increase in storage is not significant.

In 3D-TEACH, BSUDS2 also requires twice as much CPU time as does hybrid differencing per iteration. Since the number of coefficients which have to assembled in 3D are three times as many as 2D-TEACH, it can be seen that 3D-TEACH has been coded much more efficiently than has 2D-TEACH. The storage requirements of BSUDS2 are increased significantly when compared to 2D-TEACH; that is 53 additional 3D-storage arrays are required. Since 3D-TEACH analyzes less physically complex flows (apart from flow dimensionality) than 2D-TEACH analyzes, the storage requirement goes up by a factor of two.
### TABLE 5-VI
COST OF IMPROVED ACCURACY

<table>
<thead>
<tr>
<th>Scheme</th>
<th>Coefficient Assembly Time [iteration x node]</th>
<th>Solar [iteration x node x sweep]</th>
</tr>
</thead>
<tbody>
<tr>
<td>HYBRID</td>
<td>1.0 * (0.07m sec)</td>
<td>1 * (0.015m sec)</td>
</tr>
<tr>
<td>BUSDS2</td>
<td>2.3</td>
<td>1</td>
</tr>
<tr>
<td>QUDS</td>
<td>1.3</td>
<td>1</td>
</tr>
</tbody>
</table>

*Normalized to HYBRID

### TABLE 5-VII
COST OF IMPROVED ACCURACY

<table>
<thead>
<tr>
<th>Scheme</th>
<th>Number of Extra Arrays Used</th>
<th>Storage Increase (percent)</th>
</tr>
</thead>
<tbody>
<tr>
<td>BSUDS2</td>
<td>20</td>
<td>13</td>
</tr>
<tr>
<td>QUDS</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>
6.0 DISCUSSION OF TEST CASES

Two classes of test cases were used to demonstrate the accuracy improvement of the computer programs used in this contract. The first class consists of a set of highly idealized cases for which the exact results are known. This class was used (1) to verify that the computer programs were substantially free of programming errors and (2) to determine by numerical experiment the properties of selected mathematical features of the program. This first class of test cases was used in conjunction with the model problem studies and is described in Section 4.0. The present discussion is limited to describing the results obtained using the second class of test cases.

The need for the second class of test cases arises because in the first type of problems the flow field was assumed to be uniform and properties such as density and viscosity were constant. In addition, the mesh was uniform and cell aspect ratio was unity. None of these conditions exists when analyzing real combustor flows; hence, conclusions reached after running the first class of problems can become invalid when real combustor flows are calculated. It is therefore essential to check the selected schemes in situations which are simple enough in geometry to be modeled exactly by 2D-TEACH and 3D-TEACH and yet be representative of 3D-combustor calculations. In addition to satisfying the above criterion, these test cases have to meet the conditions used to select benchmark experiments suitable for verifying CFD codes (Ref. 1). These conditions are listed below.

1) Minimum necessary flow dimensionality. For the two dimensional version of TEACH, experiments in which the flows can be represented as two-dimensional were selected. Three-dimensional flow situations were used only when specifically testing the three-dimensional version of the program.

2) Well-behaved flows. Flows in which instabilities, periodicity, or changes in gross behavior occur as flow conditions change were avoided. For example, flows were not used in which the location of reattachment points of separated flow regions could undergo significant shifts as Reynolds number is changed over the range of interest.

3) Known boundary conditions. Experiments were selected for which entrance (and exit) flow profiles could be specified as completely as possible. For turbulent flows, initial profiles of turbulence intensity and integral length scale were sought.

4) Extensive instrumentation. Attempts were made to find flow mapping experiments in which nonintrusive techniques were used to characterize flows throughout the chamber volume.

As the test cases selected originally were run using both the baseline and revised versions of the computer program, it became apparent that additional test cases were needed. For example, the accurate prediction of turbulent flows requires the use of both a good numerical scheme and a sufficiently accurate turbulence model. Current turbulence models require further
development and their use may produce errors that cannot be separated from those produced by alternative numerical procedures. Therefore, two laminar flow cases were also selected for analysis; however, one of these cases was not based upon experimental data.

The turbulent flow test cases were based on experiments discussed in References 1, 32, and 33. In general, none of the test cases satisfies completely all of the criteria noted previously. In some cases, one or more important inlet profile is not reported; in these cases, the unknown inlet conditions have been assumed or extrapolated from downstream results. However, all of the test cases do contain flow features representative of those found in modern gas turbine engine combustors.

The test cases used were:

1) Laminar flow over a rearward facing step (2D)  
2) Laminar flow with swirl in a sudden expansion (2D)  
3) Turbulent flow over a rearward facing step (2D)  
4) Coannular turbulent flow in a sudden expansion (2D)  
5) Coannular turbulent swirling flow in a sudden expansion (2D)  
6) Row of turbulent jets in turbulent crossflow (3D)

6.1 TWO-DIMENSIONAL LAMINAR FLOW TEST CASES

Two laminar flow cases were used. The first consisted of the flow downstream of a rearward facing step. The second consisted of the swirling flow downstream of a sudden expansion. These cases were run to assess the performance of the alternative finite-difference schemes independently of the turbulence model.

6.1.1 Flow Downstream of Rearward Facing Step

The laminar flow downstream of a rearward facing step was computed using the three finite-difference schemes considered herein; the baseline hybrid method - HYBRID, the second bounded skew-upwind differencing scheme - BSUDS2, and the quadratic upwind differencing scheme - QUDS. The flow geometry is shown in Figure 6-1. The inlet Reynolds number was assumed to be 250, the inlet axial velocity profile was taken as uniform, and the inlet vertical velocity was assumed to be zero. The test case was run using four uniform, and successively finer, meshes designated TOPHAT1, TOPHAT2, TOPHAT3 and TOPHAT4. Mesh size parameters and computed flow reattachment points are presented in Table 6-1. It is seen that the mesh size is halved in each direction for each subsequent mesh. Representative computed streamlines are shown in Figure 6-2.
**Figure 0-1** Laminar Flow Over a Rearward Facing Step with Uniform Inlet Velocity Profile - Stagnation Streamline

**Figure 0-2** Representative Streamlines for Flow Over a Rearward-Facing Step
Table 6-1
COMPUTED REATTACHMENT LENGTHS FOR VARIOUS DIFFERENCING SCHEMES
FOR THE FIRST LAMINAR FLOW TEST CASE

<table>
<thead>
<tr>
<th>Case</th>
<th>Grid</th>
<th>HYBRID</th>
<th>QUDS</th>
<th>BSUDS2</th>
</tr>
</thead>
<tbody>
<tr>
<td>TOPHAT1</td>
<td>10 x 6</td>
<td>2.5</td>
<td>5.32</td>
<td>2.2</td>
</tr>
<tr>
<td>TOPHAT2</td>
<td>20 x 12</td>
<td>3.14</td>
<td>5.25</td>
<td>3.95</td>
</tr>
<tr>
<td>TOPHAT3</td>
<td>40 x 24</td>
<td>4.52</td>
<td>5.35</td>
<td>5.78</td>
</tr>
<tr>
<td>TOPHAT4</td>
<td>78 x 48</td>
<td>5.53</td>
<td>5.75</td>
<td>5.98</td>
</tr>
</tbody>
</table>

The variation of computed reattachment length with total number of grid nodes (the product of the number of nodes in each direction) is shown in Figure 6-3. Also shown is the experimentally determined value of 6.3 reported by Durst (Ref. 32) for this flow. It can be seen from Figure 6-3 that, for the coarsest mesh, HYBRID and BSUDS2 have comparable accuracy that is considerably worse than that of QUDS. The predicted reattachment length using QUDS is not too sensitive to the number of grid nodes used. As the mesh is refined, the accuracy of BSUDS2 increases rapidly and becomes somewhat superior to that of QUDS. It appears that all of the methods give essentially the same asymptotic value as the mesh is refined. For mesh densities normally used in two-dimensional flow calculations (i.e., ~1000 nodes), BSUDS2 and QUDS perform about equally well and both are superior to the HYBRID method. It should be noted that this assessment is specific to the type of flow calculated in this test case and is probably dependent on the Reynolds number of the flow.

Figure 6-3 Computed Reattachment Length Using Different Finite Difference Schemes.
From Figure 6-3, it can be seen that the computed reattachment point is always less than the measured value. It is possible that the underprediction of reattachment length indicates that a grid-independent result has not yet been achieved. More likely, this slight (~4 percent) error is due to the uniform axial velocity inlet profile used in the calculations since the experimental inlet profiles were not available from Reference 32.

6.1.2 Swirling Flow Downstream of a Sudden Expansion

The second laminar flow test case consisted of the swirling flow downstream of a sudden expansion in flow area. The Reynolds number for this flow was 450. The inlet tangential velocity was assumed to be equal to the axial velocity to give a vane angle of 45 degrees and a swirl number of 0.66. The expansion ratio, which is defined as the ratio of the outer radius, \( R \), to the inner radius, \( r \), was 3.0. The flow field was terminated by a sudden contraction with a contraction ratio of 3.0. Uniform profiles of axial and tangential velocity were specified as the inlet boundary conditions. There are no experimental measurements available for this case. The geometry and flow conditions are given in Figure 6-4. This test case was run using three uniform meshes designated COARSE, FINE, and XFINE, and described in Table 6-11. The computed streamlines shown in Figure 6-4 make it obvious that it is difficult to characterize such flows using a single parameter such as reattachment length. At a given station, the velocity profiles change significantly with a relatively insignificant change in the length of the recirculation zones.

![Flow in a Sudden Expansion with Swirl; Re = 450, Swirl No. = 0.66, Vane Angle = 45-degree.](image)

**TABLE 6-11**

<table>
<thead>
<tr>
<th>Mesh Density</th>
<th>Grid</th>
</tr>
</thead>
<tbody>
<tr>
<td>COARSE</td>
<td>20 x 10</td>
</tr>
<tr>
<td>FINE</td>
<td>40 x 20</td>
</tr>
<tr>
<td>XFINE</td>
<td>78 x 40</td>
</tr>
</tbody>
</table>
Figure 6-5 shows the stagnation streamlines computed using the COARSE mesh. It can be seen that the solutions produced by the three finite-difference schemes differ significantly from each other, although two basic recirculation zones are being calculated by all of the methods. The results for BSUDS2 show a distinct lobed central recirculation region while the results for QUDS show that a lobe is just beginning to form. The results for HYBRID show no lobed region. For the FINE mesh, Figure 6-6, hybrid differencing still does not show a lobed region but detailed inspection of the computed velocity profiles shows that further mesh refinement may lead to a lobed region. Computed stagnation streamlines using the finest mesh, XFINE, are shown in Figure 6-7. It can be seen that the shape of the recirculation region calculated using BSUDS2 has changed the least. The central recirculation region calculated using QUDS now shows a larger inner bubble which indicates that for even finer meshes QUDS may also produce the lobed recirculation bubble being computed by BSUDS2. Results for HYBRID still do not show break-up of the central recirculation region, but a comparison of the velocity profiles for FINE and XFINE meshes indicates that further mesh refinement will lead to break-up.

Figure 6-5  Stagnation Streamlines for Second Laminar Flow Test Case on 20 x 10 Mesh.
Figure 6-6 Stagnation Streamlines for Second Laminar Flow Test Case on 40 x 20 Mesh.

Figure 6-7 Stagnation Streamlines for Second Laminar Flow Test Case on 78 x 40 Mesh.
From the above, it can be concluded that the results for BSUDS2 are probably nearer to a mesh-independent solution than the results using either HYBRID or QUDS, although it appears that the use of QUDS will produce a mesh-independent solution more quickly than HYBRID. The implication of this conclusion is that, for this flow situation, the BSUDS2 results appear to be more accurate than the QUDS results.

It is interesting to note that lobed recirculation zones have been observed in experiments for similar swirl numbers and geometries in turbulent flow (Ref. 31) as shown in Figure 6-8. It can be seen that it is the back-pressure effect due to the downstream contraction that produces the lobed feature.

The results of the second laminar flow test case are in apparent contradiction with those of the first test case, because in the first test case QUDS was more accurate than BSUDS2. Perhaps one explanation is the flow angle. The flow angle in the first test case, Figure 6-2, seems to be smaller than the flow angle of the second test case, Figure 6-4. It was found during the model problem studies, Section 4.0, that the accuracy of these schemes was flow angle dependent and probably the flow angles of the above two cases are such that one favors QUDS and the other BSUDS2.
6.2 TWO-DIMENSIONAL TURBULENT FLOW TEST CASES

Three two-dimensional turbulent flow test cases were run using the baseline and revised computer programs. The first test case consisted of the analysis of the flow downstream of a rearward facing step. The second considered the coannular nonswirling, axisymmetric flow downstream of a sudden enlargement in flow area. The third case used swirling flow in the same flow geometry as the second case.

6.2.1 Turbulent Flow Downstream of a Rearward Facing Step

The first test case consisted of the analysis of the flow downstream of a rearward-facing step. Extensive data have been reported for this configuration in Reference 33. This experiment has been used by several workers to assess the accuracy of their flow field models and it has been designated as Stanford Case 421.

The geometry of the test section used in the experiment reported in Reference 32 is shown in Figure 6-9; the vertical scale has been exaggerated for clarity. The flow region from a point 4 step heights upstream of the step (where suitable data for initial conditions were obtained) to a point 20 step heights downstream of the step (well beyond the location of the reattachment point) was analyzed. In Figure 6-9, this region is delineated by the dashed lines.

![Figure 6-9 Geometry of Test Section for Flow Over a Rearward-Facing Step - First Turbulent Flow Test Case](image)

Initial conditions for the baseline case are shown in Table 6-III and are based on test conditions reported in Reference 34. The initial boundary layer was approximated in a step-wise manner as indicated in Table 6-III.
TABLE 6-III
INITIAL CONDITIONS FOR CASE 421

<table>
<thead>
<tr>
<th>Mean Velocity</th>
<th>Temperature</th>
<th>Pressure</th>
<th>Boundary Layer Thickness</th>
<th>Turbulence Intensity (u'/u)</th>
</tr>
</thead>
<tbody>
<tr>
<td>18.32 m/sec</td>
<td>41.2 C</td>
<td>101.35 KN/m²</td>
<td>8.4 mm</td>
<td>.003</td>
</tr>
</tbody>
</table>

Axial Velocity Profile - Assumed

\[ u = 9.16 \text{ m/sec}, \quad 1.0 \leq y/h < 1.0336 \]
\[ u = 13.74 \text{ m/sec}, \quad 1.0336 \leq y/h < 1.0736 \]
\[ u = 18.32 \text{ m/sec}, \quad 1.0736 \leq y/h \leq 3.0 \]

The turbulence energy dissipation rate was calculated from the expression

\[ \varepsilon = 3.0K^{3/2}/H \]

where K is the turbulence kinetic energy and H is the height of the channel.

The experimentally-determined reattachment point was located at \( 7 \pm 1 \) step-heights from the step.

Three cases, each using a different grid system, were calculated using the baseline computer program for the conditions shown in Table 6-III. The pertinent grid information is given in Table 6-V and the grid set up for three cases is explained below. The first case used the relatively coarse grid shown in Figure 6-10 and the grid has been designated as COARSE; in Figure 6-10, the vertical scale has been exaggerated for clarity. A second case was then run using a grid obtained by nearly doubling the number of grid lines in each direction; this grid has been designated as FINE. Based on the results obtained for these two cases, a third case was run in which the number of vertical grid lines was approximately the same as that used in FINE, but the distribution of both horizontal and vertical grid lines was changed to reduce the Peclet number distribution in the vicinity of both the step and the reattachment point; this grid has been designated as ADJUSTED. In the baseline code, the finite-difference approximation to the governing flow equations uses central differencing for Peclet numbers less than 2 and upwind differencing for Peclet numbers greater than 2. Errors due to numerical diffusion are associated with the use of upwind differencing. The Peclet number distribution for the horizontal (east-west) direction for ADJUSTED is shown in Figure 6-11. It can be seen that, even for this dense mesh, the Peclet number is in the range from 2 to 10 for a relatively large portion of the separated flow region. Since the streamlines are at an angle to the grid in this region, numerical diffusion is still present. (The high Peclet number zone, Peclet > 10, outside of this region has little influence on the computed results because the streamlines are almost parallel to the mesh.) The Peclet number distribution for the vertical (north-south) direction is shown in Figure 6-12 and indicates that central differencing is used for the convective terms in the vertical direction throughout the separation zone; thus, the calculated results should be relatively free of errors due to the finite-difference approximation for these terms.
The calculated and measured reattachment points are presented in Table 6-IV. Use of either of the alternative grid systems (that is, FINE or ADJUSTED) resulted in a substantial improvement in the accuracy of the predicted location. As the results in Table 6-IV show, ADJUSTED is reasonably free from numerical diffusion. Further mesh refinement is required to make the calculation completely free of numerical diffusion, but the number of nodes needed to eliminate diffusion was beyond the storage capability of the computer used in this program.

**TABLE 6-IV**

CALCULATED AND MEASURED REATTACHMENT POINTS

(h = step height)

<table>
<thead>
<tr>
<th>Measured (mean value) $X_R/h = 7$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Calculated:</td>
</tr>
<tr>
<td>COARSE</td>
</tr>
<tr>
<td>FINE</td>
</tr>
<tr>
<td>ADJUSTED</td>
</tr>
</tbody>
</table>
Figure 0-11 East-West Peclet Number Distribution for Stanford Case 421-ADJUSTED Using HYBRID Differencing (Pe = Peclet Number)

Figure 0-12 North-South Peclet Number Distribution for Stanford Case 421-ADJUSTED Using HYBRID Differencing (Pe = Peclet Number)
For completeness, additional information about the grid system used and the number of iterations required to achieve convergence is summarized in Table 6-V.

**TABLE 6-V**

**ADDITIONAL GRID SYSTEM INFORMATION**

<table>
<thead>
<tr>
<th>Case</th>
<th>Number of Grid Lines</th>
<th>Number of Iterations to Convergence</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>X-Direction</td>
<td>Y-Direction</td>
</tr>
<tr>
<td>COARSE</td>
<td>26</td>
<td>29</td>
</tr>
<tr>
<td>FINE</td>
<td>50</td>
<td>56</td>
</tr>
<tr>
<td>ADJUSTED</td>
<td>74</td>
<td>53</td>
</tr>
</tbody>
</table>

The first test case was then run using the BSUDS2 finite-difference method. The grids and flow conditions were identical to those used with the baseline computer program using hybrid differencing. In fact, the same input files were used to run both the HYBRID and BSUDS2 cases. The calculated reattachment points are presented in Table 6-IV where it can be seen that BSUDS2 is slightly more accurate than hybrid differencing for both the COARSE and FINE meshes. However, the improvement in accuracy is not as large as suggested by the model problem studies, Section 4.0, and laminar test case 1. For the ADJUSTED mesh, the reattachment point given by HYBRID and BSUDS2 is the same. It is curious to note that the reattachment length with the ADJUSTED grid decreases slightly as compared to the FINE grid.

Since the ADJUSTED grid was designed for HYBRID to give more accurate results, it is not surprising that this grid has become somewhat inefficient for BSUDS2. The number of iterations to achieve convergence is less for the BSUDS2 than for the HYBRID method. However, since BSUDS2 requires the calculation of more finite-difference coefficients than HYBRID, total computation time may be greater when BSUDS2 is used.

Results of running the above test case with QUDS are also given in Table 6-IV. For the coarse grid, it can be seen that the trend shown in laminar test case 1 is followed. QUDS is marginally better than BSUDS2 and HYBRID. However, the difference in accuracy is not as large as it was in the laminar flow test cases. For finer grids, QUDS becomes unstable. This behavior was expected, because as discussed in Section 4.0, QUDS is not compatible with the solver presently incorporated in TEACH.

### 6.2.2 Coannular Nonswirling Turbulent Flow

The computer programs were applied to the analysis of the coaxial nonswirling flow downstream of a sudden enlargement in flow area, as reported by Johnson and Bennett in Reference 35. The flow is admitted into a 61 mm radius tube by two concentric annuli. The inner annulus has an exit radius of 12.5 mm, and the outer annulus has an exit radius of approximately 15.3 mm. The experimental apparatus is shown in Figure 6-13. The flow in both annuli is water.
The tube dividing the two annuli is tapered to a sharp edge at the exit of the annular region (that is, at the entrance of the sudden enlargement region). Very limited data are currently available at the end of the annular region. Hence, the following assumptions were made to establish the boundary conditions for the inlet.

Upstream of the annular jet, measured profiles of axial velocity were provided. Turbulence energy was calculated from measured turbulence intensity assuming isotropic turbulence. Since no measurements were available for the length scale, the following expression was used for the calculation of dissipation rate:

$$\epsilon = \frac{(3.0 \ K^{3/2})}{D_h}$$

where $D_h$ is the hydraulic diameter.

Experimental information on the boundary conditions for the central jet were provided at a station 12.7 mm downstream of the expansion. Measurements could not be made at the expansion plane itself due to lack of optical access. It was therefore decided to use the information provided at 12.7 mm to estimate the conditions at the sudden expansion, in the following manner:

- **Axial Velocity** - From the measurement of peak velocity at the 12.7 mm station and the flow Reynolds number, a fully developed turbulent pipe flow profile was calculated which was then adjusted to give the correct mass flow rate.
Turbulence Energy - The measured value of the turbulence energy on the centerline at 12.7 mm, normalized by the centerline axial velocity at this point, was used to provide a limiting boundary value of turbulence energy at the inlet, assuming that this ratio remained constant:

\[ K/u^2 = 0.005 \]

Turbulence energy dissipation rate was calculated in the same manner as it was calculated for the annular jet.

Global values of the initial conditions are presented in Table 6-VI. The axial velocity profile for the inner annulus was specified in accordance with the velocity distribution calculated using the analyses mentioned above.

**TABLE 6-VI**

**INITIAL CONDITIONS FOR NONSWIRLING FLOW TEST CASE**
(Based on Reference 35)

<table>
<thead>
<tr>
<th></th>
<th>Inner Flow</th>
<th>Outer Flow</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean Velocity, m/sec</td>
<td>0.596</td>
<td>1.74</td>
</tr>
<tr>
<td>Mass Flow Rate, kg/sec</td>
<td>0.648</td>
<td>0.55</td>
</tr>
<tr>
<td>Temperature, °C</td>
<td>15.6</td>
<td>15.6</td>
</tr>
<tr>
<td>Turbulence Intensity ((u'/u))</td>
<td>0.057</td>
<td>0.036</td>
</tr>
</tbody>
</table>

Three cases, each using a different grid system, were calculated for the conditions shown in Table 6-VI. The first case used the relatively fine grid shown in Figure 6-14 and has been designated EXTRA FINE grid. The second case used a grid with the same vertical definition as that shown in Figure 6-14 but with approximately one-half the number of axial nodes; this case has been designated FINE grid. The third case used approximately one-half the number of nodes in each direction, relative to the grid shown in Figure 6-14 and has been designated COARSE grid. The vertical scale in Figure 6-14 has been exaggerated for clarity.

A comparison of the measured and calculated centerline axial velocity distribution is shown in Figure 6-15 for the coarse grid. It can be seen that in the initial region the results do not agree well with the data regardless of the differencing scheme used.

Figure 6-16 shows the comparison for the FINE grid. Since QUIDS was unstable for this mesh, only HYBRID and BSUDS2 calculations are shown. It can be seen that there is virtually no difference between the two calculations. However, it cannot be said that a mesh independent solution has been obtained because east-west cell Peclet numbers are large even for this grid, Figure 6-17. North-south cell Peclet numbers, Figure 6-18, are well within limits. Calculations with the EXTRA FINE grid did not show any further improvement and hence are not shown.
Figure 6-14 Grid System for Second Turbulent Flow Test Case - Extra Fine Grid ($R_{T2} = 15.3\text{mm}$)

Figure 6-15 Axial Velocity Distribution - Second Turbulent Flow Test Case
Figure 6-16 Axial Velocity Distribution - Second Turbulent Flow Test Case

Figure 6-17 East-West Peclet Number Distribution for Second Turbulent Flow Test Case; Pe = Peclet Number.
Figure 6-18  North-South Peclet Number Distribution for Second Turbulent Flow Test Case; $Pe = $Peclet Number.

Figure 6-19 shows the calculated streamlines for the case. This figure also shows the three stations at which comparisons of the radial profiles of the mixture fraction and axial velocity were made. These comparisons are shown in Figures 6-20 and 6-21 for the coarse grid and in Figures 6-22 and 6-23 for the FINE grid. It can be seen that the agreement with the experiment is reasonable even for the coarse grid, and mesh refinement does not result in further improvements. The apparent good agreement is somewhat misleading because comparison of the centerline profiles had shown quite a significant discrepancy between the data and calculations. Also, as was found in the first turbulent flow test case, the accuracy of hybrid differencing is almost as good as that of BSUDS2 and QUDES, and emphasizes the need to investigate further this behavior.
Figure b-20 Comparison of Axial Velocity Profiles - Coarse Grid 
($R_0 = 61\text{mm}$)

Figure b-21 Comparison of Mixture Fraction Profiles - Coarse Grid 
($R_0 = 61\text{mm}$)
Figure 6-22 Comparison of Axial Velocity Profiles - Extra Fine Grid
\( R_0 = 61\text{mm} \)

Figure 6-23 Comparison of Mixture Fraction Profiles - Extra Fine Grid
\( R_0 = 61\text{mm} \)
The calculated and measured reattachment points are shown in Table 6-VII. The measured reattachment point was estimated from flow visualization data. It can be seen that the trend is the same as was seen for laminar flow over a rearward facing step, Figure 6-3. BSUDS2 seems to reach an asymptotic value more quickly than does hybrid differencing. But, as pointed out earlier the difference between BSUDS2 and hybrid differencing is not large. Since QUNS became unstable, its accuracy cannot be judged for this test case.

**TABLE 6-VII**

**COMPARISON OF REATTACHMENT LENGTH FOR THE CORNER RECIRCULATION ZONES FOR COANNULAR NONSWIRLING FLOW**

<table>
<thead>
<tr>
<th>MESH</th>
<th>HYBRID mm</th>
<th>BSUDS2 mm</th>
<th>QUDS mm</th>
</tr>
</thead>
<tbody>
<tr>
<td>COARSE</td>
<td>239</td>
<td>241</td>
<td>234</td>
</tr>
<tr>
<td>FINE</td>
<td>243</td>
<td>254</td>
<td>UNSTABLE</td>
</tr>
<tr>
<td>EXTRA FINE</td>
<td>252</td>
<td>257</td>
<td>UNSTABLE</td>
</tr>
</tbody>
</table>

For completeness, additional information about the grid system used and the number of iterations required to achieve convergence is summarized in Table 6-VIII.

**TABLE 6-VIII**

**ADDITIONAL GRID SYSTEM INFORMATION**

<table>
<thead>
<tr>
<th>Case</th>
<th>Grid</th>
<th>HYBRID</th>
<th>BSUDS2</th>
<th>QUDS</th>
</tr>
</thead>
<tbody>
<tr>
<td>COARSE</td>
<td>21 x 20</td>
<td>357</td>
<td>300</td>
<td>1911</td>
</tr>
<tr>
<td>FINE</td>
<td>21 x 38</td>
<td>1395</td>
<td>1228</td>
<td>Unstable</td>
</tr>
<tr>
<td>EXTRA FINE</td>
<td>40 x 38</td>
<td>1506</td>
<td>1430</td>
<td>Unstable</td>
</tr>
</tbody>
</table>

* Convergence defined as maximum residual source (normalized) 0.005

6.2.3 Coannular Swirling Turbulent Flow

The test case for swirling flow is based upon the data reported by Johnson and Roback (Ref. 1) for the experimental apparatus which was used for the coannular nonswirling flow. An extensive number of comparisons between experimental and analytical results have been reported previously under the HOST/Aerothermal Modelling Program - Phase I (Ref. 1) using the hybrid differencing scheme.
Since very limited data are currently available at the end of the annular region, the following assumptions were made to establish the boundary conditions for the inlet in the swirling flow case. The calculations were started at the first plane of measurement, 0.51 cm from the expansion plane, using the measured quantities as inlet boundary conditions. At this plane all variables, except the dissipation rate, required for the 2D-TEACH code were measured and can be specified. To specify the dissipation rate, it was assumed that the inner portion of the flow originated from the inner tube and the outer portion originated from the concentric outer tube; turbulence length scales were assigned accordingly, using 3 percent of the passage heights, and the dissipation rate was calculated from these length scales.

Four cases, each using a different grid system, were calculated using the same set of inlet conditions. The first case used the relatively coarse grid shown in Figure 6-24 and has been designated COARSE grid test case. The second case, designated ADJUSTED COARSE grid, used the same number of grid lines as coarse grid but with a greater concentration of grid lines in the axial direction near the entrance region. The third case, designated FINE grid, used a greater number of grid lines in the axial direction than either coarse grid or adjusted coarse grid; again, the grid lines were concentrated near the entrance region. The fourth case used the same axial grid line distribution as FINE grid together with more grid lines in the radial direction; this case has been designated EXTRA FINE grid. EXTRA FINE grid is shown in Figure 6-25. The number of grid lines for all cases in both the axial and radial directions, together with the number of iterations necessary to achieve a converged solution, are listed in Table 6-IX.

![Grid System for Coarse Grid Test Case](image)

Note: (X and Y axis are not on same scale)

Figure 6-24 Grid System for Coarse Grid Test Case
Figure 6-25 Grid System for Extra Fine Grid Test Case

TABLE 6-IX
COAXIAL SWIRLING TURBULENT FLOW ADDITIONAL GRID SYSTEM AND CONVERGENCE INFORMATION

<table>
<thead>
<tr>
<th>Case</th>
<th>Grid</th>
<th>HYBRID</th>
<th>BSUDS2</th>
<th>QUDS</th>
</tr>
</thead>
<tbody>
<tr>
<td>COARSE</td>
<td>40 x 35</td>
<td>955</td>
<td>1186</td>
<td>3616</td>
</tr>
<tr>
<td>COARSE ADJUSTED</td>
<td>40 x 35</td>
<td>2594</td>
<td>1340</td>
<td>1579</td>
</tr>
<tr>
<td>FINE</td>
<td>47 x 35</td>
<td>1539</td>
<td>1422</td>
<td>1240</td>
</tr>
<tr>
<td>EXTRA FINE</td>
<td>47 x 43</td>
<td>2221</td>
<td>364*</td>
<td>1676</td>
</tr>
</tbody>
</table>

*Run with FAST Algorithm, which is the PWA version of PISO (Pressure-Implicit Split Operator) Algorithm - Ref. 40.
Contour plots for the east-west Peclet number distributions obtained using the baseline computer program are shown for COARSE grid and EXTRA FINE grid cases in Figures 6-26 and 6-27, respectively. There were very few differences between the ADJUSTED COARSE, FINE and EXTRA FINE results; hence, only the EXTRA FINE grid results are being shown. These contours show the region for which the absolute value of the Peclet number is 10 or less. Generally, the hybrid differencing procedure can be used for Peclet numbers less than 10, but in flow regions with strong gradients in flow properties such as the entrance region and corner recirculation region in the present case, the Peclet numbers should be less than 2 to ensure the use of central differencing and resulting solution accuracy. Inspection of Figures 6-26 and 6-27 shows that these criteria are not met for even the finest grid. However, it can be seen that, as the grid is refined in the axial direction, the east-west Peclet numbers are reduced to more acceptable values in both the entrance region and the corner recirculation region.

![Graph showing contour plots for Peclet number distributions](image)

**Figure 6-26** East-West Peclet Number Distribution for Coannular Swirling Flow - Coarse Grid

Note: (X and Y axis are not on same scale)
Contour plots for the north-south Peclet number distributions are shown in Figures 6-28 and 6-29. Generally, the radial velocity components are small relative to the axial velocity components, and, therefore, the north-south Peclet numbers are smaller than the east-west values. It is interesting to note that north-south Peclet numbers change significantly from the coarse grid to EXTRA FINE grid, Figure 6-28 and 6-29. The reason for the change in north-south Peclet numbers is that increasing the grid density in the axial direction modifies the flow field significantly, producing much larger radial velocities. These increased radial velocities are reflected in the change in north-south Peclet numbers. The north-south Peclet numbers, as was the case for east-west Peclet numbers, do not change significantly for the last three grids, and their magnitude is such that the grid in the radial direction is probably adequate.

Before detailed profile comparisons are made for this flow, it is instructive to compare the predicted reattachment lengths of the corner and central recirculation regions. These lengths are defined as the distance between the inlet and reattachment point Figure 6-30. The length of the corner recirculation region is given in Table 6-X. It can be seen that for hybrid differencing and BSUDS2 the predicted length is reduced by almost a factor of two between the coarse and adjusted coarse grids; further refinement does not bring about a significant change in this length. However, for QUDS, it can be seen that this length is reduced only by about 10 percent between the coarse and EXTRA FINE grid. Since QUDS seems to reach an asymptotic value sooner than does BSUDS2 and hybrid differencing, the implication is that for this case QUDS seems to be more accurate than BSUDS2 and hybrid differencing.
Figure 6-28  North-South Peclet Number Distribution for Coannular Swirling Flow - Coarse Grid

Figure 6-29  North-South Peclet Number Distribution for Coannular Swirling Flow - Extra Fine Grid
Table 6-X gives the reattachment length for the central recirculation region, and again QUDS seems to be attaining an asymptotic value more quickly than BSUDS2 or hybrid differencing. In fact, hybrid differencing does not approach an asymptotic value even for the finest mesh. The superiority of QUDS is confirmed when the centerline velocity profiles, Figures 6-31 and 6-32, and radial profiles of axial and tangential velocities, Figures 6-33 to 6-36, are examined. It can be seen that for the coarse grid, QUDS agrees best with the experimental results. When the mesh is refined, there is no significant improvement in QUDS; however, both HYBRID and BSUDS2 show significant improvement and come close to QUDS results. It was also found that BSUDS2 was unstable for the finest mesh; an improved pressure algorithm, FAST, was used to achieve convergence. It is possible that QUDS has reached grid independence because its results did not change when the mesh was refined. However, the grid refinement was not sufficient to state this with confidence.
TABLE 6-XI

COMPARISON OF REATTACHMENT LENGTH OF THE CENTRAL RECIRCULATION REGION FOR COANNULAR NONSWIRLING FLOW

<table>
<thead>
<tr>
<th>MESH</th>
<th>SCHEME</th>
<th>BSUDS2</th>
<th>QUDS</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>HYBRID</td>
<td>mm</td>
<td>mm</td>
</tr>
<tr>
<td>COARSE</td>
<td>129</td>
<td>134</td>
<td>126</td>
</tr>
<tr>
<td>COARSE ADJUSTED</td>
<td>129</td>
<td>146</td>
<td>155</td>
</tr>
<tr>
<td>FINE</td>
<td>139</td>
<td>153</td>
<td>158</td>
</tr>
<tr>
<td>EXTRA FINE</td>
<td>142</td>
<td>156</td>
<td>157</td>
</tr>
</tbody>
</table>

Figure 6-31 Axial Velocity Distribution - Third Turbulent Flow Test Case
Figure 6-32 Axial Velocity Distribution - Third Turbulent Flow Test Case

Figure 6-33 Comparison of Axial Velocity Profiles - Coarse Grid
Figure 6-34 Comparison of Tangential Velocity Profiles - Coarse Grid

Figure 6-35 Comparison of Axial Velocity Profiles - Extra Fine Grid
6.3 SUMMARY OF 2D-TEST CASES

Two laminar flow test cases and three turbulent flow test cases were calculated and compared against experimental data where such data were available. For laminar flow, the results confirmed the findings of the model problem studies; both schemes were markedly superior to the hybrid differencing scheme. BSUDS2 seemed to be more accurate at large flow angles, whereas QUDS was more accurate at small angles. For turbulent flows, especially for the first two test cases, hybrid differencing turned out to be almost as accurate as the two improved accuracy schemes. This behavior was unexpected and warrants further investigation. Also, QUDS became unstable for the first and the second turbulent flow test cases. This instability of QUDS was expected. For the third turbulent flow test case, QUDS was superior to both BSUDS2 and hybrid differencing for the coarse mesh. It was found that BSUDS2 was unstable for the third turbulent flow test case and the improved pressure algorithm, FAST, was used to achieve convergence. This behavior of BSUDS2 was also unexpected and needs further investigation. The unexpected behavior of the differencing schemes in turbulent flow emphasizes the importance of using realistic test cases for the final evaluation of the differencing schemes.

6.4 SELECTION OF DIFFERENCING SCHEME FOR 3D-TEACH

It was found from the computation of 2D-test cases that QUDS was prone to instability. Since in 3D, this tendency is bound to increase, there was little choice but to select the more stable BSUDS2 for incorporation into 3D-TEACH.

6.5 THREE-DIMENSIONAL TURBULENT FLOW TEST CASE

The baseline (hybrid differencing) and BSUDS2 versions of the three-dimensional computer program were used to analyze the three-dimensional test cases. This test case is based on the experiments conducted by Khan (Ref. 37) in which rows of jets were injected normal to the main flow in a duct with a rectangular cross-section. For the test condition simulated, a single row of
2.54-cm diameter jets with a pitch (jet centerline-to-centerline distance) to jet diameter ratio of four was used; the test section height to jet diameter ratio also was four. A schematic diagram of the flow geometry in the test section is shown in Figure 6-37.

Figure 6-37 Test Case Flow Geometry for Base-Line Computer Program.

In the axial (x) direction, the simulation extends from a plane five jet diameters upstream of the leading edge of the jet to a point 24 jet diameters downstream of the trailing edge of the jet; that is, for 30 jet diameters. In the vertical direction, the calculation extends from the floor of the wind tunnel to the roof, a distance of four jet diameters. In the lateral direction the computational domain covers the distance through the jet centerline to the plane of symmetry between the jets, a distance of two jet diameters. Kahn verified that the flow was symmetric about the latter plane.

The grid system for each plane is shown in Figures 6-38 through 6-40, respectively. The jet was simulated using the relatively fine, rectangular grid in the injection plane, as shown schematically in Figure 6-41. The number of grid nodes in the x, y, and z directions were 34, 10, and 15, respectively. For later reference, this grid system has been designated as the COARSE grid.
Figure 6-38  Coarse Mesh for the Test Case in X-Y Plane

Figure 6-39  Coarse Mesh for the Test Case in Z-Y Plane
Figure 6-40 Coarse Mesh for the Test Case in X-Z Plane
The ratio of jet to mainstream velocity was approximately 2.3. Experimental data, Reference 38, were used to establish the initial velocity of the jet. These data, which were for a jet to mainstream velocity ratio of 2, are shown in Figure 6-42, together with the assumed jet velocity distribution used in the test case. For other calculations in this flow system, see Ref. 1.

For the baseline computer program with hybrid differencing, calculations were continued for 141 iterations until the maximum residual error was less than 5 percent. Selected calculations were continued to a lower level of maximum residual; the computed flow field did not change significantly.
Both BSUDS2 and Skew-Upwind Differencing (SUD) without bounding were used. The number of iterations required to achieve comparable levels of convergence were as follows:

<table>
<thead>
<tr>
<th>Differencing</th>
<th>No. of Iteration</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hybrid</td>
<td>141</td>
</tr>
<tr>
<td>BSUDS2 (No Bounding)</td>
<td>222</td>
</tr>
<tr>
<td>SUD (No Bounding)</td>
<td>244</td>
</tr>
</tbody>
</table>

The BSUDS2 calculations were run with the blending factor initialized to unity. Calculation time per iteration for BSUDS2 was approximately twice that for hybrid differencing. This large increase is probably due to the time required to assemble the additional finite-difference coefficients required for BSUDS2 and to the bounding procedure, as noted earlier.

The streakline plots for the coarse mesh are shown in Figure 6-43 to 6-45. These figures do not show significant differences between the hybrid and BSUDS2 calculations.
Figure b-43 Comparison of Streakline Plots for BSUDS2 and HYBRID in the X-Y Plane through the Center of the Jet - Coarse Grid

Figure u-44 Comparison of Streakline Plots for BSUDS2 and HYBRID in the Y-Z Plane at Y/D = 0.5 - Coarse Grid

Figure 6-45 Comparison of Streakline Plots for BSUDS2 and HYBRID in the X-Z Plane at Y/D = 20 - Coarse Grid
Comparisons of calculated results with data at four axial locations are shown in Figures 6-46 to 6-49. As expected, calculations without bounding appear to contain less numerical diffusion than the bounded calculations. However, the difference between the two predictions is not significant. Also, either skew method is successful in reducing numerical diffusion, as can be seen from Figure 6-46 where peaked profiles are calculated by the skew schemes where as numerical diffusion smears out the peaks for hybrid. There are, however, significant differences between the experimental data and the predictions, and grid refinement is required to ascertain if the discrepancy is due to the coarseness of the mesh or inaccuracies of the turbulence model.

Figure 6-46  Comparison of Calculated and Measured Axial Velocity Profiles at X/D = 4 from Jet Centerline and Z /D = 0 Using Coarse Grid
Figure 6-47  Comparison of Calculated and Measured Axial Velocity Profiles at $X/D = 6$ from Jet Centerline and $Z/D = 0$ Using Coarse Grid
Comparison of Calculated and Measured Axial Velocity Profiles at X/D = 8 from Jet Centerline and Z/D = 0 Using Coarse Grid
Figure 6-49 Comparison of Calculated and Measured Axial Velocity Profiles at X/D = 10 from Jet Centerline and Z/D = 0 Using Coarse Grid
The mesh used for the fine grid calculations used 40, 20, and 17 nodes in the x, y, z direction, respectively. (Figures 6-50 to 6-52) It can be seen that the major difference between the coarse and fine meshes is the grid density in the vertical direction, which has doubled.

Figure 6-50 Fine Grid System for Test Case in X-Y Plane.

Figure 6-51 Fine Grid System for Test Case in Y-Z Plane.
For FINE mesh calculations, the blending factor was initialized to 0.75. The reason for initializing the blending factor to 0.75 was that, when this factor was initialized to 1.0, (as is usually the case), severe convergence problems were encountered. These problems persisted even when a converged hybrid differencing solution was used as the initial guess for the BSUDS2 scheme. Since the initialized blending factor is not altered at a given node if the solution remains within bounds, reducing the initial blending factor by 25 percent has the effect of introducing some extra numerical diffusion. This diffusion seems to be sufficient to damp out the oscillations and to enable the solution to converge. Increasing the blending factor beyond 0.75 made the solution unstable. It was later found that the computer program was not computing the blending factors properly in some cases and the above instability could be due to the error in the code. Since it was ensured that the blending factors were in bound, the final solution is not in error. It may have more than the minimum amount of numerical diffusion required by the BSUDS2 scheme. However, as will be seen later, it has significantly less numerical diffusion than hybrid.

Comparisons of calculated results with data are shown in the Figures 6-53 to 6-56. It can be seen that as compared to the COARSE grid calculation, the predicted profile shapes have been modified, and the hybrid differencing and BSUDS2 predictions approach each other; however, there are still significant differences between the predictions and the data. Examination of the streakline plots, Figures 6-57 to 6-59, confirms the findings of the profile plots. The differences between the flow fields predicted by the two schemes are less pronounced than they were for the coarse grid.
Figure 6-53 Comparison of Calculated and Measured Axial Velocity Profiles at $X/D = 4$ from Jet Centerline and $Z/D = 0$ Using Fine Grid
Figure 6-54 Comparison of Calculated and Measured Axial Velocity Profiles at X/D = 6 from Jet Centerline and Z/D = 0 Using Fine Grid
Figure 6-55  Comparison of Calculated and Measured Axial Velocity Profiles at $X/D = 8$ from Jet Centerline and $Z/D = 0$ Using Fine Grid
Figure 6-56 Comparison of Calculated and Measured Axial Velocity Profiles at $X/D = 10$ from Jet Centerline and $Z/D = 0$ Using Fine Grid
Figure 6-57 Comparison of Streakline Plots for BSUDS2 and HYBRID in the X-Y Plane through the Center of the Jet - Fine Grid

Figure 6-58 Comparison of Streakline Plots for BSUDS2 and HYBRID in the X-Z Plane at Y/D = 0.5 - Fine Grid

Figure 6-59 Comparison of Streakline Plots for BSUDS2 and HYBRID in the Y-Z Plane at X/D = 20 - Fine Grid
Figure 6-60 shows a comparison of COARSE and FINE mesh predictions for BSUDS2 and hybrid differencing. It can be seen that the predicted profiles have changed significantly near the floor of the tunnel but not near the roof. A comparison of the COARSE and FINE meshes in the y-z plane, Figure 6-61, shows that although the mesh was refined considerably near the floor its density was not increased sufficiently near the roof. Since the measured profile near the roof is also peaked and the gradients near the roof are as large as those near the floor, it can be inferred that a significant amount of numerical diffusion is still present in the FINE grid calculation. To ensure that a mesh independent solution has been achieved, the mesh density near the roof must be increased. Unfortunately, the cost of making such a run during present contract was prohibitive.

![Diagram of data comparing coarse and fine meshes](image)

Figure 6-60 3D Test Case 1 - Comparison of Axial Velocity Profiles for Coarse and Fine Meshes
6.6 SUMMARY OF 3D-TEST CASE

One turbulent flow three-dimensional test case, a row of jets in cross flow, was calculated using hybrid differencing and BSUDS2. Two mesh sizes, COARSE (34 x 10 x 15) and FINE (40 x 20 x 17) were used. It was found that BSUDS2 was able to reduce numerical diffusion when compared to hybrid differencing. There remained a considerable discrepancy between the data and predictions. Because of budget limitations, a finer mesh, which would have been able to resolve the velocity near the roof of the tunnel, could not be used. Hence, it could not be ascertained if this discrepancy is due to the turbulence model or to an insufficient number of grid nodes.

6.7 SUMMARY OF TEST CASES

The improved accuracy finite-difference schemes, QUDS and BSUDS2, were evaluated in 2D-TEACH by computing laminar and turbulent flow test cases. These computations were compared with experimental data where such data were available. Every test case was calculated using successively finer grids in an effort to obtain grid independent solutions. Grid independence was obtained in most cases, but in some turbulent flow test cases, limitations of computer size or instability in the solution prevented achievement of this goal.
For the laminar flow test cases, the flow over a backward facing step and swirling flow into a sudden expansion were analyzed. For laminar flow, the results confirmed the predictions of the model problem studies described in Section 4.0. Both schemes were markedly superior to the hybrid differencing scheme; and, BSUDS2 was more accurate at large flow angles and QUDS was more accurate at small angles. Three turbulent flow test cases were considered: flow over a backward-facing step, nonswirling flow in a sudden expansion, and swirling flow in a sudden expansion. For the first two test cases the accuracy of hybrid differencing was the same as that of the two improved accuracy schemes. This behavior was unexpected and warrants further investigation. Also, QUDS became unstable for the first and second turbulent flow test cases. This instability of QUDS was expected. BSUDS2 became unstable for the third turbulent flow test case; this behavior was also unexpected and needs further investigation. The unexpected behavior of the performance of the differencing schemes for the turbulent flow test cases demonstrated the inadequacy of relying only upon model problem studies for selecting a scheme and emphasizes the importance of using realistic test cases.

One three dimensional, turbulent flow test case, a row of jets in cross flow, was calculated using hybrid differencing and BSUDS2 with two mesh sizes. Because of computer storage and budget limitations, a grid-independent solution could not be achieved for either scheme. It was found that BSUDS2 was more accurate than Hybrid differencing for this test case.
7.0 CONCLUDING REMARKS

This study has contributed significantly to the effort of reducing numerical error in computational fluid mechanics codes. One of the most important developments has been the establishment of a framework by which future schemes can be judged. This framework did not exist prior to this study. In this study, not only were the criteria for evaluation established, but a number of schemes were evaluated using these criteria and the procedure was successful in identifying the most suitable scheme for 3D-codes. In addition, the assessment methods developed during this study were able to predict most of the deficiencies of the selected scheme which were later exhibited in the 3D-code. Another important outcome of this study was the realization that an improved accuracy scheme cannot be completely divorced from the solution algorithm. It was because of the incompatibility of QUDS with the present solution algorithm, and the resulting instability, that it was not incorporated into 3D-TEACH, although it has significant advantages over BSUDS2.

This effort has resulted in the improvement of the accuracy of 2D as well as 3D-codes based on the TEACH concept. Although accuracy improvement is dependent on the flow field, it is expected that for practical applications, where some portion of the flow makes a large angle with the grid lines, this improvement will be more than sufficient to justify the increased cost. Since the selected scheme is never less accurate than hybrid differencing, there is no danger of the improved code giving less accurate answers than the baseline version.

This study should be looked upon as a first step in the process of reducing numerical error from combustor performance codes. More work is required, especially for the 3D code, to ensure that the selected scheme is performing with optimum accuracy.

The reasons for the poor performance of BSUDS2 in some of the 2D-test cases also need to be investigated more thoroughly. At present, it is conjectured that the sensitivity of each scheme to flow angle is responsible for this behavior. It is quite possible that this may not be the only reason. For example, all model problem studies were conducted on meshes of uniform size with cell aspect ratio of unity whereas the 2D turbulent flow test cases used a non-uniform mesh with large aspect ratio cells. Hence poor performance of BSUDS2 in 2D cases could also be attributed to large cell aspect ratio. In principle, modifications to the scheme can be made to take account of the cell aspect ratio. The scheme can also be modified to account for the pressure gradient in the flow field which, as discussed earlier, leads to inaccuracies. It is suggested that the test cases be rerun with the above modifications to the scheme to assess the improvement in performance. It is anticipated that the performance of BSUDS2 will improve significantly after these modifications.

The blending procedure used in BSUDS2 suffers from the disadvantage that the final solution is not path independent. It is even conceivable that different initial values of the blending factor may produce different converged solutions where convergence is measured by the level of residual source error which in practice is always nonzero; that is, the solution may not be unique.
Path dependency may cause difficulties when this code is used in a production environment. Several schemes can be formulated to reduce or eliminate this path dependence. One scheme would be to always start with a converged hybrid solution. The other would be to recalculate the blending factors at every iteration and use their latest value without under-relaxing them with their value of the previous iteration.
8.0 RECOMMENDATIONS

There are two types of recommendations that can be made based on this work. Recommendations of the first type are related to the use of current codes for optimum accuracy. Recommendations of the second kind are concerned with further developments of the code.

It is recommended that BSUDS2 be used for production running of 2D- and 3D-TEACH codes. Since flows commonly encountered in gas turbine combustors are complex, and since some portion of the flow makes a large angle with the grid lines, BSUDS2 will yield more accurate results than will hybrid differencing. It is also recommended that during grid selection account be taken of property gradients present in the flow field. Indiscriminate refinement is not feasible in three-dimensional calculations with present day computers.

Since the accuracy QUdS as well as that of BSUDS2 is dependent on flow angle, it is desirable to develop differencing schemes that are less sensitive to the direction of the velocity vector. It is not necessary to abandon present methods completely in the pursuit of flow angle independence. Since QUdS and SUDS are accurate at different flow angles, it may be feasible to combine these two schemes in such a manner that the resulting scheme is more accurate than either of the schemes at all flow angles. This possibility should be investigated. It was found that the model problem based on single cell calculations was successful in predicting the flow angle sensitivity of the schemes tested. Hence, it is recommended that this problem be used to screen the candidate schemes in future.

Incorporation of the more implicit pressure algorithm, FAST, into the 3D-TEACH code is recommended. It is expected that the stability of BSUDS2 will improve with this algorithm as demonstrated in the 2D-Code. In order to improve the stability of QUdS and other schemes, whose computational molecule is not compatible with the ADI method, a more compatible matrix solver must be developed.

Alternatively, instead of developing further the 3D-TEACH code, an entirely new computer program based (say) on a time-marching procedure which does not need a matrix solver. Since the time-step size necessary for stability of an explicit algorithm is extremely small, it is expected that a higher-order differencing scheme, such as QUdS, will be stable in this framework. However, considering that the time required to bring a new code to production status is about ten years and the expenditure of resources is considerable, any improvements to the present code in the interim are highly desirable.
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APPENDIX A
APPENDIX A - THE THREE DIMENSIONAL BOUNDED SKEW-UPWIND DIFFERENCING SCHEME

In this section, the three dimensional Bounded Skew-Upwind Differencing Scheme (BSUDS) is described. First, a brief review of the flux form of the equations of motion is presented. Second, a detailed description of the finite-difference form of the flux contribution to a representative face of a typical control volume is given; the derivation of the flux contributions to the other five faces is then outlined. Third, the resulting coefficients for the finite-difference equations representing the total flux (and sources) are presented. Fourth, the results of applying the boundary conditions in a manner consistent with the foregoing flux representation are shown. Fifth, the bounding scheme for the coefficients is detailed.

This section is an extension of the two-dimensional scheme presented in Section 5.0.
A.1 - Flux Form of the Equations of Motion

The equations of motion for both laminar flow and (time-averaged) turbulent flow can be written in similar fashion for all of the dependent variables:

**Cartesian Co-ordinates**

\[
\frac{\partial}{\partial x} (\rho u \phi) + \frac{\partial}{\partial y} (\rho v \phi) + \frac{\partial}{\partial z} (\rho w \phi) = \frac{\partial}{\partial x} (\Gamma_\phi \frac{\partial \phi}{\partial x}) + \frac{\partial}{\partial y} (\Gamma_\phi \frac{\partial \phi}{\partial y}) + \frac{\partial}{\partial z} (\Gamma_\phi \frac{\partial \phi}{\partial z}) + S_\phi \quad (A1.1a)
\]

**Cylindrical Coordinates**

\[
\frac{\partial}{\partial x} (\rho u \phi) + \frac{\partial}{\partial r} (\rho r v \phi) + \frac{\partial}{\partial \theta} (\rho w \phi) = \frac{\partial}{\partial x} (\Gamma_\phi \frac{\partial \phi}{\partial x}) + \frac{1}{r} \frac{\partial}{\partial r} (r \Gamma_\phi \frac{\partial \phi}{\partial r}) + \frac{\partial}{\partial \theta} (\frac{1}{r} \Gamma_\phi \frac{\partial \phi}{\partial \theta}) + S_\phi \quad (A1.1b)
\]

The variable \( \phi \) represents any of the dependent variables (e.g., the velocity components \( u, v, w \), mixture fraction, turbulent kinetic energy and turbulent energy dissipation). The exchange coefficient, \( \Gamma_\phi \), represents the sum of both laminar and turbulent contributions and is interpreted as the effective viscosity for \( \phi = u, v, w \), the effective diffusivity for \( \phi = \) mixture fraction, etc. \( S_\phi \) is a generalized source term.

Eqs. (A1.1) are integrated over a control volume appropriate for each dependent variable \( \phi \) and, after some manipulation, the finite-difference equivalent forms of Eqs. (A1.1) are obtained. The control volumes are defined using an orthogonal grid formed by the intersection of co-ordinate lines in each axial, radial, and lateral co-ordinate direction. The intersection of the grid lines form the grid nodes at which all flow properties except the axial (\( u \)), radial (\( v \)), and lateral (\( w \)) velocities are calculated; i.e., all scalars. The axial velocity is calculated using a second grid with grid nodes located midway between the scalar grid nodes in the axial direction and co-incident with the scalar grid nodes in both radial and lateral positions. The radial velocity is calculated using a third grid with grid nodes located midway between the scalar grid nodes in the radial direction and co-incident with the scalar grid nodes in both axial and lateral position. The lateral velocity (or azimuthal velocity in cylindrical co-ordinates) is calculated using a fourth grid with
FIG. A-1  THREE-DIMENSIONAL GRID AND NODE SYSTEM
grid nodes located midway between the scalar grid nodes in the lateral (z or \( \theta \)) direction and co-incident with the scalar grid nodes in both axial and radial position. Directions in the grids are identified as north, south, east, west, back and front. Nodes are identified as shown in Fig. A-1 where P is the node at the center of the control volume. For hybrid (upwind and central) differencing, the principal nodes are designated N, S, E, W, B, F and P. For the bounded skew-upwind differencing scheme, twenty additional nodes are used as shown in Fig. A-1.

The relative positions of the various grid systems can be illustrated by considering the grid systems in the x-y plane only. Then, the grid system for the scalars is shown in Fig. A-2 and the control volume for the scalars is shown in Fig. A-3. The relative positions of the axial and radial velocity control volumes is depicted in Fig. A-4. Similarly, in the y-z plane, the radial and lateral velocity control volumes are displaced relative to the scalar control volumes. Finally, in the x-z plane, the axial and lateral velocity control volumes are displaced relative to the scalar control volumes.

The faces of the control volumes for each scalar are defined by planes located midway between the scalar grid nodes as shown in Fig. A-3. Thus, the location of the east or west faces of a scalar control volume is co-incident with the axial locations of the axial velocity components, etc., so that normal velocity components lie along the boundaries of the control volumes. (Generally, boundaries for the u, v or w control volumes include scalar grid-lines and are not necessarily located midway between velocity grid lines.) For the scalars, the grid systems defined above provide some computational convenience. Since the u, v and w velocities are stored midway between the scalar grid nodes, the convective fluxes for each face can be calculated without recourse to averaging any of these velocities. Also, the pressure gradient driving the flow can be computed without averaging pressures.

The finite-difference forms of Eqs. (Al.1) are derived by integrating these equations over the appropriate control volume. In performing the integration over the control volume for each term in Eq. (Al.1), the mean-value theorem is employed and the source term is linearized in the vicinity of the center of the control volume (point P). After some manipulation, the finite-difference form of Eqs. (Al.1) is obtained
\[ C_E \phi_e - C_W \phi_w + C_N \phi_n - C_S \phi_s + C_B \phi_b - C_F \phi_f \]

\[ = D_E (\phi_E - \phi_P) - D_W (\phi_P - \phi_w) \]

\[ + D_N (\phi_N - \phi_P) - D_S (\phi_P - \phi_S) \]

\[ + D_B (\phi_B - \phi_P) - D_F (\phi_P - \phi_F) + S_U + S_P \phi_P \]  

(A1.2)

where \( C_E, C_W, \) etc. are "convective coefficients" as defined below

\[ C_E = (\rho u)_e a_e \]

\[ C_W = (\rho u)_w a_w \]

\[ C_N = (\rho v)_n a_n \]

\[ C_S = (\rho v)_s a_s \]

\[ C_B = (\rho w)_b a_b \]

\[ C_F = (\rho w)_f a_f \]  

(A1.3)

where \( a_e, a_w, a_n, a_s, a_b, a_f \) are the areas of the faces of the control volumes. The "diffusion coefficients" are given by

\[ D_E = \left( \frac{\Gamma_f}{\Delta x} \right)_e a_e \]

\[ D_W = \left( \frac{\Gamma_f}{\Delta x} \right)_w a_w \]

\[ D_N = \left( \frac{\Gamma_f}{\Delta y} \right)_n a_n \]

\[ D_S = \left( \frac{\Gamma_f}{\Delta y} \right)_s a_s \]

\[ D_B = \left( \frac{\Gamma_f}{\Delta z} \right)_b a_b \]

\[ D_F = \left( \frac{\Gamma_f}{\Delta z} \right)_f a_f \]  

(A1.4)
where the convective and diffusive coefficients are shown in terms of the cartesian co-ordinate system. Since Eq. (A1.2) has the same form for both cartesian and cylindrical co-ordinates, it is only necessary to define the geometric parameters used in the convective and diffusive fluxes in a manner appropriate for each coordinate system. These definitions are given in Appendix B. If a consistent set of geometric parameters is used, then the equations for the bounded skew-upwind differencing scheme developed below are identical in both cartesian and cylindrical co-ordinates. For convenience, the nomenclature for cartesian co-ordinates will be used.

It is important to note that Eq. (A1.2) applies to all of the dependent variables although the appropriate grid must be used in each case to define the geometric parameters used in the calculation. Also, Eq. (A1.2) can be used with any of the difference procedures considered in the program since each scheme is simply an alternative method for defining (interpolating for) the fluxes at the face of the control volume (e.g., \( \phi_e, \phi_w, \phi_n, \phi_s, \phi_b, \phi_f \)). However, the diffusion terms are always represented by central differences.

It is convenient to define a total flux for each face of the control volume as the sum of a convective flux and a diffusive flux such that

\[
F_e - F_w + F_n - F_s + F_b - F_f = S_u + S_p \phi_p
\] (A1.5)

where

\[
F_e = C_E \phi_e - D_E (\phi_E - \phi_p)
F_w = C_W \phi_w - D_W (\phi_P - \phi_W)
F_n = C_N \phi_n - D_N (\phi_N - \phi_p)
F_s = C_S \phi_s - D_S (\phi_P - \phi_S)
F_b = C_B \phi_b - D_B (\phi_B - \phi_p)
F_f = C_F \phi_f - D_F (\phi_P - \phi_F)
\] (A1.6)

In the following section, the skew differencing procedure will be used to calculate the values of the dependent variables at the faces of the control volume. As a result, Eq. (A1.5) will include not only the values of \( \phi \) at the "normal," or main, grid node locations (E, W, N, S, B, F and P) but also at the corner locations. The finite-difference
form for Eq. (A1.5) is then

\[ A_{P'P} = A_{E'E} + A_{W'W} + A_{N'N} + A_{S'S} + A_{B'B} + A_{F'F} + A_{NE'NE} \]

\[ + A_{SE'SE} + A_{NW'NW} + A_{SW'SW} + A_{ENE'BNE} + A_{BSE'BSE} \]

\[ + A_{BNW'BNW} + A_{BSW'BSW} + A_{BN'BN} + A_{BS'BS} + A_{BE'BE} \]

\[ + A_{BW'BW} + A_{FNE'FNE} + A_{FSE'FSE} + A_{FNW'FNW} + A_{FSW'FSW} \]

\[ + A_{FN'FN} + A_{FS'FS} + A_{FE'FE} + A_{FW'FW} + S + S_{P'P} \] (A1.7)
A.2 - Calculation of the Fluxes

Recall that the equations of motion, Eqs. (A1.1), can be written in terms of fluxes to each face of the control volume, Eq. (A1.5). In this section, a procedure will be described to calculate fluxes, $F_e$, $F_w$, $F_n$, $F_b$ and $F_f$. The derivation of $F_w$, the flux to the west face, of a typical scalar control volume is given in detail. The derivation of the other fluxes and of the fluxes of the $u$, $v$, and $w$ velocity components are outlined.

Consider the control volume used to determine the value of a scalar variable at the point $P$. A portion of this control volume is shown in Fig. A-5 for the case in which the $u$ and $v$ components of velocity are non-negative and the $w$ component is negative. For all velocity vectors located at the center of the west face of the control volume (point $w$), the flux to the west face is given by:

$$F_w = C_w \phi_w - D_w (\phi_p - \phi_w) \quad (A2.1)$$

Furthermore, for central-differencing (CD), the value of the dependent variable at the west face, $\phi_w$, is always given by linear interpolation between $\phi$ at the $W$ and $P$ grid nodes:

$$\phi_w = (1 - \alpha_w) \phi_W + \alpha_w \phi_P \quad (A2.2)$$

where the interpolating factor is

$$\alpha_w = \frac{X_W - X_W}{X_P - X_W} \quad (A2.3)$$

In the 3D-TEACH computer program, $\alpha = 0.5$ for each face of the control volume for each scalar variable since the control volume faces are located midway between scalar grid nodes. For the axial, radial and lateral velocity components, however, the $\alpha$ for each face may assume other values. The central difference form of the flux at the west face is then:

$$\frac{F_{wCD}}{D_w} = \left[ P_{ew} (1 - \alpha_w) + 1 \right] \phi_w + (\alpha_w P_{ew} - 1) \phi_p \quad (A2.4)$$

where the Peclet number at this face is given by:
The central difference form of the flux at all faces of the control volume for point P are presented in Table A-1.

The upwind difference (UD) form for the flux at the west face is defined by:

\[
\frac{F_{wUD}}{D_w} = p_{e_w} \phi_w
\]

for a non-negative value of axial component of velocity, \( u_w \), and

\[
\frac{F_{wUD}}{D_w} = p_{e_w} \phi_p
\]

for a negative value of \( u_w \). Essentially, the upwind differences are derived from the central difference by setting \( a_w \) equal to zero or unity, respectively, and by neglecting diffusion.

It is convenient to define the velocity switches

\[
\sigma^u = \frac{1}{2} \left(1 + \frac{u}{|u|}\right)
\]

\[
\sigma^v = \frac{1}{2} \left(1 + \frac{v}{|v|}\right)
\]

\[
\sigma^w = \frac{1}{2} \left(1 + \frac{w}{|w|}\right)
\]

for the axial, radial, and lateral velocity components and to adopt the convention that the value of a switch is unity if the velocity component is non-negative and it is zero otherwise. Then, the upwind difference form of the flux at the west face of the control volume is:

\[
\frac{F_{wUD}}{D_w} = p_{e_w} \left( \sigma_w \phi_w + (1 - \sigma_w) \phi_p \right)
\]

The upwind difference forms at all of the faces are summarized in Table A-2.

Equation (A2.1) is also the starting point for developing the flux equations for the skew-upwind differencing (SUD) procedure. The value of \( \phi \) at the west face of
the control volume, $\phi_w$, is determined by extrapolating the velocity vector upstream of the face. For the case shown in Fig. A-5, this point lies in the plane formed by the nodes W, SW, BW and BSW. The value of $w''$ is determined by linear interpolation. First, the projection of the velocity vector in the x-y plane is extrapolated upstream to the point $w'$ which lies along the grid line between the nodes W and SW. The interpolation factor $k_1$ is defined by:

$$k_1 = \frac{(w'W)}{\Delta y} = \frac{1}{2} \frac{\Delta x}{\Delta y} \left| \frac{V_W}{U_W} \right|$$

(A2.10)

where $(w'W)$ is the distance between point $w'$ and the node W and $\Delta y$ is the distance between nodes W and SW. Then,

$$\phi_w' = k_1 (\phi_{SW} - \phi_W) + \phi_W$$

$$= k_1 \phi_{SW} + (1 - k_1) \phi_W$$

(A2.11)

For very large flow angles (skewing) relative to the co-ordinate directions, $k_1$ will exceed unity and $w'$ will be defined in terms of $\phi$ at the SW and S nodes; however; it is known that for two-dimensional flows this approach can yield negative coefficients at corner nodes which can in turn produce oscillations in the solution; it is assumed that the same situation will prevail for three-dimensional flows. To assure that the coefficients for the corner nodes are non-negative, then:

$$k_1 = \min \left( 1, \frac{1}{2} \left| \frac{V_W}{U_W} \right| \frac{\Delta x}{\Delta y} \right)$$

(A2.12)

The use of absolute values in Eq. (A2.12) permits this equation to be used to define $k_1$ for all velocity components at the west face. Similarly, the value of $\phi$ at the point $w''$ along the gridline connecting nodes BW and BSW is given by:

$$\phi_w'' = k_1 \phi_{BSW} + (1 - k_1) \phi_{BW}$$

(A2.13)

where the same interpolation factor is used as in Eq. (A2.11). The value of $\phi$ at the point $w'''$ is obtained by linear interpolation between $\phi_w'$ and $\phi_w''$. The interpolation factor is obtained by extrapolating the projection of the velocity vector in the x-z plane to the point 3 along the gridline connecting nodes W and BW.
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\[
\phi_{w^{''''}} = k_3 \phi_{w'''} + (1 - k_3) \phi_w',
\]

(A2.14)

with

\[
k_3 = \min \left( 1, \frac{\Delta X}{\Delta Z} \left| \frac{W_w}{U_w} \right| \right)
\]

(A2.15)

The superscript \(++-\) indicates \(U_w > 0, V_w > 0, W_w < 0\).

Consequently,

\[
\phi_{w^{''''}}^{++-} = k_3 [ \phi_{BSW} + (1 - k_1) \phi_{BW} ]
+ (1 - k_3) [ \phi_{SW} + (1 - k_1) \phi_w ]
\]

(A2.16)

For two-dimensional flow, \(k_3 = 0\) and it can be seen that Eq. (A2.16) has the correct limiting value.

Equation (A2.16) was derived for the case of \(U_w > 0, V_w > 0, W_w < 0\). For the case of \(U_w > 0, V_w > 0\) and \(W_w > 0\), the appropriate equation can be derived by rotating the velocity vector into the positive \(z\) direction and (referring to Fig. A-1) replacing the subscripts \(BSW\) by \(FSW\) and \(BW\) by \(FW\). As a result, one obtains:

\[
\phi_{w^{''''}}^{++-} = k_3 \left[ \phi_{FSW} + (1 - k_1) \phi_{FW} \right]
+ (1 - k_3) \left[ \phi_{SW} + (1 - k_1) \phi_w \right]
\]

(A2.17)

Then, for \(U_w > 0, V_w > 0\), and \(all W_w\)

\[
\phi_{w^{''''}}^{++} = \sigma_w \phi_{w^{''''}} \left[ \text{Eq. (A2.17)} \right] + (1 - \sigma_w) \phi_{w^{''''}} \left[ \text{Eq. (A2.16)} \right]
\]

(A2.18)

or

\[
\phi_{w^{''''}}^{++} = \sigma_w k_3 \left[ \phi_{FSW} + (1 - k_1) \phi_{FW} \right]
+ (1 - \sigma_w) k_3 \left[ \phi_{BSW} + (1 - k_1) \phi_{BW} \right]
+ (1 - k_3) \left[ \phi_{SW} + (1 - k_1) \phi_w \right]
\]

(A2.19)

where the superscript \(++\) indicate that \(U_w\) and \(V_w\) are both non-negative.
A similar expression can be derived from Eq. (A2.19) for the case $U_w \geq 0$, $V_w < 0$, and all $W_w$ by replacing the subscripts FSW by FNW, BSW by BNW, and SW by NW to obtain

$$
\phi^{+-}_{w} = \phi^{+-}_{w} \left[ k_3 \phi_{FNW} + (1 - k_3) \phi_{FW} \right] + (1 - \phi^{+} \phi^{+-}_{w} \left[ k_3 \phi_{BNW} + (1 - k_3) \phi_{BW} \right] + (1 - k_3) \left[ k_3 \phi_{NW} + (1 - k_3) \phi_{W} \right]
$$

Then, one can combine Eqs. (A2.19) and (A2.20) to obtain an expression for $\phi^{+-}_{w}$ for $U_w \geq 0$, all $V_w$, all $W_w$ from:

$$
\phi^{+-}_{w} = \phi^{+-}_{w} \left[ \phi^{+-}_{w} + (1 - \phi^{+} \phi^{+-}_{w} \left[ \phi^{+} \phi^{+-}_{w} \right] + (1 - k_3) \left[ k_3 \phi_{NW} + (1 - k_3) \phi_{W} \right]
$$

For the case in which $U_w < 0$, $V_w \geq 0$, and all $W_w$, an expression for $\phi^{+-}_{w}$ can be obtained from Eq. A(2.19) by replacing the subscripts as follows:

- FSW becomes FS
- FW becomes F
- W becomes P
- SW becomes S
- BW becomes B
- BS becomes BS

Hence

$$
\phi^{+-}_{w} = \phi^{+-}_{w} \left[ k_3 \phi_{FS} + (1 - k_3) \phi_{F} \right] + (1 - \phi^{+} \phi^{+-}_{w} \left[ k_3 \phi_{BS} + (1 - k_3) \phi_{B} \right] + (1 - k_3) \left[ k_3 \phi_{S} + (1 - k_3) \phi_{P} \right]
$$

Finally, for the case of $U_w < 0$, $V_w < 0$ and all $W_w$, an expression for $\phi^{+-}_{w}$ can be obtained from Eq. (A2.20) by replacing the subscripts as follows:

- FNW becomes FN
- FW becomes F
- BNW becomes BN
BW becomes B
NW becomes N
W becomes P

Hence

$$\phi_w'' = \sigma_w k_3 \left[ k_1 \phi_{FN} + (1 - k_1) \phi_F \right]$$

$$+ (1 - \sigma_w) k_3 \left[ k_1 \phi_{EN} + (1 - k_1) \phi_E \right]$$

$$+ (1 - k_3) \left[ k_1 \phi_N + (1 - k_1) \phi_P \right]$$  \hspace{1cm} (A2.23)

Then for $U_w < 0$, all $V_w$ and all $W_w$

$$\phi_w''' = \sigma_w \phi_w'' + (1 - \sigma_w) \phi_w'''$$  \hspace{1cm} (A2.24)

and for all $U_w$, all $V_w$ and all $W_w$:

$$\phi_w''' = \sigma_w \phi_w''' + (1 - \sigma_w) \phi_w'''$$  \hspace{1cm} (A2.25)

In analogous fashion, interpolated values for $\phi$ at the other faces of the control volume can be derived. Equations for $\phi_e'''$, $\phi_n'''$, and $\phi_b'''$ can be derived immediately from the expressions for $\phi_w'''$, $\phi_s'''$, and $\phi_f'''$, respectively, by shifting nodal subscripts in each case in the positive coordinate direction (i.e., toward the opposite face of the control volume). Tables A-4 through A-9 present the equations corresponding to Eqs. (A2.19) through (A2.25) for each of the faces.

Since the grid is not uniform, the geometric parameters $\Delta x$, $\Delta y$, $\Delta z$, used in the calculation of $k_1$ and $k_3$ differ for each face of the control volume and for each orientation of the velocity vector at each face. A summary of the geometric parameters is presented in Table A-3. Only the definitions for the parameters used for the east, north and back faces are shown in Table A-3. Since the fluxes at only these faces are actually computed as indicated in the next section; the flux at the west face for the control volume at node $(i, j, k)$ is the flux at the east face of node $(i-1, j, k)$, etc.
In his original development of the skew upwind differencing procedure for two-
dimensional flow, Raithby (Ref. A-1) assumed that the value of the dependent variable
at (say) the west face of the control volume is equal to the interpolated value. In
the present development, this is equivalent to assuming that $\phi_w = \phi_{w'''}$ so that---using
Eq. (A1.6) and the definition of Peclet number---

$$\frac{F_{\text{sud}}}{D_w} = P_{e_w} \phi_{w'''} - D_w (\phi_p - \phi_w) \quad (A2.26)$$

It is desirable to use the central-difference procedure for small values of the grid
Peclet number and the skew upwind differencing method for large values of the grid
Peclet number. It is also desirable that these two formulations produce a continuous
transition at the transition Peclet number which in the case of $U_w > 0$ at the west
face of the control volume becomes:

$$P_{e_w}^* = \frac{1}{\alpha_w} \quad (A2.27)$$

For the scalar grid system used in the 2D-TEACH computer program, $P_{e_w}^* = 2$. At the
transition Peclet number, the central difference result using (Eq. A2.4) is:

$$\frac{F_{\text{cd}}}{D_w} = \frac{\phi_w}{\alpha_w} \quad (A2.28)$$

while the skew upwind differencing method (Eq. (A2.6)) yields:

$$\frac{F_{\text{sud}}}{D_w} = \frac{\phi_{w'''} - (\phi_p - \phi_w)}{\alpha_w} \quad (A2.29)$$

From Eqs. (A2.18) through (A2.25), it is clear that these two results are not equal.
(Note: At present, $\phi_{w'''} = \phi_w^{++}$.)

The fluxes at the transition Peclet number can be made equal by noting (contrary
to the assumption made by Raithby) that $\phi_w$ and $\phi_{w'''}$ are related by:

$$\phi_{w'''} = \phi_w - \left( \frac{\partial \phi}{\partial s} \right)_w \Delta s + \ldots \quad (A2.30)$$

so that Eq. (A2.26) becomes
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\[
\frac{F_{wSUD}}{D_w} = P_{e_w} \phi_w - P_{e_w} \left( \frac{\partial \phi}{\partial s} \right)_w \Delta s - (\phi_p - \phi_w) \tag{A2.31}
\]

where \(\Delta s\) is defined in Fig. A-5. Writing the central differencing result in terms of the flux definition, Eq. A2.1, then:

\[
\frac{F_{wCD}}{D_w} = P_{e_w} \phi_w - (\phi_p - \phi_w) \tag{A2.32}
\]

Clearly, these two fluxes will be equal at the transition Peclet number if a correction \(P^*_w \left( \frac{\partial \phi}{\partial s} \right)_w \Delta s\) is added to the skew upwind differencing flux, Eq. (A2.26), to obtain:

\[
\frac{F_{wSUD}}{D_w} = P_{e_w} \phi_w''' + P^*_w \left( \frac{\partial \phi}{\partial s} \right)_w \Delta s - (\phi_p - \phi_w) \tag{A2.33}
\]

The derivative \(\left( \frac{\partial \phi}{\partial s} \right)_w\) can be computed by

\[
\frac{\partial \phi}{\partial s} = \frac{\phi_w - \phi_w'''}{\Delta s} \tag{A2.34}
\]

To provide a continuous variation in flux at the transition Peclet number, the derivative in Eq. (A2.34) is approximated further as:

\[
\frac{\partial \phi}{\partial s} = \frac{(\phi_w)_w - \phi_w'''}{\Delta s} \tag{A2.35}
\]

where \((\phi_w)_w\) is given by Eq. (A2.2). Then, after using Eqs. (A2.2) and (A2.35) and some rearrangement, Eq. (A2.23) becomes:

\[
\frac{F_{wSUD}}{D_w} = \left( P_{e_w} - P^*_w \right) \phi_w''' + \left[ P^*_w (1 - \alpha_w) + 1 \right] \phi_w + (\alpha_w P^*_w - 1) \phi_p \tag{A2.36}
\]

This last result is valid for all \(U_w, V_w, W_w\) (i.e., for all \(\phi_w'''\)) provided that the transition Peclet number is given by:

\[
P^*_w = \frac{1}{\sigma u_w - (1 - \alpha_w)} \tag{A2.37}
\]
At the transition Peclet number, the flux given by both central differencing and skew upwind differencing are:

\[
\begin{align*}
U_w > 0 & \quad \frac{F_w}{D_w} = \frac{\phi_w}{\alpha_w} \\
U_w < 0 & \quad \frac{F_w}{D_w} = \frac{\phi_p}{\alpha_w - 1}
\end{align*}
\]  

(A2.38)  

(A2.39)

Results similar to Eqs. (A2.36) and (A2.37) for all faces of the control volume are summarized in Table A-10.

In the hybrid differencing procedure, the more accurate central differencing formulation (see Table A-1) is used when the Peclet number is less than the transition value while the less accurate, but stable, upwind differencing result (see Table A-2) is used when the Peclet number is greater than the transition value. In the development of the equations for two-dimensional flow, it was believed at first that a similar hybrid differencing method could be formulated using central differencing for \( P_e < P_e^* \) and skew-upwind differencing for \( P_e > P_e^* \). However, this approach proved to be unworkable since some of the coefficients derived from this hybrid formulation could be negative. As an alternative, a flux blending scheme was used in which a weighted average of the upwind differencing fluxes is used. The weighting (blending) factor, \( \gamma \), was chosen to assure boundedness (i.e., all co-efficients of the difference equations are non-negative). It is assumed that a similar flux blending procedure can be utilized for the three-dimensional case. The Bounded Skew-Upwind Differencing (BSUD) scheme is defined by

\[
F_{\Pi_{BSUD}} = \gamma_{\Pi} F_{\Pi_{SUD}} + (1 - \gamma_{\Pi}) F_{\Pi_{UD}}
\]  

(A2.40)

where \( \Pi \) represents one of the six faces of the control volume. The weighting factor \( \gamma_{\Pi} \) is restricted to the range \( 0 \leq \gamma_{\Pi} \leq 1 \) and is calculated as described in Section A.5.
A.3 - Calculation of the Co-efficients for the
Finite-Difference Form of the Equations of Motion

The finite-difference form of the equations of motion (e.g., Eq. (A1.7)), can be
derived directly from the flux information presented in Tables A-1, A-2, A-4 through
A-10 and Eq. (A2.40). The resulting expressions will contain the unknown blending
factor, $\gamma$. The blending strategy requires that the terms in the equations for the
coefficients responsible for producing negative co-efficients be isolated so that
appropriate values for $\gamma$ can be determined. Furthermore, the coefficients for the
control volumes adjacent to the physical boundaries of the flow may require modification
to incorporate the effect of the boundary conditions. Thus, to simplify manipulation
and modification, some additional notation will be defined.

Let the center of the control volume (point P) be located at the Ith axial posi-
tion, Jth radial position, and Kth lateral position. The flux contributions (the com-
ponents of the total flux) to the east face are denoted as $E_1(I,J,K)$, $E_2(I,J,K)$,
$E_3(I,J,K,L)$; the flux contributions to the north face are denoted as $N_1(I,J,K)$,
$N_2(I,J,K)$, $N_3(I,J,K,L)$, and the flux contributions at the back face are denoted as
$B_1(I,J,K)$, $B_2(I,J,K)$, $B_3(I,J,K,L)$ where $L = 1,2,3,4$ as indicated below. The flux con-
tributions are defined as follows:

**Central Differencing**

\[
\begin{align*}
E_1(I,J,K) &= D_E - \alpha_e C_E \\
E_2(I,J,K) &= E_1(I,J,K) + C_E \\
E_3(I,J,K,L) &= 0 \quad L = 1,2,3,4 \\
N_1(I,J,K) &= D_N - \alpha_n C_N \\
N_2(I,J,K) &= N_1(I,J,K) + C_N \\
N_3(I,J,K,L) &= 0 \quad L = 1,2,3,4 \\
B_1(I,J,K) &= D_B - \alpha_b C_B \\
B_2(I,J,K) &= B_1(I,J,K) + C_B \\
B_3(I,J,K,L) &= 0 \quad L = 1,2,3,4
\end{align*}
\]  

(A3.1)
Bounded Skew-Upwind Differencing

\[ E_1(I,J,K) = (c_e^u - 1) C_E \]
\[ E_2(I,J,K) = E_1(I,J,K) + C_E \]
\[ E_3(I,J,K,1) = D_E(\text{Pe}_e - \text{Pe}_e^*) (k_3 k_1)_e \]
\[ E_3(I,J,K,2) = D_E(\text{Pe}_e - \text{Pe}_e^*) \left[ k_3 (1 - k_1) \right]_e \]
\[ E_3(I,J,K,3) = D_E(\text{Pe}_e - \text{Pe}_e^*) \left[ (1 - k_3) k_1 \right]_e \]
\[ E_3(I,J,K,4) = D_E(\text{Pe}_e - \text{Pe}_e^*) \left[ (1 - k_3) (1 - k_1) - 1 \right]_e \quad (A3.4) \]

\[ N_1(I,J,K) = (c_n^v - 1) C_N \]
\[ N_2(I,J,K) = N_1(I,J,K) + C_N \]
\[ N_3(I,J,K,1) = D_N(\text{Pe}_n - \text{Pe}_n^*) (k_3 k_1)_n \]
\[ N_3(I,J,K,2) = D_N(\text{Pe}_n - \text{Pe}_n^*) \left[ k_3 (1 - k_1) \right]_n \]
\[ N_3(I,J,K,3) = D_N(\text{Pe}_n - \text{Pe}_n^*) \left[ (1 - k_3) k_1 \right]_n \]
\[ N_3(I,J,K,4) = D_N(\text{Pe}_n - \text{Pe}_n^*) \left[ (1 - k_3) (1 - k_1) - 1 \right]_n \quad (A3.5) \]

\[ B_1(I,J,K) = (c_b^w - 1) C_B \]
\[ B_2(I,J,K) = B_1(I,J,K) + C_B \]
\[ B_3(I,J,K,1) = D_B(\text{Pe}_b - \text{Pe}_b^*) (k_3 k_1)_b \]
\[ B_3(I,J,K,2) = D_B(\text{Pe}_b - \text{Pe}_b^*) \left[ k_3 (1 - k_1) \right]_b \]
\[ B_3(I,J,K,3) = D_B(\text{Pe}_b - \text{Pe}_b^*) \left[ (1 - k_3) k_1 \right]_b \]
\[ B_3(I,J,K,4) = D_B(\text{Pe}_b - \text{Pe}_b^*) \left[ (1 - k_3) (1 - k_1) - 1 \right]_b \quad (A3.6) \]

The use of central vs. bounded skew-upwind differencing is determined by the value of the Peclet number at each face. The parameters, \( C_E, D_E, \alpha_e, k_1, \ldots \) are local values; the subscripts \((I,J,K)\) have been omitted in the interest of readability. The corresponding flux contributions at the west face are given immediately by \( E_1(I-1,J,K), E_2(I-1,J,K), \ldots \), the flux contributions at the south face are \( N_1(I,J-1,K), N_2(I,J-1,K), \ldots \), and the flux contributions at the front face are \( B_1(I,J,K-1), B_2(I,J,K-1), \ldots \).
The coefficients of the finite-difference form of the equations of motion may then be defined in terms of these flux contributions. The results are presented in Table A-11. The notation used in Table A-11 can be explained by examining, for example, the second term, exclusive of the blending factor, in the equation for $A_B$ at the node $(I,J,K)$: 

$$\sigma_u (1 - \sigma_w) E_3 (I,J,K,2).$$

The subscripts $I,J,K$ indicate the node at which $\sigma_u$, $\sigma_w$, and $E_3$ are evaluated; the fourth subscript refers to the flux contribution $E_3(I,J,K,L)$ with $L$ equal to 2—see Eq. (A3.1) or Eq. (A3.4).

For the two-dimensional case, it is relatively easy to demonstrate that $A_p$ is equal to the sum of the other eight coefficients when use is made of the mass continuity equation. It is assumed in the three-dimensional case that $A_p$ is now equal to the sum of the other 26 coefficients in Table A-11 when use is made of the mass continuity equation:

$$C_E - C_W + C_N - C_S + C_B - C_F = 0 \quad (A3.7)$$

The boundary conditions (Section A.4) and the blending scheme (Section A.5) can be applied directly to the flux contributions so that the results shown in Table A-11 are general.
A.4 - Boundary Conditions

The boundary conditions are applied to the flux contributions as defined by Eqs. (A3.1) through (A3.6) so that the set of coefficients (e.g., Table A-11) for each dependent variable is the same throughout the computational domain. This consistency simplifies the application of both (1) the algorithm for solving the set of simultaneous equations for each variable and (2) the bounding procedure (see Section A.5).

Scalars

It will be recalled that the axial velocities are stored midway between the scalar gridlines in the axial direction; therefore, the axial velocities are stored at the midpoint of the east and west faces of the scalar control volumes. Similarly the radial velocities are stored at the midpoint of the north and south faces of the scalar control volumes and the lateral velocities are stored at the midpoint of the front and back faces of the scalar control volumes.

Physical boundaries are located midway between scalar gridlines in the appropriate direction. In the following discussion, the boundary conditions are applied to the various faces of the control volume for an interior node (I,J,K) to produce modified east-west flux contributions (E1, E2, E3), north-south flux contributions (N1, N2, N3), or back-front flux contributions (B1, B2, B3) for use in calculating the coefficients of the finite-difference equations for the scalars (e.g., Table A-11).

There are five types of boundary conditions to be considered; these types are:

(1) specified wall,
(2) axis of symmetry, planes of symmetry,
(3) unspecified opening,
(4) specified inlet, and
(5) periodicity.

The application of these boundary conditions to modify the flux contributions used to determine the finite-difference coefficients for a node (I,J,K) having a physical boundary on the west face of its control volume will be described in detail. The modifications to the coefficients due to the other physical boundaries are similar and will be summarized.

a) West Face

For a specified wall, the value of the scalar at the wall may be either known (e.g., turbulence kinetic energy = 0) or unknown (e.g., turbulence dissipation). Since the
variation of the scalar from its wall value to the value at the node \((I,J)\) is (generally) non-linear, it is prudent in every case to decouple the wall values from the system of equations. The influence of the wall can be reflected by using appropriate wall functions to compute the source terms for the scalars. From Table A-11, it can be seen that the (known or unknown) wall values of the scalar can be excluded if the co-efficients \(A_{BNW}', A_{BSW}', A_{BW}', A_{FNW}', A_{FSW}', A_{FW}', A_{NW}', A_{SW}'\) and \(A_w\) are set to zero. These coefficients will vanish if the following flux contributions are set accordingly:

\[
\begin{align*}
E2(I-1,J,K) &= 0 \\
E3(I-1,J,K,L) &= 0 \quad L = 1,2,3,4 \\
N3(I,J,K,L) &= 0 \\
N3(I,J-1,K,L) &= 0 \quad L = 1,2 \\
B3(I,J,K,L) &= 0 \\
B3(I,J,K-1,L) &= 0
\end{align*}
\] (A4.1)

If the west face of the control volume for the node \((I,J,K)\) is a plane of symmetry, then the flux normal to this face is zero. By definition, the unknown values of the scalar at the nodes \((I-1,J,K)\) and \((I,J,K)\) are equal; the gradient of the scalar normal to the axis vanishes there. Thus, an axis of symmetry is mathematically identical to a specified wall boundary condition with zero gradient (source) at the wall. The modifications to the flux contributions are given by Eq. (A4.1).

For an unspecified opening, it is assumed that (1) the flow is exiting through the opening, (2) the streamlines are parallel in the vicinity of the opening, and (3) the cell Peclet number exceeds the transition value. By the third assumption, the skew differencing formulae, Eqs. (A3.4) through (A3.6) are used but by the second assumption the flux contributions \(E3, N3, B3\) used in the calculation of the nine co-efficients are zero. By the first assumption, the flow direction switch \(o_{e}^{u}\) at the node \((I-1,J,K)\) is zero so that \(E2(I-1,J,K)\) is zero. As a result, the conditions in Eq. (A4.1) are satisfied and all nine coefficients are zero. Thus, the unknown values of the scalars at the unspecified opening are decoupled from the system of equations.

It is seen that the modifications to the flux contributions for the specified wall, axis of symmetry, and unspecified opening boundary condition are identical.
For a specified opening, the value of the scalar is known at the west face of the control volume for the node \((I,J,K)\) since, as noted above, the physical boundary in this case is located at the west face of the scalar control volume. In general, the cell Peclet number is greater than the transition value whenever the boundary represents a specified opening. Therefore, the flux contributions \(E_1\), \(E_2\) and \(E_3\) at the node \((I-1,J,K)\) are computed using the skew upwind differencing formulae, Eq. (A3.4). However, since the boundary is coincident with the west face of the control volume for the node \((I,J,K)\), there is no skewing of the flow at this face and, therefore, all \(E_3\) at \((I-1,J,K)\) are set to zero.

The determination of the co-efficients for the node \((I,J,K)\) in this case also requires the computation of north, south, back and front contributions. Since the specified opening is coincident with the west face of the control volume for the node \((I,J,K)\) and since this face is located midway between the nodes \((I-1,J,K)\) and \((I,J,K)\), it is necessary to double the value of the skewing interpolation factors used in calculating these flux contributions. Thus, for the specified opening:

\[
E_3(I-1,J,K,L) = 0 \quad L = 1,2,3,4
\]

\[
(K_3)_n = \min \left[ 1, 2(K_3)_n \right]
\]

\[
(K_3)_s = \min \left[ 1, 2(K_3)_s \right]
\]

\[
(K_3)_b = \min \left[ 1, 2(K_3)_b \right]
\]

\[
(K_3)_f = \min \left[ 1, 2(K_3)_f \right]
\]

The analysis of the modifications to the flux contributions for a physical boundary at other faces of the control volume is similar and the results are summarized as follows.

b) East Face

(1) For a specified wall, axis of symmetry, or unspecified opening:

\[
E_1(I,J,K) = 0
\]

\[
E_3(I,J,K,L) = 0 \quad L = 1,2,3,4
\]

\[
N_3(I,J,K,L) = 0
\]

\[
N_3(I,J-1,K,L) = 0 \quad L = 1,2
\]

\[
B_3(I,J,K,L) = 0
\]

\[
B_3(I,J,K-1,L) = 0 \quad L = 1,2
\]

(A4.3)
(2) For a specified opening:

\[
E_3(I, J, K, L) = 0 \quad L = 1, 2, 3, 4 \\
(K_3)_n = \min \left[ 1, 2(K_3)_n \right] \\
(K_3)_s = \min \left[ 1, 2(K_3)_s \right] \\
(K_3)_b = \min \left[ 1, 2(K_3)_b \right] \\
(K_3)_f = \min \left[ 1, 2(K_3)_f \right] 
\]

(A4.4)

c) South Face

(1) For a specified wall, axis of symmetry, or unspecified opening:

\[
N_2(I, J-1, K) = 0 \\
N_3(I, J-1, K, L) = 0 \quad L = 1, 2, 3, 4 \\
E_3(I, J, K, L) = 0 \\
E_3(I-1, J, K, L) = 0 \quad L = 1, 3 \\
B_3(I, J, K, L) = 0 \\
B_3(I, J, K-1, L) = 0 
\]

(A4.5)

(2) For a specified opening:

\[
N_3(I, J-1, K, L) = 0 \quad L = 1, 2, 3, 4 \\
(K_1)_e = \min \left[ 1, 2(K_1)_e \right] \\
(K_1)_w = \min \left[ 1, 2(K_1)_w \right] \\
(K_1)_b = \min \left[ 1, 2(K_1)_b \right] \\
(K_1)_f = \min \left[ 1, 2(K_1)_f \right] 
\]

(A4.6)

d) North Face

(1) For a specified wall, axis of symmetry, or unspecified opening:

\[
N_1(I, J, K) = 0 \\
N_3(I, J, K, L) = 0 \quad L = 1, 2, 3, 4 \\
E_3(I, J, K, L) = 0 \\
E_3(I-1, J, K, L) = 0 \quad L = 1, 3 \\
B_3(I, J, K, L) = 0 \\
B_3(I, J, K-1, L) = 0 
\]

(A4.7)
(2) For a specified opening:

\[ N_3(I, J, K, L) = 0 \quad L = 1, 2, 3, 4 \]
\[ (K_1)_e = \min \left[ 1, 2(K_1)_e \right] \]
\[ (K_1)_w = \min \left[ 1, 2(K_1)_w \right] \]
\[ (K_1)_b = \min \left[ 1, 2(K_1)_b \right] \]
\[ (K_1)_f = \min \left[ 1, 2(K_1)_f \right] \]  
(A4.8)

\textbf{e) Front Face}

(1) For a specified wall, axis of symmetry, or unspecified opening:

\[ B_2(I, J, K-1) = 0 \]
\[ B_3(I, J, K-1, L) = 0 \quad L = 1, 2, 3, 4 \]
\[ E_3(I, J, K, L) = 0 \quad L = 1, 2 \]
\[ E_3(I-1, J, K, L) = 0 \quad L = 1, 2 \]
\[ N_3(I, J, K, L) = 0 \quad L = 1, 3 \]  
(A4.9)

(2) For a specified opening:

\[ B_3(I, J, K-1, L) = 0 \quad L = 1, 2, 3, 4 \]
\[ (K_3)_e = \min \left[ 1, 2(K_3)_e \right] \]
\[ (K_3)_w = \min \left[ 1, 2(K_3)_w \right] \]
\[ (K_1)_n = \min \left[ 1, 2(K_1)_n \right] \]
\[ (K_1)_s = \min \left[ 1, 2(K_1)_s \right] \]  
(A4.10)

\textbf{f) Back Face}

(1) For a specified wall, axis of symmetry, or unspecified opening:

\[ B_1(I, J, K) = 0 \]
\[ B_3(I, J, K, L) = 0 \quad L = 1, 2, 3, 4 \]
\[ E_3(I, J, K, L) = 0 \quad L = 1, 2 \]
\[ E_3(I-1, J, K, L) = 0 \quad L = 1, 2 \]
\[ N_3(I, J, K, L) = 0 \quad L = 1, 3 \]  
(A4.11)
(2) For a specified opening:

\[ B3(I,J,K,L) = 0 \quad L = 1,2,3,4 \]

\[ (k_3)_e = \min [1, 2(k_3)_e] \]

\[ (k_3)_w = \min [1, 2(k_3)_w] \]

\[ (k_1)_n = \min [1, 2(k_1)_n] \]

\[ (k_1)_s = \min [1, 2(k_1)_s] \]  \hspace{1cm} (A4.12)

**Axial Velocity**

The east and west faces of the axial velocity control volumes are co-incident with the vertical scalar gridlines. The axial storage locations of physical boundaries are the same as the axial locations of the axial velocities; the inverse is, of course, not true. The radial and lateral locations of the u velocity and scalar control volumes are identical.

**a) West Face**

Assume that a physical boundary is located to the west of the axial velocity control volume. If the physical boundary represents either a specified wall or an axis of symmetry, then the axial velocity at this face is zero; if it represents a specified opening, then the axial velocity is a known, specified value. If the physical boundary represents an unspecified opening, then it is assumed that the axial velocity is known from the previous iteration. In every case, it is seen that the axial velocity is known at the west face of the axial velocity control volume. Therefore, the axial velocity at the west face of the control volume can be computed in the same manner as is used for any axial velocity interior node.

The radial and lateral velocities for the west face of the axial velocity control volume are interpolated in the same manner as they are for the west face of a scalar control volume since the radial and lateral grid line locations for the scalars and axial velocity are identical. Thus, one can obtain the values of u, v and w and the flux contributions can be computed using Eqs. (A3.1) through (A3.6) in the usual manner. Thus, it is seen, that the application of the boundary conditions requires no modification to the computation of the flux contributions.
b) East Face

A similar analysis leads to the conclusion that no modifications are made to the computation of the flux contributions.

c) South, North, Front and Back Faces

Since the radial and lateral positions are identical for both the axial velocity and scalars, the modifications of the flux contributions for these faces of the axial velocity control volume are the same as those required for the corresponding face of the scalar control volume.

Radial Velocity

The radial velocity control volumes have radial and lateral positions identical to those for the scalar control volumes.

a) South and North Faces

No modifications are necessary. (See discussion for west and east faces of axial velocity control volumes.)

b) West, East, Front and Back Faces

Use modifications for corresponding face of the scalar control volume.

Lateral Velocity

The lateral velocity control volumes have axial and radial positions identical to those for the scalar control volumes.

a) Front and Back Faces

No modifications are necessary. (See discussion for west and east faces of axial velocity control volumes.)

b) West, East, South and North Faces

Use modifications for corresponding face of scalar control volumes.

Special Treatment for Corner Regions

At a corner, it is necessary to compute the flux contributions as a weighted average of the fluxes in the vicinity of both a wall and a fluid boundary (unspecified opening or specified opening). The weighting is equal to the fraction of the face of the control volume adjacent to the solid boundary. Since this procedure is not peculiar to the bounded skew-upwind differencing procedure, but is part of the general procedures used for all finite-difference schemes in the TEACH computer program, it will not be described further.
A.5 - The Bounding Scheme

The calculation of the bounded skew-upwind differencing fluxes and, therefore, the determination of the coefficients to the finite-difference form of the equations of motion requires that the blending factor, $\gamma$, be determined. The blending factor specifies the relative proportions of the flux computed using skew and upwind differencing. For example, at the west face of the typical control volume, Eq. (A2.40) states:

$$F_{wBSUD} = \gamma_w F_{wSUD} + (1 - \gamma_w) F_{wUD} \quad (A5.1)$$

The co-efficients including the local blending factors are listed in Table A-11. The blending factors are limited to the range $0 \leq \gamma \leq 1$. Examination of the terms in each of the co-efficients in Table A-11 lead to the following general conclusions:

1. For the principal co-efficients (those with a single subscript such as $A_B$, $A_E$, etc.), the term without a blending factor $\gamma$ is unconditionally non-negative and the five terms containing blending factors are unconditionally non-positive.

2. For the edge co-efficients (those with two subscripts such as $A_{BE}$, $A_{NW}$, etc.), two terms are unconditionally non-negative and two terms are unconditionally non-positive.

3. The corner co-efficients (those with three subscripts such as $A_{BSE}$, $A_{FSW}$, etc.) are unconditionally non-negative.

Therefore, it is possible that some of the coefficients in Table A-11 will be negative.

It is desirable that all of the co-efficients of the finite-difference form of the equations of motion (Eq. (A1.7)) be non-negative for in this case the value of the dependent variable $\phi$ at the node P is simply a weighted average of the values of $\phi$ at the surrounding nodes exclusive of (the somewhat complicating) effects of local sources. A bounding scheme is a procedure to limit the values of the co-efficients of the finite-difference equations in such a manner as to produce this physically realistic result. Its principal computational advantage is to exclude under- and overshoots of the solution during the iterative procedure; these oscillations can produce severe numerical instability.
The bounding procedure used herein is based upon the following sequence:

(1) for each iteration, the solution for the distribution of the dependent variable \( \phi \) is obtained using the blending factors \( \gamma \) determined during the previous iteration; the blending factors are set to unity for the first iteration;

(2) for each point \( P \) in the variable field, the maximum and minimum values for \( \phi \) are determined from the 26 neighbors:

\[
\begin{align*}
\phi_{\text{max}} &= \max (\phi_k) \\
\phi_{\text{min}} &= \min (\phi_k)
\end{align*}
\]

where \( \phi_k \) is the value of \( \phi \) at any of the 26 neighboring nodes and \( k \neq P \).

It should be noted that the effects of sources are not included explicitly in calculating \( \phi_{\text{max}} \) or \( \phi_{\text{min}} \) since the explicit result is difficult to perform while avoiding double counting of the source effect. In any case, the results obtained will be no worse than to force the use of upwind differencing by making \( \gamma = 0 \). According to Professor A. D. Gosman, consultant to this project, the determination of \( \phi_{\text{max}} \) and \( \phi_{\text{min}} \) is an area for which further research is needed.

It should also be noted that one or more \( \phi \) may be excluded from the determination of \( \phi_{\text{max}} \) or \( \phi_{\text{min}} \) when the control volume under consideration is adjacent to certain types of physical boundaries. For example, if the x-axis is an axis of symmetry, then \( \phi_S \) is excluded since it is identical to \( \phi_P \) and its use could yield an inappropriate range of permissible values.

(3) if \( \phi_{\text{min}} < \phi_P < \phi_{\text{max}} \), then the local value of the blending factor is unaltered from its current value. However, if \( \phi_P \) is outside of this range, then a new value of \( \gamma \) must be determined. For this purpose each of the co-efficients in Table A-11 is written in the form:

\[
A_k = A_k^i + \gamma A_k^i, \quad k = N, S, NE, SE \ldots
\]

where it has been assumed that the blending factors for each of the faces of the local control volume are equal. Then Eq. (A1.7) can be written as:

\[
\phi_P \left[ \sum A_k^i + \gamma \sum A_k^i \right] - S_P \phi_P = \sum A_k^i \phi_k + \gamma \sum A_k^i \phi_k + S_u
\]
Now, if \( \phi_p < \phi_{\text{min}} \), then from this equation,

\[
\gamma = \frac{\Sigma A_k \phi_k - \phi_{\text{min}} \Sigma A_k' + S_u + S_p \phi_{\text{min}}}{\phi_{\text{min}} \Sigma A_k'' - \Sigma A_k' \phi_k}
\]  

(A5.6)

but if \( \phi_p > \phi_{\text{max}} \), then

\[
\gamma < \frac{\Sigma A_k' \phi_k - \phi_{\text{max}} \Sigma A_k' + S_u + S_p \phi_{\text{max}}}{\phi_{\text{max}} \Sigma A_k'' - \Sigma A_k' \phi_k}
\]

(A5.7)

Of course, in practice the value of \( \gamma \) is determined by use of the appropriate equality for Eq. (A5.6) or Eq. (A5.7).

(4) In this fashion, the local value of \( \gamma(I,J,K) \) is determined. The co-efficients in Table A-11 are then recomputed using the blending factors and the new distribution of \( \phi \) is determined. For each face of the control volume at the point \( (I,J,K) \) there are two values of \( \gamma \) as determined for the two control volumes sharing the common face. Thus, a sufficient condition for assigning local values of the blending factors is given by:

\[
\begin{align*}
\gamma_w &= \min \left[ \gamma(I-1,J,K), \gamma(I,J,K) \right] \\
\gamma_e &= \min \left[ \gamma(I,J,K), \gamma(I+1,J,K) \right] \\
\gamma_s &= \min \left[ \gamma(I,J-1,K), \gamma(I,J,K) \right] \\
\gamma_n &= \min \left[ \gamma(I,J,K), \gamma(I,J+1,K) \right] \\
\gamma_f &= \min \left[ \gamma(I,J,K-1), \gamma(I,J,K) \right] \\
\gamma_b &= \min \left[ \gamma(I,J,K), \gamma(I,J,K+1) \right]
\end{align*}
\]

(A5.7)

This procedure for determining the blending factors effectively limits the value of the dependent variable range to values of its immediate neighbors. However, it is still possible that some of the main co-efficients will be negative. More restrictive schemes can be formulated that guarantee that all co-efficients of the finite-difference equations are non-negative but these procedures achieve this result by reducing the blending factor toward zero; the greater relative contribution of upwind differencing in this case produces larger amounts of numerical diffusion. Thus, the selection of a blending scheme represents a compromise between the undesirable effects of numerical instability and numerical diffusion.
The final blending factor field determines the ratio of the UDS solution present in the final solution. Since at present it is not possible to ensure that the blending factor field is unique for a given problem the solution generated by BSUDS2 is also not unique. Although it lies between UDS and SUDS. The reason for non-unique blending factor field is the following.

The calculation of blending factors depends on the value of the coefficients. These coefficients are calculated on the basis of the flow field that existed in the previous iteration. Hence the initial blending factor field strongly depends on the first guess. If, due to a bad guess, for example, at some nodes in the first iterations some of the factors are set to zero, the following iteration will produce a solution for those nodes which will be in inbounds. Hence the blending factors will never be increased from zero subsequently, and the final solution will be nearer to UDS. On the contrary a good first guess will not cause these factors to be set to zero at the final solution would be nearer to SUDS. In short if a bad guess forces the introduction of more than the minimum required numerical diffusion in the solution, there is no mechanism for diffusion to be taken out in the final stages of the solution. In the present code this adverse effect is minimized by under-relaxing the blending factor. But this practice can some times cause a minor problem. In some cases it is possible to obtain convergence with the solution being unbounded at some nodes. This problem can be completely avoided by checking for the undershoots and overshoots after convergence has been obtained. If an unbounded solution is detected iterations can be continued until a bounded solution is obtained. The above approach to achieving a unique solution from BSUDS2 is only one of a number of options that can be used. Another approach would be to update the blending factor at every iteration and not under-relax them at all.
APPENDIX A - REFERENCES

### Nomenclature

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>Coefficient in finite-difference equations (Eq. A1.7)</td>
</tr>
<tr>
<td>a</td>
<td>Flow area</td>
</tr>
<tr>
<td>B1, B2, B3</td>
<td>Flux contributions, back face of control volume</td>
</tr>
<tr>
<td>C</td>
<td>Convective flux</td>
</tr>
<tr>
<td>D</td>
<td>Diffusive flux</td>
</tr>
<tr>
<td>E1, E2, E3</td>
<td>Flux contributions, east face of control volume</td>
</tr>
<tr>
<td>F</td>
<td>Flux</td>
</tr>
<tr>
<td>I</td>
<td>Index for nodes - axial direction</td>
</tr>
<tr>
<td>J</td>
<td>Index for nodes - radial location</td>
</tr>
<tr>
<td>K</td>
<td>Index for nodes - lateral direction</td>
</tr>
<tr>
<td>k₁, k₃</td>
<td>Skewing interpolation factors</td>
</tr>
<tr>
<td>L</td>
<td>Flux contribution index for B3, E3 or N3</td>
</tr>
<tr>
<td>N1, N2, N3</td>
<td>Flux contributions, north face of control volume</td>
</tr>
<tr>
<td>Pe</td>
<td>Peclet number</td>
</tr>
<tr>
<td>r</td>
<td>Radial coordinate</td>
</tr>
<tr>
<td>S</td>
<td>Source</td>
</tr>
<tr>
<td>s</td>
<td>Distance along streamline (e.g., see Fig. A-5)</td>
</tr>
<tr>
<td>u</td>
<td>Axial velocity</td>
</tr>
<tr>
<td>v</td>
<td>Radial (or vertical) velocity</td>
</tr>
<tr>
<td>w</td>
<td>Lateral velocity</td>
</tr>
<tr>
<td>x</td>
<td>Axial co-ordinate</td>
</tr>
<tr>
<td>y</td>
<td>Vertical (or radial) co-ordinate</td>
</tr>
<tr>
<td>z</td>
<td>Lateral co-ordinate</td>
</tr>
<tr>
<td>α</td>
<td>Interpolation factor</td>
</tr>
<tr>
<td>Γ</td>
<td>Exchange co-efficient</td>
</tr>
<tr>
<td>γ</td>
<td>Blending factor</td>
</tr>
<tr>
<td>Δx, Δy, Δz</td>
<td>Internodal distances</td>
</tr>
<tr>
<td>θ</td>
<td>Azimuthal or co-ordinate</td>
</tr>
<tr>
<td>φ</td>
<td>Dependent variable</td>
</tr>
<tr>
<td>ρ</td>
<td>Density</td>
</tr>
</tbody>
</table>
\( \sigma_u, \sigma_v, \sigma_w \) Flow velocity direction switches

**Subscripts**

B Back node – see Fig. A-1
b Back face
BE, BN, BS, BW Back edge nodes – see Fig. A-1
BNE, BNW, BSE, BSW Back corner nodes – see Fig. A-1
BSUD Bounded skew-upwind differencing
CD Central differencing
E East node – see Fig. A-1
e East face
F Front node – see Fig. A-1
f Front face
FE, FN, FS, FW Front edge nodes – see Fig. A-1
FNE, FNW, FSE, FSW Front corner nodes – see Fig. A-1
k Dummy index
max Maximum value
min Minimum value
N North node – see Fig. A-1
n North face
NE Northeast node – see Fig. A-1
NW Northwest node – see Fig. A-1
P Node at center of control volume – see Fig. A-1
S South node – see Fig. A-1
s South face
SE Southeast node – see Fig. A-1
SW Southwest node – see Fig. A-1
SUD Skew upwind differencing
u Value not dependent on \( \phi_P \)
UD Upwind differencing
W West node – see Fig. A-1
w West face
\( \pi \) Dummy node indicator
\( \phi \) Dependent variable
' Interpolated value
''
Superscripts

\( (\ )^u \) Axial velocity
\( (\ )^v \) Radial or vertical velocity
\( (\ )^w \) Lateral velocity
\( (\ )^* \) Transition
\( (\ )' \) For co-efficients, value not associated with \( \gamma \)
\( (\ )'' \) For coefficients, value associated with \( \gamma \)
\( (\ )^+, (\ )^{++}, \text{etc.} \) Intermediate values of interpolated result for assumed velocity components
TABLE A-1

Central Differencing Fluxes

West

\[
\frac{F_{\text{wCD}}}{D_W} = \left[ P_e (1-\alpha_w) + 1 \right] \phi_w + (\alpha_w P_e - 1) \phi_p
\]

East

\[
\frac{F_{\text{eCD}}}{D_E} = \left[ P_e (1-\alpha_e) + 1 \right] \phi_e + (\alpha_e P_e - 1) \phi_E
\]

South

\[
\frac{F_{\text{sCD}}}{D_S} = \left[ P_e (1-\alpha_s) + 1 \right] \phi_s + (\alpha_s P_e - 1) \phi_p
\]

North

\[
\frac{F_{\text{nCD}}}{D_N} = \left[ P_e (1-\alpha_n) + 1 \right] \phi_n + (\alpha_n P_e - 1) \phi_N
\]

Front

\[
\frac{F_{\text{fCD}}}{D_F} = \left[ P_e (1-\alpha_f) + 1 \right] \phi_f + (\alpha_f P_e - 1) \phi_p
\]

Back

\[
\frac{F_{\text{bCD}}}{D_B} = \left[ P_e (1-\alpha_b) + 1 \right] \phi_p + (\alpha_b P_e - 1) \phi_B
\]
TABLE A-2

Upwind Difference Fluxes

**West**

\[
\frac{F_{\text{WUD}}}{D_w} = P_{e_w} \left[ \sigma_w \phi_W + (1-\sigma_w) \phi_p \right]
\]

**East**

\[
\frac{F_{\text{EUD}}}{D_E} = P_{e_e} \left[ \sigma_u \phi_p + (1-\sigma_u) \phi_E \right]
\]

**South**

\[
\frac{F_{\text{SUD}}}{D_S} = P_{e_s} \left[ \sigma_s \phi_s + (1-\sigma_s) \phi_p \right]
\]

**North**

\[
\frac{F_{\text{NUD}}}{D_N} = P_{e_n} \left[ \sigma_n \phi_p + (1-\sigma_n) \phi_N \right]
\]

**Front**

\[
\frac{F_{\text{FUD}}}{D_F} = P_{e_f} \left[ \sigma_f \phi_F + (1-\sigma_f) \phi_p \right]
\]

**Back**

\[
\frac{F_{\text{BUD}}}{D_B} = P_{e_b} \left[ \sigma_b \phi_p + (1-\sigma_b) \phi_B \right]
\]
TABLE A-3

Geometric Parameters Used in Interpolation Factors

<table>
<thead>
<tr>
<th>Face</th>
<th>u</th>
<th>v</th>
<th>w</th>
<th>Δx</th>
<th>Δy</th>
<th>Δz</th>
</tr>
</thead>
<tbody>
<tr>
<td>East</td>
<td>≥ 0</td>
<td>≥ 0</td>
<td>≥ 0</td>
<td>P to E</td>
<td>P to S</td>
<td>P to F</td>
</tr>
<tr>
<td></td>
<td>≥ 0</td>
<td>≥ 0</td>
<td>&lt; 0</td>
<td>P to E</td>
<td>P to S</td>
<td>P to B</td>
</tr>
<tr>
<td></td>
<td>≥ 0</td>
<td>&lt; 0</td>
<td>≥ 0</td>
<td>P to E</td>
<td>P to N</td>
<td>P to F</td>
</tr>
<tr>
<td></td>
<td>≥ 0</td>
<td>&lt; 0</td>
<td>&lt; 0</td>
<td>P to E</td>
<td>P to N</td>
<td>P to B</td>
</tr>
<tr>
<td></td>
<td>&lt; 0</td>
<td>≥ 0</td>
<td>≥ 0</td>
<td>P to E</td>
<td>P to S</td>
<td>P to F</td>
</tr>
<tr>
<td></td>
<td>&lt; 0</td>
<td>≥ 0</td>
<td>&lt; 0</td>
<td>P to E</td>
<td>P to S</td>
<td>P to B</td>
</tr>
<tr>
<td></td>
<td>&lt; 0</td>
<td>&lt; 0</td>
<td>≥ 0</td>
<td>P to E</td>
<td>P to N</td>
<td>P to F</td>
</tr>
<tr>
<td></td>
<td>&lt; 0</td>
<td>&lt; 0</td>
<td>&lt; 0</td>
<td>P to E</td>
<td>P to N</td>
<td>P to B</td>
</tr>
<tr>
<td>North</td>
<td>≥ 0</td>
<td>≥ 0</td>
<td>≥ 0</td>
<td>P to W</td>
<td>P to N</td>
<td>P to F</td>
</tr>
<tr>
<td></td>
<td>≥ 0</td>
<td>≥ 0</td>
<td>&lt; 0</td>
<td>P to W</td>
<td>P to N</td>
<td>P to B</td>
</tr>
<tr>
<td></td>
<td>≥ 0</td>
<td>&lt; 0</td>
<td>≥ 0</td>
<td>P to W</td>
<td>P to N</td>
<td>P to F</td>
</tr>
<tr>
<td></td>
<td>≥ 0</td>
<td>&lt; 0</td>
<td>&lt; 0</td>
<td>P to W</td>
<td>P to N</td>
<td>P to B</td>
</tr>
<tr>
<td></td>
<td>&lt; 0</td>
<td>≥ 0</td>
<td>≥ 0</td>
<td>P to E</td>
<td>P to N</td>
<td>P to F</td>
</tr>
<tr>
<td></td>
<td>&lt; 0</td>
<td>≥ 0</td>
<td>&lt; 0</td>
<td>P to E</td>
<td>P to N</td>
<td>P to B</td>
</tr>
<tr>
<td></td>
<td>&lt; 0</td>
<td>&lt; 0</td>
<td>≥ 0</td>
<td>P to E</td>
<td>P to N</td>
<td>P to F</td>
</tr>
<tr>
<td></td>
<td>&lt; 0</td>
<td>&lt; 0</td>
<td>&lt; 0</td>
<td>P to E</td>
<td>P to N</td>
<td>P to B</td>
</tr>
<tr>
<td>Back</td>
<td>≥ 0</td>
<td>≥ 0</td>
<td>≥ 0</td>
<td>P to W</td>
<td>P to S</td>
<td>P to B</td>
</tr>
<tr>
<td></td>
<td>≥ 0</td>
<td>≥ 0</td>
<td>&lt; 0</td>
<td>P to W</td>
<td>P to S</td>
<td>P to B</td>
</tr>
<tr>
<td></td>
<td>≥ 0</td>
<td>&lt; 0</td>
<td>≥ 0</td>
<td>P to W</td>
<td>P to S</td>
<td>P to B</td>
</tr>
<tr>
<td></td>
<td>≥ 0</td>
<td>&lt; 0</td>
<td>&lt; 0</td>
<td>P to W</td>
<td>P to S</td>
<td>P to B</td>
</tr>
<tr>
<td></td>
<td>&lt; 0</td>
<td>≥ 0</td>
<td>≥ 0</td>
<td>P to E</td>
<td>P to S</td>
<td>P to B</td>
</tr>
<tr>
<td></td>
<td>&lt; 0</td>
<td>≥ 0</td>
<td>&lt; 0</td>
<td>P to E</td>
<td>P to S</td>
<td>P to B</td>
</tr>
<tr>
<td></td>
<td>&lt; 0</td>
<td>&lt; 0</td>
<td>≥ 0</td>
<td>P to E</td>
<td>P to N</td>
<td>P to B</td>
</tr>
<tr>
<td></td>
<td>&lt; 0</td>
<td>&lt; 0</td>
<td>&lt; 0</td>
<td>P to E</td>
<td>P to N</td>
<td>P to B</td>
</tr>
</tbody>
</table>
TABLE A-4

INTERPOLATED VALUE FOR $\phi$ - WEST FACE

$U_w \geq 0, V_w \geq 0, \text{ all } W_w$

$$\phi_{w^+}^{++} = c_w^V k_3 [k_{1\phi_{FSW}} + (1-k_1) \phi_{FW}] + (1-c_w^V) k_3 [k_{1\phi_{BSW}} + (1-k_1) \phi_{BW}]$$

$$+ \ (1-k_3) [k_{1\phi_{SW}} = (1-k_1) \phi_w]$$

$U_w \geq 0, V_w < 0, \text{ all } W_w$

$$\phi_{w^-}^{+-} = c_w^V k_3 [k_{1\phi_{FNW}} + (1-k_1) \phi_{FW}] + (1-c_w^V) k_3 [k_{1\phi_{BNW}} + (1-k_1) \phi_{BW}]$$

$$+ \ (1-k_3) [k_{1\phi_{NW}} + (1-k_1) \phi_w]$$

$U_w < 0, V_w \geq 0, \text{ all } W_w$

$$\phi_{w^+}^{-+} = c_w^V k_3 [k_{1\phi_{FSN}} + (1-k_1) \phi_F] + (1-c_w^V) k_3 [k_{1\phi_{BSN}} + (1-k_1) \phi_B]$$

$$+ \ (1-k_3) [k_{1\phi_{SN}} + (1-k_1) \phi_p]$$

$U_w < 0, V_w < 0, \text{ all } W_w$

$$\phi_{w^-}^{--} = c_w^V k_3 [k_{1\phi_{FNN}} + (1-k_1) \phi_F] + (1-c_w^V) k_3 [k_{1\phi_{BBN}} + (1-k_1) \phi_B]$$

$$+ \ (1-k_3) [k_{1\phi_{NN}} + (1-k_1) \phi_p]$$

Then

$$\phi^+_{w^+} = c_w^V \phi_{w^+}^{++} + (1-c_w^V) \phi_{w^-}^{+-} \quad k_1 = \min \left[ 1, \frac{1}{2} \Delta x \frac{|V_w|}{|U_w|} \right]$$

$$\phi^-_{w^-} = c_w^V \phi_{w^-}^{+-} + (1-c_w^V) \phi_{w^-}^{--} \quad k_2 = \min \left[ 1, \frac{1}{2} \Delta x \frac{|W_w|}{|U_w|} \right]$$

$$\phi^+_{w^-} = c_w^U \phi_{w^-}^{++} + (1-c_w^U) \phi_{w^-}^{+-}$$
TABLE A-5

INTERPOLATED VALUE FOR $\phi$-EAST FACE

\[ \phi_{e'''} = \sigma_e K_3 \left[ K_1 \phi_{FS} + (1-K_1) \phi_F \right] + (1-\sigma_e) K_3 \left[ K_1 \phi_{BS} + (1-K_1) \phi_B \right] \]

\[ + (1-K_3) \left[ K_1 \phi_S + (1-K_1) \phi_P \right] \]

\[ \phi_{e'''}^{+-} = c_e K_3 \left[ K_1 \phi_{FNE} + (1-K_1) \phi_{FE} \right] + (1-c_e) K_3 \left[ K_1 \phi_{BNE} + (1-K_1) \phi_{BE} \right] \]

\[ + (1-K_3) \left[ K_1 \phi_{SE} + (1-K_1) \phi_E \right] \]

\[ \phi_{e'''}^{-+} = \sigma_e K_3 \left[ K_1 \phi_{FC} + (1-K_1) \phi_C \right] + (1-\sigma_e) K_3 \left[ K_1 \phi_{BC} + (1-K_1) \phi_{BE} \right] \]

\[ + (1-K_3) \left[ K_1 \phi_{SE} + (1-K_1) \phi_E \right] \]

Then

\[ \phi_{e'''}^+ = \phi_{e'''}^{++} + (1-\sigma_e) \phi_{e'''}^{-+} \]

\[ \phi_{e'''}^- = \phi_{e'''}^{-+} + (1-\sigma_e) \phi_{e'''}^{++} \]

\[ \phi_{e'''} = \sigma_e \phi_{e'''}^+ + (1-\sigma_e) \phi_{e'''}^- \]
\[ K_1 = \min \left[ 1, \frac{1}{2} \frac{\Delta x}{\Delta y}, \frac{\text{Ve}}{\text{Ue}} \right] \]
\[ K_3 = \min \left[ 1, \frac{1}{2} \frac{\Delta x}{\Delta z}, \frac{\text{We}}{\text{Ue}} \right] \]
### TABLE A-6

**INTERPOLATED VALUE FOR \( \phi \)-SOUTH FACE**

<table>
<thead>
<tr>
<th>Condition</th>
<th>Equation</th>
</tr>
</thead>
</table>
| All \( U_s, V_s \geq 0, W_s \geq 0 \) | \[
\phi_{s}^{++} = \sigma_s u \left[ K_1 \phi_{FSW} + (1-K_1)\phi_{SW} \right] + (1-\sigma_s) K_3 \left[ K_1 \phi_{FSE} + (1-K_1) \phi_{SE} \right] + (1-K_3) \left[ K_1 \phi_{FS} + (1-K_1) \phi_{S} \right] \]
| All \( U_s, V_s \geq 0, W_s < 0 \) | \[
\phi_{s}^{++} = \sigma_s u \left[ K_1 \phi_{BSW} + (1-K_1)\phi_{SW} \right] + (1-\sigma_s) K_3 \left[ K_1 \phi_{BSE} + (1-K_1) \phi_{SE} \right] + (1-K_3) \left[ K_1 \phi_{BS} + (1-K_1) \phi_{S} \right] \]
| All \( U_s, V_s < 0, W_s \geq 0 \) | \[
\phi_{s}^{--} = \sigma_s u \left[ K_1 \phi_{Fw} + (1-K_1)\phi_{w} \right] + (1-\sigma_s) K_3 \left[ K_1 \phi_{FE} + (1-K_1) \phi_{E} \right] + (1-K_3) \left[ K_1 \phi_{F} + (1-K_1) \phi_{p} \right] \]
| All \( U_s, V_s < 0, W_s < 0 \) | \[
\phi_{s}^{--} = \sigma_s u \left[ K_1 \phi_{BW} + (1-K_1)\phi_{w} \right] + (1-\sigma_s) K_3 \left[ K_1 \phi_{BE} + (1-K_1) \phi_{E} \right] + (1-K_3) \left[ K_1 \phi_{B} + (1-K_1) \phi_{p} \right] \]

Then

\[
\begin{align*}
\phi_{s}^{++} &= \sigma_s \phi_{s}^{++} + (1-\sigma_s) \phi_{s}^{--} \\
\phi_{s}^{--} &= \sigma_s \phi_{s}^{--} + (1-\sigma_s) \phi_{s}^{++} \\
\phi_{s}^{--} &= \sigma_s \phi_{s}^{--} + (1-\sigma_s) \phi_{s}^{++} \\
\phi_{s}^{++} &= \sigma_s \phi_{s}^{++} + (1-\sigma_s) \phi_{s}^{--} \\
K_1 &= \min \left[ 1, \frac{1}{2} \frac{\Delta Y}{\Delta z} \left| \frac{W_s}{V_s} \right| \right] \\
K_3 &= \min \left[ 1, \frac{1}{2} \frac{\Delta Y}{\Delta x} \left| \frac{U_s}{V_s} \right| \right]
\end{align*}
\]
TABLE A-7

INTERPOLATED VALUE FOR φ-NORTH FACE

All \( u_n, v_n \geq 0, \quad w_n \geq 0 \)

\[
\phi_{n, n}^{++} = \frac{u}{n} K_3 [K_1 \phi_{FW} + (1-K_1) \phi_{W}] + (1-\sigma_n^u) K_3 [K_1 \phi_{FE} + (1-K_1) \phi_{E}]
\]
\[
+ (1-K_3) [K_1 \phi_F + (1-K_1) \phi_P]
\]

All \( u_n, v_n \geq 0, \quad w_n < 0 \)

\[
\phi_{n, n}^{--} = \frac{u}{n} K_3 [K_1 \phi_{BW} + (1-K_1) \phi_{W}] - (1-\sigma_n^u) K_3 [K_1 \phi_{BE} + (1-K_1) \phi_{E}]
\]
\[
+ (1-K_3) [K_1 \phi_B + (1-K_1) \phi_P]
\]

All \( u_n, v_n < 0, \quad w_n \geq 0 \)

\[
\phi_{n, n}^{++} = \frac{u}{n} K_3 [K_1 \phi_{BNW} + (1-K_1) \phi_{NW}] + (1-\sigma_n^u) K_3 [K_1 \phi_{FNE} + (1-K_1) \phi_{NE}]
\]
\[
+ (1-K_3) [K_1 \phi_{FN} + (1-K_1) \phi_{N}]
\]

All \( u_n, v_n < 0, \quad w_n < 0 \)

\[
\phi_{n, n}^{--} = \frac{u}{n} K_3 [K_1 \phi_{BW} + (1-K_1) \phi_{W}] - (1-\sigma_n^u) K_3 [K_1 \phi_{BE} + (1-K_1) \phi_{E}]
\]
\[
+ (1-K_3) [K_1 \phi_B + (1-K_1) \phi_P]
\]

Then

\[
\phi_{n, n}^{++} = \frac{w}{n} \phi_{n, n}^{++} + (1-\sigma_n^w) \phi_{n, n}^{--}
\]
\[
\phi_{n, n}^{--} = \frac{w}{n} \phi_{n, n}^{++} + (1-\sigma_n^w) \phi_{n, n}^{--}
\]
\[
\phi_{n, n}^{--} = \frac{v}{n} \phi_{n, n}^{--} + (1-\sigma_n^v) \phi_{n, n}^{--}
\]
\[
K_1 = \min \left\{ 1, \frac{1}{2} \frac{\Delta y}{\Delta z} \left| \frac{w_n}{v_n} \right| \right\}
\]
\[
K_3 = \min \left\{ 1, \frac{1}{2} \frac{\Delta y}{\Delta x} \left| \frac{w_n}{v_n} \right| \right\}
\]
TABLE A-8
INTERPOLATED VALUE FOR $\phi$-FRONT FACE

$$\phi_f^{+++} = \sigma_f^w \left[ K_3 (1-K_1) \phi_{FS} + (1-K_1) \phi_{FW} \right] + (1-K_3) [K_1 \phi_S + (1-K_1) \phi_p]$$

$$+ (1-\sigma_f^w) [K_1 \phi_{SW} + (1-K_1) \phi_w] + (1-K_3) [K_1 \phi_S + (1-K_1) \phi_p]$$

$$U_f - V_f - 0, V_f < 0, \text{ all } W_f$$

$$\phi_f^{++} = \sigma_f^w \left[ K_3 (1-K_1) \phi_{FS} + (1-K_1) \phi_{FW} \right] + (1-K_3) [K_1 \phi_{FN} + (1-K_1) \phi_F]$$

$$+ (1-\sigma_f^w) [K_1 \phi_{NW} + (1-K_1) \phi_w] + (1-K_3) [K_1 \phi_N + (1-K_1) \phi_p]$$

$$U_f < 0, V_f < 0, \text{ all } W_f$$

$$\phi_f^{+-} = \sigma_f^w \left[ K_3 (1-K_1) \phi_{SE} + (1-K_1) \phi_{FE} \right] + (1-K_3) [K_1 \phi_{FS} + (1-K_1) \phi_F]$$

$$+ (1-\sigma_f^w) [K_3 (1-K_1) \phi_{SE} + (1-K_1) \phi_{FE}] + (1-K_3) [K_1 \phi_S + (1-K_1) \phi_p]$$

$$U_f > 0, V_f < 0, \text{ all } W_f$$

$$\phi_f^{-+} = \sigma_f^w \left[ K_3 (1-K_1) \phi_{NE} + (1-K_1) \phi_{FE} \right] + (1-K_3) [K_1 \phi_{FN} + (1-K_1) \phi_F]$$

$$+ (1-\sigma_f^w) [K_3 (1-K_1) \phi_{NE} + (1-K_1) \phi_{FE}] + (1-K_3) [K_1 \phi_N + (1-K_1) \phi_p]$$

Then

$$\phi_f^{+++} = \sigma_f^w \phi_f^{+++} + (1 - \sigma_f^w) \phi_f^{++}$$

$$\phi_f^{++} = \sigma_f^w \phi_f^{++} + (1 - \sigma_f^w) \phi_f^{+-}$$

$$\phi_f^{+-} = \sigma_f^w \phi_f^{+-} + (1 - \sigma_f^w) \phi_f^{-+}$$

$$K_1 = \min \left[ 1, 1/2 \frac{\Delta z f}{\Delta y |W_f|} \right]$$

$$K_3 = \min \left[ 1, 1/2 \frac{\Delta z f}{\Delta x |W_f|} \right]$$
TABLE A-9

INTERPOLATED VALUE FOR $\phi$-BACK FACE

$U_b \geq 0, V_b \geq 0, \text{all } W_b$

$$\phi_{b'''}^{++} = \sigma_b^w \{K_3 [K_1 \phi_{SW} + (1-K_1) \phi_W] + (1-K_3) [K_1 \phi_S + (1-K_1) \phi_P]\}$$

$$+ (1-\sigma_b^w) \{K_3 [K_1 \phi_{BSW} + (1-K_1) \phi_{BW}] + (1-K_3) [K_1 \phi_{BS} + (1-K_1) \phi_B]\}$$

$U_b \geq 0, V_b < 0, \text{all } W_b$

$$\phi_{b'''}^{++} = \sigma_b^w \{K_3 [K_1 \phi_{NW} + (1-K_1) \phi_W] + (1-K_3) [K_1 \phi_N + (1-K_1) \phi_P]\}$$

$$+ (1-\sigma_b^w) \{K_3 [K_1 \phi_{BNW} + (1-K_1) \phi_{BW}] + (1-K_3) [K_1 \phi_{BN} + (1-K_1) \phi_B]\}$$

$U_b < 0, V_b \geq 0, \text{all } W_b$

$$\phi_{b'''}^{++} = \sigma_b^w \{K_3 [K_1 \phi_{SE} + (1-K_1) \phi_E] + (1-K_3) [K_1 \phi_N + (1-K_1) \phi_P]\}$$

$$+ (1-\sigma_b^w) \{K_3 [K_1 \phi_{BSE} + (1-K_1) \phi_{BE}] + (1-K_3) [K_1 \phi_{BS} + (1-K_1) \phi_B]\}$$

$U_b < 0, V_b < 0, \text{all } W_b$

$$\phi_{b'''}^{--} = \sigma_b^w \{K_3 [K_1 \phi_{NE} + (1-K_1) \phi_E] + (1-K_3) [K_1 \phi_N + (1-K_1) \phi_P]\}$$

$$+ (1-\sigma_b^w) \{K_3 [K_1 \phi_{BNE} + (1-K_1) \phi_{BE}] + (1-K_3) [K_1 \phi_{BN} + (1-K_1) \phi_B]\}$$

Then

$$\phi_{b'''}^{++} = \sigma_b^v \phi_{b'''}^{++} + (1-\sigma_b^v) \phi_{b'''}^{--}$$

$$\phi_{b'''}^{--} = \sigma_b^u \phi_{b'''}^{--} + (1-\sigma_b^u) \phi_{b'''}^{++}$$

$$K_1 = \min \left[1, \frac{1}{2} \frac{\Delta z}{|V_b|} \frac{V_b}{W_b}\right]$$

$$K_3 = \min \left[1, \frac{1}{2} \frac{\Delta z}{|U_b|} \frac{U_b}{W_b}\right]$$
TABLE A-10

SKEW UPWIND DIFFERENCING FLUXES

West

\[ \frac{F_w^{\text{SUD}}}{D_w} = (P_{ew} - P_{ew}^*) \phi_{ew}^{+++} + [P_{ew}^* (1-a_w) + 1] \phi_w + (\alpha_w P_{ew}^*-1) \phi_p \]

\[ P_{ew} = \frac{D_w}{C_w}, \quad P_{ew}^* = \frac{1}{\sigma_w - (1-a_w)} \]

East

\[ \frac{F_e^{\text{SUD}}}{D_e} = (P_{ee} - P_{ee}^*) \phi_{ee}^{+++} + [P_{ee}^* (1-a_e) + 1] \phi_e + (\alpha_e P_{ee}^*-1) \phi_e \]

\[ P_{ee} = \frac{D_e}{C_e}, \quad P_{ee}^* = \frac{1}{\sigma_e - (1-a_e)} \]

South

\[ \frac{F_s^{\text{SUD}}}{D_s} = (P_{es} - P_{es}^*) \phi_{es}^{+++} + [P_{es}^* (1-a_s) + 1] \phi_s + (\alpha_s P_{es}^*-1) \phi_p \]

\[ P_{es} = \frac{D_s}{C_s}, \quad P_{es}^* = \frac{1}{\sigma_s - (1-a_s)} \]

North

\[ \frac{F_n^{\text{SUD}}}{D_n} = (P_{en} - P_{en}^*) \phi_{en}^{+++} + [P_{en}^* (1-a_n) + 1] \phi_p + (\alpha_n P_{en}^*-1) \phi_n \]

\[ P_{en} = \frac{D_n}{C_n}, \quad P_{en}^* = \frac{1}{\sigma_n - (1-a_n)} \]
\[
\frac{F_f^{\text{SUD}}}{D_F} = (P_{e_f} - P_{e_f}^*) \phi_{f,\mu} + [P_{e_f}^* (1 - \alpha_f) + 1] \phi_F + (\alpha_f P_{e_f}^* - 1) \phi_p
\]

\[
\text{Pe}_f = \frac{D_F}{C_F}, \quad \text{Pe}_{f}^* = \frac{1}{\sigma_f - (1 - \alpha_f)}
\]

\[
\frac{F_b^{\text{SUD}}}{D_B} = (P_{e_b} - P_{e_b}^*) \phi_{b,\mu} + [P_{e_b}^* (1 - \alpha_b) + 1] \phi_p + (\alpha_b P_{e_b}^* - 1) \phi_B
\]

\[
\text{Pe}_b = \frac{D_B}{C_B}, \quad \text{Pe}_{b}^* = \frac{1}{\sigma_b - (1 - \alpha_b)}
\]
TABLE A-11

COEFFICIENTS OF THE FINITE-DIFFERENCE EQUATION

\[ A_{B}(I,J,K) = B1(I,J,K) \]
\[ - \gamma_e \left[ \sigma_e^u (1-\sigma_e^w) \right] E3 (I,J,K,2) \]
\[ - \gamma_b \left[ (1-\sigma_b^w) \right] B3 (I,J,K,4) \]
\[ - \gamma_n \left[ \sigma_n^v (1-\sigma_n^w) \right] N3 (I,J,K,3) \]
\[ - \gamma_w \left[ (1-\sigma_e^u)(1-\sigma_e^w) \right] E3 (I-1,J,K,2) \]
\[ - \gamma_s i \left( 1-\sigma_n^v \right) (1-\sigma_n^w) N3 (I-1,J-1,K,3) \]

\[ A_{BE}(I,J,K) = -\gamma_e \left[ (1-\sigma_e^u)(1-\sigma_e^w) \right] E3 (I,J,K,2) \]
\[ - \gamma_b \left[ (1-\sigma_b^u)(1-\sigma_b^w) \right] B3 (I,J,K,2) \]
\[ - \gamma_n \left[ (1-\sigma_n^u) \sigma_n^v (1-\sigma_n^w) \right] N3 (I,J,K,1) \]
\[ + \gamma_s \left[ (1-\sigma_n^u) (1-\sigma_n^v) (1-\sigma_n^w) \right] N3 (I,J-1,K,1) \]

\[ A_{BN}(I,J,K) = -\gamma_e \left[ \sigma_e^u (1-\sigma_e^v) \right] (1-\sigma_e^w) E3 (I,J,K,1) \]
\[ - \gamma_b \left[ (1-\sigma_b^v) (1-\sigma_b^w) \right] B3 (I,J,K,3) \]
\[ - \gamma_n \left[ (1-\sigma_n^v) (1-\sigma_n^w) \right] N3 (I,J,K,3) \]
\[ + \gamma_w \left[ (1-\sigma_e^u)(1-\sigma_e^v)(1-\sigma_e^w) \right] E3 (I-1,J,K,1) \]
TABLE A-11 (Cont'd)

COEFFICIENTS OF THE FINITE-DIFFERENCE EQUATION

\[ A_{BNE}(I, J, K) = - \gamma_e [(1-\sigma)_{e} (1-\sigma)_{e} (1-\sigma)_{e}] E3 (I, J, K, 1) \]

\[ - \gamma_b [(1-\sigma)_{b} (1-\sigma)_{b} (1-\sigma)_{b}] B3 (I, J, K, 1) \]

\[ - \gamma_n [(1-\sigma)_{n} (1-\sigma)_{n} (1-\sigma)_{n}] N3 (I, J, K, 1) \]

\[ A_{BNW}(I, J, K) = - \gamma_b [\sigma_{b} (1-\sigma)_{b} (1-\sigma)_{b}] B3 (I, J, K, 1) \]

\[ - \gamma_n [\sigma_{n} (1-\sigma)_{n} (1-\sigma)_{n}] N3 (I, J, K, 1) \]

\[ + \gamma_w [\sigma_{w} (1-\sigma)_{w} (1-\sigma)_{w}] E3 (I-1, J, K, 1) \]

\[ A_{BS}(I, J, K) = - \gamma_e [\sigma_{e} (1-\sigma)_{e} (1-\sigma)_{e}] E3 (I, J, K, 1) \]

\[ - \gamma_b [\sigma_{b} (1-\sigma)_{b} (1-\sigma)_{b}] B3 (I, J, K, 3) \]

\[ + \gamma_w [(1-\sigma)_{w} \sigma_{w} (1-\sigma)_{w}] E3 (I-1, J, K, 1) \]

\[ + \gamma_s [\sigma_{s} (1-\sigma)_{s}] N3 (I, J-1, K, 3) \]

\[ A_{BSE}(I, J, K) = - \gamma_e [(1-\sigma)_{e} \sigma_{e} (1-\sigma)_{e}] E3 (I, J, K, 1) \]

\[ - \gamma_b [(1-\sigma)_{b} \sigma_{b} (1-\sigma)_{b}] B3 (I, J, K, 1) \]

\[ + \gamma_s [(1-\sigma)_{n} \sigma_{n} (1-\sigma)_{n}] N3 (I, J-1, K, 1) \]
TABLE A-11 (Cont'd)

COEFFICIENTS OF THE FINITE-DIFFERENCE EQUATION

\[
A_{BSW}(I,J,K) = - \gamma_b [\sigma^u_b \sigma^v_b (1-\sigma^w_b) B3] (I,J,K,1)
\]

\[+ \gamma_e [\sigma^u_e \sigma^v_e (1-\sigma^w_e) E3] (I-1,J,K,1)\]

\[+ \gamma_s [\sigma^u_n \sigma^v_n (1-\sigma^w_n) N3] (I,J-1,K,1)\]

\[
A_{E'}(I,J,K) = - \gamma_b [\sigma^u_b (1-\sigma^w_b) B3] (I,J,K,2)
\]

\[+ \gamma_e [\sigma^u_e (1-\sigma^w_e) E3] (I-1,J,K,2)\]

\[+ \gamma_s [\sigma^u_n (1-\sigma^v_n) (1-\sigma^w_n) N3] (I,J-1,K,1)\]

\[
A_e(I,J,K) = E1(I,J,K)
\]

\[+ \gamma_e [(1-\sigma^u_e) E3] (I,J,K,4)\]

\[+ \gamma_b [(1-\sigma^u_b) \sigma^w_b B3] (I,J,K,2)\]

\[+ \gamma_n [(1-\sigma^u_n) \sigma^v_n N3] (I,J,K,2)\]

\[+ \gamma_f [(1-\sigma^u_b) (1-\sigma^w_b) B3] (I,J,K-1,2)\]

\[+ \gamma_s [(1-\sigma^u_n) (1-\sigma^v_n) N3] (I,J-1,K,2)\]
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TABLE A-11 (Cont'd)

COEFFICIENTS OF THE FINITE-DIFFERENCE EQUATION

\[ A_F(I,J,K) = B2(I,J,K-1) \]

\[ - \gamma_e [\sigma^u \sigma^w E3] (I,J,K,2) \]

\[ - \gamma_n [\sigma^v \sigma^w N3] (I,J,K,3) \]

\[ - \gamma_w [(1-\sigma^u) \sigma^w E3] (I-1,J,K,2) \]

\[ + \gamma_f [\sigma^w B3] (I,J,K-1,4) \]

\[ + \gamma_s [1-\sigma^v \sigma^w N3] (I,J-1,K,3) \]

\[ A_{FE}(I,J,K) = - \gamma_e [(1-\sigma^u) \sigma^w E3] (I,J,K,2) \]

\[ - \gamma_n [(1-\sigma^u) \sigma^v \sigma^w N3] (I,J,K,1) \]

\[ + \gamma_f [(1-\sigma^u) B3] (I,J,K-1,2) \]

\[ + \gamma_s [(1-\sigma^u) (1-\sigma^v) \sigma^w N3] (I,J-1,K,1) \]

\[ A_{FN}(I,J,K) = - \gamma_e [\sigma^u (1-\sigma^v) \sigma^w E3] (I,J,K,1) \]

\[ - \gamma_n [(1-\sigma^v) \sigma^w N3] (I,J,K,3) \]

\[ + \gamma_w [(1-\sigma^u) (1-\sigma^v) \sigma^w E3] (I-1,J,K,1) \]

\[ + \gamma_f [(1-\sigma^v) B3] (I,J,K-1,3) \]
TABLE A-11 (Cont'd)

COEFFICIENTS OF THE FINITE-DIFFERENCE EQUATION

\[
A_{FNE}(I,J,K) = - \gamma e \left[ (1-\sigma^u_e) (1-\sigma^v_e) \sigma^w_e \right] E3 (I,J,K,1) \\
- \gamma n \left[ (1-\sigma^u_n) (1-\sigma^v_n) \sigma^w_n \right] N3 (I,J,K,1) \\
+ \gamma f \left[ (1-\sigma^u_b) (1-\sigma^v_b) \sigma^w_b \right] B3 (I,J,K-1,1)
\]

\[
A_{FNW}(I,K,K) = - \gamma n \left[ \sigma^u_n (1-\sigma^v_n) \sigma^w_n \right] N3 (I,J,K,1) \\
+ \gamma w \left[ \sigma^u_e (1-\sigma^v_e) \sigma^w_e \right] E3 (I-1,J,K,1) \\
+ \gamma f \left[ \sigma^u_b (1-\sigma^v_b) \sigma^w_b \right] B3 (I,J,K-1,1)
\]

\[
A_{FS}(I,J,K) = - \gamma e \left[ \sigma^u_e \sigma^v_e \sigma^w_e \right] E3 (I,J,K,1) \\
+ \gamma w \left[ (1-\sigma^u_e) \sigma^v_e \sigma^w_e \right] E3 (I,J,K-1,1) \\
+ \gamma f \left[ \sigma^v_b \sigma^w_b \right] B3 (I,J,K-1,3) \\
+ \gamma s \left[ \sigma^v_n \sigma^w_n \right] N3 (I,J-1,K,3)
\]

\[
A_{FSE}(I,J,K) = - \gamma e \left[ (1-\sigma^u_e) \sigma^v_e \sigma^w_e \right] E3 (I,J,K,1) \\
- \gamma f \left[ (1-\sigma^u_b) \sigma^v_b \sigma^w_b \right] B3 (I,J,K-1,1) \\
- \gamma s \left[ (1-\sigma^u_n) \sigma^v_n \sigma^w_n \right] N3 (I,J-1,K,1)
\]
COEFFICIENTS OF THE FINITE-DIFFERENCE EQUATION

\[
A_{FSW}(I,J,K) = \gamma_w [\sigma^u e \sigma^v e \sigma^w e] (I-1,J,K,1)
+ \gamma_f [\sigma^u b \sigma^v b \sigma^w b] (I,J,K-1,1)
+ \gamma_s [\sigma^u n \sigma^v n \sigma^w n] (I,J-1,K,1)
\]

\[
A_{FW}(I,J,K) = -\gamma_n [\sigma^u n \sigma^v n \sigma^w n] (I,J,K,1)
+ \gamma_w [\sigma^u e \sigma^v e \sigma^w e] (I-1,J,K,2)
+ \gamma_f [\sigma^u b \sigma^v b \sigma^w b] (I,J,K-1,2)
+ \gamma_s [\sigma^u n (1-\sigma_v) \sigma^w n] (I,J-1,K,1)
\]

\[
A_N(I,J,K) = N1 (I,J,K)
- \gamma_e [\sigma^u (1-\sigma_v) e] (I,J,K,3)
- \gamma_b [(1-\sigma_v) \sigma^w b] (I,J,K,3)
- \gamma_n [(1-\sigma_v) N3] (I,J,K,4)
+ \gamma_w [(1-\sigma_v) (1-\sigma_v) e] (I-1,J,K,3)
+ \gamma_f [(1-\sigma_v) (1-\sigma_w) b] (I,J,K-1,3)
\]
TABLE A-11 (Cont'd)

**COEFFICIENTS OF THE FINITE-DIFFERENCE EQUATION**

\[
A_{NE}(I,J,K) = -\gamma_{e}(1-\sigma_{e}^{u})(1-\sigma_{e}^{v})E3 (I,J,K,3) \\
- \gamma_{b}(1-\sigma_{b}^{u})(1-\sigma_{b}^{v})\sigma_{b}^{w}B3 (I,J,K,1) \\
- \gamma_{n}(1-\sigma_{n}^{u})(1-\sigma_{n}^{v})N3 (I,J,K,2) \\
+ \gamma_{f}(1-\sigma_{b}^{u})(1-\sigma_{b}^{v})(1-\sigma_{b}^{w})B3 (I,J,K-1,1)
\]

\[
A_{NW}(I,J,K) = -\gamma_{b}\sigma_{b}^{u}(1-\sigma_{b}^{v})\sigma_{b}^{w}B3 (I,J,K,1) \\
- \gamma_{n}\sigma_{n}^{u}(1-\sigma_{n}^{v})N3 (I,J,K,2) \\
- \gamma_{w}\sigma_{e}^{u}(1-\sigma_{e}^{v})E3 (I-1,J,K,3) \\
+ \gamma_{f}\sigma_{b}^{u}(1-\sigma_{b}^{v})(1-\sigma_{b}^{w})B3 (I,J,K-1,1)
\]

\[
A_{S}(I,J,K) = N2(I,J-1,K) \\
- \gamma_{e}\sigma_{e}^{u}\sigma_{e}^{v}E3 (I,J,K,3) \\
- \gamma_{b}\sigma_{b}^{v}\sigma_{b}^{w}E3 (I,J,K,3) \\
+ \gamma_{w}(1-\sigma_{e}^{u})\sigma_{e}^{v}E3 (I-1,J,K,3) \\
+ \gamma_{f}\sigma_{b}^{v}(1-\sigma_{b}^{w})E3 (I,J,K-1,3) \\
+ \gamma_{n}\sigma_{n}^{v}N3 (I,J-1,K,4)
\]
TABLE A-11 (Cont’d)

COEFFICIENTS OF THE FINITE-DIFFERENCE EQUATION

\[ A_{SE}(I,J,K) = - \gamma_e [1-\sigma^u_e \sigma^v_e \sigma^w_e E3] (I,J,K,3) \]

\[ - \gamma_b [(1-\sigma^u_b \sigma^v_b \sigma^w_b) B3] (I,J,K,1) \]

\[ + \gamma_f [(1-\sigma^u_f \sigma^v_f (1-\sigma^w_f) B3] (I,J,K-1,1) \]

\[ + \gamma_s [(1-\sigma^u_s \sigma^v_s \sigma^w_s N3] (I,J-1,K,2) \]

\[ A_{SW}(I,J,K) = - \gamma_b \sigma^u_b \sigma^v_b \sigma^w_b B3 \]

\[ + \gamma_w [\sigma^u_w \sigma^v_w \sigma^w_e E3] (I-1,J,K,3) \]

\[ + \gamma_f [\sigma^u_f \sigma^v_f (1-\sigma^w_f) B3] (I,J,K-1,1) \]

\[ + \gamma_s [\sigma^u_s \sigma^v_s \sigma^w_n N3] (I,J-1,K,2) \]

\[ A_{SW}(I,J,K) = E2(I-1,J,K) \]

\[ - \gamma_b \sigma^u_b \sigma^v_b \sigma^w_b B3 \]

\[ - \gamma_n \sigma^u_n \sigma^v_n \sigma^w_n N3 \]

\[ + \gamma_w [\sigma^u_w E3] (I-1,J,K,4) \]

\[ + \gamma_f [\sigma^u_f (1-\sigma^w_f) B3] (I,J,K-1,2) \]

\[ + \gamma_s [\sigma^u_s (1-\sigma^w_s) N3] (I,J-1,K,2) \]
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FIG. A-1 THREE-DIMENSIONAL GRID AND NODE SYSTEM
FIG. A-2 GRID SYSTEM FOR SCALARS IN X-Y PLANE
FIG. A-3 SCALAR CONTROL VOLUME IN X-Y PLANE
FIG. A-4 STORAGE LOCATIONS FOR AXIAL (U) AND RADIAL (V) VELOCITIES RELATIVE TO SCALAR (\(\phi\)) GRID SYSTEM IN X-Y PLANE
APPENDIX A B
DESCRIPTION OF 3D-TEACH

B.1 Description of Aerothermal Model

3D-TEACH is a computer code that can solve fully three-dimensional fluid dynamics problems. It can handle axisymmetric, planar, or three-dimensional, elliptic, turbulent flows. It is one of a family of such codes with titles 2D-TEACH, 2D(C)-TEACH, 3D-TEACH and, 2D-PREACH.

The input to all of these codes is generalized such that different problems can be run without the need for Fortran programming between problems. Also, the physical models used can be turned on or off by input command. These collective features result in an extremely flexible system.

The codes form a family in that:

a) As computer codes they are written with the same format, menus and commands such that an operator trained to run 2D-TEACH can easily run 3D-TEACH.

b) All codes have an interactive nature using the IBM Conversational Monitor System (CMS), and use prompts and cautions to ensure smooth execution of a case. The operator has the choice of either CMS or Batch running. The recommended procedure is to set up a case and get it running on CMS, then switch it to Batch to complete execution. File modification and selection of running mode is identical for all codes.

c) The same basic equations are solved and the same physical models are used, together with solution algorithms, in all codes such that regression is possible. This means that the same two-dimensional problem can be solved on 2D-TEACH and 3D-TEACH, and the same results will be achieved. The only difference between the 2D-TEACH and 3D-TEACH is the additional dimension available in the three-dimensional code. Also, the post-processors available with 3D-TEACH are necessarily more comprehensive than those with 2D-TEACH, in order to adequately display the results.

The acronym TEACH (Teaching Elliptic Axisymmetric Characteristics Heuristically) represents a generic solution technique and these codes represent current production state-of-the-art calculations in terms of equations solved, physical models used, discretization of the equations, and solution algorithms. They are not perfect, but are a marked advance on one-dimensional flow calculations and global modeling that formed the previous capability. The structure of the codes has been made such that modular replacement can be carried out as better models and solution algorithms are developed, while the basic framework and operational features remain.
The 2D-PREACH code is similar in concept to the others, but uses different solution procedures. It is not considered further here.

B.2 Outline of Calculation Procedure

B.2.1 Equations to Be Solved

The combustion process is an extremely complex turbulent flow. It is a somewhat daunting task to describe such a random flow of chemically active eddy structures in terms that can be currently solved and can provide useful answers for the designer of practical equipment.

Currently, the most practical approach is to stay within the framework of continuum mechanics and to use a statistical description of the turbulence, coupled with the accepted Eulerian description provided by the Navier-Stokes equations of motion. Hence, an instantaneous quantity is described as the sum of a time-averaged value and a random, fluctuating value.

When the statistical description of an instantaneous quantity is substituted into the Navier-Stokes equations (Reference B-1) and time averaged, the resulting equation set is known as the Reynolds equations (Reference B-2). These equations are similar to the Navier-Stokes equations except that time-averaged quantities are used, and for the appearance of time-averaged correlations of fluctuating quantities.

Turbulent motions increase the apparent viscosity of a fluid by some orders of magnitude since there is a continuous transfer of energy from the mean flow into large eddies and thence, cascading down through progressively smaller eddies, to the molecular level where the energy is dissipated as heat. If laminar diffusion terms are therefore very much smaller than turbulent diffusion terms, then neglect of fluctuations in laminar viscosity is permissible. This results in simplification of the Reynolds equations. It is a frequently used practice (Reference B-3) to also neglect terms involving fluctuating density, although this implies that temperature differences in the flow are not large. This practice also results in simplification of the Reynolds equations.

The simplified Reynolds equations are expressed in terms of time-mean quantities and also cross-correlations of fluctuating velocities such as \( u'_i u'_j \). These terms are known as the Reynolds stresses, and result in a closure problem. Turbulence modeling provides the necessary descriptions of the Reynolds stresses in known or determinable quantities. When the flow consists of more than one chemical species, modeling is required also for the turbulent mass flux \( u'_i m'_j \). These terms arise from applying the statistical treatment of turbulence to an instantaneous species transport equation. The instantaneous energy equation is given the same treatment.
To model the turbulent mass fluxes it was assumed that, similar to molecular Schmidt and Prandtl numbers, there are turbulent Schmidt and Prandtl numbers that relate turbulent mass and heat diffusivities to momentum diffusivity. Closure to the Reynolds equations was provided by a particular turbulence model known as the two-equation or K- model. It relies on the eddy viscosity concept. Finally, the modeled equations were algebraically manipulated into a general form in cylindrical coordinates:

\[
\frac{\partial}{\partial x} \left( \rho u \phi \right) + \frac{\partial}{\partial r} \left( r \rho v \phi \right) + \frac{\partial}{\partial \theta} \left( r \phi \phi \right) - \frac{\partial}{\partial x} \left( \Gamma_{\text{eff}, \phi} \frac{\partial \phi}{\partial x} \right) - \frac{\partial}{\partial r} \left( \frac{1}{r} \Gamma_{\text{eff}, \phi} \frac{\partial \phi}{\partial r} \right) \cdot \frac{\partial}{\partial \theta} \left( \Gamma_{\text{eff}, \phi} \frac{\partial \phi}{\partial \theta} \right) = S_{\phi} \]  

where:
- $\phi$ = any of the independent variables
- $\Gamma_{\text{eff}, \phi}$ = an appropriate turbulent exchange coefficient, depending on what $\phi$ represents
- $S_{\phi}$ = a so-called "source term" which lumps together all other terms in a given equation not included in the first four terms of Equation B.1.

The equation given is for steady state flow. Reynolds averaging does result in the equations retaining time-dependent terms, but these have been dropped. This was done for two reasons: (1) compatibility with the present design system and (2) time averaging precludes dynamic behavior other than that induced deliberately through one of the independent variables.

By way of example, Figure B-1 gives the values of some of the items in Equation B-1.
EQUATION \[ \nabla \cdot \mathbf{E} \mathbf{M} = \mathbf{S}_\phi \]

CONTINUITY
\[ \nabla \cdot \mathbf{U} = 0 \]

\text{X-MOMENTUM}
\[ \mathbf{u} \cdot \mathbf{E} \mathbf{M} = \frac{\partial P}{\partial x} - \frac{\partial P}{\partial x} \left( \mathbf{E} \mathbf{M} \frac{\partial \mathbf{u}}{\partial x} \right) + \left( \mathbf{E} \mathbf{M} \frac{\partial \mathbf{u}}{\partial x} \right) + \frac{2}{3} \frac{\partial}{\partial x} \left( \mathbf{E} \mathbf{M} \frac{\partial \mathbf{u}}{\partial x} \right) - \frac{2}{3} \frac{\partial}{\partial x} \left( \mathbf{E} \mathbf{M} \frac{\partial \mathbf{u}}{\partial x} \right) \]

\text{R-MOMENTUM}
\[ \mathbf{v} \cdot \mathbf{E} \mathbf{M} = -\frac{\partial P}{\partial r} + \frac{\partial P}{\partial r} \left( \mathbf{E} \mathbf{M} \frac{\partial \mathbf{u}}{\partial r} \right) + \left( \mathbf{E} \mathbf{M} \frac{\partial \mathbf{u}}{\partial r} \right) - \frac{2}{3} \frac{\partial}{\partial r} \left( \mathbf{E} \mathbf{M} \frac{\partial \mathbf{u}}{\partial r} \right) \]

\[ \frac{1}{r \partial \theta} \left( \mathbf{E} \mathbf{M} \frac{\partial \mathbf{u}}{\partial \theta} \right) - \frac{2}{3} \frac{\partial}{\partial r \partial \theta} \left( \mathbf{E} \mathbf{M} \frac{\partial \mathbf{u}}{\partial r} \right) \]

\text{-MOMENTUM}
\[ \mathbf{w} \cdot \mathbf{E} \mathbf{M} = -\frac{\partial P}{\partial \theta} - \frac{\partial P}{\partial \theta} \left( \mathbf{E} \mathbf{M} \frac{\partial \mathbf{u}}{\partial \theta} \right) + \left( \mathbf{E} \mathbf{M} \frac{\partial \mathbf{u}}{\partial \theta} \right) + \frac{2}{3} \frac{\partial}{\partial \theta} \left( \mathbf{E} \mathbf{M} \frac{\partial \mathbf{u}}{\partial \theta} \right) - \frac{2}{3} \frac{\partial}{\partial \theta} \left( \mathbf{E} \mathbf{M} \frac{\partial \mathbf{u}}{\partial \theta} \right) \]

\[ \frac{1}{r \partial \phi} \left( \mathbf{E} \mathbf{M} \frac{\partial \mathbf{u}}{\partial \phi} \right) - \frac{2}{3} \frac{\partial}{\partial \theta \partial \phi} \left( \mathbf{E} \mathbf{M} \frac{\partial \mathbf{u}}{\partial \theta} \right) \]

\text{TURBULENCE ENERGY}
\[ \kappa \cdot \mathbf{E} \mathbf{M} / \kappa = \mathbf{E} \mathbf{M} \left[ \frac{\partial u_1}{\partial x} + \frac{\partial u_2}{\partial y} + \frac{\partial u_3}{\partial z} \right] - \frac{2}{3} \left[ \frac{\partial u_1}{\partial x} + \frac{\partial u_2}{\partial y} + \frac{\partial u_3}{\partial z} \right] \]

\text{ENERGY DISSIPATION}
\[ \varepsilon \cdot \mathbf{E} \mathbf{M} \cdot K = C_{1} \frac{\kappa}{K} \left[ \frac{\partial u_1}{\partial x} + \frac{\partial u_2}{\partial y} + \frac{\partial u_3}{\partial z} \right] - \frac{2}{3} \left[ \frac{\partial u_1}{\partial x} + \frac{\partial u_2}{\partial y} + \frac{\partial u_3}{\partial z} \right] \]

where
\[ \frac{\partial u_1}{\partial x} = \frac{1}{r} \frac{\partial u_1}{\partial r} = \frac{\partial \mathbf{w}}{\partial \theta} \]

\[ C_{\varepsilon 3} \text{ is an additional constant, presently taken as being equal to } C_{\varepsilon 1}. \]

Figure B-1 Summary of Some of the Equations Solved in 3D-TEACH
B.2.2 Numerical Approach to Equation Solution

The simultaneous set of main and auxiliary equations to be solved in a turbulent reacting flow with a liquid-fuel spray contains a significant number of individual equations, most of which are either ordinary or partial differential equations, and which are nonlinear. Numerical solution of these equations is necessary. Rearrangement into the general form represented by Equations B-1 and B-2 enables one solution algorithm to be used for all equations.

Conventional numerical methods available to solve equations of these types can be broadly divided into finite difference and finite element methods, although the dividing line is not distinct. Finite differences have a considerable background, and most solution approaches utilize this method.

The finite difference analog of the differential equations is obtained by overlaying a computational mesh on the flow domain, and obtaining the basic finite difference form of the partial derivatives for every node of the mesh from a control volume approach (Reference B-4). The finite difference expressions, when substituted back into the differential equations, yield a set of linearized, algebraic equations for every node of the mesh. Thus, there are as many sets of equations as there are nodes in the calculation domain. These sets, along with the problem boundary conditions, can then be solved to give solutions for the entire flow field.

Standard numerical techniques can be employed to solve the finite difference forms of the differential equations (Reference B-5). A steady-state implicit solution method is often used (Reference B-6); an initial guess is made of the field variables, and these guesses are iteratively updated until the solutions have converged. Convergence is deemed to have been obtained when the absolute sums of the residuals of each variable over the whole grid goes below a specified value.

The relevant equations describing the flow motions, the physical models, and the solution techniques are assembled into the computer codes to carry out direct flow simulations on high-speed, large-core digital computers. Figure B-2 presents a flow diagram describing the calculation procedure, showing the assembly of the equations, the utilization of physical modeling, the computer solution, and the output for design use. The 3D-TEACH code conforms to this organization.
Figure B-2  Flow Diagram of Calculation Procedure
B.3 Solution Procedure

With reference to Figure B-2, assembly of the equations governing the problem has been briefly described. The details of the computer solution of the resulting equation sets are to be described.

Rearrangement of the equations into the general form represented by Equation B-1 enables one solution algorithm to be used for all equations. The equation set is solved using a steady state, implicit, finite difference numerical procedure. Initial guesses are made of the field variables, and these guesses are iteratively updated until the solutions have converged. Convergence is deemed to have been obtained when the absolute sum of the residuals over the whole grid of each variable goes below a specified value.

B.3.1 Discretization of the Equations

The finite difference analog of the difference equations is obtained by overlaying a computational mesh on the flow domain to be calculated, and obtaining the basic finite difference form of the partial derivatives for every node of the mesh from a control volume approach, (Reference B-4). The finite difference expressions, when substituted back into the differential equations, yield a set of linearized, algebraic equations for every node of the mesh. To demonstrate, first in two-dimensions, Figure B-3 illustrates the mesh and the control volume established about a considered node, P. The control volume approach is based on the satisfaction of macroscopic physical laws such as conservation of mass, momentum and energy. The conservation property is essential when combustion is taking place.

Figure B-3 Control Volume for the Finite Difference Scheme
The code is written in both cylindrical and cartesian coordinates. The grid system consists of a set of coordinate lines intersecting in the x-r, x-\(\Theta\) and r-\(\Theta\) planes for the cylindrical system. In the cartesian system the grid is formed by the intersection of x-y, x-z, and y-z plane lines. The intersections of these lines form the grid nodes at which all scalar properties are stored. Vector quantities are stored midway between nodes. Figure B-4 gives the finite difference grid control volumes for the scalar quantities and storage locations for the velocities in both coordinate systems. Note that compared to Figure B-3, there are two additional neighboring nodes, F and B, denoting Front and Back nodes in the z or \(\Theta\) direction. The faces of the scalar control volume are denoted by lower case letters. Figure B-5 shows typical scalar control volumes in perspective and gives the face areas and volume. Since the velocity components are located midway between the grid nodes, the control volumes for velocity components are formed by planes passing through the grid lines. Note that since the control volumes for the velocity components are staggered (Figure B-6) the areas and volumes for these control volumes will be different from those of the scalar control volume.

The finite difference form of the general partial differential equation is derived by supposing that each variable is enclosed in its own control volume, as illustrated in Figures B-3-6. The general \(\phi\) transport equation has a source term. This is expressed in linearized form and integrated over the control volume. The remainder of the transport equation is also integrated over the control volume, and added to the integrated source term. This yields:

\[
\begin{align*}
C_E \phi_E - C_W \phi_W + C_N \phi_N - C_S \phi_S + C_B \phi_B - C_F \phi_F &= D_E (\phi_E - \phi_p) - D_W (\phi_p - \phi_W) \\
+D_N (\phi_N - \phi_p) - D_S (\phi_p - \phi_S) + D_B (\phi_B - \phi_p) - D_F (\phi_p - \phi_F) + (S_u + S_p \phi_p)
\end{align*}
\]

In the above equation the convection coefficients are defined as,

\[
C_E = (\bar{\rho} \bar{u})_e a_e ; \quad C_F = (\bar{\rho} \bar{w})_f a_f \quad \text{etc.,}
\]

and the diffusion coefficients are defined as:

\[
D_E = \left( \frac{\Gamma_{\text{eff}}, \phi}{\Delta x} \right)_e a_e ; \quad D_F = \left( \frac{\Gamma_{\text{eff}}, \phi}{r \Delta \theta} \right) a_f \quad \text{etc.}
\]

\(a_e, a_f\) etc. are the areas of the cell faces.
Figure B-4 3-D TEACH: Finite Difference Grid in Cylindrical and Cartesian Coordinate Systems
CONTROL VOLUME IN THE CARTESIAN SYSTEM

CONTROL VOLUME IN THE CYLINDRICAL SYSTEM

<table>
<thead>
<tr>
<th>AREA</th>
<th>CARTESIAN</th>
<th>CYLINDRICAL</th>
<th>REMARKS</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_w$</td>
<td>$(\Delta YAZ)\phi$</td>
<td>$(\Delta r\Delta\theta)\phi$</td>
<td>Cartesian system can be obtained from cylindrical system by putting $r = 1$. $\Delta\theta = \Delta Z$.</td>
</tr>
<tr>
<td>$a_q$</td>
<td>$(\Delta YAZ)\phi$</td>
<td>$(\Delta r\Delta\theta)\phi$</td>
<td></td>
</tr>
<tr>
<td>$a_n$</td>
<td>$(\Delta XAZ)\phi$</td>
<td>$(\Delta r\Delta\theta)\phi$</td>
<td></td>
</tr>
<tr>
<td>$a_t$</td>
<td>$(\Delta XAZ)\phi$</td>
<td>$(\Delta x\Delta\theta)\phi$</td>
<td></td>
</tr>
<tr>
<td>$a_\phi$</td>
<td>$(\Delta XAY)\phi$</td>
<td>$(\Delta x\Delta r)\phi$</td>
<td></td>
</tr>
<tr>
<td>$a_\theta$</td>
<td>$(\Delta XAY)\phi$</td>
<td>$(\Delta x\Delta r)\phi$</td>
<td></td>
</tr>
<tr>
<td>Vol $\phi$</td>
<td>$(\Delta XAYAZ)\phi$</td>
<td>$(\Delta x\Delta r\Delta\theta)\phi$</td>
<td></td>
</tr>
</tbody>
</table>

Figure B-5 Perspective View of Scalar Control Volume, Giving Face Areas and Volume
Figure B-6 Control Volumes for Velocity Components
Figure B-6 Control Volumes for Velocity Components (Cont'd)
Certain weighting factors are introduced into the variation of $\phi$, the variable being calculated, and with the help of continuity, Equation B-2 can be manipulated and normalized to give the form,

$$A_P \phi_P = A_N \phi_N + A_S \phi_S + A_N \phi_W + A_E \phi_E + A_F \phi_F + A_B \phi_B + S_u$$

where,

$$A_P = A_N + A_S + A_E + A_N + A_F + A_B - S_p$$

and Equation B-3 is the finite difference equation for $\phi$, and the main coefficients are defined as,

$$A_N = 0 \text{ when } P_{e_N} < -2$$

$$A_N = D_N - C_N \frac{C_N}{2} \text{ when } -2 \leq P_{e_N} \leq 2$$

$$A_N = C_N \text{ when } P_{e_N} > 2$$

Similarly for $A_S$, $A_E$ etc., where the cell Peclet number is defined as,

$$P_{e_N} = C_N/D_N \text{ etc.}$$

There are several differencing schemes that can be used to evaluate the weighting factors. The values of the coefficients $A_N$, $A_S$ etc. above were obtained using Spalings Hybrid Differencing Scheme (HDS), of Reference B-7.

The hybrid differencing scheme is unconditionally stable and the solution is bounded. It uses second order central differencing for convection and diffusion fluxes when the absolute value of cell Peclet number is less than or equal to two. When Peclet number is greater than two, first order upwind differencing is used for convection fluxes, and diffusion fluxes are neglected altogether. The switch of differencing is done both locally and directionally in the computational grid. Peclet number defines the relative importance of convective and diffusive transport.

The finite difference Equation B-3, derived in the previous section could be used to obtain the velocity if the pressure field were known a priori. Since the pressure field is unknown, an iterative solution procedure, SIMPLE (Reference B-8) is used. SIMPLE is an acronym for Semi-Implicit Method for Pressure Linked Equations.

The essence of SIMPLE is that a pressure field is guessed, velocities are calculated from their finite difference equations, then the pressure and velocity fields are updated using a "pressure correction" equation which satisfies continuity. The procedure is repeated until the momentum and the continuity equations are adequately and simultaneously satisfied. The pressure correction equation can be derived from the continuity and momentum equations; the procedure is described below.
The finite difference form of the continuity equation can be written as:

\[(\bar{\rho} \bar{u})_e a_e - (\bar{\rho} \bar{v})_w a_w + (\bar{\rho} \bar{v})_n a_n - (\bar{\rho} \bar{v})_s a_s + (\bar{\rho} w)_f a_f - (\bar{\rho} w)_b a_b = 0\]  

B-4

The momentum equations can be written as:

\[A_p v_p^* = A_N v_N^* + A_S v_S^* + A_E v_E^* + A_W v_W^* + A_F v_F^* + A_B v_B^* + a_s (P_{S}\ast - P_p^*)\]
\[A_p u_p^* = A_N u_N^* + A_S u_S^* + A_E u_E^* + A_W u_W^* + A_F u_F^* + A_B u_B^* + a_w (P_{W}\ast - P_p^*)\]
\[A_p w_p^* = A_N w_N^* + A_S w_S^* + A_E w_E^* + A_W w_W^* + A_F w_F^* + A_B w_B^* + a_b (P_{F}\ast - P_p^*)\]

In the above equations the pressure term has been separated from the source term and the (*) superscript denotes the values obtained from solving the momentum equations using the guessed pressure. An incorrect guess will give rise to a "mass source", M_p, in each cell because the continuity equation will not be satisfied. The mass source can be found by using Equation B-4. Hence

\[M_p = (\bar{\rho} u^*)_e a_e - (\bar{\rho} u^*)_w a_w + (\bar{\rho} v^*)_n a_n - (\bar{\rho} v^*)_s a_s - (\bar{\rho} w)_f a_f + (\bar{\rho} w)_b a_b\]

If the above equation is subtracted from Equation B-4.,

\[-M_p = (\bar{\rho} u^')_e a_e - (\bar{\rho} u^')_w a_w + (\bar{\rho} v^')_n a_n - (\bar{\rho} v^')_s a_s - (\bar{\rho} w')_f a_f + (\bar{\rho} w')_b a_b\]

where \[u_e' = (\bar{u} \ast - u^*)_e \text{ etc.}\]

B-5.

The above velocity corrections can be calculated from the linearized momentum equations.

\[A_p u_p' = a_w (P_{W}' - P_p')\]

B-6
Note that \( u_p' \) in the momentum equation control volume is \( u_w' \) for the continuity control volume and similarly for \( v_p' \) etc. On substitution of Equation B-6 in Equation B-5 and simplification,

\[
A_p \, p_p' = A_N \, p_N' + A_S \, p_S' + A_W \, p_W' + A_E \, p_E' + A_F \, p_F' + A_B \, p_B' + S_u
\]

where

\[
A_w = \frac{a_w}{A_p}, \\
S_u = -np, \\
A_p = A_N + A_S + A_W + A_E + A_F + A_B
\]

Equation B-7 is called the pressure correction equation which is solved to obtain corrected velocities and pressures,

\[
\bar{u}_e = u_e^* + u_e', \\
\bar{p}_e = p_e^* + p'
\]

etc.

The difference equation for \( P' \) (Equation B-7) is in the same form as the difference equations for \( \phi \) (Equation B-3) and hence a single solution algorithm can be used to solve all difference equations embodied in the numerical method.

Since the SIMPLE procedure computes the variable fields successively it is highly flexible with respect to the methods of solution which it will admit for the difference equations. At present the following line by line iteration method is employed. This method is also known as Alternating Direction Implicit Method (Ref. B-9). The ADI methods were initially formulated for unsteady equations; their adaptation to steady state equations is sometimes also known as Alternating Direction Iterative Methods.

The finite difference Equation (B-3) to be solved is

\[
A_p \, \phi_p = A_N \, \phi_N + A_S \, \phi_S + A_W \, \phi_W + A_E \, \phi_E + A_F \, \phi_F + A_B \, \phi_B + S_u
\]
where $\phi$ stands for $u$, $v$, $p$, $K$, $e$, and $H$ successively. This equation can be recast in the following form

$$A_p \phi_p = A_N \phi_N + A_S \phi_S + C'$$

or

$$A_p \phi_j = A_N \phi_{j+1} + A_S \phi_{j-1} + C_j'$$

where $\phi$ stands for $u$, $v$, $p$, $K$, $e$, and $H$ successively. This equation can be recast in the following form

$$A_p \phi_p = A_N \phi_N + A_S \phi_S + C'$$

or

$$A_p \phi_j = A_N \phi_{j+1} + A_S \phi_{j-1} + C_j'$$

To solve the equations for points on each line (e.g., N-S line) values on neighboring lines are assumed to be temporarily known. The equation for each point on the N-S line then reduces to one where only three values ($\phi_p$, $\phi_N$, $\phi_S$ in Equation B-8) are unknown. An equation of this type can then be solved by the Tri-Diagonal Matrix Algorithm (TDMA), which is explained below.

Equation B-8 can be rearranged for the $j$th point as

$$\phi_j = B_j \phi_{j+1} + C_j \phi_{j-1} + D_j$$

where

$$B_j = A_N/A_p \quad C_j = A_S/A_p \quad D_j = (A_N \phi_{j+1} + A_E \phi_E + A_F \phi_F + A_B \phi_B + S_u)/A_p$$

The points on the computation grid range from 1 to $N_j$ in the N-S direction with points 1 and $N_j$ on the boundaries. Since the boundary values $\phi_1$ and $\phi_{N_j}$ are known, equations for $\phi_2$ to $\phi_{N_j-1}$ are solved. The set of equations then becomes:

$$\phi_2 = B_2 \phi_3 + C_2 \phi_1 + D_2$$

$$\phi_3 = B_3 \phi_4 + C_3 \phi_2 + D_3$$

$$\vdots$$

$$\phi_{N_j-1} = B_{N_j-1} \phi_{N_j} + C_{N_j-1} \phi_{N_j-2} + D_{N_j-1}$$
Now, since $\phi_1$ is known, $\phi_2$ can be eliminated from Equation B-9 and so on, yielding a general recurrence relation

$$\phi_j = A_j \phi_{j+1} + D_j$$  \hspace{1cm} B-10

To get the relation for $A_j$ and $D_j$ Equation B-10 is written as

$$\phi_{j-1} = A_{j-1} \phi_j + D_{j-1}$$

Now putting in the value of $\phi_j$

$$\phi_j = \left( \frac{A_N}{A_p - A_S A_{j-1}} \right)_j \phi_{j+1} + \left[ \frac{C_j + A_S D_{j-1}}{A_p - A_S A_{j-1}} \right]_j$$  \hspace{1cm} B-11

Comparing Equation B-10 and B-11 yields coefficients for the recurrence formula

$$A_j = \left( \frac{A_N}{A_p - A_S A_{j-1}} \right)_j$$  \hspace{1cm} B-12

$$D_j = \left( \frac{(A_S D_{j-1} + C_j)}{(A_p - A_S A_{j-1})} \right)_j$$  \hspace{1cm} B-13

Using Equations B-12 and B-13, $\phi_j$ can be calculated from Equation B-10. Having solved for $\phi_j$ on one N-S $\phi_i's$ on the next N-S line are solved and so on until the entire solution domain is swept. The same treatment is then applied in the W-E direction and finally, in the F-B direction. It is usually necessary to sweep between 1 and 3 times per iteration for optimum solution time.

The coefficient matrix formed by the finite difference equation of $\Phi$ should satisfy the stability condition,

$$A_p \geq \sum_n |A_n|$$

Now

$$A_p = \sum_n A_n - Sp$$
So if \( s_p \leq 0 \)

the above criteria is satisfied. In the solution procedure care is taken so that \( s_p \) is always less than or equal to zero.

In the process of the computations, convergence is assessed at the end of each iteration on the basis of the "Residual Source" criterion. The residual source \( R_\phi \) is defined as

\[
R_\phi = A_p \phi_p - \sum_n A_n \phi_n - S
\]

It is required that:

\[
\sum |R_\phi| < \epsilon R_\phi \text{Ref}
\]

for each finite difference equation.

\( R_\phi \text{Ref} \) is the fixed flux of the relevant extensive property fed into the domain of calculation, and \( \epsilon \) is of the order of 10^{-3}.

When it is the equations for mass fraction of species that are being solved an additional convergence criterion requires that the sum of the mass fractions at each node is \( \leq (1 + \epsilon) \).

When the flow is of variable density it is initially required that the change in density in one iteration at every node must also be less than \( \epsilon \)
or

\[
\left( \frac{\rho_{\text{new}}}{\rho_{\text{old}}} - \frac{\rho_{\text{old}}}{\rho_{\text{old}}} \right) \leq \epsilon
\]

Since the enthalpy values in the calculation domain do not conform with the species mass fractions during the first few iterations, temperature and density are not updated for the first 10 - 25 iterations. If the density gradients are steep, density is updated every second or third iteration after the first update.

A typical convergence plot is shown in Figure B-7.
Since the finite difference equations are nonlinear in nature the convergence is facilitated and sometimes divergence is avoid e by under-relaxing the value of being calculated as:

\[ R = F \phi_p \text{New} + (1-F) \phi_p \text{Old} \]

where \( F \) is an under-relaxation factor which is less than one.

The way in which the above relation is introduced into the numerical procedure is as follows:

\[ A^R_p = Ap/F \]

\[ S^R_u = S_u + (1 - F) A^R_p \phi \text{Old} \]
It can easily be shown that the effect of introducing the above modifications is to under-relax $\phi_p$ according to Equation B-14. From Equation B-3 we have

$$\phi_p^{\text{New}} = \frac{\sum_n A_n \phi_n + S_u}{A_p}$$  \hspace{1cm} \text{B-16}

putting in the under-relaxation factors,

$$\phi_p^{R} = \frac{\sum_n A_n \phi_n + S_u^R}{A_p^R}$$ \hspace{1cm} \text{B-17}

putting the value of $A_p^R$ and $S_u^R$ from Equations B-14 and B-15 in B-16,

$$\phi_p^{R} = \frac{\sum_n A_n \phi_n + S_u + (1-F) A_p^R \phi_p^{\text{Old}}}{A_p^R}$$ \hspace{1cm} \text{B-18}

$$\phi_p^{R} = \left( \frac{\sum_n A_n \phi_n + S_u}{A_p} \right) F + (1-F) \phi_p^{\text{Old}}$$ \hspace{1cm} \text{B-19}

$$\phi_p^{R} = \phi_p^{\text{New}} F + (1-F) \phi_p^{\text{Old}}$$ \hspace{1cm} \text{B-19}

It should also be noted that the effect of under-relaxation is to make the coefficient matrix more diagonally dominant.
The various steps in the numerical procedure can now be summarized as follows:

1. Guess fields for all variables.
2. Assemble coefficients of momentum equations and solve for $U^*$ and $V^*$ using prevailing pressures.
3. Solve the pressure correction equation and update velocities and pressures.
4. Solve equations for other variables.
5. Update fluid properties such as viscosity and density.
6. Test for convergence. If not attained use prevailing fields as new guesses and repeat from step 2 until convergence is attained.

In general, it is necessary to specify $\phi$ or its gradient at the boundaries of the calculation domain. There are six types of boundaries that can be assigned to a fluid block:

1. Plane/axis of symmetry
2. Unspecified wall
3. Specified wall
4. Unspecified opening
5. Specified opening
6. Periodic

A specified boundary is one for which all boundary values such as velocities, temperatures, etc. are given. An unspecified boundary is one for which the boundary values are calculated by the code. If the flow structure is repeating, periodic can be used to compute only one segment.

On a plane/axis of symmetry the gradient of all $\phi$'s except $v$-velocity is put to zero; $v$-velocity itself is set to zero. It should be noted that the symmetry condition should be applied to all block faces which constitute the plane/axis of symmetry. Most walls are specified, with all velocities set to zero (no slip condition). A moving wall is modeled with the no slip condition by specifying nonzero velocities in the plane of the wall. A porous wall is modeled by specifying nonzero velocities normal to the plane of the wall. At the outflow, it is required that there be no negative axial velocity components. At high Reynolds numbers this requirement makes specification of boundary values of all $\phi$ except $u$ redundant. The axial velocity is specified thus,

$$u_{n1, j} = u_{n1-1, j} + U_{INC}$$  

where $n_1$ is the outflow boundary and $U_{INC}$ is calculated such that the total mass outflow is equal to mass inflow. Alternatively, if an exit velocity profile is known, it can be specified.
The calculation mesh is constrained by the coordinate system, which presently has been selected as orthogonal. Therefore, curvilinear geometries have to be represented in the form of discrete steps or “staircases.” The specified blockage boundary condition permits this representation and allows inflow and outflow through elements of these staircases. In addition, the condition allows solid bodies to be placed inside the flowfield and to contain mass sources or sinks within them. This capability is written in generalized form and confers considerable geometric flexibility on the code without the need for interproblem reprogramming.

Adjacent to solid boundaries, the local Reynolds number of the flow based on local velocity and distance from the wall becomes very small and the two-equation turbulence model, which was developed for high Reynolds numbers, becomes inadequate. Although a version of the two equation model that can handle both high and very low local Reynolds numbers exists (Reference B-10), its application requires a large number of grid nodes (more than 30) in the wall layer. This is due to the steep gradients of properties in the wall region (Reference B-11).

To avoid these difficulties, it was argued that the flowfield in the calculation domain is not influenced to first order by the details of the flow at the walls (Reference B-12). Consequently, as a matter of computational efficiency and economy, the high Reynolds number version of the turbulence model was retained and a Couette-flow analysis was used to give an equilibrium boundary layer on all solid surfaces bounding the calculation domain. The resulting wall functions are used to link the walls to the near-wall nodes of the finite difference grid.
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