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PREFACE

The work described in this report is the result of several years of

research activity involving the use of microwave frequencies for measuring the

delay caused by atmospheric water vapor in the RF path of a microwave system.

The original motivation for this work was to support the application of radio

interferometry for precision geodesy. A total of seven developmental

microwave radiometers were constructed and deployed to very long baseline

interferometer sites that are part of the NASA Crustal Dynamics Project.

These instruments are now being retrofitted to improve operability and

reliability in the field. This initial research has led to a second-generation

development, which is in its testing and evaluation phase at JPL.

. a

N. A. RENZETTI, MANA ER

JPL GEODYNAMICS PROGRAM

iii

y



ACKNOWLEDGEMENT

The authors wish to acknowledge Mr. T. L. Fischetti of NASA Headquarters

for his support and foresight in funding water vapor radiometry research and

development activities at JPL. The calibration of path delay due to atmo-

spheric water vapor is fundamental to the successful employment of microwave

measurement systems in the field of precision geodesy.

It is a pleasure to acknowledge also the assistance of colleagues who, at

various times, have contributed to this task. Pete MacDoran, Don Trask, and

Jim Johnston provided support and encouragement at critical times. Bruce Gary

and Joe Waters have generously shared their insight into the techniques of

remote sensing. Bob Clauss has made valuable comments regarding both the real

and the theoretical behavior of the instrumentation. Al Banisch handled the

engineering on the first WVR (Unit RO1). Dave Peterson has helped with

everything from fabrication to calibration. (tick McKinney performed a

valuable service with his part of the testing and the fix for some of the

problems that were uncovered. Bill Sinclair wrote the first two versions of

the controller software and helped with some of the system support software.

Kwok Ong wrote the nucleus of the data acquisition software and helped with

system support and data analysis. At different times, Scott Claflin, Robili

Hastings, and Henry Fliegel provided much needed help with algorithm

development. Bob Miller helped with software development and hardware testing

and calibration.

iv



ABSTRACT

This report describes the research and development phase for eight dual-

channel water vapor radiometers constructed for the Crustal Dynamics Project

at the Goddard Space Flight Center, Greenbelt, Maryland, and for the NASA Deep

Space Network.

These instruments were developed to demonstrate that the variable path

delay imposed on microwave radio transmissions by atmospheric water vapor can

he calibrated, particularly as this phenomenon affects very long baseline

interferometry measurement systems. Water vapor radiometry technology can

also be used in systems that involve moist air meteorology and propagation

studies.
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SECTION I

INTRODUCTION

This document is a final report on the research and development of eight

prototype dual-channel microwave radiometers that were constructed for the

Crustal Dynamics Project and the NASA Deep Space Network. The Crustal

Dynamics Project is managed by the NASA Goddard Space Flight Center,

Greenbelt, Maryland, and the NASA Deep Space Network is managed and operated

by the Jet Propulsion Laboratory of the California Institute of Technology.

These instruments, known as water vapor radiometers (WVR), are intended

to demonstrate that the variable path delay imposed by atmospheric water vapor

-in microwave tracking and distance measuring systems can be calibrated. This

technology can also be used in other systems that involve moist air meteoro-

logy and propagation studies. The eight instruments have been installed at

various stations and observatories that participate in very long baseline

interferometry (VLSI) experiments, including the Deep Space Network Complexes

in California, Spain, and Australia.* Figure 1-1 is a photograph of a typical

water vapor radiometer. This report reviews the overall design and

development of these instruments and describes the major components, testing

and calibration, and the algorithms used to estimate the variable path delay.

*The worldwide Deep Space Network provides the Earth-based communications
systems for all of NASA's interplanetary spacecraft.

1-1
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SECTION II

TASK BACK(:kOUNU

A. INTRUDUC'I ION

Microwave very long baseline interferometry (VLHI) was initially developed

oy raato astronomers for studying the fine structure of extra-galactic raaio

sources. With its introduction in the middle 1960s, members of the Earth

sciences immediately recognized that the VLdI technique could also be used tc.

investigate a wide variety of geodetic and geophysical phenomena (Ref.l). The

basic instrumentation appeared capable of measuring vector baselines 1000 to

"1.000 hm long with centimeter level precision. The st.engths and limitations

of the technique were thoruug;hly investigateu by Shapiro and Knight (Ref.L).

Their analysis pointed out that the overall accuracy of VLtil would be limited

oy system error sources. Of these, the variable path delay imposed by tropo-

•.pheric water vapor would probably be the most intractable error source.

B. ARIES

In 1972, the Jet Propulsion Laboratory initiated a research task named

ARIES (Astronomical Radio Inlerferometric Earth Surveying) under Lhe leader-

ship of P. F. 1-1acUoran. The objective was to demonstrate Eliat VI.BI  could be

used to survey short to medium length baselines that might provide useful

information about crustal deformation in active earthquake zones. The plan

was to Corm an interferometer using a transportable 9-mater-diameter antenna

in conjunctior with the stationary Deep Space Stations at Goldstone and tiie

radio telescope at the Caitecu Owens Valley Radio Observatory (UVKO). if tiia

transportable station were moved around a nt t work of geophysically interesting;

sites in southern California, it would be possible to compile a time history

.-1 three-dimensional baseline vectors that would be useful in understanding;

the dynamics of crustal deformation in this tectonically complex region. 	 it ► r

tecuracy goal was to measure three-dimensional vector baselines up to I'UUO tcw

in length with 3- to 5-cm precision in each component and 1- to 2 -cm precision

In length. Starting in late 1473, Ong, et al. (Ref.3) demonstrated that tl!e

i v	
2-1
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!'ARIES instrumentation was capable of 3-cm precision by measuring an indepen-

dently surveyed 300-m baseline between the ARIES antenna and the stationary

64-m antenna Deep Space Station at Goldstone. By the middle of 1974, work on

the reduction of internal error sources gave promise that three-dimensional.

baseline accuracy of a few cm could be achieved in a few years, if a major

external error source - variable path delay due to tropospheric water vapor -

could be accurately measured and calibrated.

C.	 RADIO WAVE PATH DELAY

It takes longer for a radio wave to traverse an atmospheric path L

relative to the time it would take to traverse the same path in a vacuum.

The electrical path length L
e 

is just the integral of the refractive index

Of the atmosphere along the path. The difference AL between the electrical

,ath length and the physical path length is simply,

AL = 10	 J N ds
	

(2-1)

where N is the refractivity at the point s along the path. The refractivity

for the atmosphere as given by Smith and Weintraub (Ref.4) is composed of two

c.erms. The first and largest term is called the dry term and is proportional

to the integrated dry air density. For most purposes it is sufficient to

"wei(i h" the atmosphere at the zenith with a barometer in order to estimate the

"dry" delay AL  and then scale this zenith quantity to the line-of-sight

using a cosecant elevation law. The second term contributing to the

refractivity is a function of the atmospheric water vapor. Tile excess patil

,telay in centimeters for this term of the refractivity is of the form,

Al, v = 0.1723 J (p /T)  ds	 (2-2)

where p is the vapor density in g/m3
v	

, T is the temperature in kelvin,

:,nd s is in meters. Unfortunately (for our applications) atmospheric water

vapor is a highly variable ana not well-mixed atmospheric Constituent. As i

result it is impossible to estimate the path delay in Eq. (2-2) with any high

aegree of accuracy from surface measurements alone.

2-2
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In interferometric systems, the primary observable is the differential

time-of-arrival of a radio wave at the stations comprising the interfer-

ometer. The presence of atmospheric water vapor along the signal path will

impose an additional delay between 3 to 60 cm, depending on how much vapor is

in the atmosphere and the elevation angle of the observations. Typically, the

baseline is derived from observations at several different elevation angles su

that the mapping of a propagation effect error into the baseline is rather

complex. The water vapor molecule emits spectral radiation at a frequency of

22.235 GHz; the intensity is approximately proportional to the number of

molecules (or the delay) along the line of sight. The presence of liquid

water complicates the measurement problem as it contributes significantly to

the intensity of the atmospheric emission but contributes ver y Kittle to the

excess path delay.

In general, to achieve a system accuraLv better than 10-12 cm, the vapor

along the signal path must be measured. Of the several tec',niques that could

be employed to measure line-of-sight vapor delay, a cost eft etive one is

passive remote sensing using a dual-channel microwave radiometer. The second

channel makes it possible to separate the vapor and liquid effects in all but

the most severe weather conditions.

D.	 INITIAL DELAY EXPERIMENTS

During the summer of 1974, J. W. Waters and R. Longbothum of JPL compared

a spacecraft prototype microwave -adiometer with radiosondes launched at the

EL Monte, California, Airport in an experiment to determine atmospheric delay

using the technique of passive reitote sensing. Their regression analysis

against radiosonde data indicated a level of agreement better than 2 cm (units

of excess path delay). Later work by Winn et al. (Ref. 5) and Moran an,!

Penfield (Ref. 6) extended this basic result. It was clear that this device,

which became known as a water vapor radiometer (WVR), could be used to cali-

brate vapor-induced delay along the line of sight of a nearby antenna. If the

water vapor delay along the line of sight at each station could be calibrate!

Lo 2 cm, then 3- to 5-cm VLBI system accuracy could very well be possible.

2-3	 .l
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During this same period, a VLBI data acquisition system was under

revelopment at the Northeast Radio Observatory Corporation's Haystack facility.

The system was selected for ARIES and thereby established the requirements for

an ARIES WVR. It would need to operate as an integral part of this fully

automated VLBI data acquisition system. It would need to operate unattenCed

with a minimum of operator attention. It must be well calibrated, stable,

ruggedized, able to operate in all but the most severe weather conditions, and

;provide a vapor path correction accurate to better than 2 cm. There was also

a need to understand the random and systematic error budget of the WVR and to

:!evel.op an inversion algorithm to convert the WVR observable (brightness
I

temperature) to path delay correction.

E.	 FUNDING, INITIAL DESIGN, AND DEVELOPMENT

The initial design and development began with an iiiformal WVR working

group of three people. The task of specifying the requirements for a small,

portable, ruggedized WVR turned out to be relatively easy compared to the

F-ffort required to locate adequate funding. In late 1976, with the help of E.

J. ,Johnson of JPL, the WVR working group was able to borrow an engineering

model of a spacecraft radiometer from the JPL Nimbus E Microwave Scanner

Project (NEMS). A low-key effort was begun to modify and repackage this

instrument for VLBI applications. In 1977, a group at Goddard Space Flight

Center (GSFC), which was also involved in the development of VLBI systems, 	
4t

;urchased two commercially available microwave receivers with the intention of

building a dual-channel WVR for their VLBI experiments. Both ARIES and thv

C:SFC VLBI group had selected the Owens Valley Radio Observatory (OVRO) as a

base station. Both groups recognized a rare opportunity to work together iii

mutual self-interest by cooperating in the development of a dual-chai,nel WVR

for installation at OVRO. ARIES funding to purchase one of the microwave

eceivers was obtained from the Caltech President's Fund; GSFC was able to

provide funding for the second channel and for two commercially available

ositioners for mounting and pointing the WVR. The PRIES WVR group agreed to

use these various components to assemble three reasonably compatible WVRs,

With the intention that they would be used for research and development.

Based on this experience, subsequent units with an improved design would be
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built for operational use. In early 1978, the ARIES WVR group, with support

from the Goddard VLBI group, received partial funding to package Oiree WVRs.

A few months later, directions were received to construc t_ two additional WVRs

for the GSFC Crustal Dynamics Project, which was then coming into existence.

The ARIES WVR group decided it would be less expensive and faster to construct

the two added WVRs "in house" and immediately initiated procurement of long-

lead-time parts. In the fall of 1978, the Deep Space Network requested the

construction of two more radiometers. A year later ARIES requested a second

WVR, making a grand total of eight. The units were given serial numbers ROl

through R08, representing the order in which work was begun on a unit. :he

"R" designation was meant to emphasize the R & D nature of the work.

What had started out as a relatively small and informal R & D effort

involving three WVRs had grown into a rather complex, time-sensitive,

replication activity. There were some parts for building three WVRs,

directions to construct an additional five WVRs, and only limited funding.

JPL management also directed that the design and construction of these eight

WVRs be consistent with the needs of both JPL and non-JPL users. This

presented an additional challenge in that parts for assembling the first three

radiometers were already on hand, and the funding limitations dictated the usk,

of off-the-shelf components in the design and construction of the .five

additional units. The approach chosen was to maintain the original purpose and

intention of the ARIES WVR group: to build research tools that were capable of

deuionstating that vapor d =_lay in VLBI measurements could be satisfactorily

calibrated. To keep within budget and time constraints, there would be no

research into basic radiometer design and construction. The established "safe"

design of a Dicke switched instrument taken largely from the existing space-

craft WVR design would be used. It was decided to standardize on two frequen

ties, 20.7 and 31.4 GHz, and use doubly stabilized Dicke radiometers. The

cold load calibration system used with the two GSFC-supplied microway..

receivers would be discarded because (1) the load was inaccurate, (2) keeping

it filled with liquid nitrogen was operationally difficult, and (3) the

packaging problem was extremely difficult.

2-5
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It was decided that the WVR would be mounted off the antenna on a
l

positioner that would point the instrument in azimuth and elevation. The

choice was made on she assumption that if the WVR was used for some appli-

cation other than VLBI, it would not tie up the VLBI antenna. Second, the

procedure used to establish and check the temperature scale calibration (i.e.,

°. I	 the tipping curve) becomes awkward and time-consuming when performed on a

large antenna. Third, preliminary analysis suggested that the only difference

I)etween the broad-beam WVR and the narrower beam radio telescope would be in

the short-period fluctuations caused by water vapor. Since most VLBI obser-

vations are the result of incoherently averaging up to 15 minutes of data, it

effectively smoothes the rapid but small fluctuations caused by water vapor.

To simplify the operational interface, a microcomputer controller was added to

allow the user to remotely control WVR operations.

During construction of the first three instruments, several areas were

located where minor improvements could be made in design, assembly, and/or

construction. Changes that were finally incorporated in units R04 through R08

were essentially dictated by the requirement that all WVRs appear identical to

the user at the controller interface. Unfortunately it proved to be impracti-

cal to remove all of the differences between the different units. The most

)bvious remaining difference is that the vapor frequency of WVR-R02 and R03 is

centered at 21 GHz (compared to 20.7 GHz for all other units) and the slew

rate is approximately a factor of 4 slower than the other radiometers. Thies

the eight radiometers that have been deployed consist of three different

microwave packages, two different positioners, and three slightly different

microcomputer controllers. However, the software that resides in the micro-

computer makes these differences largely transparent to the user. The current

plan is to mount units RO1 and R07 on the edge of the antenna they are

intended to calibrate and to use the fast mounts from these units to retrotit

units R02 and R03.

in July 1979, unit WVR-R03 was delivered to the Haystack facility in

Massachusetts. According to the original agreement with GSFC (now manager of

the Crustal Dynamics Project), the WVRs would only be benched-tested at JPL

before shipment. Each user was responsible for functional testing and
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calibration of the unit it received. The agreement, however, proved to be

impractical. Consequently, in late 1979, at the request of the Crustal

Dynamics Project, the ARIES WVR working group agreed tG functionally test and

calibrate each WVR prior to shipment. In addition, the group would assist

with installation of the WVR when requested by the observatory, maintain a

stock of spare parts, assist with maintenance, provide a minimum level of

:documentation consistent with R & D instruments, provide the algorithm

necessary to convert WVR output into a delay correction, and provide a backu;.

vapor calibration capability as well as a comparison check on WVR performance.

For the bacKup capability, the group also agreed to construct, test, and

alibrate a solar hygrometer to accompany each WVR. These increased responsi-

bilities proved to be more time-consuming than originally anticipated.

,WVR-ROl was installed at OVRO in September 1980; unit R05 was installed at the

haystack facility in January 1981; unit R06 was installed on the ARIES

electronics van (Mobile Van-2) also in January; unit R04 was installed at DSS

13 in February; unit RO1 was delivered to ARIES (Mobile Van-1)

in May; and unit R08 was installed at Ft. Davis, Texas, in June, 1981.

F.	 COST PERFORMANCE AND FUTURE DEVELOPMENT

Table 2-1 summarizes the hardware costs and time expended on the WVR

research and development phase. hardware costs are referred to epoch October

I	 1981 and, for the most part, must be inflated to the current date. An

i

	

	 exception to this is the microprocessor hardware where many components are

being reduced in price. The hardware, assembly, testing, and alibration

costs are listed on a per unit basis. The development of the algorithm,

microprocessor control software, and the data acquisition software is

summarized as a total effort. The final accounting of hardware cost and

:assembly time was very close to our original estimates for this task in spite

of severe price inflation. This was due largely to the fact that we were more

efficient in assembly than originally estimated. Having several WVRs under

construction meant that some jobs could be done on a "production-line" oasi,

-,nd there were always lots of little jobs that kept everyone busy.

The software part of the WVR task cost a great deal more than originally

estimated. There were essentially three reasons for this overrun. First,

r
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COMPONENTS K$ TASKS

Ferrite switches 7.3 Fabrication

LO/mixer/I.F. 8.5 Assembly & wiring
Horn antennas 3.1 Bench testing
Waveguide components 1. Engineering tests
Power supply 1.7 Calibration
Detectors 0.1
'temp sensors & control 0.4
Enclosure (microwave) 0.6

Misc.	 comp. 1.2
Control panel 0.8

Microprocessor 4.5
Positioner 2.8

Gables & connectors 0.5

WORKMON.H

3
4

0.8
2

12.8

2-8
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Table 2-1. Cost Summary

r" ,	A.	 Cost per radiometer (as of Oct. 1981)

$32,500

B.	 Support Tasks

TASK

Controller software (3 versions)

System support

Data acquisition S/W
h:nvironmental test

Algorithm development

WORKYEARS

0.2

0.8
1.0

0.2

2.0

5.2

I



purchase and delivery of the .JPL MK III Data Acquisition System were delayed,

which forced the purchase of additional software for host computers other than

the MK III computer. These additional microcomputers were intended to serve

as "host" machines and were not in the original budget. The budget crimp

Forced the purchase of some less than optimum hardware, which resulted in

equipment problems that required schedule slips and more money to be spent

later on for maintenance. The second reason for the software overrun was

simply due co underestimation of the amount of system level support needed to

veep several development systems running. The third and major reason for the

overrun was software development personnel turnover. Over the three years of

the task, eight people worked on the software and algorithm development. All

worked part tirr- and five left after several months on the job.

Had it been realized at the start that the task would grow to involve

constructing eight WVR instruments instead of three, the conventional Dicko

design would not have been selected. One can imagine a spectrum of design

possibilities that range from a fully compensated Dicke radiometer utilizing;

full digital control and data acquisition to a single horn total power

instrument. The goal in any redesign effort should be to lower the parts

count, thereby decreasing the hardware cost, reducing assembly time, reducing

weight, size, and power requirements, and increasing instrument stability. At

some point in the design spectrum one is inevitably faced with the possibility

of cost/performance tradeoffs that can limit the applicability of the

instrument. It is our educated guess that the cost of the WVR could be

reduced 15-30% by simply re-engirteerirg the current design, but keeping the

game overall characteristics of the current instruments. Potential cost

reductions by a factor of two are possible but entail some technical risk that

1.40rrld require a design study at the least and possibly the construction and

testing of a prototype.
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SECTION III

DESIGN CONSIDERATIONS AND REQUIREMENTS

A.	 INTRODUCTION

In response to a directive from the JPL Program Office for the Crustal

Dynamics Project a deign team was formed to review the design specification.

for a water vapor radiometer. The conclusions and recommendations of this

team were issued as a JPL internal report, which was written very early in the

development stage and became ttte engineering specifications document. Table

3-1 summarizes these specifications.

As discussed in Ref. 7, the analysis of VLBI error sources suggests that

baseline accuracies of 3 to 5 cm are possible if the line-of-sight water vapor

Effects can be calibrated to +2 cm. At the 2-cmlevel there are several com-

parable error sources so that it simply does not make sense to invest a larp,c

-mount of resources in the reduction of any single error source. keep in mind

that the 2-cm vapor delay accuracy refers to a differential measurement so that

the accuracy of an individual measurement should he 2/^_2 cm. We would like

the precision of the vapor measurement to be a factor of 3 or 4 better in the

hope that the increased precision can be used to spot systematic effects.

Hence, the overall system requirement for the WVR is that it measures vapor

delay with an accuracy of +1.5 cm and precision of +0.4 cm. The problem i,i

1978 was to convert this system performance requirement into a set of general

design specifications.

1t.	 PHYSICAL CHARACTERISTICS AND ENVIRONMENT

Since a stock of existing part y was to be used, the physical character-

istics of the WVR were mostly predetermined. The characteristics of units Rl)1

and R04 to R08 are listed in Table 3-1. Units R02 and R03 have slightly larger

volume but are essentially the same physically. The environmental factors were

specified by the meteorological conditions for both the mobile and fixed

:antenna sites that were under consideration by the Crustal Dynamics Project.

ht temperatures below -10 0 C it was felt that the atmospheric vapor content

3-1	
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Table 3-1. Water Vapor Radiometer Specifications

1) Physical Characterictics

Weight Volume Power

(kg) (m3) (watt)

Microwave package	 45 .12 300-600

Positioner	 34 .074 0-450

Control module	 26 .15 120

71

2) Environmental
Operating Range

Ambient Temperature:
Wind Speed:

Relative Humidity:

Survivability

Ambient Temperature
W.nJ Speed:
Relative Humidity:

-loo to +500C

up to 65 km/h
0 to 95% or until liquid water

precipitates onto the horn cover

-40 0 to +6000

up to 160 km;h in stowed positlon
100%, sealed from rain and dust

3) Microwave Module

Operating Frequencies:	 20.7 & 31.4 Ghz

Frequency Stability: + 12 Mhz over operating range
RF Bandwidth: 200 Mhz

IF Bandwidth: 100 Mhz
Integration Time: software selectable	 in steps of 0.1	 s

Signal Range: 3 to 400 K

Antenna Beamwidth: 70	 (ful). width at half	 power)

Beam Efficiency: >99.9% for +15 0 around beam center

Calibration: supplied by two waveguide terminations
held at fixed temperatures and
supplemented with tip curve obervaticns

Base Load: 315 K

riot	 Load: 370 K

Temperature stability: >•)-0.1	 K/minute

4) Positioner

Coordinates:	 Azimuth & Elevation

Range:	 0 to 355 0 in Az, 5 to 175 0 in E1

Slew Rate:	 >1.5 deg/s (both axis)

Position Accuracy: 	 10 both axes
Readout Accuracy: 	 0.10 both axes

3-2
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Table 3-1. Water Vapor Radiometer Specifications (Contd.)

5) Control and Interface Module

Operating Modes
(i) Local:	 all data and control lines available for

monitoring by built-in digital voltmeter

(ii) Remote

Interface:	 RS-232, twisted pair of cables

Baud Rate:	 110 to 19200 baud, selectable by software
and hardware jumpers

Protocol:	 compatible with MAT* bus
Data Storage:	 temporary storage only, mass storage is

the responsibility of the host computer

* - MAT = Microprocessor ASCII Transceiver used as the control/communicator
standard in the Haystack/GSFC Mark III data acquisition system.
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would be very small and hence there would be little need for the vapor correc -

tion. The WVRs will survive temperatures as low as — 40 0C, but below —100C

it becomes increasingly difficult for the internal heaters to thermally stabil -

ize the electronics. Similarly, at wind speeds above 65 km/h the VLBI antenna

normally shuts down. At wind speeds higher than 95 km/h it is recommended

that the WVR be stowed in the horizontal position to present the minimum sur -

face to wind loading. An additional environmental problem that was not solved

was dew accumulation on the cover of the horn antennas.

C.	 OPERATING FREQUENCIES

One of the most critical specifications in the WVR design is the choice

of operating frequencies. This is because the water vapor line centered at

22.235 GHz is pressure broadened. Thus, the line profile will depend on the

altitude distribution of the vapor. A given amount of vapor concentrated al-

low altitude will produce a wide, flat profile relative to the same amount of

vapor concentrated at high altitude. Most of the vapor signal is produced a:

22.235 GHz; this is also the frequency that is most sensitive to the shape of

the line. However, if a frequency is chosen on the wing of the line, e.g.,

netween 20 and 21 GHz, this sensitivity to vapor height (Ref. 8 and 9) can be

minimized. The radiometer (unit RO O obtained from the JPL Nimbus E Microwave

Scanner Project (NEMS) operated at 22.2 and 31.4 GHz, while the two GSFC-

supplied radiometers (units R02 and R03) were designed to operate at 21.0 and

31.4 GHz. Preliminary bench tests indicated that the NEMS components could

possibly be used as low as 20.7 GHz. There is a decided advantage in having;

..11 WVRs operate at identical frequency pairs; consequently, the design, team

decided to standardize on 20.7 GHz as the vapor sensitive channel for all

Follow—on WVRs and attempt to modify and retune the existing components.

U.	 FREQUENCY STABILITY

The specification of frequency stability is important because the vapor

channel operates on that part of the emission line where the rate of change of

brightness temperature with respect to frequency is largest. The frequency

will change because the Gunn diode local oscillator is temperature sensitiv,•
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and the WVR enclosure does not act as a perfect oven. The sensitivity is

approximately 3 MHz/ oC and since temperature changes of +4 0C inside the

WVR are possible, this implies frequency shifts of +0.012 GHz. At a volumnar

vapor content of 2 g/cm2 , the rate of change of brightness temperature

with respect to frequency is 3.3 K/GHz, so that 0.04 K errors are possible in

the presence of moderate amounts of vapor. These errors are below the

quantization level of the A/D converter for most observing conditions.

E.	 BANDWIDTH AND INTEGRATION TIME

The bandwidth specification like the operating frequency of 20.7 GHz was

governed by the equipment in-hand. Both the NEMS unit and the two

GSFC-supplied units are double sideband receivers with an 1F passband from 10

to 110 MHz. The Dicke switch rate is 1000 Hz on all of the rad':ometers. The

minimum integration time is set by a low-pass filter on the output of the

synchronous detector whose characteristics were based on three considerations.

First, the time constant should be long enough to span many cycles of the

Dicke switch and thereby average out transients and any short-term dithering,

in the switch reference frequency. Second, the time constant should be large

enough to reduce the random noise fluctuations to a value that is several

times the quantization level of the analog-to-digital converter. Third, the

time constant should not be so large as to impose tedious wait states betwee•i

:haages of the input. The design team chose a low-pass filter with an

equiva!ent time constant of 100 ms and thereby average 100 cycles of the

Dicke switch. The rms fluctuation level is approximately 0.4 K compared to a

quantization level of 0.1 K. The wait state after a mode change is determined

by the time it takes the previous level to decay to less than the quantization

level, which for our design is 9 time constants or 0.9 s. This delay is

enforced in the controller software - the WVR simply will not respond for 0.9

s after a mcde change. The effective integration time can be lengthened by

aoftware averaging techniques.

F.	 ANTENNA BAADWIDTH

ldeally, one would like the antenna beamwidth of the WVR to be

comparable to the beamwidth of the radio telescope that is to be calibrated.
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However, as indicated previously, this restricts the use of the WVR in other

applications. in addition, a comparable WVR beam would entail considerable

cost either as hardware or in development in that it would mean a WVR aperture

whose diameter is comparable to that of the radio telescope with all of the

attendant problems of pointing, spillover, etc. These problems are solvable

given enough time and money but did not require solution in this application.

A horn antenna with a relatively broad beamwidth (7 degrees, full width

at half maximum) was chosen for three reasons: (1) it has virtually no

sldelobes, (2) the dimen3ions could be easily scaled to give the same beam-

width at both operating frequencies, and (3) the temporal/spatial resolution

cif the broad beam was more than sufficient for the application. The horn beam

pattern shown in Figure 3-1 is taken from Ref. 10. In order to have a WVF?

beam that was comparable to that of the 64-m antenna operating at 3.15 cm,

lb-m aperture would be required. To achieve this, a separate 16-m paraboloid

	

could be employed with the WVK or the WVR could be mounted in a way that would	 4

utilize some Qr all of the 64-m aperture. In either case, considerable

engineering effort would have to be devoted toward minimizing the problems of

sidelobes and spillover that produce serious systematic errors in the delay

determination. FF arthermore, since a variety of radio telescopes is used in ,

VLSI applications, a custom WVR aperture or feed would be required for each

installation. Clearly this would be impractical; if eight WVRs are needed, a

single design is most cost effective. However, if a composite design is used,

how does one relate the output of the WVR to the output of the radio telescope

when they have unequal beams?

	

Formally, there is an important distinction between the antenna tempera- 	 I

ture (which is what the WVR measures) and the sky brightness temperature

(which is what we wish to measure). The antenna temperature T 
it 

(neglecting

losses) is given by a convolution of the brightness temperature distributio-

I' (e, 0 with the antenna beam pattern P(9, m) as,
5

T  - f T b(e, m) P(e - eo , d, - mo ) dil	 (3-1)

where e, 0 are spherical coordinates and (9 u , mo ) is the pointing

direction. If the beam pattern has unwanted responses in directions other

t^
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than the pointing direction then we must correct for them. A typical sky

brightness temperature of 30 K would be considerably corrupted by a 100 K

cloud or the 300 K earth in a sidelobe even if the sidelobe response were

20 dB down from the main beam. The virtue of having an antenna beam with no

sLdelobes (i.e. very high main beam efficiency) is that the antenna tempera-

ture can be equated to the brightness temperature (except for a small pointing

correction) and a great deal of data "massaging" can be eliminated.

To understand how the vapor affects a large radio telescope, it must be

kept in mind that the beam of the radio telescope takes a relatively large

distance to form. The extent of the near field of an aperture is

k^
I	 ^ S

Lnf = D 2A
	

(3-2)

where D is the diameter of the aperture and X is the observing wavelength.

This quantity is tabulated in Table 3-2 for some of the antennas used in this

application. Since the scale height of water vapor is typically 2 km, this

means that most of the vapor is in the near field of a large radio telescope.

Thus, fluctuations in phase for the radio telescope are determined by the

vapor inhomogeneities that pass through a cylindrical column of length Lnf

and diamF:--r D. Let us assume that the water vapor exists in the form of

"blobs" that are randomly distributed in size. If we sample equal volumes of

atmosphere containing N 1 , N 2 , blobs, etc., then we would expect to find

N blobs on the average with an RMS variation of V_N. We would obviously

expect less variation if we sampled a large volume as compared to sampling a

small volume. If we normalize N to be the number of blobs per unit area, them

the average value will be independent of the sampling volume, but the RMS

variations about the average will be a function of the sampling volume. Thus,

we can roughly estimate the difference in fluctuation between the WVR and radio

telescope by simply computing the average vapor contained in the two beams.

it we assume that on the average the water vapor is exponentially distributed

with scale height Ho , and the WVR beam is approximated by a cone of full-

w 1 dth a, then it is straightforward to calculate the ratio R of the volume

of vapor in the WVR beam to the volume of vapor in the near field of the radio

telescope,
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Table 3-2. Extent of the Near-Field and Beam

Volume Ratios for WVR and Radio Telescope

	

Diameter	 Frequency	 Lnf	 R

	

(meter)	 (Ghz)	 (km)

64 8.4 108 29.2 5.4

64 2.3 32

40 8.4 42 74.8 8.6

40 2.3 12.3

25 8.4 16.4 191.5 13.8

25 5.0 10.4

25 2.3 4.8

9 8.4 2.1 ]',77.9 38.4

2.3 0.6

4 8.4 0.4

4 2.3 0.01

__ n

n
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0

R = Vwvr /V cyl = 8[H 0
/D) + tan (6/2)] 2	(3-3)

-	 f
-r

This ratio is shown in Table 3-2 using the 7-deg beamwidth of the WVR. If we

neglect instrumental noise than we would expect the ratio of the WVR fluctua-

tions to the fluctuations from the radio telescope to vary as the square root

Of R. The WVR, since it samples a larger volume, will vary less; but on the

average, it will determine the correct delay for the radio telescope.

An alternate way to view this problem is to note that equation 3-1 is a

function of time. The brightness temperature describes the two dimensional

projection of an assemblage of water vapor inhomogenieties that are constantly

rearranged by winds aloft. Thus, the quantity T  is really a time series.

If we had a pencil beam, i.e. P(6, m) were a delta function, then the time

variations of Ta and T  would be identical. The fact that we have a beam

of finite width that is convolved with T  implies that the antenna acts as a

low-pass filter by spatially averaging the details of the sky brightness dis-

tribution. Therefore, we expect the output of the WVR to be a smoothed repre-

sentation of the output from the radio telescope. On very short timescales the

radio telescope may exhibit fluctuations that the WVR will not detect.

+	
The calculation of the time scale that relates the WVR to radio telescope

4

	

	 fluctuations is quite complex, involving the geometry and the three dimensional

spectrum of vapor inhomogeneities. We shall resort to a more intuitive

:approach. Consider that at the zenith the width of the WVR beam is approx-

imately

1)w = 2H tan(6/2)
	

(3-4)

where H is the height. For a height of 2 km (the nominal scale height of

water vapor) and a beamwidth of 7 deg, we calculate D 
w 
=244 m or roughly 10

times the near field width from a 25-m radio telescope. For a given blob

,iiameter D, and radio telescope diameter D R , we can distinguish three

different regimes. Regime 1: D<D R , the ratio of the time that the blo'i

<pends in the WVR beam to the time it spends in the radio telescope beam is

T - Dw/D R . Regime 2: D R < D < D w , the time scale is T - Dw/D.

v
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Regime 3: D>D w , the ratio of the times becomes T - 1. Thus, in this

example the very small blobs of vapor will spend about 10 times longer in the

WVR beam than in the radio telescope beam, but as the size of the blob grow~

the ratio of time spent in the two beams approaches unity. If we further

assume that the horizontal and vertical dimensions of the blob are roughly

equivalent then it follows that the small blobs will cause small phase

perturbations and large blobs will cause large perturbations. The WVR will

not "see" the short period fluctuations in the radio telescope output that are

due to water vapor but it can detect the larger long-term effects. In reality

mature is not nearly so simple and all that can be safely said is that there

is a rough equivalence between the spatial averaging of the 14VR and temporal

averaging from the radio telescope.

G.	 CALIBRATION

The WVR requires two types of calibration in order to produce accurate

path delay estimates. Instrument calibration is necessary to ensure that thr!

observed brightness temperatures are referenced to an absolute temperature

scale and algor,thm calibration is required to ensure that the inversion

:!lgorithms produce reliable path delay estimates that are free of bias.

Some degree of stabilization is provided by operating the receiver as a

Dicke radiometer. However, the Dicke load is at approximately room temperature

and hence normal operation is not fully stabilized. Additional instrumental

calibration is accomplished by including internal waveguide loads that can be

substituted for the antenna at the user's discretion. If the user observe

the output of the radiometer in 1) the hot load position, 2) the ambient

(base) load position, 3) the antenna position, and knows the physical tempera-

ture of the loads, the antenna temperature can be inferred. Since the antenna

temperatures are generally icu ,^h less than the load temperatures, the inference

represents an extrapolation and small errors in the temperature of the hot

load or losses in the waveguide or switches can cause large errors in the

antenna temperature. To first order, most instrumental loss terms can be

corrected by assuming a small correction to the hot load which can then be

determined from a "tip curve." In a tip curve we rely on the fact that the
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cosmic blackbody background temperature is well determined (2.9 K) and that the

atmosphere is approximately stratified. We observe the sky brightness tempera-

ture at several values of airmass and solve for the value of the ho'_ load

correction that yields 2.9 K at zero airmass and solve for the zen.LLt, opacity

as well.

Algorithm calibration requires comparing the WVR with some independent

method of measuring path 6.2lay. Several techniques can be used to refine thN

instrumental calibration, but the only reasonably cost effective and indepen-

dent method for estimating the path delay that is currently mailable uses

radiosondes (i.e., an instrument package carried aloft by balloon) to profile

the vertical structure of pressure, temperature, and humidity. One must numer-

ically integrate the profile in order to obtain the path delay. The accuracy

of the comparison is limited by the accuracy of the radiosonde sensors.

H.	 TEMPERATURE CONTROL

The quantity g hat correlates most strongly with gain variatiGns is tem-

perature so that it is important that the WVR have enough thermal inertia to

resist sudden changes in temperature. Conversely, the gain should be monitored

on time scales shcrt.er than the time scale for real temperature changes. The

important specification is the restriction that the physical temperature of any

load must not change by more than the quantization level during the time it

takes to measure the gain. Thus, the specification +0.1 0C/minute assume,,

that it will never take longer than one minute to measure the gain.

Almost all of the microwave components are thermally connected to a

large aluminum mounting plate. A mercury thermostat controls strip heaters

attached to this plate and regulates its temperature to 43 0C. A small fau

circulates air around the few components that are not attached to the plate.

The entire microwave package is enclosed by a sheet metal box that is lined

with styrofoam and provides a thermal attenuation of approximately 6-7 dB. The

box is attached to the positioner with a base plate made from a thermally

insulating material. Thermal baffles are mounted on stand-offs on the four

sides of the box that expose the larges t. area. These baffles are covered wit`.i

paint that has high reflectivity in the infrared. These baffles were found

to be necessary for summer operation in desert-type environments.
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Figures 3-2 and 3-3 show the warmup characteristics of the two waveguide

terminations (i.e. the hot and base loads). Typically, the hot load requires

1.5 tot hours to thermally stabilize and will remain constant to +0.20C

thereafter. The base load, which is representative of the remainder of the

electronics package, takes up to 3 hours to reach quasi-equilibrium. Figure

3-4 shows the typical diurnal variation of the enclosure temperature, which

correlates very well with the gain variations.

I. POINTING SYSTEM

The specifications for the pointing system followed from the requirement

that the WVR point along the same lii.e-of-sight as the radio telescope bein.,

calibrated. This is most easily done with an Az/E1 mount and conversions from

right ascension/declination done in software if necessary. Due to the 7-de6

`.,andwidth of the horn antennas, a capability for tracking was not included -

only pointing. The commercially manufactured positioner provided by GSFC has

pointing capability of +1.0 deg, but is modified to provide a readout

precision of +0.1 deg. Analysis of the pointing sensitivity indicates that

positioning errors of +0.1 deg will give worst case errors of 0.5 K in b r ight-

ness temperature and 3 mm in the path delay in high opacity/low elevation angle

conditions. In a typical VLBI experiment, the positioner is pointed to within

+1 deg of the radio telescope line of sight, keeping 10 deg away from obstruc-

tions. Along with the WVR data necessary to calculate the path delay, the

indicated position of the WVR must be noted so that the path delay can be

correctly mapped to the line of sight by assuming a cosecant elevation angle.

The slew _ate of the commercial positioner is generally much faster than

zhe associated radio telescope. This allows the possibility of more complex

observing strategy with the WVR than simply following along behind the radio

telescope. Details of the operation of the positioner are given in Section IV.

J. WVR CONTROL AND INTERFACE

A primary requirement for WVR control and data acquisition was that the

user input controls and the data outputs were to be identical regardless of

any nonuniform WVR hardware configurations. The computer interface for the
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planned control unit was the already-selected Data Acquisition Subsystem,

developed by the MIT Haystack Observatory, which used a Hewlett-Packard HP1000

microprocessor. Initially, it was planned only to have a computer interface

for automatic operation. However, the need to bench-test the microwave and

positioner module interfaces resulted in the development of a local control

panel, which subsequently turned out to be extremely useful for on-sight local

control during field installation and on-sight troubleshooting. The design

consideration for the control and interface software was to use a fairly

general-purpose language that would automatically operate the WVR via the

11P1000 microprocessor and that would also allow manual operation via a remote

termi.ial.

In early talks with colleagues at Goddard Space Flight Center and at the

Haystack Observatory, it was decided that the WVR would simply be treated a!,

one of several devices on a daisy-chain type of serial interface. This

interface has come to be known as the MAT (Microprocessor ASCII Transceiver)

hus. Originally it was believed that the new RS422/423 interface standard

would be necessary to implement the long lines to the WVR that were expected

to be required at some installations. Unfortunately reliabl e components to	 I
i

implement the RS422/423 standard were not available in time to be

implemented. A simple three-wire RS-232 is now in use with short-haul modems

for the WVR interface lines.

The baud rate of the WVR is set to any standard rate from 75 to 19,200

baud by a combination of software and jumper changes on the microcomputer

board. At the present time it is set to 9600 baud. Implementation of the

operating modes and command/respond sequence is primarily a matter of

^;ufficient software in the microprocessor. In the current version of this 	 f

software only the OPERATE mode has been implemented along with a set of

primitive commands. The microcomputer contains an analog I/O subsystem that

is used to digitize the various analog signals from the microwave package an.;

the positioner. The des{re for 0.1 degree of position resolution dictated the

choice of a 12-bit A/D converter (i.e. 2 -11 > 0.1/360 > 2 -12 ). Similarly,

the quantization of the physical and brightness temperature measurements is

I
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0.1 K. As indicated previously, the fluctuation level from the radiometer is

on the order of 0.4 K. It is possible to reduce these fluctuations by

averaging many samples. However, Clark (Reference 12), has pointed out that

this must be done with caution if one attempts to reduce the fluctuations

below the quantization level.

W.

i
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SECTION IV

WVR DESCRIPTION

	

1.	 GENERAL DESCRIPTION

A water vapor radiometer is an instrument for measuring sky brightness

temperature at two frequencies on or near the spectral radiation emission line•

of the water vapor molecule, which is 22.235 GHz. The design basically incor-

porates two Dicke radiometers, one tuned to 20.7 GHz and the other tuned to

1,1.4 GHz. The WVR physically consists of three modules: (1) a microwave

module, (2) a positioner, and (3) a controller/interface module. A block

diagram of the WVR is shown in Figure 4-1. The microwave module contains the

kF electronics, switching circuitry, and power supplies, and is mounted on the

positioner, which points the unit in azimuth and elevation. The microwave

package and positioner are connected to the controller/interface module, which

consists of a microcomputer and contr r^J panel that allows the performance of

the unit to be monitored and controlled locally, either for operation or

troubleshooting. Under normal operatin g, conditions, the controller automati-

cally controls and acquires data from the microwave package and the positioner.

The microcomputer can be connected to a host or main computer or to .a remote

terminal via an RS-232 serial interface.

	

4.	 MICROWAVE MODULE DESCRIPTION

The radiometer is a standard Dicke design (see Ref. 13 or 14 fer prin-

ciples of operation) and begins at the third waveguide switch, identified a6

C3 in Figure 4-1, which is called the "Dicke" switch. Switches Cl and L2 allow

selection of the three possible inputs to the radiometer: base load, antenna,

a:nd riot load. The Dicke switch modulates the input signal at a 1 kHz rate.

The mixer heterodynes the signal (double c:ideband) to an intermediate frequency

(IF) range where it is amplified and fed to a square-law detector. After

detection the signal is amplified again, synchronously demodulated with th•-

•:witching signal, and low-pass filtered. The final stage of amplification also

offsets the signal and outputs it to the control and interface module. This:

signal is digitized by the microprocessor and provided to the user as a number

4-1
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r

called "counts" corresponding to the three possible radiometer inputs, the

antenna (NA), the base load (NB), or the hot load (NH). A typical plot of the

output N versus the input temperature is shown in Figure 4-2.

The antenna is a corrugated conical feed horn and is described in Ref. 10.

The beam pattern, shown in Figure 3-I, has a full width at half maximum of

7 deg (Ref. 15). The signal intercepted by the antenna represents the convolu-

tion integral (Ref. 13) of the beam pattern and the brightness distribution of

he atmosphere. Neglecting background sources like the sun, the atmospheric

brightness distribution represents the solution of the equation of radiativ,-

transfer. The equation of radiative transfer contains the density of water

vapor (among several other atmospheric parameters) which allow us to relat..

the brightness temperature to the integrated vapor content or equivalent to

the excess path delay. Since the signal entering the antenna is small, we

oeed take care that the antenna beam avoid obstacles to ensure that the

convolution integral is manageable and we can equate the antenna temperature

to the brightness temperature.

The signal from the antenna is fed to the RF switches through a circular

to rectangular '.ransition and section of waveguide. The RF switches are threl-

Ferrite circulators containea in one package with a common heatsink in order

to maintain the switches at the same temperature. The typical isolation i,

t letter then 25 dB and the insertion loss is typically 0.2 to 0.4 dB.

The three waveguide terminations connected to the circulators are used as

hlackbody microwave sources. 'Iwo are used for calibration. The calihration

terminations are temperature controlled, one ([lot load) is maintained at

100"C while the other (base load) is maintained at the temperature of the

electronics mounting plate which is typically 45"C.

The signal from the antenna, hot load, or base load is modulated at a

1 kHz rate by circulator A. such that a constant comparison is made between the

third termination (reference load) and the signal. The reference load is also

maintained at the temperature of the plate. The modulated signal from the cir-

culators is passed through an isolator and then mixed in a low-noise mixer with
" 

I I
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a local oscillator (LO) signal to produce an intermediate frequency (IF). The

mixers are single balance Schottkey diode, double sideband mixers. The mixed

signal is then amplified by the IF amplifier which has a typical gain of 70 dB.

The mixer and IF amplifier have a combined bandwidth of 125 MHz. The mixer, LO

and IF amplifier are assembled and tuned at the factory for maximum perfor-

mance.

From the IF amplifier the signal pastes through an RF attenuator and is

then fed to a square law detector assembly. The attenua*_or adjusts the signal

;power level :.o operate the detector diode at least 5 dB below the point where

the detector departs from square law operation. The square law detector

,assembly contains an impedance matching network, a zero bias Schottkey diooe,

and a video preamplifier. The matching network has an RF bandwidth of 10 to

11 O MHz. The video preamplifier has a bandwidth of 7 kHz and an outpu` that

is a square wave video signal at a frequency of 1 kHz.

The signal from the square law detector assembly is amplified by the

video amplifier and then synchronously demodulated. The output of the

synchronous demodulator is proportional to the difference between the input

Signal and the reference load. The resultanr do signal is turther amplitie";

by a plc amplifier and is available as the analog output. The final do ampli-

fier has a typical Lime constant of 100 milliseconds and a typical offset of

+7.0 volts.

1.	 Temperature Sensor Submuy,

Temperatures at 11 locations are sensed by precision thermistors

manufactured by Yellow Springs Instruments (YSI). The temperature sensor

submultiplexer selects one of the thermisto r s and supplies 0.25 mA d-c

current. The voltage developed across the resistance load is amplified by y

factor of four and sent to the microprocessor in the controller module for A-D

conversion. Sixteen Submux channels are available and can be selected either.

:Manually or by computer. Two calibration resistors accurate to +U.l% are

located in submux channels 14 and 15 and provide a resistance measurement that

is relatively independent of gain changes or drift in the submux constant

current supply. The normalized value for the resistance is used with the

yppropriate set of thermistor constants to calculate the temperature.

4-5
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2. Plate Heat Control and AC Power Control

The temperature of the electronic mounting plate is controlled by

heater strips. A mercury thermostat, which is factory set at 45 degrees Cel-

sius, controls a solid state r?lay which in turn switches power to the Beater

strips. A fan circulates the air inside the radiometer package to help reduce

thermal grzdients. Whenever the radiometer is not being operated, the temper-

ature of the unit is maintained above 10 degrees Celsius in order to protect

the electronics from low temperatures. There is also an overtemperature therm-

ostat that will turn the instrument power off when the electronics mounting

plate reaches 570C.

3. Radiometer Logic

The radiometer logic interfaces the mode control signals from the

control panel to the various circulators o: the radiometer. The 1 kHz DicK, ,

rive to the circulator reference switch and the demodulator signal. originate

in this circui^.

4. Power Supplies

The power supplies provide 12 individual lines for the voltages

required by the microwave package. They are located external to the microwave

dackage for reasons of thermal isolation. The power supplies contain a heating

circuit that switches on whenever the temperature drops below 100C.

5. RF Components

The reference and base loads are waveguide terminations. The hot

i	 load was constructed at JPL and is connected to the ferrite switch by a short

Isection of stainless-steel silver-coated waveguide that acts as a thermal iso-

lator. The hot load consists of the termination imbedded in a block of alum-

'.nurt. The block is wrapped with a resistive strip heater and a mercury therm-

ostat is imbedded in the block next to the heater strip. The thermostat con-

trols a solid state relay which supplies power to the heater strip thus con-

4-6
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trolling the temperature of the block and termination. The block and heaters

are surrounded by insulating foam and fit into a metal cover. All other loads

are thermally coupled to the mour.ci-ng plate and thermistors are attached using

high thermal conductive epoxy.

The three RF switches in each WVR channel are ferrite circulators that

are factory tuned to the desired operating frequencies. The switch drivers

drive the individual circulators. These drivers are located in a separate box

connected to the switches by - a ,-.hort length of cable. The switch driver cir-

cuit is actuated by TTL signels from the local control panel or microprocessor

through the switch logic ci•ci. .*.t.

The final circulator (i.e. the Dicke switch) is connected to a 20 dB

isolator that is used to rf.tuce lc.cal oscillator (LO) leakage out of the horn.

A short piece of waveguide connects the isolator to an assembly that consists

of the LO, mixer, and 	 amplifier. Frequency, LO power level, and LO to mixer

coupling are all factory ..djusted for minimum noise. The nominal noise equi-

valent receiver temperatures are 575 K. at 20.7 GHz and b30 K at 31.4 Gllz.

The output of the mixer/IF assembly is connected to a fixed attenuator

which in turn is connected to the square law detector. The attenuator is usel

to adjust the IF signal level to the detector so as to ensure square law oper-

ation.

6.	 Synchronous Demodulator

;rom the detector assembly, the signal is routed to tine

synchronous demodulator. The circuits for both channels are identical and

ITiounted on the same circuit card. The signal is amplified, inverted, and

synchronously demodulated by a switching signal at the Dicke rate (10 1JO Hz).

the switching signal is conditioned and divided. Part is fed to the Switch

oriver for the Dicke circulator. The other part is optically coupled to the

, ynchronous demodulator in each channel.

f
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7. Power, Heating, and Protection Circuits

Two multiple voltage power supplies arE used to provide all of the

voltage levels req ,.aired by the microwave package. Both supplies are packaged

together but kept separate from the microwave module. The resistive strip

heaters are located on the mounting plate/heat sink. Overcurrent protection is

provided by a fuse that opens at a current of 15 amperes. if the temperature

Of the plate rises above 570 0 the thermostat will open and cut all power

until the temperature drops. The fan circulates air around the mounting

plate/heat sinK in an attempt to minimize thermal gradients between components.

8. Mecrianical Description

Figure 4-3 shows the mechanical layout of the microwave module.

'Three aluminum plates are used to mount the various components. The base plate

:attaches directly to the positioner mounting table. The antenna mounting plate

is positioned parallel to the base plate cn four aluminum posts. Between these

cwo plates, bolted directly to the antenna mounting plate, is tlae electronics

mounting plate. This roughi,- rectangular package is enclosea on foam sides by

a sheet metal cover that screws into the base plate and is lined with styrofoam

insulation. Another piece of styrofoam covers the horn antennas together with

a thin (i.e., U.127 mm) sheet of teflon. The foam insulation provides thermal

isolation for the microwave electronics. Liquid water that precipitates 01

the WVR usually beads on the teflon cover (assuming the teflon is clean) aiad

can be seen much more easily than on a styrofoam surface. When the WVR is

removed from the zenith the liquid droplets slide off the teflon cover quite

readily.

Primary temperature control occurs on the electronics mounting plate which

is thermally isolated from both the base plate and the antenna mounting plate.

Strip heaters cover most of the unused space oil 	 electronics mounting plate

which acrs as the heat sink for all RF components. Typically, a change in the

outside air temperature of 12 00 will cause the temperature inside the enclo-

sure to change by 3o C.
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The two power supplies are also mounted on one side of an aluminum plate

with strip heaters on the other side of the plate and over/under temperature

thermostats. These supplies are mounted in a small metal box separate from

the microwave electronics.

C.	 DESCRIPTION OF WVR SERIAL NOS. R01, R02, AND R03 MICROWAVE MODULES

The purpose of this paragraph is to describe the differences in microwave

ri e

	

	
module, used with WVR Serial No. RO1, R02, and R03 from the preceding descrip-

tion. These differences primarily involve the hardware. Unit RO1 was assem-

')led using surplus parts from the NIMBUS E spacecraft radiometer program.

Components for units R02 and R03 were purchased from Sense Systems, Inc., by

f.oddard Space Flight Center and provided to JPL.

1. RF uomponents

The port assignments in the RF switches of the 21 GHz channel in

R02 and R03 are identical with the port assignments found in the 20.7 GHz

channel of units R04 to ROb. In the port assignments of the 31 GHz channel of

R02 and RU3, the calibration loads are reversed relative to the 21 GHz channel.

In R01 there are three individual switches instead of the composite package

found iu the other WVRs, and the switch drivers are also different. Both

channels of R01 have the same port assignments. The 31.4 Gfiz channel of RU1

has a different mixer/LO/IF amplifier assembly. The second IF amplifier,

square law detector, and video amplifier are from the original NIMBUS E design.

2. Synchronous Demodulator

The synchronous demodulator in units R02 and R03 is part of the

commercial microwave module supplied by Goddard Space Flight Center. The

'emodulator for each channel is located on an individual circuit board and

includes a blanking circuit. A unity gain, inverting amplifier with offset

.jas added to each channel so as to provide an output voltage that varied

between 0 and 10 volts. The demodulators for both channels of RO1 are from

the NIMBUS E unit and are enclosed in small bores. They do not contain

4-11

^	 1

► 1^



I	 '

MI

	

	 blanking circuits - instead switch transients are tuned out with shim stock

placed in the waveguide between the isolator and the mixer.

3. Switch Logic

The components that comprise the switch logic and the layout of

these components in units RO1, R02, and R03 are from the original designs.

4. Submultiplexer

The submultiplexers for units R02 to R08 are all identical. Unit

R01 has a similar design but differs in that RO1 uses platinum sensors to mon-

itor the various physical temperatures.

5. Power, Heating, and Protection Circuits

The power to the heater strips for unit RO1 is controlled by pro-

portional controllers. The sensing element is a thermistor instead of a

mercury thermostat used in all of the other radiometers. RO1 does not have an

extreme low-temperature protection circuit and should be protected whenever it

is not being operated. The circuit still has overcurrent and high-temperature

protection components. The hot load heater control and control sensing element

are als- of the p roportional design.

The hot load temperature controllers for units R02 and R03 are the com-

mercial manufacturer's design. They are proportional controllers with a therm-

istor as the control sensing element. There are no plate heaters in these

units. The internal temperature is controlled by mercury thermostats. The

}seating elements are contained in a small rectangular tube placed in front of

a fan.

b.	 Power Supplies	 `

Each channel of units R02 and R03 contains its own separate power

supply. Tile voltages for the submultiplexer are tapped from the 21 GHz power

:.upply. The power supplies are located inside the microwave module.
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The various voltages for unit R01 are supplied by a number of different

power supplies. They are mounted external to the microwave module.

7.	 Mechanical Description

Unit R01 is similar to R04-RO8 in mechanical layout. Each separate

channel for units R02 and R03 with their antennas and waveguides is held to the

base plate by two posts. The box heating apparatus is located between the two

channels and is mechanically connected to one of the posts of the 21 GHz

channel. The cover is different from R04 in order to accommodate the commer-

cially supplied packages.

D.	 POSITIONS R MODULE

The positioner module is an off-the-shelf unit, commercially manufactured

by PELCO Inc., and modified by JPL. The positioner is inexpensive, reliable,

+nd capable of pointing in azimuth (az) and elevation (el) with an accuracy of

+1 deg. The pointing angle can be read with an accuracy better tnan 0.2 deg.

Model PT2000 is used for WVR units RO1 and R04 to R08 while Model PT2500 is

used for units R02 and R03. Model PT2000 moves at a maximum rate of 8 deg/

second while Model PT2500 has a maximum slew rate of 1.5 del;/second. The

mounts are inscribed with serial numbers M01 through M08 and, except for unit

1101, are interchangeable.

The positioner table is driven about two orthogonal axes by d-c motors.

The direction of rotation is determined by the polarity of the drive voltage;

the rotation rate is determined by the RMS voltage level as well as the gearing

to the rotational axis. For positioner unit 1.101, variable rate drive circuits

are contained in a separate box that was purchased with the mount. For units

1102 through M08, circuits were added at JPL to control the polarity of tho

crave signal at a fixed voltage level. Consequently, units MO2 through Mitt

always move at or near the maximum slew rate. JPL also added a thermostat and

a strip heater that is energized when the ambient temperature falls below O"C.

Limit switches are provided to prevent damage to cabling.

i
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The az and el angles for all positioners are determined by two precision

potentiometers. The el potentiometer is driven by a chain and sprocket

I
arrangement. The azimuth potentiometer is driven directly from a reducing

I

gear connected to the azimuth shaft. The potentiometer excitation voltage for

the units M04 through MUFF is provided by an eight-volt regulator located in

the positioner. For units MOI, MO2, and M03, the excitation voltage is

y

	

	 provided by a five-volt power supply located in the controller module. The

voltages from the wipers of tha potentiometers are buffered by unity gain

Im	 amplifiers whose outputs are the az and el signals.

Worst case errors due to pointing inaccuracy are on the order of 0.3 K

in brightness temperature and 0.3 cm in path delay. At low elevation angles

the indicated elevation requires correction to compensate for the finite width

)f the beam and the asymmetric brightness distribution of the atmosphere.

1.	 Elevation Pointing Error Effects

The full width at half power (FWHP) beam of the horn antennas useJ

on the WVR is 7 deg aL both frequencies. Une might presume that the pointing

requirements are then identical to the resolution of the instrument, i.e., b or

7 deg. While this is true of the azimuth coordinate, it is not true of the

elevation coordinate because the atmosphe,i.c brightness temperature varies

approximately as the cosecant of the elevation. At low elevation angles, 'I

small error in the elevation can cause a measurable change in the WVR output.

Errors in elevation can affect the measurement directly, i.,e., an incorrect

tine of sight, or indirectly by introducing a bias in the tip-curve calibra-

tion.

Since the brightness temperature of the sky is a function of elevation,

the quantization of elevation angle could introduce an error in the determina-

iion of Tb . We can evaluate the magnitude of this effect by noting that we

. , an always write the brightness temperature of the sky as

- T

I	 b	 c	 m
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where T - 2.9 K is the cosmic blackbody background, 1' m - 215 K is the mean
c 

radiating temperature of the atmosphere, and T is the opacity along the lint:

-)f sight of the WVR. If the atmosphere is stratified then the opacity is

T - T /sin (E)
	

(4-2)
U

where E is the elevation angle and T
u 

is the zenith opacity. The pointing

sensitivity is thee.

(dTb/dE•;) = -(Tc -Tm )e
-T
	( Tctn(E)1
	

(4-3)

:anal is shown in Figure 4-4 for several values of zenith opacity over an

elevation angle range of zenith to 10 degrees. These curves are dominated by

the T term in Equation 4-3 for elevation anF,les near zenith, ar.a by the

o tn(E) term for intermediate elevation angles. However, as the opacity gets

large the curve will peak and the a
-T 

term will force the sensitivity to zero.

Physically, this means that for large T you cannot "see" through the entire

atmosphere. The brightness temperature approaches the mean radiating temper-

ature and is quite insensitive to small changes in pointing. The zenith opaci-

ty will typically range between 0.01 to 0.5 nepers at the frequencies used in

the WVE? for the sites that have been considered in the Crustal Dynamics Pro -

_jeet. Inspection of Figure 4-4 shows that for an elevation angle of 15 deg

and t
U 
= 0.5 (worst case conditions) the sensitivity of the brightness tem-

perature to smail changes in the elevation ankle is 5 K%degree. At our quallti-

iation level of 0.1 0 this means there could be a maximum error of 0.5 K in

'1' h due simply to the coarseness of the elevation angle readout, i.e., a one

')Lt error. However, note that this error is correlated in the two WVR channels

and would tend to partially cancel in a common mode. Thus pointing errors are

expected to contribute less than 3 mm errors in the determination of the path

delay correction. Note that the WVR can be pointed with an accuracy of +1

deg, but the readout is accurate to +0.2 deg.

If we approximate the beam pattern as Gaussian with a 7 deg beam (full

wLdth-half maximum), the par_ttrn is

Y(6) - exp (-(6/4.2)21
	

(4-4)

t1
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At a separation of 100 from the

An obstruction whose brightness

then contribute less than 0.9 K

obstruction. It is recommended

10 deg to an obstruction (inclu

beam center the response is dowt, oy ?5 dB.

temperature is on the order of 290 K would

depending on the sulid angle subtended b^ the

that the WVR never be pointed closer than

ling the horizon).

2.	 Pointing Corrections

As we have noted in Equation 4-1, the brightness temperature is a

strong function of elevation angle. If the atmosphere is homogeneous and

stratified, then the brightness temperature T i) at some elevation E is just

T b(E) - To/sin(E)	 (4-5)

where TO is the zenith brightness. Since the antenna beam subtends a finite

.ngle and is symmetric about the pointing direction E
x

, this means there will

be more power entering the lower portion of the beam (E ( Ex ) than through

the upper portion of the beam (i.e., E > E x ). Under the assumptions

previously cited this means that the observed brightness temperature in th••

direction E will be slightly larger than the value given by Equation 4-5 and

the discrepancy will be a function of E. An equivalent way of viewing the

;)roblem is to note that since the observed brightness temperaure is a convolu-

tion between the distribution in Equation 4-5 .and the antenna power pattern.,

the elevation angle of the beam averaged brightness distribution E^ is alwayi
Y

less than the geometrical pointing :-levation E
x . 

This effect gives rise to

a small bias in the observable (i.e., T I) ), which can be removed by correcting,

either T  or E.

When the WVR is pointing in the direction 6', d' the observed bright-

ness temperature Tobs ( 6" v) is

^I	 Tobs (e',  	
i'(e, 0 P(6 - 6', m - m') sin 6 d6 dp

\I
4-11
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where T(O, ^) is the true brightness temperature distribution, P(O, c)

is the beam pattern, 0 and y, are spherical cuordinates. For the WVk a

reasonable approximation of the true brightness distribution of the sky is

1'(0) = To /sin(X/2-O)	 (4-7)

The quantity X/2 - O is just the elevation.

The effects of two dimensional antenna smoothing in terms of the sampling

theorem are discussed in Ref. 16, where it is shown that for a Gaussian beam

the observed brightness temperature is given by

Tobs ( 8 ,	 T(e, ^)/ 2 + (T(e + O 1 p	 + ^ 1 ) + T ( e - OP	 + m l )	 (4-8)

+T(e - 6 1 , 0- 41)+T(e+ 61, 0- oi l

This is equivalent to replacing the integral in Equation 4-6 with a finite

sum, i.e., imagine the beam to be the sum of segments - half the power origi-

nating from one segment around the beam center and the other half of the power

from reduced segments around the half power point3. Since the brightness

distribution in Equation 4-7 does no' depend on ^, T(O, ^ +

T(e, m - ^ 1 ) so that Equation 4-8 reduces to

[ obs(e, 0) = TO/2cosO) + To (1/cos(e - O 1 ) + 1/cos(O + 6 1 )1/4	 (4-9)

Thus, for a beam of finite size pointed in the direction e, there will. be  a

residual error in the observed brightness temperature given by

(T-Tobs)/T	
112 - (cos 6/4)(1/cos(O - 0 1 ) + 1/cos(e + 8 1 )l	 (4-10)

This residual is shown in Figure 4-5 for values of e 1 equal to 7 deg, 3.5 deg,

and 1.75 deg, and is the percent error in brightness temperature if we do not

correct the pointing. The parameter 0 1 is the half-width at the half-power

points of the antenna beam and is denoted in Figure 4-5 as HW1iP. Even at

90 deg elevation there is power entering the beam from angles other than zenith

so that the effect never goes to zero.

4-18	 ``^
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In practice, it is generally easier to compute a corrected pointing angle

or air mass rather than correct the brightness temperature. If we expand the

cosines and use the small angle approximation sin e 1 	 8 1 , cos 6 1 T 1, then

f	 we obtain

R

lobs	
l o (AM)/2 + [1 - 1/(1-x 2 )]	 (4-11)

where x = 9 tan 6. In stratified conditions we would like the observed

brightness temperature to vary as the corrected air mass AM', i.e.,

Tobs - T
o (AN - )	 (4-12)

which implies

AM' = AM[1+1/(1-x`)]/2	 (4-13)

If x << 1, this equation can be further simplified to

AM' = AN( 1+x 1 /2)	 (4-14) 1

The ratio AM'/AM calculated from Equations 4-13 and 4-14 is shown in Figure

4-6.	 t

i

1
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3.	 Positioner Coordinates A i and Ei

As the positioner erns about a particular axis the potentiometer
a

(i.e.,	 the "pot")	 shaft also turns such that the resistance R 	 ,	 measured on
w

1
the pot wiper,	 is linearly related to the angle turned by tale mount; 	 that is

R	 = aA + b	 (4-15)
ca

,.dtere a and b are constants. 	 The most direct method of sensing this angle in

the WVR controller is to measure a voltage with an analog-to-digital converter

(ADC:)	 by passing a current 	 through the potentiometer and measuring V w ,	 the

voltage on the wiper,	 so that Equation (4-15) becomes

e = a'Vw + b'	 (4-16)

fhe voltage V 	 is presented to the ADC whose output is a binary number N,

i.. ahich we will denote as counts, where

lire constants a and 6 represent the gain and offset of	 the ADC circuitry.

It is a trivial matter to relate N to 8 or vice versa in an expression that

involves a',	 b',	 a and	 B.

As a practical matter	 it	 is quite diffic..lt to guarantee that	 the quan-

tities a',	 b',	 a and	 R are truly constant.	 As the	 line voltage	 fluctuates,

the power supply ages, or the temperature changes, 	 the current through the pot

may change and the gain and offset of the ADC may drift. 	 In order to reduc,

or eliminate	 these effects,	 the voltage Vx ,	 used to excite	 the pot,	 is sent

back to the ADC:.	 By measuring the ratio Vw/V x (where V 	 is the voltage

on the wiper of the pot) we are 	 relatively independent of currn.nt fluctuations.

The voltage V 	 is also used to drive a precision voltage divider that

provides a voltage Vc , which provides a calibrating capability for the ADC.

!-I

.
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The input to the ADC is through a 16-position switch called a multiplexer

(MUX). The wiring assignments have been standardized so that the excitation

voltage always appears when MUX channel 9 is selected*, the wiper arm voltage

appears in channels 10 and 11 (az in channel 11, and el in channel 10), and

the calibration voltage is in channel 12. Thus we observe the numbers

FT

ra K

N
w

N
C

If, in Equation (4-15) we use the n

t ion then

a V x +	 (4-18)

a V  + F	 (4-19)

= a V + R	 ( 4-20)
c

ormalized pot voltage as a measure of posi-

e = e' + m(Vw /Vx )	 (4-21)

Using Equations ( 4-17) through (4-19) we then get

6	 e' + m (Nw-b) /(Nx -b)	 (4-22)

where

b = (Nc-Nx)JR?/(RI+R2)]/[1-R2/(R1+R?)) 	 (4-23)

Tn all of the WVRs, R ; = 10 K ohms (+I%) and R 2 = 1 K ohm (+1%) is used.

During calibration of the positioner, a precision multi.meter is used to

measure the ratio R 2/(R 1 + R2).

If the user wishes to know where the WVR is pointed, the procedure is to

measure MUX channels 9, 10 (or 11), and 12 to get N
x NW)  

and N c , and use

the following equations.

*Note that channel 0 is the first MUX address and charnel 15 is the last.

4-23 1
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	Az = Az' + MA (N11-b)/(N
X
- h) 	 (4-24)

	

E1 = E1' + 1%1E (N10-b)/(Nx -b)	 (4-25)

Early versions of the WVR controller software require the user to point thp

device in counts. Thus, the host computer should use the expression

	

N UJ = b + (6 - fi')(Nx-b)/M	 (4-26)

N  must be sent to the WVR as a four digit integer.

The overtravel limit switches restrict the azimuth range to approximately

350 deg. The actual azimuth range will vary from mount to mount, depending on

now carefully the stops were located during checkout. Version 3.0 (and

earlier) of the WVR controller software does not- check the az or el limits-

Thus, if the user commands the WVR into the limit, the limit switch will

disconnect the drive power to the motors. The controller, however, has no

way of knowing this has happened and will keep trying to drive past the

limit. When this happens, recovery is accomplished by depressing the RESET

hutton on the microprocessor and restarting the control program. The next

version of the WVR control software will prevent this condition. The current

`ik III WVR-Driver software simply checks the limits and does not issue any

point command that takes the WVR into the dead zone. It is also possible to

"go over the top", i.e., move the positioner through 180 deg about the horizon-

tal axis. The elevation travel is limited to a nominal of )0 deg to 170 deg.

4.	 Calibration of the Positioner Constants

The constants for each positioner were measured by turning the

positioner through several well-measured angles and noting the respective

voltages V
w	 x

and V . These data were fitted in the least squares sense to

determine the offset and slope constants. To calibrate the elevation angle,

the positioner was mounted on a flat surface and the elevation of the mounting

IM
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table was measured using a clinometer with an accuracy of +1.5 arc minutes.

The departure of the flat surface from level was measured and subtracted from

the clinometer readings. For the azimuth ankle calibration, a pen was firmly

:attached to the edge of the positioner with its tip in contact with a sheet of

paper. As the mount rotated in azimuth, the pen scribed a circle on the paper.

At various points on the circle, the voltages were noted as well as the length

of the chords between marks. These data were used to calculate the azimuth

:angle corresponding to a particular azimuth voltage. In all cases the quality

of the fit was very high and seemed to be dominated by the accuracy of the

clinometer or measurement of chord length.

5.	 Pointing Offsets

The aperture of the horn antennas defines the WVR coordinate

system. Some care has been taken to mount these horns precisely, so that the

:aperture plane is very nearly parallel to the baseplate of the microwave

module. Since the baseplate is bolted directly to the positioner table it is

sufficient (and mere convenient) to measure az and el offsets directly from

the table. In general, the positioner is never perfectly aligned with astro-

i;omical azimuth and elevation (i.e., true Az and El = A t and E t ). Tile

vertical axis of the positioner is offset from the true vertical by the angle

^ 0 . A pla:ie drawn through both true vertical and the vertical axis of the

positioner will intersect the horizontal plane of the positioner in a line that

is described by A.
L 

=	
1O	 O

and A. = ¢ + 1800 , where the i subscript

denotes the internal coordinate system of the positioner.

Normally, the positioner is mounted on a pedestal and the internal coord-

inate system is commanded to A. = 00 and E, = 90°. Large departures

	

1	 1

from vertical, e.g., greater than 1 	 are usually removed by placing shims

under the bolts that hold the positioner to the pedestal. Once the coarso

alignment to vertical is completed, the offsets 6
u	 o
and p are measured

with a clinometer. This device is essentially a bubble level with a vernier

readout that is accurate to +1 minute of arc. The clinometer is placed on the

table in the direction A i = 0 and the reading noted. The positioner is then

turned to the angles, A i. = 90°, A i = 180
0
 and A i = 270°, and the

clinometer reading is noted at each position. The elevation angle offset is

4-25



sin E^ = sin O o sin (A i + m )	 (4-27)

So when we plot the clinometer reading versus A, we observe a sine functioi:

whose amplitude is sin 9 0 and phase is ^ 0 , both of which can be deter-

mined by a least squares fit to the data.

The true elevation is just E t = E  + E , , or

F t = E  + Oo sin ( Ai + ^ )	 (4-26)

using the small angle approximation.

The azimuth offset is most easily determined by observing a source. At

night in the northern hemisphere, the positioner table can be pointed so that

it is possible to sight Polaris along the side edge of the table. The azimuth

offset is then
o
 = -A 

i
.. It is only slightly more complicated to use the

:;un instead of Polaris, either optically or radiometrically. If the optical

metnod is used, a shadow can be observed rather than sighting the sun directly.

To obtain a shadow, use a carpenter's square to scribe a line on the positioner

table perpendicular to the leading edge of the table. Rest the handle of the

arpenter's square on the table so that the line is centered along the handle

and the ruler is extended upwards. i •love the positioner until the shadow of

the ruler lies along the scribed line and note the time and indicated

azimuth. Given the time, latitude, longitude, and an almanac, the true
1

azimuth of the sun can be calculated and the offset is ^ o = A t - Ai.

Alternately, one can utilize the fact that the sun is a radio source that will

increase the antenna temperature by approximately 25 K at both frequencies.

The WVR can be manually poiot^.d in the approximate solar direction until a

peak reading is found from either the 21 or 31 GHz channel. Again note tie

time and indicated azimuth, calculate the trkie azimuth of the sun and solve

I ' or the azimuth offset as previously described.

•

•
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E.	 CONTROLLER/INTERFACE MODULE DESCRIPTION

The controller/interface module consists of a LOCAL/REMOTE control panel

and a microprocessor. The control panel is used primarily during installation

and checkout. Any signal from either the microwave module or positioner can

be selected and the voltage displayed on a 3-digit voltmeter built into the

panel. Signal output ports are available to drive a chart recorder if desired.

Toggle switches a:e provided to move the positioner in azimuth and elevation.

Under normal operating conditions the control panel is switched to the REMOTE	 I

position, which connects all signals to the microprocessor. The microprocessor

outputs signals that move the positioner, and actuate waveguide switches in the

microwave module. Signals are input via an analog-to-digital (A/P) converter.

Communications to a user terminal or host computer are made over an RS 232

serial interface.

1.	 Commands

The controller will accept commands for immediate execution, store

commands for later execution, and/or will send a command receipt confirmation

, nessage before execution, when requested. There are five basic commands:

i
(i)	 Abort Pointing or Taking Data - Aborts pointing or taking	 I	 !

data when the controlling computer (host) or operator 	 I	 t

determines that an operation has not been executed withii

the allotted time.

(2)	 Set Radiometer Mode to X - Sets waveguide switches in the

microwave module so that the WVR "sees" one of they

following:

X - 1:	 [lot load

X = 2: Base load

X = 3: Antenna

t

1
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(3) Point to Azimuth - aaaa, Elevation = eeee - Initiates

pointing the positioner moduie. ThP four-digit values for

az and el are in counts. Calibration data stored in the

controller convert these angles into the required counts,

which are then included in the commands.

(4) Set Submultiplexer to Channel XX - Analog water vapor data

received by the microwave module is returned through a

16-channel multiplexer. One channel is dedicated to a

submultipl.exer, which provides access to 16 additional

analog data channels.

(5) Exit to WVRMON - Aborts any incomplete operation and calls

the WVR monitor program (WVRMON), which troubleshoots

malfunctions.

2.	 WVR Dats

Water vapor data are delivered by the controller in response to

one of the data prompts listed below.

(1) Display Calibration Data - 'rhe controller responds with a

block of calibration data stored in the controller when tht,

WVR was calibrated as a unit. The calibration data includes

values for converting counts to temperatures for th%

microwave module, counts to angles for the positioner, and

counts to voltages fcr the contr0 ler. Calibration data

formats are listed in Appendix A.

(2) Return All Radiometer Data - Returns the following data:

• Pcinting status

• Data taking statu:i

• Last submux channel selected

• Current WVR mode; e.g., hot load, base load, antenna

4-2A Z
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(3) Returi Voltage Data - Returns the output of the A/D converter

16-channel multiplexer in 4-digit numbers, representing th--

A/D output (voltage) in counts.

(4) Return Temperature Data - Returns 16 channels of temperature

sensor data through the suhmultiplexer

(5) Return One Mux Channel - Returns a sLngle reading for mux

charnel XX, where XX ranges from O to 15.

(6) Return One Stibmux Channel - Same as above for submux

channels.

(7) Fast Sampled Data - Used primarily for testing and calibra-

tion.

3.	 Controller Hardware Description

Figure 4-7 shows schematically the relation between the three WVR

modules and the host computer. The controller module serves as the local con-

trol and monitor point for troubleshooting diagnostics and to transfer control

to the microprocessor in the REMOTE position. Refer to Figure 4-1 for a block

diagram of the controller.

Figure 4-8 is a drawlag of the control panel. The function of each item

on the control panel is as follows:

(1) POWER - Power on/off for all components except the micropro-

cessor.

(2) DIGITAL PANEL METER (DPM) - Digitizes and displays the

various voltages from the microwave anl positioner modules.

(3) METER SELECT - Manual selection of the voltage to be dis-

played by the digital panel meter. The various positions

are listed in Table 4-1 along with nominal values.

i=

1
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HOST
COMPUTER
PROGRAM

INTERFACE
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S-232
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PROGRAMS	 COMPONENTS	 DOCUMENTATION

Figure 4-i. Water Vapor Radiometer S • )ttware and Component interfaces,

and Related DOCUMC- ntation
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(4) TEMPERATURE SENSOR SELECT - Manually addresses the physical

temperature sensors via the submultiplexer. The corres-

pondence between the sensor select switch and the physical

placement of the sensors is given in Table 4-1.

(5) HEATERS ON/OFF - A single light emitting diode (LED) is

provided to indicate whether the heaters in the microwave
I

module are on or off.

(6) EXTERNAL INPUT - A BNC jack is provided so that an external

voltage can be displayed on the DPM. This is useful to

check the meter calibration.

(7) MODE SELECT SWITCH - Manual selection of radiometer mode.

Both channels are switched to hot load, base load, reference

load, antenna, or REMOTE. In the REMOTE position the mode

select is controlled by the microprocessor.

(8) MODE INDICATOR - A set of LEDs that indicate which radiometer

mode is selected. Indicates in both LOCAL and RE140TE pesi-

tions.

(9) POSITIONER CONTROL - Bi-directional toggle switches that

provide manual control of the azimuth and elevation of th-i

positioner. Figure 4-9 illustrates the positioner movement

with respect to these switches.

(10) DATA JACKS - BNC jacks that provide the analog output

voltages from the 20.7 and 31.4 GHz synchronous detectors.

I

1
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Figure 4-9. Positioner Movement Directions
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Table 4-1. Meter Select Switch Positions and Nominal Voltage Values

Meter Select	 Temp. Sensor Nominal

Switch Position	 select	 Switch Voltage* Display_

1	 U 2.2 Hot	 load 21	 GHz

l 1.4 Base	 load 21	 GHx

2 1.4 Ref	 load 21	 GHz

t3 2.3 Hot	 load 31	 GHx

4 1.4 Rase	 load 31	 GHz

i	 5 1.4 Ref	 load	 31	 GHx

f	 6 1.4 Mounting plate

7 11.2	 (Open) Spare

8 1.9 Horn ant	 21 Wiz

9 1.9 Horn ant	 31	 GHx

10 11.2 Spare

11 11.2 Spare

12 1.7 Enclosure air temp

13 2.0 5 kS2 resistor

(2	 k^,' on ant	 R04)

14 1.0 1	 k.1 calibration resistor

15 9.6 9.5 k. calibration resistor

*	 +*:-lay vary	 -lU% between WVR units

f

The microprocessor consists of three circuit boards, a four-slot card cake,

power supply, and front panel c+,ntai.ning a power ON/OFF and RESET switch. The

three circuit boards are: 1) a single board computer, 2) an expansion memor\

hoard, and 3) an analog INPUT/OUTPUT board. All hoards are MULTIBUS*

*MULTIBUS is a registered trademark of the Intel Corp. 	 i

4-34
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Table	 4-1. Meter Select Positions and Nominal Values (Contd)

Meter Select Nominal
Switch Position Voitage Display

2 9.0 Hot	 )

7.8 Base	 )	 21 GH%
9.0 Ref	 ) Analog output

1.5	 to	 5.0 Ant	 )

3 9.1 Hot	 )
7.8 Rase	 )	 31	 GH;.

i .9 Ref	 ) Analog output
1.2	 to	 6.0 Ant	 )

4 1.1 Hot	 )

3.3 Base	 )	 21	 GH;:

4.9 Ant	 ) Mode control voltage
1.5 Ref	 )

5 1.7 Hot	 )

.3 Base	 )	 31	 Gliz
4.9 Ant	 ) Mode control	 voltage,
1.5 Ref

6 1	 to	 7` Azimuth

1	 to	 7* Elevation

8 0	 to	 11 External input

- Spare	 (N.C.)

10 - Spare	 (N.C.)

ll - Spare	 (N.C.)

* The azimuth and elevation signals are voltages read from the wipers of th.^

potentiometers that are connected to the azimuth and elevation axis.
::hanger in the gain and excitation voltage will affect the particular

value. Compensation is made for these changes in software residing in th.-
Host computer.

I
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compatible. Manufacturer's documentation for all microprocessor components is

supplied with each WVk. The single board computer is one of the 80/10 seric•,s

from National Semiconductor Corp and is built around the 86bO microcomputer.

All boards have at least 4 kbytes of space for programmable read-only memor.,

(PROM) and I. kbyte to 4 kbytes of random access memory (KAN). in addition,

there is a serial 1/0 port that is jumpered for RS-232 operation. 'file bau-1

rate can be set with jumpers and is set up for delivery at 9000 baud. The

expansion memory board is from ,•ionolithic Systems Inc. and contains 8 kbyte,;

of RA!l and sockets for up to 8 kbytes of PKON. The analog I/O board is from

Analog Devices Inc. and contains: 1) a 12-bit: A/D converter with sample and

; , old circuitry, 2) a programmable gain amplifier, 3) a 16-channel (double

ended) input multiplexer, 4) anal 12-bit digital-to-analog (D/A) converters,

')) a pacer clock and 6) a socket for I kbyte of PROe1. In the current

configuration of the controller hardware the analog I/O board operations ar,

:aemory mapped and the board requires 4 kbytes of address space.

	

!	 4.	 Controller Software Description

The software installed in May 1981 in the microprocessor con-

troller for 41VR units RO1 through R08 is referred to as "WVk-V3.0". This sct

" f programs has been extensively upgraded froze previously issued versions to

,)rovide enhanced operation of the monitor program and compatibility with tll(:

Lark ILI Microprocessor ASCII Transceiver (MAT), while preserving compatibility

with existing; host computer programs (see Ref. 17 for a definition of the elA'i'

Interface and functions).

I

Tne program WVK-V3.0 ';as well as its prL-decessors) was created on an

INTEL microcomputer development system using a CP/M* (vers. 1.4) operating;

i

.ystem. Program segments are compiled, assembled, linked, and loaded on the

aevelopment system and then "burned" into PRWis. The PROMs are then plugge,

into the 3 W1'R microprocessor boards and tested under operating conditions.

Duce the program has been debugged, it can be burned into a set of PROPis which

re then sent to each WVk location anu installed in the fiela.

*(:P/N is a trademark of Digital Research Inc.

4-36



5. MAT Compatibility

WVR3 is fully compatible with the MAT although the nature of the

radiometer does not permit an exact emulation of the host computer to MAT

interface. Some of the responses, while meaningful, will not be exact dupli-

cates of the responses given by the MAT. These differences are due to the

nature of the WVR and should not interfere with the operation of the WVR or

MATs when they are combined on a single RS-232 daisy chain. The user should

rote that the WVR microprocessor does not have two serial I/O ports. Thus if

the WVR is used on the MAT daisy chain it must be the very last device on the

chain.

WVR3 has no alarm state implemented as yet, but will accept certain

control characters as command terminations to provide normal operation under

zither HP/MAT or existing host computer conventions.

6. Start Up

Refer to Figure 4-10, the simplified flowchart of WVR3, for the

following discussion. WVR3 is installed in PROMs on the BLC80ix}: CPU board

:PROMs 00, 04, and 08) and the memory expansion board (FROMs 60, 68, and 70).

The CPU board PROMS contain initialization and monitor programs written in

assembly language. The expansion board PROMs contain the WVR3 main program

and subroutines, written in Fortran-80 and the M80 relocating macro assembler.

Upon application of power or the pressing of the RESET switch, the CPU

begins operation at location 0 (MEMBASE:). There a jump instruction jumps the

program counter past the interrupt vectors and enters the initialization rou-

tine at INIT:. This routine sets up the USART for 9600 baud, 7 data bits, even

parity, and two stop bits. It then sets up vectors and the stack using RAM

memory on the CPU board. It then verifies the existance of the first instruc-

tion in PROM 08, and if it is there, program execution is passed to PROM 08 to

initialize the WVR program.
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POW^ON	 RESET SWITCH

1

77-1
JUMP TO INIT:

INIT.

PROM 00
AND
PROM 04 SET UP USART,

STACK, & DELAY

PROM 08	 NO
INS1 ALLED?
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(-
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JUMP TO PROM 08

RSWVR

CALL Z	
XPAND:
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PROM 08 VARIABLES

FIN WVR:
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INSTALLED AT
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FOR WVR WARM START
ENTER "G803"

Figure 4-10. WVR3 Simplified Flowchart (Sheet 1 of 2)
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Figure 4-10. WVR3 Simplified Flowchart (Sheet 2 of 2)
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If no PROM 08 is installed, WVROM is entered instead and signs on with

the message "WVROM..." to permit troubleshooting at the machine language

level. (To facilitate troubleshooting, a version of PROM 00 marked "NO AUTO

START" is installed in the unused PROM OC socket, and can be moved to PROM 00

socket to force execution of WVROM, whether PROM 08 is installed or not).

If PROM 08 is installed, 	 the entry to it	 (RSWVR:) calls a subroutine

that performs the initialization of RAM areas on the memory expansion board.

These areas contain the buffers and variables used by the WVR 3 program. 	 This

initialization is necessary as Fortran-G0 and MCO produce a load module that

expects to be loaded into an all-RAM computer. 	 Constants and variables witn

initialized values are part of that load module, but can not be part of a

PKOMmed version of WVR3.	 These data values were compressed (only non-zeru

values recorded) into a table that is part of PROM 08. 	 The PROM 08 XPAND:

.subroutine expands the table into the expansion board RAM to permit proper

execution of WVR3.

XPAND:	 returns to RNWVR:, and a quick check is made of the PROM

starting address of WVR3 to see 	 if the expansion board is installed.	 If not,

6I VRMON is entered.	 Otherwise a jump is made to the WVR3 start address at
i

6000H (FROM 60).

7.	 WVR3 Operation

Refer to sheet two of Figure 4-10 for the following. 	 The WVR3

main program is entered at address 6000H, and after some initialization

(including establishing a new stack in the expansion board RAM) calls sub-

routine DECOD.	 DECOD immediately calls READ (part of module RDWT) for the

Input of a command line.

READ includes all the code that is responsible for making the j

radiometer compatible with the MAT bus conventions.	 READ establishes the

adiometer in the selected state upon receipt of the address #FE, and
t
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maintains it until receipt of any other address or the ASCII reset character

@. lurn-around delays for MAT are included in READ. A default command is

established to return the radiometer status line in response to the MAT ?

.Inquiry. controls are included to permit pending of commands and/or data
r

requests and echoing command line inputs. READ also includes the responses to

ENQ and C requests for radiometer identification and calibration data.

e If none of these special inputs are received, READ inputs a command line

or data request and returns to DF.COD. This subroutine analyzes the input line

for valid commands and the correct number and format of operational parameters.

DECOD then returns to the WVR3 main program.

S.	 Command Data Request Execution

The main program calls a subroutine depending on the command or

data request character(s) in the input line. Each command or request has its

own subroutine call. All of these are not included in the flowchart since

operation at this level is straightforward. One subroutine is called, it

executes the command or data request, then returns to the main program, error

checks are Dade, and the operation loops back as shown on sheet two of FigurN

4-10. The one exception is the abort command A, which is executed within the

main program.

Command

A (Abort)
A (Mode)
P (Point)
S (Submultiplexer)

X (Monitor)

Data request
D (Data)
FS (Fast sample data)

Subroutine called
none
SMODE
POINT
SUBMUX

MONITR

OUATA
DATA1

Descriptions of each of these subroutines are gi-.en in Appendix B. The

program listings themselves will also have to be consulted for additional

I	 information,
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SECTION V

TESTING AND CALIBRATION 	 l

A.	 TEST PHILOSOPHY

IThe test philosophy was consistent with the research and development
I

nature of the WVR implementation task. The primary test objective was to

determine if the WVR could pass a larger test: Does the instrument really

calibrate water vapor effects in radio interferometric data? Testing for

	

'	 component failures or determining the mean time to failure was not rigorously

pursued. In general, testing took place in parallel with fabrication and

assembly. Some purchased parts and some parts fabricated at JPL were simply

tested for conformance with procurement and performance specifications. The

operating characteristics of critical eom}onents, such as the hot loads and

detectors, were tested in detail. The results were documented and cataloged

for future reference, as were the results of the full-up system tests for the

	

5.1	 individual modules.

K.	 TEST FROCEDURES

A total of 15 test procedures were developed to test the various
I

assemblies of the WVR. These tests varied in complexity, generally required a
i

rest jig, and culminated in a 30-hour performance test of the instrument. For

testing purposes the differences between the various WVR models designated RUl

through R08, are described as follows. All test procedures apply to WVR units

R04 through R08. Test procedures 1, 2, 7, 8, 11, 12, 13, 14, and 15 apply to

units R02 and R03. Procedures 2, 5, 8, 10, 12, 13, 14, and 15, apply to unit

R01.

Procedure 1 - Using a test jig, verify correct operation of the board

containing the positioner control electronics.

Procedure 2 - Using a test jig, verify correct operation of the board contain- 	 j

ing the temperature sensor multiplexer electronics. Check temper-;Cure scale 	 I
calibration to better than 1%.
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Procedure 3 - Using a test jig, verify the mode control logic board operation.

Procedure 4 - Using a test jig, verify the correct operation of the vic.ao

i.emodulator terminal board.

Procedure 5 - ')sing a test jig, exercise and calibrate the hot load assembly.

Procedure 5 - Using a calibrated power meter, attenuators, and signal genera-

tor, verify the amplitude and frequency response of the detector-video

amplifier assembly.

Procedure 7 - Using appropriate test equipment, exercise.. test, and calibrate

the power, heat, and over-temperature control assembly.

Procedure d - Using a test jig, verify correct operation of the Local/Remote 	 R

switch logic.

Procedure 9 - Using a test jig and spray coolant, test the power supply

assembly. Verify operation as various components are heated or cooled to

operating temperature limits.

Procedure lU - Using appropriate test equipment, exercise the control panel

assembly in all possible switch positions and verify correct control logic_.

Procedure 11 - Using various test equipment, bench test the entire radiometer

electronics assembly. Check all do voltages, coaxial connectors, overheating„

total power consumption. Verify operation of over- and under-temperature

protection circuits. Adjust local oscillator voltages as needed. Exercise

-^rtd verify all logic modes. Verify Dicke switch levels and fregencies. Check

all components for abnormal temperature sensitivity. Adjust power level to

detectors as needed. Check and verify linearity of entire operating assembly.

Procedure 12 - Using appropriate test equipment, measure and adjust the time

constant (integration time) of the low-pass filter on the output of each V%VR

channel.

r
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Procedure 13 - UsinK a sweep signal generator, harmonic mixer, and standard

gain horn, check the operation and frequency response of the microwave com--

i	 ponents. Verify correct frequency, sideband response, and impedance matching

hetween components.

^f

^.

	

	 Procedure 14 - Connect microwave module to positioner and to the controller

microprocessor. Load test program that exercises all functions. Run for 24

hours and check for failures.

Procedure 1: - This was in reality a series of tests combined in one 30-hour

session and performed after each WVR passed all bench test!;. The unit was

placed outdoors with a temperature-stabilized absorber over the aperture of
c

	

	
the horn antennas. The microprocessor was connected to a host computer and

Lest software commanded the WVR through a measurement cycle every minuze for

the entire test. Warmup characteristics from all temperature sensors were

ineasurcd and documented as well as the response to diurnal variations of

temperature. For a 26-hour period after warmup, the measured brightness

temperature from the WVR was compared to the measured temperature of the

aperture load. Residuals were plotted and analyzed to verify a noise-like

distribution whose width conformed to the measured bandwidth and integration

i	 time of the radiometer.

In addition to the above procedures, several WVRs were subjected to

additional testing when rather subtle variations were found in the temperature

^lcale cal'.bration. These additional tests included hot and cold aperture load

tests in which the effective system noise temperature was remeasured and the

switch isolation was verified. Other tests revealed that power from the local

oscillator was leaking into the microwave enclosure, which was acting like a

resonant cavity. The enclosure deformed as the WVR was pointed at different

elevation angles and the resulting change in resonance led to a small chang-

in gain. Unfortunately, most of the WVRs had been delivered by the time this

was discovered. `codification kits were prepared cnd sent to the various WVR

field locations.
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C.	 CALIBRATION

Two types of calibration are required for the WVR. First, a frequent

calibration of the relative gain of the instrument, and secondly a less fre-

quent calibration of the absolute gain. The reference load of the Dicke switch

is kept at the same temperature as the rest of the electronics. This means

that the Dicke receiver is not fully stabilized (e.g., see Ref. 11) and : s uscep-

tible to gain changes. Determination of the relative gain is acc_ompitshed by

setting internal switches in the WVR so the the input of the Dicke receiver is

connected to either of two waveguide terminations. One termination is kept at

an elevated temperature (100 00) and is called the hot load while the other is

kept at the same temperature as the rest of the electronics (43 0C) and is

called the base load. The physical temperature of these loads is measured 	 3

with thermistors and denoted by TH and TB respectively. The output of the

receiver is digitized and presented to the user as a number N that we shall

term "counts". In order to determine an unknown antenna temperature TA we can

(in principle) go through the observing sequences-hot load, base load, antenna,

and observe the outputs TH, TB, NH, NB and NA. For an ideal radiometer the

antenna temperature is simply

TA = TB + [(TH-TB)/(NH-NB)1 (NA - NB)	 (5-1)

where the gndntity in square brackets is called the relative gain or simply

the gain of the instrument and is expressed in units of kelvin/count. For all

of the WVRs, the value of the gain is approximately 0.1 K/count, and is deter-

mined by the product of the gains from all circuit elements extending from the

Dicke switch to the analog-to-di.-ital converter. Figure 5-1 illustrates tilt,

i	 typical fluctuations in the gain from one of the WVR channels. We plot thy•

relative gain, i.e. by subtracting out the average, versus time for a 40-hour

;,eriod. A diurnal variation of +47 is quite obvious and is due primarily to

temperature changes inside the microwave package. Superimposed on the diurnal

variation are short term fluctuations due primarily to radiometer noise which 	 +'

can be reduced by averaging or smoothing.

Equation (5-1) describes an ideal radiometer. A real instrument suffers

various shortcomings such as attenuation, less than perfect switch isolation,
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reflections, etc. The calibration of absolute gain involves finding the cor-

rection factor that puts Eq. (5-1) closer to the absolute temperature scale.

One of the procedures that can be used to find the instrumental correction

factor is called a "tip-curve" and it is used to derive a correction to the

hot load. Let us assume that we can rewrite Eq. (5-1) for a real radiometer as

`I	 TA = TB + ITH-TB+ATH] N' 	 (5-2)

where N'=(NA-NB)/(NH--NB) is the normalized count in the antenna mode, and TH

is the hot load correction. The brightness temperature of the sky can be

i^.aritten

T  = Tc e -T + Tn (I -e- T )
	

(5-3)

-where T c = 2.9 K is the cosmic blackbody background, Tir is the mean radiating

temperature of the atmosphere, and T is the opacity. The mean radiating

temperature exhibits some seasonal and site variations but with a reasonable

degree of approximation we can assume that it is constant and equal to 275 K.

For a stratified atmosphere the opacity can be expressed as

T _ T (AM)
	

(5-4)
O

where T
0 

is the zenith opacity and AM = l/sin(elevation) is the air mass.

Suppose we make a series of observations, first observing the internal loads

to get TB, Th, NB, and NH, and then moving to different elevation angles to

het NA 1 , NA2 , ...etc., at positions AM 1 , AM., ... etc., and assume

that TA=Tb Eq. (5- ? ), (5-3), and (5-4) can be combined to give

[TM + T
B
 + (Tc-Tm )exp(-TOAMi )]/(TH-TB+ATH)	 (5-5)

Tnu.; we have expressed the observable from the WVR as the dependent vari-

.ble in term. of the independent variable AM., and the two parameters T
i	 o

and ATH. Given two or more observations at 'ifferent AM 	 is straignt-

forwacd to solve `or T
J 

and ATh that are "best" in Lhe least squares sense.

Figure 5-2 shows tip curve data taker. with WVR-R07 (31.4 GHz) located at

Goldstone in May of 1981. All WVRs are calibrated in this manner prior to
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shipment. In addition, the temperati.­e sc?io of each radiometer channel is

checked by observing hot and cold aperture loads which serves as a consistency

check.

The proof of WVR performance lies in a comparison of the WVR with some

independent (and hopefully more accurate) technique of measuring vapor path

delay. The most convenient comparison technique is to use a radiosonde to

provide a vertical profile of temperature and relative humidity that can be

integrated to give an estimate of the zenith path delay which we then compare

with the delay estimate from the WVR that is observing at the zenith. Figure

5-3 shows two such comparisons, the first made in May 1974 and the second in

May 1975, which was reported in Ref. 5. Figure 5-4 shows previously

unpublished data that was taken at Pt. Mugu, California in 1976 and Figure 5-5

shows the histogram of the residtials for this experiment. During the Pt. Mugu

vxp,riment an instrumented aircraft flew various slant paths up to a maximum

altitude of 3 km which provided a larger range of path delay estimates than

are normally obtained from radiosondes. These data are shown in Figure 5-6.

The ries residuals from these comparisons are, 1.6 cm from 1974, 1.1 c.1

from 1975, 1.5 cm trom 1976 WVR/radiosonde, and 1.4 cm from 1976 WVR/aircraft

(excluding data at 10 deg elevation). If the two techniques are truly indepen-

dent, then we expect the rms residual to be the root-sum-square of the error

from each technique. If we take the average rms residual to be 1.5 cm, assume,

.hat the radiosonde has a 10% accuracy, and the average path delay to be

1.0 cm, then we infer the accuracy of the WVR to be 1.1 cm.

The WVR used in the experiments just described operated at 22.2 and 31.4

GHz. Unfortunately none of the newer WVRs has undergone such comparison. If

rnything, the older r,'diometer.s should be noisier due to the greater sensitiv-

ity to the vertical distribution of vapor. Guiraud et. al., in Ref. 11, report

a radiosonde comparison with a WVR that operates at 2G.6 and 31.6 GHz and inter

a WVR accuracy of 0.5 cm. The newer WVRs are expected to demonstate comparable

1erformance.
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	 The instrumental correction factor should be constant fur long periods

of time (e.g., years). There are circumstances that could cause it to charge

slowly or dramatically. For instance, it is possible that the waveguide walls

could deteriorate slowly in time due to atmospheric constituents. If the

enclosure is leaking and there is a sudden change from warm damp conditions

to cold conditions then liquid water or ice could form in the waveguide or

Switches or on the cover of the horn antenna. In either case the performance

of the instrument will change and the pre-determined value of ATH will not

be valid. It is recommended that tip-curves be performed periodically and the

results kept as a history of the instrumental performance.

1
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SECTION VI

INVERSION ALGORITHMS

A. INTRODUCTION

Water vapor radiometers will be operated under a wide variety of meteoro-

logical conditions. Several algorithms can be used to estimate the signal time

delay from the observed microwave brightness temperature and to account for

systematic effect-3 due to site and seasonal variations. The excess path length

can be expressed as an integral of the vapor density divided by the temperature

integrated along the line of Eight. The accuracy of the estimated delay, as

indicated by a simulation calculation, is approximately 0.3 cm for a noiseless

WVR in clear or moderately cloudy weather. With a realistic noise model of

WVR behavior, the inversion accuracy is approximately 0.6 cm.

B. REFRACTION

The primary atmcspheric propagation effect that concerns the geodesist

or navigator is refraction. The apparent or electrical path length Le,

along some atmospheric path L, is defined as

I,e = r n(s)ds	 (6-1)

I.

where n(s) is the refractive index at the position s.

As a matter of convenience we will work with the excess path length LL

L - L or
e

AI, = r (n-1)ds	 (6-2)

L

Since the refractive index of the atmosphere departs from unity by only a fe,•,

parts per ten thousand (or less), it is customary to use the refcar.tivity N,

defined as
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=A

N	 (n-1)10 6	(6-3)

so that the refractivity cf a unit volume is characterized by this number of N

units, typically on the order of 320 at sea level. Bean and Dutton (Ref. 18)

discuss several formulations of N as a function of atmospheric parameters.

Used here is the form given by Smith and Weintraub (Ref. 4);

N = 77.6 (P) + 3.73 x LOS	 e2	 (6-4)
T

i

fI	 where P = total pressure (tab), T = temperature (K), and e = partial pressure

i
of water vapor (mb). This expression is considered accurate to 0.5% for

frequencies less than 30 GHz in normal ranges of temperature, pressure, and

relative humidity. Note that the total refractivity can be written as the sum

of a "dry" term N d = 77.6 (P/T) and a "wet" term N  = 3.73 x 10 5 (e/T2)

that yields both a dry AL 
d' 

and wet ALv , path delay correction:

AL d = 77.6 x 10-6
J 

T ds	 (6-5)

AL v = 3.73 x 10 -1 f e2 ds	 (6-6)

The concern here is with the wet term. Using elementary definitions, (e.g.,

see Ref. 19), Equation 6-6 can be rewritten as

P
AL v (cm) = 1.723 x 10-j fL  T ds (6-7)

where PV is measured in units g/m 3 , s is in meters, and a Line-of-sight

through the entire atmosphere is assumed. Since water vapor is not a well

If	 mixed constituent of the atmosphere, AL
v 
will vary according to site,

season, and local meteorological conditions. Both the point value of tho

vapor density and its distribution vertically and horizontally will vary on a

variety of time and spatial scales. 'Zenith values of AL
v 
vary from 3 to

t
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20 cm and scale approximately as the cosecant of the elevation angle for other

line-of-sight paths. In applications, observations are noc usually made at

the zenith but over a wide range of elevation angles for which El = 3110

might be an average value. The path delay might therefore vary between 3 and

40 cm as extremes. Clearly, if accuracy goals are on the order of 3 m, water

vapor effects can be ignored. If the accuracy goal is 30 cm, somehow the

water v^-por must be estimated, but the estimate of AL  does not have to be

very good, e.g., if Eq. (6-7) could be estimated with an accuracy of 50%, the

system accuracy requirement might well be satisfied. In order to make this

estimate a nominal model of the vapor distribution, P v(s) might be used

and vertical and horizontal fluctuations might simply be ignored. If the goal

is a 3 cm system accuracy, then the temporal and spatial variation of P 

along the line-of-sight cannot be ignored. The integral in Eq. (6-7) must be

estimated while observing with the geodetic system. Accurate estimates of the

line-of-sight path delay must be made from direct measurements or by use of

the techniques of remote sensing.

C.	 FORMULATION OF THE ALGORITHM

Paragraph B established the problem a ,̂  the estimation of the integral

quantity,

AL` = 1.723 x 10-3 r 
UT ds

A suggestion of how this quantity might be estimated can be gotten from

consideration of Fig. 6-1. In this figure is plotted the calculated

brightness temperature of a model atmosphere in the frequency range 10 to 40

C,Hz for three cases. The first case is for a standard atmosphere containing

no water, i.e., 11 , = ML = 0 where My an4 MLL are the precipi t_able vapor

and li q uid, respectively, in units of g/cm Z . The precipitabee vapor or

liquid is defined as that mass of vapor jr liquid that would be precipitated

from a column extending through the entire atmosphere with a cross section of

I cm l . The second case shows the spectrum of an atmosphere containing M`

= 2 g/cm2 distributed exponentially with a scale height of 2 km. The third

case shows the ;ame atmosphere with an additional liquid M I = 0.1 g/cn`
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that is assumed to exist in small droplets. The "bump" in the curves for

cases (2) and (3) is due to emission from the water vapor molecule, and it is

apparent that the brightness temperature is a strong function of the amount of

water vapor. Thus, a measurement of the brightness temperature is effectively

an estimate of the integrated vapor density which constitutes a major portion

of the integral in Eq. (6-7). The problem then is to find the explicit form

of the relationship between brightness temperature and vapor path delay and to
M •	

subtract out the effect of liquid water. In order to do this, the techniques

of passive remote sensing will be used. 	 I

We will consider the emission and absorption properties of the

atmosphere in terms of a gaseous medium in local thermodynamic equilibrium.

For a nonscattering, nonrefractive medium, the equation of radiative transfer

given by Chandrasekhar (Ref. 20) can be transformed using the Rayleigh-Jeans

approximation of Planck's law of radiation to the form,

T b(s) = T b (0)exp [-T (S, 0)1

+ fT(s)ct(f , s)exp [-T(S, s' )I ds 	 (6-8)

which is shown schematically in Fig. 6-2. Radiation at a frequency f of

apparent blackbody temperature T
1)
(s) is detected at position s from a medium

that both emits and absorbs. Radiation Tb (0) is incident on the medium at s

0 and is attenuated by the factor exp 1-•T (s, 0)j. A unit volume of the

medium at a physical temperature T(s), characterized by an absorption

coefficient a(f,$), will emit radiation at frequency f, which is attenuated

by the factor exp [-T !s, s')J. The optical thickness T (or opacity), is

defined as

s
T(s, s')	 r	 a(f, s") ds"	 (6-9)

J S

By the mean value theorem of integral calculus the integral in Eq. ( 6-8) ca.-:

he written

V,
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Figure 6-	 Schematic representation of the equation of radiative transfer
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T a exp(-T)ds = TM fol exp(-T^ds
	

(6-10)

where TM is termed the mean radiating temperature of the atmosphere. Using
this definition the solution to Eq. (6-H) is

	

T b = T  exp(-1) + TM 11 - exp(-i)l	 (b-11 )

For low values of the opacity (t << l) T  - T c , i.e., the medium is
transparent and we simply "see" the incident radiation which in this case is

Tc , the cosmic blackbody background at an apparent temperature of 2.9 K.

For large values of the opacity (t >j 1) T  - T Mt the medium is opaque
and we "see" the gas radiating at its effective temperature. It is convenient

to solve Eq. (6-11) for the opacity in the form,

TM-Th
i = -loge
	 TM - T c ) (6-12)

We can express the total atmospheric absorption in Eq. (6-9) as the Gum of its
	

J

three primary contributors, a water vapor term a v , a liquid term, OIL,
and a "dry" term, u 	 that describes the background radiation primarily

from the wings of a series of oxygen resonance lines near 60 Gliz,

f(CLv + a  + ad )ds	 (6-13)

a T + i + T
V	 I,	 d

Explicit formulations of the absorption coefficients can be found in the liter-

ature. This study uses Waters' form of the water vapor absorption coefficient

(Ref. 21), Snider and Westwater's form for oxygen (Ref. 22), and Staelin's form

for liquid water (Ref. 23). Since the water vapor absorption is a linear

function of the vapor density we can write the vapor opacity term a-i

v
TV =I T	 )ds 	 (6-16)

v

6-7
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Thus, the opacity due to water vapor can be expressed in a form that contains

the functional form (i.e., Eq. (6-71) of the path delay integral.

To express the vapor opacity as a linear function of the path delay,

	

T V 	 G(ALv) where G should be constant with respect 	 to s but may be a

function of frequency f, implies

a T

•	 G(f, s) = ( 5.803 x 10 2 )	 pv	 (6-15)

V )

Let us suppose that we measure the brightness temperature at two frequencies

f l and f 2 and transform the observables 
T
bl' Tb2 using Eq. (6-12) to

estimate the total opacity. At each frequency Eq. (6-12) can be written

	

T 1 = G l (61, + T Ll 
+ Tdl	

(6-16)

	

T 2 = G 2 (6L v ) + TL2 
+ Td2	

(6-17)

Staelin (Ref. 23) has given an expression for the absorption coefficient for

liquid water which varies as frequency squared so that T 1 = kf ` , or TL2 =

(F,) /f l ) 2 T L1 . In a similar manner the dry opacities scale by frequency

according to Td2 = 
b(f 2 /f 1 )2 

Td1, where the parameter 6 depends on f 1 and f2.

Thus, Eq. (6-17) is transformed to

2

12
T2 = G2 (A ►- v ) + \ f,	 \TLl + B Tdi)
	 ( 6-18)

which, together with Eq. (6-16), can be solved to give,

2 -1

f
AL	

-
G 1

f1 G

2

2

fl
X [Ti T2f 	- 0 - 6)Tdl	(6-19)

2



_U
A

(f2

2	
-1

TLl = [G2 - fi	 G1

f 2 `

X	 G 2 T 1 - G i T 2 -
 (

G2 - 6 
f1	

G1	
Tdl	

(6-20)

As we did with the vapor term, we can assume that Ti, = Z LML , where

Z 1 is is the weighting function for liquid water, and M L is the

precipitable liquid. Thus,

f2	 -1

2
ML = G 2 - f1 	 G1

t

f	 '"

X	 G 2 T l - G 1 T 2 -	 G 2 -	
f2

	
G1	 T dl	 Z L	( 6-21)

1

Equations (6-19) and ( 6-21) represent the formal solutions for the excess path

delay due to water vapor AL 
v

, and the integrated liquid content ML , in

terms of the transformed .,hservables 
T1 

and T 2 defined by Eq. (6-12).

If we aie able to measure the .)rightness temperatures T bl and Tb2,

then in principle we can estimate the vapor path delay AL  and integrated

liquid content :4 1 . The accuracy of these estimates is limited by our

ability to measure the brightness temperatures and the quality of our

assumptions, namely (1) that the quantities T
it , G 1' G2' T

d 1' and ZI

2are constant and (2) that the radiation from liquid water varies as f,

Accurate measurement of T  is primarily an instrumental calibration problem.

6-9
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D.	 DETERMINATION OF CONSTANTS IN THE ALGORITHM

In order to use the inversion algorithms given in Eqs. (6-19) and

(6-21), we must determine the mean radiating temperature of the atmosphere,

the vapor weighting functions, the liquid weighting function, and the opacity

due to the dry component of the atmosphere. These quantities have been

assumed to be constant in the derivation of the algorithm, but iA a real

atmosphere they exhibit variation and correlation with other atmospheric

parameters. While these variations are not so large as to invalidate the

basic assumptions, they clearly indicate some level of error in the

algorithm. This implies that we must always expect some level of "algorithm

noise," and our efforts must be directed towards its reduction. Furthermore,

some fraction of this algorithm noise is likely to represent systematic

variations that are a function of site and season. If we were given a

meteorological history of each WVR site, we might be able to develop the

constants in our algorithms in such a way that would be optimized for that

site and hopeiully reduce the seasonal variations. However, this procedure

presents potential operational problems: (1) The meteorological history may

not be available or easy to obtain; (2) it is a fair amount of work if there

are many sites (e.g., as with mobile UK);  and (3) someone must keep careful

track of which algorithm goes with a particular site, and if that someone

Ll	 mixes the algorithms, t;,e error could be compounded. A far simpler procedure

would be to derive a single formulation of the algorithm in which the	 k ;

"constants" were no longer constant but instead some simple function of site

and seasonal para lrat.:rs, i.e., in effect we would use a model to reduce the

site and seasonal systematic errors in the algorithm. An y WVR user must

decide on which approach to use based on his accuracy requirements as well as

cost and operational reliability. The interpretation adopted here is to use a

single algorithm for all sites and to demonstrate that the residual site and

seasonal dependencies are less than the currently required level of accuracy.

We can best evaluate the level of algorithm noise as well as site and

seasonal variations by determining the constants in a given formulation of the

algorithm using a regression analysis. That is, we will use meteorological

data (e.g., radiosonde data) to compute the path delay and to solve the

e q uation of radiative transfer for the associated brightness temperatures at

6-10
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20.7 and 31.4 GHz for a relatively large number of cases. This data base will

then be used to determine the value of the constants in an inversion algorithm

that will minimize the residuals in a least squares sense. Of course, as a

practical matter, we will still be left with the problem of relating the

temperature scale of our WVRs to the temperature scale defined in Eq. (6-8).

Since our knowledge of fundamental quantities like the absorption coefficients

as well as our calibration of the radiometers will always be less than

perfect, we must accept the fact that ultimately the WVRs must be compared

directly with some independent method of measuring path dela , if we wish an

absolute calibration.

A data base of radiosonde data was assembled from five sites in the

United States during the year 1976. The sites - Portland, Maine; Pittsburgh,

Pennsylvania; E1 Paso, Texas; San Diego, California; and Oakland, California

were chosen to represent a cross-section of meteorological conditions. Each

radiosonde launch provides an approximately vertical profile of pressure,

temperature, and relative humidity that is used to calculate the vapor path

delay aad to numerically solve the equation of radiative transfer for the

brightness temperature, mean radiating temperature, and the opacity. One

launch out cf eight was selected from each site so as to obtain equal amounts

of data from both 0 and 12 hours Universal Time and to cover seasonal trends

in the data. Thus, for each radiosonde site we have 92 values of the vapor

path delay OL vi and 92 pairs of brightness temperatures Tl i (20.7 GHz) and

T2  (31.4 GHz). We use the latter to estimate the path delay <AL v> i = f(T1i,T2i)

and in a straightforward manner solve for the constants in any given functional

form f(Tl,, T'_ i ) that minimizes the difference OL vi - <ALv> i , in a least
I
j	 squares sense.

The radiosonde data does not provide any direct indication of the

presence or amount of liquid water. As we noted previously, the presence of

even small amounts of liquid (as in clouds) has a pronounced effect on the

brightness temperatures measures; by the WVR. Hence, it is essential that we

evaluate the performance of the vapor retrieval algorithm in the presence of

liouid. In order to simulate the presence of clouds the data from each

radiosonde launch are scanned for an indication that the relative humidity is

greater than 95%, which we assume indicates an equilibrium condition with
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liquid. The points at which the relative humidity falls below 94% define the

top and bottom of the cloud, and the altitude of these points is calculated by

simple linear interpolation. Given the cloud thickness and altitude, we use

all toree of the models for th =_ cloud liquid density given by Decker et al.

(Ref. 24) which we denote by CMODEL = 1, 2, or 3 (CMODEL = 0 denotes no

liquid). The temperature of the liquid was taken to be the interpolated

temperature of the radiosonde in the cloud, and the absorption coefficient of

liquid water given by Staelin (Ref. 23) is used to calculate the brightness

temperaLure. Using this criterion, a total of 121 radiosonde launches from

the 5 sites was found that suggests t-e presence of liquid water. Thus, for

each cloud model there were 121 values of the precipitable liquid "Li , and

121 pairs of observables TI  and T2 i . the regression analysis for the

liquid water retrieval then proceeds in a manner that is completely analogous

to analysis used for the vapor algorithm. For the vapor algorithm, the

, onstants are derived in the regression analysis using clear sky data and

tested with the cloud data. For the liquid algorithm, the constants are

derived with the cloud data and tested with the clear-sky data.

Generally, the zenith brightness temperature in clear-sky conditions at

bosh of our frequencies will be less than 50 K and the corresponding opacity

less than 0.2 neper. This suggests that we could expand the logarithm in Eq.	 i

(6-20) and keep only the first order term in T b , i.e., a low opacity approx-

imation. The estimated path delay would then be of the for-.

i
(AL v ) i = A  + A l [T1 - 0.4346 x T21 
	

(6-22)

where T1 and T2 are the brightness temperatures at 20.7 and 31.4 GHz respec-

tively. Table 6-1 summarizes the best fit parameters for this estimate.

First, note that since we are using noise free data, the RMS of the fit

represents the quality of the assumptions that have gone into thr estimate,

i.e., "algorithm noise". We would expect a larger RMS than shown if we

:actually compared WVR data with real radiosondes for in that case we would be

comparing two noisy observables and the RMS would represent the quadratic sum

Of the radiosonde error and WVR error. Second, note that the values of the

"constants" A  and A l vary from :3ite to site by more than their standard

errors, clearly indicating systematic effects are present in the data. This

.	 I
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'fable 6-1. Summary of Best Fit Parameters for a Vapor Algorithm Involving

Brightness Temperature

<ALV> = Ao + A l {T1 - 0.4346 T21

(no measurement noise)

Cloud Model = 0

Site
	

Ao	 a	 Al	 a	 RMS, cm

Portland

Pittsburgh

E1 Paso

San Diego

Oakland

All sites

Cloud
Node 

-1.57 0.05 0.662 0.003 0.28

-1.45 0.05 0.649 0.003 0.25

-1.39 0.06 0.610 0.004 0.20

-1.71 0.13 0.642 0.007 0.38

-1.63 0.13 0.644 0.007 0.3`)

-1.62 0.05 0.646

--------------------------------------------------------------

0.002 0.41

Average

Residual RMS

1	 0.29 0.45

2	 0.20 0.58

i	 -0.26 1.55

.3• . n
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is further emphasized by the fact that the RMS of the fit for all sites is

larger than the RMS from any single site. Progressive degradation of the

algorithm can be seen in the increasing RMS under cloudy conditions, i.e.,

increasing opacity. Analysis of the residuals indicates that they correlate

with surface values of the pressure, temperature, and the opacity. Of these

correlations the opacity is by far the most important. Since our data base

represents only zenith values, both the variation and the absolute values of

the opacity tend to be small. In a real experiment, the WVR may be pointed

down to an elevation angle of -15" and the range of opacities will vary

accordingly. Still, the RMS of the fit for all sites is not too bad so that

Eq. (6-22), since it is particularly simple, is adequate for a quick estimate

of the delay.

In order to obtain some idea as to the performance of our algorithms in

actual operation we must know the instrumental noise spectrum imposed on the

observables, and include an estimate of its magnitude in the regression

analysis. One method that can be used to estimate the instrumental stability

is to have two side-by-side radiometers observe the same target, e.g., the

sky, and nose the difference between the two brightness temperatures. In

principal, this difference should appear to be Gaussian noise with an RMS

equal to r2 times the RMS fluctuations of a single radiometer and can be

reduced by simply increasing the integration time. In reality, the

integration time can only be increased to the point where the inevitable

systematic errors begin to predominate. Data taken during the testing and

calibration of the WVRs indicate that the noise spectrum is "white" on time

scales less than -3 h and therefore can be reduced by averaging. For time

stales greater than 3 h, flicker noise seems to predominate and appears as a

slow drift of the antenna temperature about some nominal value with aii

:amplitude of +1 K. Since the geodetic experiments that we expect to support

are normally longer than 3 h, we will model the radiometer Noise with .-a

uniformly distributed random variable drawn from the interval +1 K, added to

the brightness temperature. The regression analysis then proceeds as in the

noise-free case. Differences in the RMS of the fit between the noisy and

noise-free data indicate the relative importance of instrumental noise and

systematics in the algorithm.

iJ
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The simple formulation in Eq. (6-22) does not take into account that

radiation from distant vapor along the line-of-sight is attenuated by

intervening vapor. This correction is done explicitly by using the opacity as

(:he transformed observable. Table 6-2 summarizes the best fit parameters for

the path delay estimate that now includes the transformation to opacity given

(	 `)y Eq. (6-12) (where TM = 275 K). Except for the E1 Paso data set, we see

that the constants are reasonably consistent from site to site. Although

l	 there is a small bias for the cloud liquid data, the RMS of the estimate in

the presence of liquid is consistent with the clear sky data - a definite

improvement over the previous algorithm. When a uniformly distributed +1 K of

noise is added to the brightness temperatures, the RMS for all sites rises to

0.55 cm, indicating roughly equal contributions from algorithm noise and

instrumental systematics. This form of the algorithm is useful in circum-

stances where measurements of surface temperature and pressure are not readily

1	 available.

When values of the surface pressure and temperature are available, we

can use them to further refine our algorithm. The next most obvious parameter

to model is the mean radiating temperature T 1,1 . Figure b-3 illustrates the

1
	 frequency dependence of T 1.1 in a plot of T M versus frequency for a standard

atmosphere containing an exponential distribution of water vapor with total

columnar content My = 2 g/cm ` . Figure 6-4 shows how 
T11 

varies as a

function of Mv , again in a standard atmosphere. The mean radiating tempera-

ture is also a function of the physical temperature distribution in the

atmosphere and will exhibit site and seasonal variation. Figure 6-5 illu-

strates this variation for the Portland, Maine, data for the year 1976, and

'fable b-3 summarizes the statistics of both 
T11 

and the surface temperature

TS . The RMS variations in TM indicated in Table 6-3 suggest that this

could be a significant error source in the inversion algorithm and some effort

is warranted to reduce this variation. If we assume a simple linear

relationship between TM and the surface temperature T s , then the estimates

T 
11 = 50.3 + 0.786 T	 (f = 20.7 GHz)	 ( 6-23)

TM2	 TMi + 3.4
	 (f = 31.4 GHz)	 (6-24)

M.

0

sa
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Cloud Model = 0

a	 Al

<ALv> = Ao + A i {T1 - 0.4346 T2}

275 - TAi
T i = -loge
	 272

Q	 RMSa, cm

IN

Site	 Ao

I

i

i

Table 6-2. Summary of Best Fit Parameters for a Vapor Algorithm Involving

the Opacities	 II

r	 i

Portland 0.01 0.04 160.5 0.6 0.24 (.49)	 it

Pittsburgh 0.08 0.05 158.3 0.7 0.24 (.45)

E1 Paso -0.03 0.05 151.4 0.9 0.25 (.45)	 s

San Diego -0.07 0.11 156.9 1.6 0.37 (.54)

Oakland -0.07 0.10 158.6 1.7 0.32 (.53)

All	 sites -0.06 0.03
-------------------------------------------------------------------------------

157.9 0.5 0.36 (.55)

Cloud Average
Model Residual RMS1

1

1 0.18 0.35	 (.56)

i
iI

2 0.17 0.35	 (.51) I

a vumbers in parenthesis indicate the RMS with an added noise of +1 K in each

channel.
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Figure 6-3. The mean radiating temperature of a standard atmospher-

Tpj vs. frequency for M y = Z g/cm z exponentially

distributed in a standard atmosphere
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Figure 6-4. T^j vs. My for f = 20.7 and 31.4 GHz in a standard
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Figure 6-5. Portland, Maine, radiosonde data showing (a) TM vs. time

at f - 20.7 GHz; (b) T M vs. time at f = 31.4 GHz; and

(c) the histogram of TM at 20.7 GHz
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Table 6-3. The Average Mean Radiating Temperature, the Surface Temperature,

and Their RMS Vniues (f - 20.7 CHz)

V

SITE TM RMS TS RMS

Portland 269.4 11.4 279.1 10.8

Pittsburgh 270.3 10.9 281.5 11.1

El Paso 275.2 7.0 289.5 6.0

San Diego 280.1 5.1 290.6 5.7

Oakland 278.0 5.3 287.7 6.0

All	 Sites 274.7

-------------------------------------------------------------------------

9..4 285.7 10.5

------

Table 6-4. Estimates of the Mean Radiating Temperature From the Surface

Temperature (T1 jj = Ao + AITS , f = 20.7 (;Hz)

r.

SITE Ao Al

Portland 6.6 0.91,

Pittsburgh 15.3 0.91

U Pass 121.8 0.53

San Diego 86.1 0.67

Oakland 110.7 0.58

All	 Sites 50.2 0.786

RMS

4.2

3. 7

3.9

3.4

3.9

4. 5
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reduce the RMS variation of T ht from all sites by a factor of two. Table 6-4

ummarizes the best linear fit between TM and the surface temperature TS

for each site. Note that the RMS for all sites in Table 6-4 is larger than

Lhe RMS for any individual site. This strongly suggests that this simple

linear fit does not completely remove all site-to-site and/or seasonal

variations. However, these equations do reduce the RMS to an acceptable level

and have the virtue of being simple to use - a significant consideration 14

une must deal with data from many sites.

For the next formulation of an algorithm we will model the mean

radiating temperatures 
TM 

and TM2 and assume that the dry opacity scales

as the surface pressure squared times the surface temperature to the -2.86

power. The multiplier of the dry opacity term will be chosen to force the

bias term, i.e., A0 , to be zero. The algorithm that we shall now fit then

takes the form

i

	

(A	 2

(ALv ) = Ao + A l	Tl - 0.4346 T2 -
	 A 

1
2	 1013

2.8ti

X 293	 AM
T

F
( b-25)

where we have included the air mass scaling for the dry term, i.e., AM = cose-

cant (elevation). The opacity at frequency f  is
11 M

TMi	 rbi1
T 1= 	 -loge	

TMi - 
T 

(b-12)

where 1 M is given by Eq. (h-23) and T M2 by Eq. (6-24). Table 6-5

summarizes the regression analysis for this algorithm. We see that the PM';

and the site-to-site consistency is a bit better than the previous algorithm

and the performance in the presence of liquid is about as good. If surface

measurements are available, we would prefer this algorithm to the previous

formulation, but note that the accuracy of either meets the calibration
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Table 6-5. Summary of Best Fit Parameters for a Vapor Algorithm Involving

capacities and Surface Data

<AL v> = A  + A l IT, - 0.434b T2 - 0.0016 Td}

where

Thl -
TAi

Ti = -loge
	 TM - Tc

•

TMl = 50.3 + 0.786 x Ts

TM2
= TMl - 3.4

2
2.86

Ps 29_
Td

10:3 	 T,

Cloud Model = 0

Site Ao a	 Al Q RMSa,	 (cm;

Portland 0.07 0.03	 165.4 0.5 0.18 (.45)

L'ittsburgh 0.11 0.03	 165.1 0.5 0.16 (.44)

E1 Paso -0.05 0.03	 159.4 0.5 0.14 (.39)

San Diego -0.03 .09	 163.7 1.3 0.30 (.47)

Oakland 0.05 0.09	 163.9 1.5 0.27 (.44)

All	 sites -0.001 6.03	 163.9 0.4 0.28 (.48)

Cloud

-------------------------------------------------------------------------------

Average
Model Residual RMS1

1 0.13 0.30 (.45)

2 0.19 0.34 (.54)

3 0.29 0.50 (.63)

aNumbers it parenthesis indicate RMS with an added noise of + 1 K to each
channel.

f

1
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requirements of the Crustal Dynamics Project. When noise is added to the RMS,

the fit for all sites rises to 0.48 cm and the small site-to-site differences

are blurred by larger sigmas on each of the constants.

Since the path delay due to liquid is AL L -1.6ML (for both

AL 11and M L in cm) and M L is rarely larger than a few millimeters, we

see that the liquid delay is considerably smaller than the errors in the vapor

estimate. The primary reason for a liquid estimate is not for direct geodetic

calibration so much as it is an indicator of WVR performance. We can rewrite

Ea. (6-21) in the form

ML = Ao + A l	 T2 + A2 T l + 
A3
	

Td	 (6-26)

1	 1	
]

The value of (A,,/A 1 ) is found either from calculation of the weighting

.:unctions or a multiple regression analysis on the radiosonde data base to be

(A ') /A 1 ) = -0.366. We will use the same functional dependence for the dry

term as we used in the vapor algorithm and require the value of (A 3 /A l ) to

be such as to minimize the value of AO, i.e., we will minimize the bias

term. Table 6-6 shows the parameters for the best fit solution for this

formulation. As we required, the bias term A
0 

is less than its standard

error for each cloud model and can be taken as effectively zero. When this is

done and the liquid water algorithm is used with the main radiosonde data base

(where we assumed there was no liquid water), the average residual at each

Site is comfortably smal: with an RMS value comparable to the retrieval

accuracy in the liquid data set. Note that units have switched to micrometers

for the liquid measure. The increasing RMS of the retrieval with cloud model

suggests that the accuracy of the liquid retrieval is a function of the liquid

density. Figure 6-6 shows the average precipitable liquid versus the RMS of

the retrieval for each site and each cloud model. The error in the liquid

water estimate suggested by this data is

RMS(M L ) = 0.32 x M L	(6-27)
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Table 6-6. Summary of Best Fit Parameters (elm) for a Liquid Water Algorithm

<M0 = Ao + A l (T2 - 0.366, T l - 0.022 Td)

All Sites

Cloud Model	 Ao	 a	 Al	 o	 RMSa

1	 -0.3	 2.8	 5368	 107	 24 (26)

2	 +8.4	 12.1	 5352	 119	 105 (108)

3	 +26.7	 25.7	 5279	 125	 224 (223)

------------------------------------------------------------------------ -------
Cloud Model = 0 (no liquid)

Average

Site	 Residual	 RIMS*

Portland	 0.6	 33 (34)

Pittsburgh	 0.3	 25 (34)

El Paso	 11.8	 9.6 (15)

San Diego	 -7.2	 15.6 (22)	
is

Oaklana	 -3.6	 12.7 (17)

All sites	 0.3	 21.8 (25)

avumbers in parenthesis indicate rms with an added noise of +1 K to each
channel.	 ie ' 1
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When we include the WVR error model in the regression analysis for liquid

r
	 retrieval, the RMS of fit changes relatively little and suggests that the

retrieval accuracy is limited by the algorithm. In fact, the algorithm for

'he liquid water estimate contains relatively more error than the vapor

algorithm due to the fact that the liquid weighting function contains ai

exponential dependence on the liquid temperature, e.g., (Ref. 23), which is

not an easily modeled quantity. The presence of liquid water during a

t-ip-curve calibration observation is an immediate indication that the

tip-curve data will be noisy and should be woighted accordingly. If we ary

.)bserving in clear sky conditions and the WVR reports a non-zero (i.e.,

greater than the RMS value) amount of liquid water, it suggests that either

the radiometric temperature scales need recalibration or the vapor weighting

Lai

	

	 functions are very different than the "average" weighting function determined

,y earlier analysis. The .latter possibility could be due to an unusual

vertical profile of vapor although we have chosen the vapor sensitive

frequency to minimize this type of error. Finally, the presence of large

amounts of liquid or equivalently, large values of opacity at 31.4 GHz,

indicate that an important assumption in our derivation may be violated. In

large concentrations of liquid, the drop size tends to grow and scattering

;days an increasingly important part in the apparent radiation spectrum.

When the effective diameter of the drop is on the order of the observing

wavelength, the scattering process is termed Mie scattering, and the spectrum

is more complex than the simple Rayleigh scattering which we have assumed.

'fhe radiation spectrum of urge drops can no longer be characterized by a

simple power-law type behavior, which means that both our vapor and liquid

algorithms break down. Since the breakdown is primarily a function of the

drop size distribution of the liquid, there is no clear criterion that

distinguishes the operating from the non-operating regimes of the algorithm.

Westwater (Ref. 25), and Westwater and Guiraud (Ref. 26) estimate that these

remote sensing techniques are applicable up to opacities of 3 dB = 0.7 neper

(at 31 GHz). Given the considerable observing experience of these

experimenters, this is probably the best operating/non-operating criterion

that can presen_ly be stated.

i
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E.	 SUMMARY

Several reasonably simple algorithms have been derived that relate

obFervables., i.e., the brightness temperatures measured with a two-channel

WVR, to the line-of-sight path delay that is required to correct various types

of radiometric data for the effects of atmospheric water vapor. The three

formulations than can be used to estimate the excess path delay due to

atmospheric water vapor A T 
v

, are

<t,l,> = -1.6 + 0.65 (T 1 - 0.435 T 2 )	 (6-28)

for convenience. A better algorithm, if no surface measurements are avail--

able, would be

(6-29)

(6-30)

(6-31)

T1`1 i
	 T,

T i = - loge
	 TMi - Tc

r.nd ► 6: quantities TMi are given in Eq. (6-23) and (6-24).

6-27

<Al, > = 158 ( T 1 + 0.435 T 2 )

where the opacity T, is

1275 - Ti

Ti = -loge L	 272
I

When surface measurements are available, use

<ALv> = lb4	 T1 - 0.435 T 2- 0.0016

I

2
s	

293)2.861

x	

P

1013	 Ts

i

where the opacity is now

( 6-32 )	
f

1
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The regression analysis indic,.tes that the ultimate accuracy of the

two-channel technique is about 0.2 to 0.3 cm, and with a realistic noise model

of the current generation of instruments, a 0.5 cm accuracy is possible. Note

that the question of radiosonde accuracy is irrelevant in this analysis; it

simply represents the "truth". However, if the WVRs are to be compared

directly to radiosondes, then the question of radiosonde accuracy is crucially

important. Indeed, the WVRs must eventually be calibrated on an absolute

:scale, and radiosondes seem to be the most cost-effective way to accomplish

this at the present time. Consider that such a direct comparison is made aV

rach of the radiosonde launch sites that were used in this analysis. If we

assume an average zenith path delay of 10 cm and the measurement accuracy of

the radiosonde is 10%, then the RMS of the radiosonde/WVR comparison would be

(1.0) 2 + (0.5) 2 = 1.12 cm

While it is important to make such a comparison to investigate the possibility

of a bias term in the inversion, the analysis suggests that the WVR is more

accurate than the radiosonde. Hence, the comparison must be done with great 	
I

caution when attempting improvements in the WVR instrumentation or refinements

in the algorithm. We are faced with a recurring problem •- how to demonstrate

that a new measurement techni q ue is superior to any existing technique,

Including those that would be used for calibration.
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APPENDIX A

CALIBRATION DATA FORMATS

In response to a data prompt "#FE C" the radiometer controllr_r will

return a block of calibration data in the format shown to the left column

below, except that the values will be returned on a single line, separated by

spaces. The meanings and uses of the constants are shown to the right.

DATA FUNCTION

0328	 1795 AG scaling, in counts, AL = 0, AL - 360 degrees

0176 1008 EL scaling, in counts,	 EL = U,	 EL - 90 degree:;

1000 to 9500 Calibration resistors R2 b R2,	 in ohms

1.40423E-3 Temperature sensor thermistor constant GI

2.37076E -4 " " " G2

1.000b2E-7 " " " G1

9.4094bE-4 slot	 load thermistor constant G1

2.20136E-4 " "	 " G2

1.31748E-7 "	 " "	 " G3

A-1
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APPENDIX B

WVR3 SOFTWARE MODULE DESCRIPTIONS

Modules are written in Fortran-80 (.FOR), Microsoft Macro Assembler

Language (.MAC) or CP/M Assembly Language (.ASM). The modules are listed

helow in the order in which they are encountered, as much as is possible.

WVRMON.ASM

WVRMON is an expansion of the National BLC 80P Monitor supplied with the

National PLC 80 CPU board. WVRMON includes new commands to make it easier to

troubleshoot new programs downloaded into WVR RAM for debugging, as well as

providing facilities for downloading.

When power is first applied to the WVR, or the controller RESET switch is

pressed, CPU execution begins at location zero in CPU PROM UU. This first

location includes a jump instruction to the initialization routine INIT:. in

8080 family CPUs this location zero is one of eight hardware interrupt vector~ 	 0.

that can also be accessed through software interrupts RSTU through RST7. 'file

original BLC 80P Monitor used these vectors to provide access to subroutine-;

within the monitor program. WVRMON includes software-equivalent routines

compatible with the original HLC 80P routines, but now only three-byte jump

instructions are located at each of the eight interrupt vectors. All of the

code for the subroutines is included within WVRMON above address 40H, as wa?;

not the case with the original BLC 80P Monitor.

Another difference is that WVRMON ases only the vectors at location 0

(jump to INIT) and location 8 (jump to breakpoint entry). WVR3 uses the

vector at location 38H for the hardware interrupt PACER clock. The other

vectors, RST2 through RST6, will still access internal subroutines in WVRMON

equivalent to those in the BLC 80P Monitor; but are not currently used. These

other vectors are nut used so that WVRMON can be included in future

controllers requiring a larger number of functional hardware interrupts.
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Upon entry through the RSTO vector, WVRAION initializes the serial communi-

cations USART, initializes functions used internally, and looks at memory

location 0800H. If a jump instruction (OC3H) is found at this location,

WVRMON decides that a functional controller program is installed and jumps to

that entry point at location 0800H. A test version of WVRMON, labeled "No

Auto Start" is available with this function inhibited to provide debugging of

new programs.

If no jump instruction is found at 0800H, the monitor program itself is

'	 entered, signs on with its own revision date, and displays a list of availahle
i

commands. See the operating instructions for details.

PROM. ASH

This set of radiometer-specific routines and calibration data is burned

into the PROM installed on the CPU board in address space 0600H up. For com-

patibility with WVRMON auto-start, PROM08 begins with a jump instruction to

KSWVR: which. will Reset and run WVR3. Before execution of WVR3, data :.reas

in RAM have to be initialized, which is accomplished by subroutine XPAND:.

Following this expansion, (at K14WVK:, RuN WVR) a check is mode for the exist-

ance of a PROM at the start address of WVR. If no PROM is found, execution is

aborted to WVKMON. If a PROM exists at the starting address defined as WVR, a

jump is made to that address.

Other routines within PROM08 include WVR sign-on and calibration message

subroutines, entered through vectors at addresses 0809H and 080CH, respec-

tively.

WVR.FOR

This is the main program within WVR3. The .ASM. modules discussed above

are assembled and burned into PROM separately from WVR.FOR and the following;

modules. These following modules are compiled as relocatable (.REL) files and

linked by L80 before being burned into PROMs located on the memory expansioit

hoard within the WVR controller.

B-2
	

^I



WVR.FOR provides the definition of all COMMON memory, initializes some

variables, and calls subroutine DECOD.FOR to get a command or data request from

the host computer. WVR.FOR then provides for the execution of the command or

data request, by calling the appropriate subroutine.

SUBL.OUTINES :

The following modules are written as subroutines. They are listed along

with the calling convention (samples from actual calling programs are shown)

and the program(s) and/or subroutines that call them. Where more than one

entry exists into a module, entry lables, calling conventions, and callers are

also given. Some modules contain subroutines that are only used internally.

These are not listed.

Nodule	 Calling Convention	 Called By

DECOD.FOR	 CALL DECODE	 WVR

This subroutine reads in a command or data request from the host computer 	 i

by calling subroutine READ (part of RDWT.MAC). It then verifies the format and 	 t

contents of the input Line. A check is made for the proper device address

(#FE). The alphabetic opcode field is decoded and stored as a numeric value in
i

ZOOM. Numeric arguments following the opcode are converted to integer values
dF

and stored in COMMON for use by other modules. Illegal formats are flagged in

IBAll.

Module	 Calling Convention	 Called By

RDWT.1AC	 not called, see entries below

READ	 CALL READ(IBUF,NC) 	 DECOD, DATA1

WRITE	 CALL WRITE(OBUF,NC) 	 WVR, ODATA, DATA1

LFCR	 CALL LFCR	 WVR, ODATA, DATA1

RDWT includes subroutines WRITE:, LFCR:, and ALFCR: for writing

(outputting to the host computer) the contents of a buffer (OBOF), a line

feed/carriage return, or an "ACK" followed by line feed/carriage return.

B-3
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The READ subroutine entry provides for reading a command or data request

from the host computer, and includes all of the code necessary to provide the

dual personality WVR3: the compatibility with both the MAT and p.e-existing

Host computer conventions.

READ establishes a default data request (#FE D 1) in the input buffer

(IBUF), and waits for the receipt from the host of the proper WVR address, #FE.

j	 Following receipt of this address, READ establishes the WVR in the selected
•

mode, and accepts and passes on to DECOD all valid commands or data requests.

Receipt of any other device address or the reset character @ causes READ to

reset to the non-selected mode.

lI

All MAT control compatibility is provided within READ, and only those

commands and dat , requests with formats compatible with WVR software versions

2B and earlier are passed back to DECOD.

Module	 Calling Convention	 Called By

POINT.MAC	 GAIL POINT	 WVR

This subroutine handles the servos whenever a pointing command is de-

coded. The elevation and azimuth angles in counts are checked to see if the

pointing command is reasonable. If the command is out of limits, an error

:ode of 14 is returned to the caller. The current positions (channel 10 for

elevation, 11 for azimuth) are compared to the commanded positions. If the

elevation position is higher than the command, the elevation motor is started

with a positive voltage. The same sense applias to azimuth. When the point-

ing command is active, interrupts occur every 1 millisecond.* Only every

* Pacer Clock Interrupt Handling. Two subroutines, POINT and DSAMP make use
of the 1 ms clock interrupt provided by the RTI-1200 board. When inter-

rupts are enabled and the PACER clock is activted, a hardware interrupt (RST7)
occurs. This interrupt is vectored through the WVRMON prom to the user's

vector UVECT set up in CPU board RAM at location 3C3DH. POINT and DSAMP set

up jump instruction in UVECT before enabing interrupts or the clock. The
clock is enabled by storing the value 2 in RTI-1200 location SETUP. A zero

stored in SETUP tops the clock.

B-4
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fourth interrupt results in a comparison between command and present

position. Pointing is stopped when the command and present position counts

agree within the limits set by constants TOLAL and TOLEL. Pointing can also

he stopped by an abort command setting flag PA to non-zero. When pointing is

terminated, the interrupting PACER clock is stopped and a return to the caller

is made with interrupts disabled.

Module	 Calling Convention	 Called By

P10DATA.FOR	 CALL ODATA	 WVR

This subroutine is called when a 'D' data request has been received.

O DATA tests for a valid data request parameter (0 through 5) in the not-busy

condition, or (1) if data taking or pointing is active. The first input argu-

;fient (IAI) is used to direct control to one of six statement numbers. If IAI

is zero, the effect is the same as if 1, 2, and 3 were used in succession.

1'he block of code from statement 70 to just before statement 205 is used as an

internai aabroutine, where variable K1 is used Zo return to the caller via the

assigned GO TOs. Statement 40 handles the requests for a single voltage

channel, and statement 50 for a single temperature channel. Any temperature

channel data request will result in a change in the submultiplex channel. This

should be reset to an unused channel to p!event sensor self-heating effects.

It is up to the host computer program to insure that this is done.

Module	 Calling Convention 	 Called By

DATAI.FOR	 CALL DATA1	 WVR

This subroutine handles requests for fast sampled data. The first

,argument (IAI) determines the type of fast sampling. If IA1 = 0, the data

sampling strategy number is given by IA2. Data strategies are extracted fron

COMMON block /STRING/ and have to be moved into /STRING/ after XPAND: has

been called (see PROM08.ASM).

_I

	

	 Non-zero values of IA1 determine what data is to be returned from the fast

sampling process. If IA1 = 1 or 2 a summary is returned. If IAI = 3 the

F
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data is returned by bins, i.e., separated and converted to ASCII. If IA1 - 4

1	 the data is all returned in raw binary format, where each two-byte quan^ity

contains the four-bit bin number and the 12-bit contents.

Module	 Calling Convention	 Called By

DTA.FOR	 CALL DTA(IMAGE,OBUF(I)) 	 WVR, ODATA, DATA1

This subroutine converts a two-byte integer into a four-byte ASCII string
a 

and stores the string in consecutive locations in OBUF. The integer is

.assumed to be unsigned with a range of from 0 to 9999. Values outside that

range will be converted into a garbled string.

i%odule	 Calling Convention	 Called By

DSAMP.MAC	 CALL DSAMP	 DATA1

This subroutine handles the data taking following a data request of 'FS'

for fast sampling. Since the WVR must be able to communicate with the host

Computer while data taking is in progress, this routine is also interrupt

driven by the 1 ms clock.* The calling program sends the starting address of

a string of command bytes (the data strategy). Each command is a one-byte

opcode followed by 0, 1, or 2 bytes of operand. The opcodes and operand sizes

::re given below:

Opcode Operand Size Function

'M' 1 set mode

S' 1 set submux channel

'R'2 read channel m into bin n

1 repeat m times

0 end repeat

W 1 command azimuth motor

'D' 2 delay m milliseconds

'E' 1 command elevation motor

[CRJ 0 end of data strategy

*See footnote, Page B-4
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DSAMP has several flags and counters that are used to keep track of the

data taking sequency. NREAD is the number of points stored. TIME is the

number of seconds elapsed since the data taking started. DA is a flag that

can be set by an external routine that will cause the data taking to be

aborted. The data taking will also abort itself if an unrecognized opcode is

encountered in the data strategy string, or if the data buffer is

overflowing. Currently, 1008 points can be stored without an abort.

Each data item read is caused by an opcode of 'R', and consists of two

bytes (16 bits) stored as follows:

bbbbmmmmllllllll

where bbbb is a four-bit bin number, mmmm is the most significant four bits of

the reading, and 11111111 is the least significant eight bits of the reading.

For instance, a reading of 1000 into bin five would be (in hex): 53E8 since

3E8 is hex for 1000 decimal.

The flags and data read are stored in CWIMOM block /FS/.

ROM. VLAC

ROM is a collection of the following short miscellaneous subroutines.

Nodule	 Calling Convention	 Called By

$!NIT	 CALL $INIT	 WVR

$INIT replaces the FORLIB routine of the same name, which is called

automatically at the beginning of every FORTRAN 80 program. $INIT sets the

stack pointer. Since the FORLIB version of $INIT assumes both program and

data areas are in RAM, it will not set the stack pointer properly for the ROM

based WVR software. Therefore the ROM.MAC version of $INIT must b^- linked

before FORLIB is searched. This will prevent the FORLIB version from

missetting the stack pointer.

1
^	 1
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Module	 Calling Convention	 Called By.

MONITR	 CALL MONITR	 WVR

This is a sample jump to WVRMON, invoked by the 'X' command.

Module	 Calling Convention 	 Called By

INIT	 CALL INIT	 WVR

This initializes the parallel I/O ports on the CPU board and sets up the

RTI-1200 A/D board. INIT is called only once, at the beginning of WVR.

Module	 Calling Convention	 Called By

KHAN	 J = 1CHAN(K)	 POINT, DSAMP

This is a function call that returns the reading of an A/D input channel

in counts, where K is the input channel number (0 to 15).

'4odule	 Calling Convention	 Called By

SUBMUX	 C.'-!,L SUBMUX(K)	 WVR, ODATA, DSAMP

This subroutine sets the submultiplexer to a temperature channel, where

K = channel number from 0 to 15.

Module	 Calling Convention	 Called By

DRIVER	 ???	 ???

r

No invocation of this subroutine has been found. It is identified in the

source program as an external ENTRY. It may be a leftover from ancient days.

Module	 Calling Convention	 Called By

SMODE	 CALL SMODE(K)	 WVR, DSAMP

This subroutine sets the mode of the radiometer to hot load, base load,

antenna, or reference load, where K is an integer from 0 to 3.

B-8
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Module	 Calling Convention	 Called By

DAC1	 CALL DAC1(K)	 POINT

This subroutine sets a voltage on D/A output channel one to turn on/off

:he elevation drive motor. The voltage output will be -10 V for K = 0, U V

for K = 2048; and 9.9952 V for K = 4095.
r

Module	 Calling Convention	 Called By

DAC2	 CALL DAC2(K)	 POINT

This is the same as DAC1, except for the azimuth drive motor.

Module	 Calling Convention	 Called By

FDLY	 CALL FDLY(K)	 WVR, ODTA, DATA1

This causes a software timing loop to delay 16 times K microseconds.

1
1	 ++
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