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FOREWORD

These proceedings contain the papers presented at the Sixteenth Annual Precise Time and Time Interval Applications and Planning Meeting which was held November 27-29, 1984 at Goddard Space Flight Center. The discussions following the presentations are also included. There were 215 registered attendees, of which 28 were from 12 foreign countries. Fourteen were from Europe, seven from Asia, one from the Pacific and six from the Western Hemisphere. Within the United States, 57 of the attendees were from west of the Mississippi and 130 from east of the Mississippi.

The objective of the meeting was to provide an opportunity for program planners to meet those who are engaged in research and development and to keep abreast of the state-of-the-art and latest technological developments. At the same time, it provided an opportunity for engineers to meet program planners. This objective is clearly reflected by the title of the meeting.

This year, the program emphasized the effects of ionospheric and tropospheric propagation on time and frequency transfer, advances in the generation of precise time and frequency, time transfer techniques and filtering and modeling.

The Session Chairmen and the Technical Program Committee are responsible for the excellent technical content of the meeting. The unstinting support of the sponsors and the volunteers make a meeting such as this possible. We are fortunate to have such dedicated people.
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PROSPECTS FOR ATOMIC FREQUENCY STANDARDS
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ABSTRACT

We shall describe the potentialities of different atomic frequency standards which are not yet into field operation, for most of them, but for which preliminary data, obtained in laboratory experiments, give confidence that they may improve greatly the present state of the art.

The review will mainly cover the following devices:
- cesium beam frequency standards with optical pumping and detection
- optically pumped rubidium cells
- magnesium beam
- cold hydrogen masers
- traps with stored and cooled ions.

1. PHYSICAL BACKGROUND

Atomic frequency standards are founded on the space and time invariance of the energy difference between specified levels of atoms, at rest and in a given acceleration field. This statement is to be related to the absence of experimental evidence of a cosmological variation of the fundamental constants, at least at the present level of our measurement ability.

However, there are two fundamental limits to the precision of the measurement of the energy difference $h\nu_0$ between two atomic levels.

The first one is set by the Heisenberg uncertainty principle, $\Delta \nu \cdot \Delta t = 1$, which means that the linewidth cannot be smaller than the inverse of the observation time, about. This limit may be reached provided that appropriate tricks eliminate as well as possible other sources of line broadening such as the first order Doppler effect and the inhomogeneity of the static magnetic field, for instance.
Assuming that these spurious effects are unde sufficiently good control, the Heisenberg principle call for long interaction times such as in the hydrogen maser and in ion traps.

The second fundamental limit is determined by noise processes. In the case where the atomic resonance is monitored by a flux of particles, atoms or photons, shot noise is the annoying effect. The corresponding fractional fluctuations of the particle flux being inversely proportional to the mean flux value, it is desirable to monitor a high particle flux, in atomic beam devices for instance. In the hydrogen maser, where the atomic transition is detected whether as the creation (active operation), or the variation (passive operation), of a coherent electromagnetic field, thermal noise due to the brownian motion of electrons in the cavity wall perturbs the phase and the amplitude of the electromagnetic field. The most obvious solution -at least in principle- consists in the cooling of the cavity.

A more detailed analysis shows that the fractional frequency stability measure, \( \sigma_y(\tau) \), is given by:

\[
\sigma_y(\tau) = \frac{1}{Q \cdot S/B(\tau)}
\]

where \( Q \) is the quality factor of the atomic line and \( S/B(\tau) \) the signal to noise ratio of its observation, during the time interval \( \tau \). The best frequency stability is then obtained in devices where it is possible to realize both a large quality factor and a large signal to noise ratio. Of course, tradeoffs between the two factors are possible.

A high quality factor requires, among other demands, a sufficiently large transition frequency. At the present time, the largest one which has been used in experimental devices are that of the hyperfine transition of the mass 199 mercury ion, at 40.5 GHz, and that of a fine structure transition of the mass 24 magnesium atom at 601 GHz. At the present time, higher frequencies cannot be produced and/or measured in sufficiently reliable set-ups, so that we shall focus on microwave frequency standards, mainly.

The preceding remarks indicate the directions in which improvements of atomic frequency standards may be expected. They refer, in fact, to means of enhancing the short and medium term frequency stability. However, it is well known that other qualities are necessary to fulfill the present demand. Among them, the long term stability and the reproducibility are of prime importance in a num-
ber of applications. Similarly, improved accuracy is desired for the laboratory primary cesium beam frequency standards, which realize the definition of the S.I. time unit. As we will see, the cited directions of work are also beneficial to these very important characteristics. Their improvement motivates, in particular, the present efforts to cool ions and to observe one of a few of them almost at rest and isolated from spurious sources of frequency shifts.

A description of the principles and of the design of most of the existing frequency standards has been given in review articles (2,3) and shall not be repeated here.

2. BASIC PROPERTIES OF THE USEFUL TRANSITIONS

Hyperfine transitions of atoms and ions in the ground state share in common the following properties of interest:

- the life-time of the hyperfine levels is very large, amounting to years, due to the very low probability of spontaneous emission. This is mainly related to the small energy difference $\hbar \omega$ between the levels,
- the Stark effect, i.e. the frequency shift due to an electric field $E$ is of second order,
- the Zeeman effect of some of the $\Delta F = 1, \Delta m_F = 0$ transitions is also of second order. The sensitivity to the magnetic field of the fine structure transition in $^{24}\text{Mg}$ is very small. It is approximately equal to $10^{-4}$ times that of cesium (4). Table 1 gives some pertinent numerical values.

As a result of the small energy difference between the ground state hyperfine levels, they are almost equally populated at thermal equilibrium, such as in an atomic beam source. State selection is then mandatory to observe hyperfine transitions with a sufficient signal to noise ratio. This is accomplished either by magnetic deflection or optical pumping.

In the case of the magnesium fine structure transition, atoms are produced in a metastable state having three sublevels with different lifetimes. The population difference follows from the fastest decay to the ground state of one of them.

3. BEAM FREQUENCY STANDARDS WITH OPTICAL PUMPING AND DETECTION

3.1. Cesium Beam

a) Experimental achievements
In 1950, A. Kastler (5) showed that it should be possible to optically enhance the population of certain atomic levels and to optically detect magnetic resonance transitions. He suggested that the strong and inhomogeneous magnetic field regions could be replaced by optical interaction region in the Rabi beam magnetic resonance machine. This possibility was confirmed in a Rb 87 beam using rubidium spectral lamps and a Ramsey-type microwave cavity (6). However, at that time, the light sources were spectral lamps, and the energy density of the light beam was not large enough to provide efficient optical pumping and detection. More recently, the development of reliable semi-conductor laser light sources in the near infrared, at 0.852 μm, enabled the optical pumping of cesium atoms and the optical detection of the \( F = 4, m_F = 0 \leftrightarrow F = 3, m_F = 0 \) clock transition at 9.192 MHz produced in a Ramsey type microwave cavity (7).

Figure 1 shows the principle of optical pumping and detection. At the left of the figure an energy diagram is shown with two levels in the ground state and one in an excited state. A light beam excites the atoms from level 1 to 3. The population of the excited state decays by spontaneous emission with an equal probability on levels 1 and 2. Assuming that the energy density is large enough it follows that the level 2 is populated at the detriment of level 1, and a population difference is created by optical pumping. This three level configuration is also useful for the detection of a transition between levels 1 and 2. If this transition occurs, the level 2 becomes populated and the light beam may transfer one atom to level 3. Spontaneous emission creates one fluorescence photon which may be detected and used to monitor the \( 1 \leftrightarrow 2 \) transition. In that case, one photon at most is produced per atom. Another optical detection scheme is shown at the right of figure 1. Only two levels are involved. One fluorescence photon is emitted each time one photon of the incident light beam is absorbed by atoms in level 1. The lifetime of the excited state being very small, one may then detect several photons per atom if the light beam energy density is sufficiently large. This transition is denoted as a cycling transition. Furthermore, the number of photons is proportional to the time spent by the atoms in the light beam, and, consequently, this method provides a narrowing of the line.

The configurations of figure 1 are included in the level energy diagram of the cesium atom, shown in figure 2, in a simplified form. Taking into account the selection rule \( \Delta F = 0 \) or \( \pm 1 \), one sees that the levels \( F = 3 \) and 4 of the ground state plus the level \( F' = 4 \) of the excited state, for
instance, may be considered for optical pumping and detection. The levels $F = 3$ and $F' = 2$, for instance, may be used for optical detection. It exists several such configurations, corresponding to a number of experimental arrangements.

In fact, the spectrum is even more complicated than shown in figure 2, because each hyperfine level has $2F + 1$ magnetic sublevels. In particular, the ground state has a total of sixteen sublevels which are equally populated at the atomic source exit.

The most simple experimental set-up is sketched in figure 3. A single semiconductor laser, at 0.852 $\mu$m, illuminates a cesium beam, on each side of the Ramsey microwave cavity. A population difference is created in the first light atom interaction region and the microwave transition is detected in the second one. In that set-up, one of the two hyperfine levels, $F = 3$ or 4 of the ground state is emptied to the benefit of the other one, if the light intensity is sufficiently large in the first interaction region. The population of the $F = 3$, $m_F = 0$ or of the $F = 4$, $m_F = 0$ sublevel, depending on the arrangement, becomes 1/8 of the total population of the beam. This is twice what may be expected with magnetic state selectors, which deflects off the beam one of these $m_F = 0$ levels. Figure 4 shows the microwave spectrum observed (8) with the experimental set-up of figure 3.

Another interesting consequence of the selection rules has been suggested by L. Cutler, pointed out by Lewis and Feldman (9) and theoretically investigated by de Clercq et al (10). It affords the possibility to transfer the population of the sixteen hyperfine magnetic sublevels of the ground state to either the $F = 3$, $m_F = 0$ or the $F = 4$, $m_F = 0$ level. For instance, one light beam tuned to the $F = 3 \leftrightarrow F' = 4$ transition will populate all the sublevels of the state $F = 4$. The second light beam, tuned on the $F = 4 \leftrightarrow F' = 4$ transition will empty the sublevels of the state $F = 4$, with the exception of the sublevel $F = 4$, $m_F = 0$ because the transition $F = 4$, $m_F = 0 \leftrightarrow F' = 4$, $m_F = 0$ is forbidden if the light is linearly polarized, parallel to the static field. It is then possible, in principle, to concentrate all the atoms on the $F = 4$, $m_F = 0$ level, for instance, whose population becomes 100% of that of the beam. This major improvement has been experimentally achieved in two experimental configurations (8,11). In the first one, the detection is accomplished by a light beam derived from one pumping beam, and in the second one a third laser is used for the detection by a cycling transition. In figure 5, one sees that the field dependent $\Delta m_F = 0$ transitions have almost disappeared correspon-
ding to an increase of the central Rabi-Ramsey central line. Figure 6 shows the central Ramsey fringe obtained in a three lasers configuration.

b) Prospects

Besides the simplification in the design and the manufacturing of the cesium beam tube, optical pumping and detection methods have an impact on both the frequency stability and the accuracy of cesium beam frequency standards.

The short and medium term frequency stability measure, \( \sigma_y(\tau) \), is determined by shot noise, for \( \tau \leq 1 \) day. It is approximately given by:

\[
\sigma_y(\tau) = \frac{1}{Q} \left( \frac{1}{I} \right)^{1/2}
\]

where \( I \) is the flux of detected cesium atoms. The optical pumping method is able to make the most efficient use of the cesium beam:
- no atom is lost by velocity dependent magnetic deflection
- the atoms of the sixteen sublevels of the ground state can be accumulated on either the \( F = 3, m_F = 0 \) or the \( F = 4, m_F = 0 \) level
- wider beams may be used due to the absence of beam geometry limitations by magnet pole piece separation and hot wire detector width.

It is then very likely that the useful beam intensity \( I \) may be increased by a factor of the order of 100 and, thus, the frequency stability by a factor of about 10, so that a frequency stability figure approaching

\[
\sigma_y(\tau) = 10^{-12} \tau^{-1/2}
\]

appears feasible in manufactured units. Figure 7 compares this frequency stability with that of examples of presently manufactured cesium beam frequency standards. Among others, this achievement will require a suitable choice of the optical pumping and detection scheme and a proper design of the optical detection region in order to eliminate as well as possible spurious background light from the incident laser beam.

Systematic effects may also be greatly diminished, thereby improving the long term stability, reproducibility and accuracy
- the suppression of the field dependent side-bands of the microwave spectrum of the beam tube eliminates the frequency pulling by neighbouring lines \( (12) \). As the separation between these side-bands depends on the applied static magnetic field, their absence allows to decrease its value and, consequently, to decrease the sensitivity to ambient magnetic field changes.
- the velocity distribution of the detected atoms is determined by the
interaction time with the light beams and the chosen method of optical
detection. Well defined velocity distribution functions may be achieved (13),
thus improving the knowledge of the second order Doppler effect.

- the absence of state selector magnets and the creation of a weak ma-
gnetic field all along the cesium beam cancel the probability of Majorana
transitions, suppress the related frequency shift and ease the achievement
of a better magnetic field uniformity.

- a better evaluation of the coupling between the velocity and the trans-
verse position of atoms will enable a better averaging (14) of the transverse
phase shift.

- the cesium beam may be designed symmetrical with an on-axis cesium oven
at each end, thereby allowing a measurement and a correction of the cavity
phase shift.

The light shift, which is inherent to optical methods is small here (15), be-
cause the optical and microwave interactions do not occur at the same place.
It may be measured and kept constant to about one part in $10^{14}$. As a conse-
quence of a decrease, or a better control of systematic frequency shift, a
frequency stability of the order of $1 \times 10^{-14}$ may be expected over a year.

In addition, it is worth noting that it is of prime interest, from a fundamen-
tal point of view, to realize the S.I. time unit by significantly different
means to verify that possible fundamental and apparatus effects have not been
missed.

Use of slow atoms increase the line quality factor -which is inversely propor-
tional to the velocity- and thus improve the short and medium term frequency
stability ($\tau < 1$ day) if the beam flux is not too much diminished. It also
decreases the velocity dependent frequency shift and contributes to an increase
of the long term frequency stability and to the accuracy. Slow atoms are al-
ready preferentially state selected in one of the primary cesium beam frequency
standards (16). In the same line, the interest in a fountain beam experiment (17)
has been recently renewed (18). Assuming that collisions do not scatter signi-
ficantly the very slow atoms of a beam effusing from a properly designed over
aperture, a possible accuracy of $10^{-15}$ has been anticipated for a machine,
using 6 m/s optically pumped and detected Cs atoms.

Laser cooling is also studied (19,20), with the hope to produce intense and
sufficiently well collimated beams of slow atoms.
3.2. Rubidium Beam Frequency Standard

One may consider the application of optical pumping and detection methods to a mass 87 rubidium beam (21), but using laser diode light sources instead of spectral lamps (6). The wavelength of the D2 resonance transition, which is equal to 780 nm, is well suited, because it corresponds to that of light sources developed for the video-disc industry. However, besides that point, rubidium does not provide significant advantages for improved frequency standards.

- It has 8 hyperfine sublevels in the ground state, instead of 16 for cesium, but in both cases, then may be transferred to a single $m_F = 0$ by double wavelength optical pumping.
- Its mass is smaller than that of cesium. The line-width on the one hand and the velocity dependent frequency shift one the other hand would be slightly worse than for a cesium beam.

4. Magnesium Beam Frequency Standard

As a consequence of their two valency electrons, earth alkaline atoms have singlet and triplet states. The ground state, $^1S_0$, is a singlet. The first triplet states, $^3P_0,1,2$, shown in the simplified energy diagram of Fig. 7, is metastable. The $^1S_0 \leftrightarrow ^3P_0$ and the $^1S_0 \leftrightarrow ^3P_2$ transitions are forbidden, for even isotopes, but the $^1S_0 \leftrightarrow ^3P_1$ transition is slightly allowed. Consequently, a large population difference may be created between the $^3P$ fine structure levels by spontaneous decay of the $^3P_1$ level (4).

The fine structure splitting is rather large. The $^3P_1 \leftrightarrow ^3P_0$ ones of Mg (22, 23, 24) and Ca are the smallest. They are given in Table 2, as well as the life time (25) of the $^3P_1$ level and the wavelength of the fluorescence light.

In a magnesium or a calcium beam frequency standard, the metastable $^3P_0,1,2$ levels are created in a discharge. At a distance downstream, which is of the order of 1 m for Mg, for instance, the population of the $^3P_1$ level is depleted by spontaneous decay. The dipole magnetic fine structure $^3P_0 \leftrightarrow ^3P_1$ transition is induced in a sub-millimeter cavity, so that the level $^3P_1$ is replenished. The fine structure transition is then monitored by the intensity of the fluorescence light which is emitted by the beam, after its passage in the cavity. As usual, the resonance signal is processed to enable the frequency control of the interrogation frequency. Such a device, using a magnesium beam has been successfully operated (24), with a Rabi-type cavity at the present time.
With a Ramsey type sub-millimeter cavity, the short-term frequency capability of such a device would be (24):

$$\sigma_y(\tau) = 3 \times 10^{-13} \tau^{-1/2}$$

(4)

for magnesium and 10 times better for calcium. This is mainly due i) to the high value of the line Q, of the order of $10^9$, although limited by spontaneous decay of the $^3P_1$ level and ii) to the possibility to use wide atomic beams.

The very low sensitivity to magnetic fields and the absence of neighbouring transitions are positive points. But the long term stability, the reproducibility and the accuracy are limited to the $10^{-13}$ level by the second order Doppler effect (26) which is rather large due to the large velocity of light atoms forming a beam from a high temperature oven. It amounts to $2.5 \times 10^{-12}$ for magnesium.

A magnesium beam machine must be several meters long to allow a sufficient decay of the $^3P_1$ level after the discharge region, and an efficient collection of the fluorescence light after the cavity. The length requirement is about 10 times less with Ca, according to the smallest life time of the $^3P_1$ level. The generation of the large interrogation frequency may cause technical problems.

5. RUBIDIUM CELL FREQUENCY STANDARDS

Spectral lamp optically pumped rubidium cell frequency standards are popular in applications where good short term stability, but relatively poor long term stability are compatible with small size, small power consumption and low cost.

A buffer gas is introduced in the cell containing mass 87 rubidium atoms to enhance the optical pumping efficiency (27). Nitrogen quenches rubidium atoms in the excited state so that they make a non radiative transition to the ground state. Otherwise, the fluorescence light, which contains both hyperfine components, would decrease the attained population difference. In addition, the slow diffusion of atoms in the buffer gas greatly reduces the Doppler broadening (28), without requirement on the size of the cell compared to the microwave wavelength, so that the Doppler free hyperfine transition can be observed with a cell filling the microwave cavity.

**In that case, the microwave cavity is not necessary. This Doppler free transition may be observed if the cell is placed in a travelling wave at the hyperfine transition frequency.**
With a laser light source the optical pumping efficiency is highly increased, due to the much larger energy density at the proper wavelength. It would then be possible to suppress the buffer gas, provided i) that the cell does not extend to regions where the phase of the standing microwave magnetic field is reversed and ii) that a wall coating prevents strong relaxation on the glass wall. The great advantage would be the elimination of the large size buffer gas frequency shift and, mainly, of the inhomogeneous line broadening effects causing large power frequency shifts (28bis) due to the absence of motional averaging when a buffer gas is used. These inhomogeneous line broadening effects are produced by the progressive absorption of light along its path in the cell, causing a distributed light shift, and by inhomogeneous magnetic field. In that event, the buffer gas frequency shift would be replaced by a noticeably smaller wall shift.

One may then expect that the larger resonance signal increases the short term frequency stability and that the reduction of frequency offsets improves the medium and long term frequency stability. This assumes i) that the optical wavelength is tuned to that of the D₂ line, so that the light shift vanishes to zero and ii) that the amplitude and frequency noises (29) of the laser is sufficiently reduced so that they are not transduced into fluctuations of the frequency of the hyperfine transition. In the event that these requirements cannot be fulfilled, it would be possible to eliminate light shift related effects by performing sequential optical pumping and by observing hyperfine transition "in the dark".

Optical pumping of the rubidium maser by diodes may be considered as well, but with the same limitations.

6. THE HYDROGEN MASER


The standard size hydrogen maser usually includes a TE₀₁₁ microwave cavity, resonating at 1.42 GHz, with a thin walled teflon coated storage quartz bulb. A typical size is 12 x 7.7 x 5.3 dm³. The device is able to sustain a self-oscillation, so that it is said active.

The standard size hydrogen maser is the most stable atomic frequency standard (30), as shown in Fig. 9. The medium term frequency stability 10 s < τ < 1 hour is determined by the thermal noise in the microwave cavity. We have:
\[ \sigma_y(t) = K_1 \frac{1}{Q} \left( \frac{kT}{2P_t} \right)^{1/2} \]  

(5)

where \( k \) is Boltzman constant, \( T \) the absolute temperature of the cavity, \( Q \) the atomic line-width and \( P \) the power delivered to the microwave cavity by the hydrogen atoms. \( K_1 \) is unity for active masers. An optimization of the operating parameters is possible (31) but would only improve very slightly the frequency stability, as shown in Fig. 10.

Short term frequency stability \( (t < 10 \text{ s}) \) is mainly determined by the noise added in the first stage of the microwave receiver. We have, approximately:

\[ \sigma_y(t) = K_2 \left( \frac{K_T}{T} \right)^{1/2} \frac{1}{t} \]

(6)

\( T \) is the noise temperature of the receiver and \( K_2 \) is a constant which depends on the noise bandwidth.

The long term frequency stability \( (t > 1 \text{ hour}) \) is determined by environmental effects, which are mainly related to the cavity pulling effect \( (32, 33) \). If necessary, it would be possible to operate a fast autotuning system \( (34) \) to keep the resonant frequency of the cavity under control, thereby improving the long term frequency stability figure to values of the order of \( 10^{-15} \) without degrading the short and medium term stability.

The accuracy of the hydrogen maser is still limited by the lack of reproducibility of the wall shift. The best achieved accuracy \( (35) \) is \( 6 \times 10^{-13} \) in a standard size maser. It seems difficult to improve it with teflon coatings. However, this is better than the accuracy and the reproducibility of presently manufactured cesium beam frequency standards. This does not cause serious problems in the main fields of application of the standard size hydrogen maser i.e. very long base line radio-interferometry and navigation.

6.2. Small Size Hydrogen Masers

The key of size reduction is a decrease of the microwave cavity dimensions, its resonance frequency being kept equal to 1.42 GHz. This is achieved by using properly disposed dielectric materials \( (36) \) or conductors \( (37, 38) \) as shown in Fig. 11. The achieved size of the maser is then of the order of 6 x 5 x 3.5 dm³. However, the presence of materials in the cavity increases the losses and the quality factor becomes smaller than 10 000, which does not enable self-oscillation to occur anymore. The small size hydrogen masers may then be operated in two different ways: either passively \( (39) \) or actively \( (40) \). In the last case, electronic feedback is used to enhance the cavity quality factor above oscil-
lation threshold. In both circumstances, the frequency stability is given by Eq. 5, but with $K_1$ larger than unity. The achieved frequency stability is very good \(^{(41,42)}\). Fig. 12 shows the result obtained with a passively operated small size hydrogen maser of a particular design. The short and medium term frequency stability may still be improved by proper optimization of the operating parameters \(^{(31)}\), as shown in Fig. 10. The long term stability happens to be excellent \(^{(42)}\), of the order of $3 \times 10^{-15}$ for $\tau = 10$ days, although the thermal coefficient of the loaded cavity is large. This shows that the achieved long term stability is due to the operation of an efficient electronic control of the cavity.

Actually, the small size hydrogen maser realizes an excellent trade-off between performance and size.

6.3. Cold Hydrogen Maser

The interest to cool the hydrogen maser has been recognized early in the history of this device. It was motivated by two different but complementary reasons: i) since the achieved short and medium term frequency stability is determined by thermal noise, cooling must improve the short and medium term stability \(^{(43)}\), as shown by Eq. 5 and 6 and ii) cooling provides a means of studying the properties of the wall coating \(^{(44,45)}\) and to search for materials having more reproducible properties than teflon at room temperature. In that respect, the following materials have been studied: FEP 120 teflon down to 48 K \(^{(44-46)}\) and tetrafluoromethane between 50 and 25 K \(^{(47)}\).

At approximately the same time, fundamental studies aimed to achieve Bose-Einstein condensation of hydrogen atoms in a high density gas of spin polarized hydrogen atoms were engaged in several laboratories. This led to information on the interaction of hydrogen atoms with molecular hydrogen surfaces around 4 K \(^{(49,50)}\). A very significant breakthrough occurred when it was discovered that $^3$He and $^4$He films are able to contain a high density of polarized hydrogen gas below 1 K \(^{(51)}\).

This result opens very promising prospects for a cryogenic hydrogen maser frequency standard, for the following reasons, pointed out by Berlinsky and Hardy \(^{(52)}\):

- the binding energy of H on a $^3$He or a $^4$He surface is 0.4 K or 1.15 K, respectively, thus allowing low enough recombination rates at the surface at temperatures below 1 K.
the total pressure shift in the gas plus wall shift shows a minimum around 0.2 K for $^3$He and 0.5 K for $^4$He. The frequency shift in a 15 cm diameter storage bulb is then of the same magnitude than with teflon at room temperature.

- the helium film is homogeneous and of high purity, and the pressure of the helium gas can be controlled well enough to expect a fractional frequency stability of the order of $10^{-18}$.

- the spin exchange line broadening effect is $10^3$ times smaller at very low temperature than at room temperature. This allows larger oscillation power to be obtained.

- the cavity pulling effect should be drastically reduced because materials have a very low expansion coefficient at low temperature and because it is possible to operate the cold maser at low values of the cavity quality factor.

- slow hydrogen atoms issued from a cold hydrogen source may be very easily state selected.

- magnetic shielding may be provided by superconductive materials.

- cooled GaAs FET amplifiers are available with noise temperature of 10 K.

From these statements, a fractional frequency capability of $2 \times 10^{-18}$ for $\tau > 10^3$ s is anticipated (52). One may add that the pressure and the wall shift been assumed reproducible, the accuracy should be very significantly increased too.

However difficulties arise, which are related to the background pressure of $^4$He at 0.5 K, for instance, giving a mean free path of 1.4 cm. A means to introduce the hydrogen gas in the storage cell should be found. In addition, the motional averaging effect occurring in conventional hydrogen masers disappears which may cause severe requirements on the magnetic field homogeneity.

7. ION STORAGE

It is known, since several tens years that one may store charged particles in electric and magnetic fields (53) (Penning trap) or in a radiofrequency electric field (54) (r.f. trap). Storage may occur for hours, and the interest of this technique for high resolution -microwave spectroscopy, of $^3$He$^+$ at first, has been demonstrated by Dehmelt (55).

It has been proved that it is possible to use a hyperfine structure transition, that of the mass 199 mercury ion, to realize an experimental model of a fre-
frequency standard using ions stored in a radiofrequency trap (56-59).

In the following we shall mainly focus on the radiofrequency trap and the mercury ions frequency standard and we shall give indications on the potentialities of stored cooled ions (60).

7.1. Storage in a r.f. Trap

Let us consider the three electrodes system and the applied voltage shown in Fig. 13. Assuming that the electrodes have the proper hyperboloidal shape, the axial and transverse components of the electric field are proportional to the distance from the center 0 of the trap, but they have opposite signs. If the voltage is a constant, a charged particle will be submitted to a repulsive force either in the axial or the transverse direction, according to its sign, and no storage may occur.

The situation is different if the voltage is alternating, with frequency \( v_c \). The electric field forces a motion at the frequency \( v_c \), whose amplitude is small. It is called the micromotion. This motion is approximately sinusoidal. As shown in Fig. 14, the axial and transverse micromotions are out of phase because the two components of the electric field have opposite signs. In its motion, the particle explores the electric field and, due to its non-uniformity, the acting electric force is not sinusoidal. It follows that it has a non-zero mean value and it may be shown that its two components tend to attract the particle towards the center of the trap. This central force imposes another harmonic motion of larger amplitude called the secular motion. Its frequency \( v_s \) is in general noticeably smaller than \( v_c \). If the inner dimensions of the trap are of the order of 1 cm, \( v_c \) equals 200 kHz and has an amplitude of 100 V, then \( v_s \) is of the order of 20 kHz for the mercury ion and the amplitude of the macromotion is of the order of a few \( \mu m \). Therefore, within conditions (61) which have not been considered here, the charged particle motion has a finite amplitude and the particle may stay inside the trap for very long times, provided that it does not suffer collisions with the background gas.

It is worth noting that a stored ion cloud is very dilute as a consequence of the Coulomb repulsive forces leading to the so-called space charge effect. Usually the ion density is limited to about \( 10^6 \) per cubic centimeter.

Assume now that the ions are irradiated by an electromagnetic wave at frequen-
According to their harmonic motion, they will see a Doppler frequency modulated wave composed of a carrier at frequency $\nu_0$ and side-bands separated by $\nu_s$, at least, from the carrier. If the ion atomic spectrum has a sharp line close to the frequency $\nu_0$, only the carrier component of the wave will be effective and the condition of high resolution Doppler free spectroscopy is met.

These principles are implemented in the mercury ion frequency standard, for instance.

7.2. The Mercury Ion Frequency Standard

The mass 199 mercury ion has a hyperfine structure in the ground state shown in Fig. 15. One has $I = 1/2$, and the hyperfine structure is as simple as that of the hydrogen atom, but the hyperfine separation is large, equal to about 40.5 GHz (see Table 1). The hyperfine transition is observed by conventional optical pumping techniques owing to a favorable isotope shift of the mass 202 mercury ion. The experimental set-up is shown in Fig. 16. A lamp filled with 202 Hg emits the resonance light of the ionized mercury at 194 nm. This light is selectively absorbed by those stored 199+ ions which are in the F = 1 hyperfine level. This level is depopulated to the benefit of the F = 2 level and the intensity of the fluorescence light is weak. If now the microwave transition at 40.5 GHz is induced, the level F = 1 is replenished and the intensity of the fluorescence light increases. This intensity is used to monitor the microwave hyperfine transition. Fig. 17 shows a power broadened hyperfine resonance pattern, corresponding to a line quality factor of $5 \times 10^9$. The high value of the quality factor compensates for the relatively poor signal to noise ratio. A quartz crystal frequency source has been frequency locked on such a transition and a short term frequency stability ($10^{-11} < \tau < 3500$ s) of

$$\sigma_\gamma(\tau) = 3.6 \times 10^{-11} \tau^{-1/2}$$

has been obtained (58). It is shown in Fig. 18.

A substantially narrower line, 0.85 Hz wide, has been achieved, in a different set-up (59,62) where the light broadening and frequency shift are eliminated by switching off periodically the pumping light and by interrogating the microwave transition in the dark.

Stored ions have a relatively large kinetic energy of about 1 eV and, conse-
quently a large second order Doppler shift, of $-5 \times 10^{-12}$ per eV in the case of mercury. Models for the effect of the ion number, i.e. of the space charge effect on the ion motion and the ion kinetic energy have been established (62,63). This has led to a measurement of the ion kinetic energy (63) and to the extrapolation to zero Doppler shift of the hyperfine transition frequency in a mercury ion cloud cooled by viscous drag with helium (62). The cooling gas is efficient under very low pressure, of the order of $10^{-5}$ Torr, for which the pressure shift is about $6 \times 10^{-14}$.

The short and medium term capability of the mercury ion frequency standard is of $10^{-12} \mathrm{~s}^{-1/2}$ about (62,64). A long term frequency stability of $2.2 \times 10^{-14}$ and an accuracy of $2.5 \times 10^{-13}$ are anticipated.

The mercury ion frequency standard can be built smaller than the presently manufactured cesium beam frequency standard. It is then a potential competitor of this device. However, technical problems related to the life-time of the $^{202}$Hg$^+$ lamp and to the control of the pressure of the background neutral mercury remains to be solved.

7.3. Microwave Spectroscopy in Radiofrequency Traps

The ground state hyperfine splitting of several ionized elements has been measured, with a precision of the order of $10^{-10}$ using the r.f. trap storage technique and a pulsed dye laser for optical pumping. They are $^{135}$Ba$^+$ (493 nm) at 7.18 GHz (65), $^{137}$Ba$^+$ (493 nm) at 8.04 GHz (66) and $^{171}$Yb$^+$ (369 nm) at 12.6 GHz (67), where the quantity within parenthesis is the wavelength used for optical pumping. A fractional linewidth up to $3.8 \times 10^{-11}$ has been obtained in such experiments, which shows their interest in the field of atomic frequency standards. An experimental set-up has been realized in which a quartz crystal oscillator has been frequency locked to the hyperfine transition of $^{137}$Ba$^+$ (68). However, the drawback of these devices, compared to the mercury ion frequency standard is the requirement of a pulsed dye laser, at least at the present time.

7.4. Ion Cooling

In the absence of any collision, stored ions have an agitation energy which is larger than the room temperature thermal energy, especially in r.f. traps. As stated previously, collisions with the atoms of a rarefied light gas are
efficient to thermalize ions \((61,69,70)\), in a r.f. trap with the additional benefit of an increase of the stored ion number and of their storage time.

However, the most efficient cooling is by means of side-band laser irradiation \((71,72)\) which takes advantage of the Doppler effect. A schematical explanation is the following. Due to the harmonic motion in a trap, the absorption spectrum of the stored ions shows lower and upper sidebands. An ion can absorb a photon whose frequency, \(v_L\) coincides with a component of the lower sideband. We then have \(v_L < v_o\), where \(v_o\) is the transition frequency of the ion at rest. By spontaneous emission, the excited ion will emit a photon, with the frequency \(v_o\) in the average. In that process the ion loses the energy \(\hbar(v_L - v_o)\) which decreases its kinetic energy. This process requires an ion having a short life time of the excited level in order to enable a large number of such cycles every second. Efficient cooling has been demonstrated, using \(Mg^+\) ions, either in a Penning trap \((73,74)\) or a r.f. trap \((75)\), or using \(Ba^+\) ions in a r.f. trap \((76)\). Temperatures as low as 5 mK have been observed with a single stored \(Mg^+\) ion \((75)\). Due to zero point energy, the lowest attainable temperature is of the order of

\[
T = \frac{1}{2} \frac{\hbar \gamma}{k}
\]

where \(\gamma\) is the natural linewidth of the transition. Typically, we have \(T \approx 1\) mK.

One of the most impressive recent achievements has been the observation and the spectroscopy of single stored cooled \(Mg^+\) \((75,77)\) and \(Ba^+\) ions \((78)\).

7.5. Frequency Standards with Cooled Stored Ions

Precision microwave spectroscopy of \(^{25}Mg^+\) \((79)\) and \(^{9}Be^+\) \((80)\) ions confined in a Penning trap and laser cooled has been accomplished. In that experiments the magnetic field was stabilized to a value for which some of the hyperfine transitions show a minimum.

Following these experiments, a laboratory microwave frequency standard using \(^{9}Be^+\) ions has been investigated \((81)\). Approximately 300 ions are stored in a Penning trap at a magnetic field of 0.82 T and laser cooled with a laser beam at a wavelength of 313 nm. This laser beam is produced from the output of a single mode dye laser by the frequency doubling technique, in a non-linear crystal. Although the transition frequency is small, equal to approximately
300 MHz, in that experiment, the very long storage time enabled to achieve a line-width as small as 10 mHz, and a line quality factor of $1.2 \times 10^{10}$ has thus been obtained. A quartz crystal oscillator locked to a transition of the hyperfine manifold has a frequency stability given by:

$$\sigma_y(\tau) = 2 \times 10^{-11} \tau^{-1/2}$$  \hspace{1cm} (9)

for $400 \text{ s} < \tau < 3200 \text{ s}$, of the same order as achieved in manufactured cesium beam frequency standards. The magnetic field instability contributes an uncertainty of $3 \times 10^{-14}$ in this experiment and the second order Doppler shift is $-5 \times 10^{-14}$ only, due to the cooling.

7.6. Prospects

Ion storage in a r.f. trap or a Penning trap has proved to be a promising technique for frequency standard applications. The r.f. trap is best suited to the realization of a portable clock. Laser cooling affords the possibility of a drastic reduction of velocity dependent frequency shifts, and of the most annoying of them, the second order Doppler frequency shift. In addition, the related very small spatial extension of the ion motion reduces the effects of magnetic field homogeneity, accordingly. However, laser cooling is tributary upon suitable coherent c.w. light sources adapted to ions having a favorable energy level diagram, and it can be contemplated for laboratory frequency standards only. In that respect, a mass 201 mercury ion frequency standard is being studied \textsuperscript{(82)}. The required wavelength, at 194 nm has been coherently produced \textsuperscript{(83)}. A frequency stability better than $10^{-16} \tau^{-1/2}$ and an accuracy better than $10^{-15}$ are expected. Another similar proposal refers to the use of $^{137}\text{Ba}^+$ \textsuperscript{(84)}.

Although this is out of the scope of this paper, it should be mentionned that laser cooled stored ions are being considered for optical frequency standards \textsuperscript{(85,86)}. At optical frequencies, which are roughly $10^4$ times larger than microwave frequencies, the line quality factor and, therefore the performances should be greatly enhanced. The most fascinating proposal is by Dehmelt \textsuperscript{(87)}. He considers a single ion stored in a r.f. trap, such as the $^{205}\text{Tl}^+$ ion whose spectrum contains both a wide line and a very narrow line sharing in common one energy level. The very narrow line is used as the frequency reference feature. The broad line, corresponding to a short-lived excited state is used for efficient laser cooling and as a cycling transition providing about $10^6$
photon each time the narrow line transition is induced. This yields an optical resolution capability of 1 part in $10^{18}$. However, optical frequency generation and synthesis must be greatly improved, mainly in the UV part of the spectrum before such a potentiality can be experimentally verified.

8. CONCLUSION

It then appears that the performances of atomic frequency standards are open to significant improvement. Table 3 summarizes the potentialities* of some of the considered devices.

The cold hydrogen maser and the cooled trapped ions frequency standards using storage techniques show the best promise of frequency stability improvement. In a trap the storage process does not involve collisions either with a wall or a buffer gas. For cooled ions, almost at rest at the center of the trap, the confinement related frequency shifts are either extremely small (effect of the electric field) or calculable with a great precision (effect of the magnetic field). It follows that the expected accuracy is impressively good. The cold hydrogen maser and the cooled trapped ions frequency standards will be suited to applications in the field of fundamental research (experimental verification of Relativity theories, search for gravitational waves), to deep space navigation or to fundamental metrology.

Other devices such as the optically pumped portable cesium beam frequency standard, the small size hydrogen maser, the mercury ion frequency standard and the rubidium frequency standard have frequency stability capabilities very significantly better than achieved at present. They will remain of moderate size and cost and they will certainly find a number of technical applications such as in navigation systems.

It is worth reminding that application of optical methods to laboratory primary cesium beam frequency standards is being studied in a number of laboratories. This is of prime importance to verify that two different designs of the realization of the definition of the time unit, one using magnetic state selection and the other optical pumping and detection methods, yields the same result.

* The author is not familiar enough with Rb clocks to give pertinent figures for this device.
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<table>
<thead>
<tr>
<th></th>
<th>$\nu_0$</th>
<th>$\Delta\nu_1/\nu_0$</th>
<th>$\Delta\nu_2/\nu_0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^{133}\text{Cs}$</td>
<td>9 192 631 770 Hz</td>
<td>- $2.45 \times 10^{-20}$ $E^2$</td>
<td>4.64 $B^2$</td>
</tr>
<tr>
<td>$^1\text{H}$</td>
<td>1 420 405 751.770 $\pm$ 0.003 Hz$^\dagger$</td>
<td>- $5.5 \times 10^{-23}$ $E^2$</td>
<td>195.3 $B^2$</td>
</tr>
<tr>
<td>$^{87}\text{Rb}$</td>
<td>6 834 682 612.8 $\pm$ 0.5 Hz</td>
<td>- $1.8 \times 10^{-20}$ $E^2$</td>
<td>8.42 $B^2$</td>
</tr>
<tr>
<td>$^{199}\text{Hg}^+$</td>
<td>40 507 347 996.9 $\pm$ 0.3 Hz</td>
<td>- $3 \times 10^{-22}$ $E^2$</td>
<td>0.24 $B^2$</td>
</tr>
</tbody>
</table>

**TABLE 1.** Property of the hyperfine transition of some elements. $\nu_0$ is the hyperfine transition frequency, expressed in Hz. $\Delta\nu_1$ and $\Delta\nu_2$ are the Stark frequency shift and the Zeeman frequency shift, respectively. $E$ is expressed in Volt per meter and $B$ in Tesla.

$^\dagger$ Mean value of measurements in which the wall frequency shift has been measured at the same time as the hydrogen hyperfine transition frequency and in which the measurement uncertainty of the unperturbed transition of hydrogen was smaller than $4 \times 10^{-3}$ Hz.
TABLE 2. Property of fine structure transitions in magnesium and calcium. $v_0$ is the frequency of the $^3P_1 \leftrightarrow ^3P_0$ fine structure transition, $\tau$ is the life-time of the $^3P_1$ level and $\lambda$ is the wavelength of the $^3P_{1,2,3} \rightarrow ^1S_0$ fluorescence light.

<table>
<thead>
<tr>
<th></th>
<th>$v_0$ [Hz]</th>
<th>$\tau$ [ms]</th>
<th>$\lambda$ [nm]</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^{24}\text{Mg}$</td>
<td>601. 27715833 (20)</td>
<td>4.6</td>
<td>457.1</td>
</tr>
<tr>
<td>$^{26}\text{Mg}$</td>
<td>601. 278866 (4)</td>
<td>4.6</td>
<td>457.1</td>
</tr>
<tr>
<td>$^{40}\text{Ca}$</td>
<td>1563. 6</td>
<td>0.55</td>
<td>657.3</td>
</tr>
<tr>
<td>Device</td>
<td>Short and medium term frequency stability</td>
<td>Accuracy</td>
<td>Possible technical difficulty</td>
</tr>
<tr>
<td>--------------------------</td>
<td>-------------------------------------------</td>
<td>----------</td>
<td>-----------------------------------------------</td>
</tr>
<tr>
<td>Optically pumped Cs (portable)</td>
<td>$10^{-12} \tau^{-1/2}$&lt;br&gt;$10^{-14}$ (year)</td>
<td>$10^{-13}$</td>
<td>Reliability of laser diodes</td>
</tr>
<tr>
<td>Small size H maser</td>
<td>$3 \times 10^{-13} \tau^{-1/2}$</td>
<td>$10^{-12}$</td>
<td></td>
</tr>
<tr>
<td>Cold H maser</td>
<td>$\sqrt{(2.9 \times 10^{-17} \tau^{-1/2})^2}$&lt;br&gt;$+(1.2 \times 10^{-16} \tau^{-1/2})^2}$</td>
<td>$10^{-13}/10^{-14}$</td>
<td>Refrigeration, injection of atoms in the storage cell</td>
</tr>
<tr>
<td>Mg beam</td>
<td>$3 \times 10^{-13} \tau^{-1/2}$</td>
<td>$10^{-13}$</td>
<td>Sub-millimeter frequency source</td>
</tr>
<tr>
<td>$^{199}\text{Hg}^+$</td>
<td>$10^{-12} \tau^{-1/2}$</td>
<td>$10^{-13}$</td>
<td>Life time of lamp, control of neutral mercury pressure</td>
</tr>
<tr>
<td>Cooled ions ($^{201}\text{Hg}^+$)</td>
<td>$10^{-16} \tau^{-1/2}$</td>
<td>$10^{-15}$</td>
<td>Cooling laser source</td>
</tr>
</tbody>
</table>

**TABLE 3.** Summary of the potentialities of some atomic frequency standards.
Optical Pumping

Optical Detection

Schematic representation of optical pumping and detection methods.

Fig.1
Simplified energy diagram of the cesium atom, with the hyperfine structure of the $6^2S_{1/2}$ ground state and of the $6^2P_{3/2}$ second excited state. Magnetic sublevels are not shown. Vertical lines represent allowed transitions.

Fig. 2

$\lambda = 0.852 \mu m$

$9.193 \text{GHz}$

$203 \text{MHz}$

$253$

$152$
Cesium beam with one laser for optical pumping and detection.

Fig. 3
Microwave spectrum obtained with the one laser configuration.

Fig. 4
Microwave spectrum obtained with two lasers. Optical pumping: $F = 3 \leftrightarrow F' = 3 (\pi)$ and $F = 4, F' = 3 (\sigma)$. Optical detection: $F = 3, F' = 3 (\sigma)$. Same horizontal scale as in Fig. 4.  

Fig. 5
Central fringe of the Ramsey pattern obtained with two lasers for optical pumping and a third one for optical detection. We have: $l = 1$ cm, $L = 21.5$ cm and about optimum microwave power. The linewidth is 290 Hz.

Fig. 6
Example of frequency stability graph of two manufactured cesium beam frequency standards and expected frequency stability with optical pumping and detection methods. Standard: FT5 4050 model. High performance: HP 5061 A opt. 004.
Simplified energy diagram of the first singlet and triplet levels of Mg and Ca. The life-time $\tau$ of the level $^3P_1$ is 4.6 ms for Mg and 0.55 ms for Ca.

Fig. 8
Frequency stability graph of standard size VLG 11 hydrogen maser (from reference 30).

Fig.9
Frequency stability graph of hydrogen masers.

a. operational standard size hydrogen maser

a'. ultimate frequency stability of standard size hydrogen masers (room temperature)

b. operational small size hydrogen maser

b'. ultimate frequency stability of small size hydrogen masers (room temperature).

Fig. 10
Resonant cavities for small size hydrogen masers

a. with a hollow cylinder of dielectric material

b. with conductors in the cavity.

Dotted lines show the magnetic lines of force.

Fig.11
Frequency stability obtained with a passively operated small size hydrogen maser.

Fig. 12
Electrodes of an ion trap, assuming a hyperboloid shape.

Fig. 13
Radiofrequency trap: origin of the axial (left) and transverse (right) confinement forces. The ionic charge is assumed positive.

Top: periodic variation of the axial electric field at point \( r = 0 \) and \( z = z_0 \) and of the transverse electric field at point \( r = r_0 \) and \( z = 0 \)

Middle: Forced motion (micromotion) of the ion in the vicinity of the considered points.

Bottom: Due to the electric field inhomogeneity, the variation of the axial and transverse components of the electric force is not sinusoidal. It follows that the mean value of this force is not zero and it is directed towards the center of the trap. It yields the macromotion.

Fig. 14
Simplified energy diagram of $^{199}\text{Hg}^+$ and $^{202}\text{Hg}^+$.

Fig. 15
Schematic representation of the mercury ion frequency standard set-up.

Fig. 16
Power broadened hyperfine resonance line of $^{199}$Hg$^+$. 

Fig. 17
Frequency stability achieved in an experimental mercury ion frequency standard compared to portable cesium beam frequency standard. Dotted line: expected frequency stability. 

Fig. 18
QUESTIONS AND ANSWERS

STUART CRAMPTON, WILLIAMS COLLEGE: I have saved most of my comments for tomorrow, but I would like to make two comments about cold hydrogen masers. One is that they are inherently small, and it's not necessary to use feedback in order to get oscillation. The second is the possibility of trade-offs. At a sacrifice of somewhat increased wall shift, one can operate at a lower temperature with the liquid helium walls and thus avoid the background pressure problem. So there are some interesting prospects in the future for that kind of device.

MR. AUDOIN: Yes, at the low temperature the linewidth is very small. The Q of the microwave cavity may be made extremely large using superconducting walls, or even copper has low losses at low temperature, so it is possible to have an active maser.

Also, it is possible to use, in principle, super conducting magnetic shields which reduce the problem of sensitivity to the magnetic field. So there are a lot of possibility of improvement.

VICTOR REINHARDT, HUGHES AIRCRAFT: Do you have any comments on the future possibility of a rubidium standard?

MR. AUDOIN: Yes, there is some indication in my manuscript on this, but I am not a specialist in rubidium clocks. Using optical pumping by diode lasers offers many new possibilities. As you know, in the present rubidium cells one uses a buffer gas for several purposes. One of them is to improve the optical pumping efficiency. But if you use a laser diode, the optical pumping efficiency will be large anyway, so we don't need the buffer gas. You may go to a wall coated cell, which will remove any difficulty due to that sense of motional variation in present rubidium cells. So, maybe one may expect improvements in that field, too.

MR. HELLWIG: Do you have any comment on the primary status of cesium versus the other techniques for the rest of the century?

MR. AUDOIN: Yes. The present level of performance of laboratory cesium standards is between one part in ten to the thirteenth and one part in ten to the fourteenth. I do not believe that it will be proved in this century that other devices have better accuracy. There are possibilities, ion storage gives the best promise in my view and there is a prospect with the cold hydrogen maser, but this has been proved with a different design of the device. I think that it will take time and I am confident that the definition will be attached to the cesium atom until the end of the century.

STEVE KNOWLES, NAVAL RESEARCH LABORATORY: While we are on the subject of frequency standards, I just wanted to mention the idea of frequency synchronization via phase length, via synchronous satellites. In a sense, this isn't a frequency standard at all, but if what one wants is worldwide frequency synchronization, this offers, I think, the possibility of accuracy on the order of
ten to the minus fifteenth, and since it's a true closed loop system, it has never been tested to see whether long term precision may be considerably lower than that.

MR. AUDOIN: Yes, but accuracy figure is attached to the device, not to the comprising system.

MR. KNOWLES: As I say, in a sense, I am not talking about the subject of your talk at all, but I wanted to say that if what one wants is worldwide frequency synchronization, then he can claim that this is equivalent to a secondary standard, and not a primary one.

MR. AUDOIN: Okay, these techniques allow comparison of standards.
ABSTRACT

The method of ion storage provides a basis for excellent time and frequency standards. This is due to the ability to confine ions for long periods of time without the usual perturbations associated with confinement (e.g., wall shifts). In addition, Doppler effects can be greatly suppressed. The use of stored ions for microwave frequency standards and the future possibilities for an optical frequency standard based on stored ions are addressed.

INTRODUCTION

Since the pioneering work of Dehmelt and coworkers [1] it has been realized that the techniques of ion storage provide some fundamental advantages over other devices for improved frequency and time standards. This assertion is based largely on the ability to confine ions for long periods of time without the usual perturbations associated with confinement. Samples of ions have been stored in electromagnetic traps for as long as days. [1-3] This means that the interaction time for the ions can be quite long which gives rise to large line Q (transition frequency divided by the linewidth) and high spectral resolution. For example, the linewidth of a cesium beam is limited by the transit time between the two ends of the Ramsey cavity. Linewidths of 0.01 Hz have already been observed for stored Mg$^+$ ions. [4] This would correspond to a cesium beam tube of about 10 km length. The long term confinement also implies that the average velocity $\langle \vec{v} \rangle$ of the ions approaches zero and first order Doppler shifts can be made very small. [5] This characteristic, which is also shared by rubidium clocks and hydrogen masers, gives an advantage over atomic beam devices where a correction must be made for cavity phase shift errors which are a form of residual first order Doppler effects. In addition, typical confinement dimensions of $< 1$ cm imply that the Dicke criterion [6] (confinement dimensions $< \text{wavelength}$) can be easily satisfied in the microwave region of the spectrum. This nearly eliminates any first order Doppler broadening of the microwave spectrum. It also appears that the Dicke criterion can be met in the optical region of the spectrum with laser cooling (to be described) on a single stored ion.
The ion storage technique has the advantage that it lacks the usual perturbations associated with confinement. For example, the frequency shifts associated with collisions of atoms with identical atoms, buffer gases, or container walls such as in rubidium clocks or hydrogen masers are very small. Ions are often stored under conditions of ultrahigh vacuum so that frequency shifts due to ion collisions with background neutrals are negligible. Frequency shifts due to ion-ion collisions are caused by the electric fields of the Coulomb repulsion. These shifts as well as frequency shifts due to the electric fields of the trap can, in many cases, be made extremely small (< 10^{-15}). [5,7,8]

Two types of traps have so far been used for atomic clock experiments. The Paul [9] or rf trap uses inhomogeneous rf electric fields to provide confinement in a pseudopotential well [1]. It is the three dimensional analog of the Paul quadrupole mass filter. To see how it works we first note that in a (homogeneous) sinusoidal rf electric field, ion motion is sinusoidal but is 180 degrees out of phase with respect to the electric force. If the field is somewhat inhomogeneous, it is easy to show that the force on the ion averaged over one cycle of the driven motion is towards the region of weaker field. [1] Since an electric field minimum can exist in a charge free region, stable trapping can be accomplished. Such a trap is shown schematically in Fig. 1 where the three trap electrodes are shaped to provide an electric potential of the form \((r^2-2z^2)\) inside the trap. For this "ideal" trap shape, an ion is bound in a nearly harmonic well.

The "ideal" Penning [10] trap uses the same electrode configuration as in Fig. 1 but uses static electric and magnetic fields. A harmonic potential well is provided along the "z" axis by static electric fields. This however results in a radial electric field which forces the ions towards the "ring" electrode. This effect can be overcome if a static magnetic field \(B\) is superimposed along the "z" axis. In this case the \(x-y\) motion of the ions is a composite of circular cyclotron orbits (primarily due to the \(B\) field) and a circular \(E \times B\) drift ("magnetron" motion) about the trap axis.

**FREQUENCY STANDARDS WITHOUT LASER COOLING**

Several groups have sought to develop a microwave frequency standard based on the 40.5 GHz hyperfine splitting in \(^{199}\text{Hg}^+\) ions stored in an rf trap. [11-15] The relatively small size of this device could make it a portable standard with potential commercial applications. The choice of the \(^{199}\text{Hg}^+\) ion for a microwave frequency standard is based on its 40.5 GHz ground-state hyperfine separation, which is the largest of any ion which might easily be used in a frequency standard (hence high Q for given interrogation time), and its relatively large mass (hence small second order Doppler shift for a given temperature). In addition, a \(^{208}\text{Hg}^+\) lamp source can be used to optically pump the \(^{199}\text{Hg}^+\) ground state. A fractional frequency stability comparable to that of commercial cesium
standards has been demonstrated. In these experiments, the second order Doppler shift can be reduced by cooling the ions with a light neutral buffer gas (e.g. helium or hydrogen). With buffer gas pressures up to $10^{-2}$ Pa the secular motion of the ions in the pseudopotential well can be thermalized to the ambient temperature. For Hg at room temperature, the second order Doppler shift is about $2 \times 10^{-13}$.

Unfortunately, the second order Doppler shift due to the micromotion of the ions can be much larger. The size of the micromotion contribution to the 2nd order Doppler shift depends on the size of the ion cloud, or, for a given ion number density, on the total number of ions. Consequently in the performance of the $^{199}$Hg$^+$ frequency standard there is a tradeoff between systematic errors due to the 2nd order Doppler shift and signal-to-noise ratio. For a cloud of $-10^6$ ions an accuracy of $2 \times 10^{-13}$ and fractional frequency stability of $\alpha_f(\tau) = 2 \times 10^{-12} \tau^{-1/2}$ appear accessible. This would be about an order of magnitude improvement in accuracy and stability over commercially available cesium frequency standards.

In addition, optical microwave double resonance experiments on stored ions have been performed using tunable lasers as light sources. The ground-state hyperfine splittings of $^{137}$Ba$^+$, $^{135}$Ba$^+$, and $^{171}$Yb$^+$ have been measured, using pulsed dye lasers and rf traps. Microwave resonances as narrow as 60 mHz were observed in $^{171}$Yb$^+$. This has a line Q of $2 \times 10^{11}$. In some cases, optical pumping out of the absorbing ground state prevents use of the double-resonance method. This problem may be overcome, however, with the use of collisional relaxation.

FREQUENCY STANDARDS WITH LASER COOLING

A fundamental limitation of the above ion trap experiments is the 2nd order Doppler shift. In 1975 proposals were made which could further reduce the second order Doppler shift by a process called laser cooling (also called optical sideband cooling or radiation pressure cooling). Laser cooling is a method by which a beam of light can be used to damp the velocity of an atom or ion. The basic mechanism for cooling of a trapped ion by a laser beam tuned slightly lower in frequency than a strongly allowed resonance transition is as follows: when the velocity of the ion is directed against the laser beam, the light frequency in the ion's frame is Doppler shifted closer to resonance so that the light scattering takes place at a higher rate than when the velocity is along the laser beam. Since the photons are reemitted in random directions, the net effect, over a motional cycle, is to damp the ion's velocity, due to absorption of photon momentum. If the laser frequency is tuned above resonance, it causes heating. In certain cases laser cooling can reduce the ion temperature below 1 K. Because of rf heating, it may be more difficult to do significant laser cooling on a cloud of many ions in an rf trap than in a Penning trap. Consequently laser cooling experiments with a cloud of many ions have primarily been done in Penning traps.
Laser cooling of Mg$^+$ [4,22-24] and Be$^+$ [25,26] ions in a Penning trap has been achieved. For both types of ions, the light sources were the second harmonics, generated in nonlinear crystals, of cw dye lasers. The ions were optically detected by monitoring the cooling laser light scattered by the ions. Because the photon scatter rates can be very large ($> 10^7$ s$^{-1}$ per ion), the optical detection provides a very sensitive detection technique where the noise in the system can be limited to the statistical fluctuations in the number of ions that made the clock transition. [27]

As a step towards realizing a frequency standard based on laser cooled stored ions, a clock based on a hyperfine transition in $^9$Be$^+$ has been constructed [26]. The average frequency of an rf oscillator was locked to the $(M_I,M_J) = (-3/2,1/2)$ to $(1/2,1/2)$ nuclear spin flip transition in the ground state of $^9$Be$^+$, near the magnetic field (0.8194 T) at which the first derivative of the frequency with respect to field goes to zero. The ions were cooled to less than 2K. The 303 MHz resonance was observed with 25 mHz linewidth by rf-optical double resonance (see Fig. 2). The frequency stability of the locked oscillator ($\Delta f / f = 2 \times 10^{-11} \tau^{-1/2}$) was comparable to that of commercial Cs atomic beam frequency standards. The frequency accuracy was on the order of $10^{-15}$, limited primarily by the uncertainty of the second-order Doppler shift due to heating of the ions during the rf resonance period, when the cooling radiation was shut off in order to avoid light shifts. At the end of the 20 s Ramsey interrogation period, the ion temperature had increased to 30 K. The dominant heating mechanism may be due to axial asymmetries in the trap. [28,29] Reduction of the heating (and consequently the second order Doppler shift) by an order of magnitude should be possible by constructing a trap with better axial symmetry or by the use of a second type of ion (e.g. $^{24}$Mg$^+$) to "sympathetically" cool the $^9$Be$^+$ ions. [22,23] Primary cesium standards are slightly better than this first frequency standard based on a laser cooled ion, but future improvements with the $^9$Be$^+$ standard are anticipated.

Because $^9$Be$^+$ is experimentally easy to cool with a laser, it was used to investigate the generic problems of a laser cooled stored ion frequency standard. As a microwave frequency standard, $^9$Be$^+$ is limited because of the low 303 MHz frequency of the clock transition. Clock transition linewidths are probably independent of the species of the trapped ion used. Therefore an ion with as high a clock transition frequency as possible should be used in order to increase the line Q and reduce the measurement imprecision. For this reason a better ion for a laser cooled microwave clock is Hg$^+$. Unfortunately laser cooling is much harder to achieve with Hg$^+$ than with Be$^+$ (partly because the 194 nm cooling radiation is difficult to produce), and has not yet been demonstrated. A proposal for a frequency standard based on a 25.9 GHz magnetic field independent transition in $^{201}$Hg$^+$ has the potential of achieving absolute accuracies of better than one part in $10^{15}$ and frequency stabilities of less than $10^{-16}$. [27]
OPTICAL FREQUENCY STANDARDS

In order to increase the Q even further, one could go to a much higher frequency; for example, use a narrow optical transition. The anticipated Q in this case can be extremely high, $10^{15}$ or more. A number of transitions in various ions have been proposed [2]; Dehmelt [30] was the first to suggest that such extremely high resolution spectroscopy could be carried out using one photon transitions in, for example, single group IIIA ions. For instance the $^1S_0 \leftrightarrow ^3P_0$ transition in Ti$^+$ ($\lambda = 202$ nm) has as $Q = 5 \times 10^{14}$. [30] For such optical one photon transitions, it is desirable to approximately satisfy the Dicke criterion; this is most easily accomplished with single trapped ions [2,30]. Others [31] have proposed using Doppler free two photon transitions, for example the $^2S_{1/2}$ + $^2D_{5/2}$ transition in Hg$^+$ ($\lambda = 563$ nm, $Q \approx 7 \times 10^{14}$). Optical two photon transitions using equal frequency photons have the potential of completely eliminating the first order Doppler effect for a cloud of many ions where it is impossible to satisfy the Dicke criterion. They ultimately have the disadvantage that the rather large optical fields necessary to drive the transition cause undesirable ac Stark shifts [27,31].

The projected accuracy for optical frequency standards using single ions is extremely high. Second order Doppler shifts of $10^{-19}$ or lower are possible [2]. Other systematic shifts can occur [1,2,7,27,30,31] but it is possible that they can be controllable to this level. These extreme accuracies make important the problem of measurement imprecision since the signal-to-noise ratio on a single ion will at best be about one for each measurement cycle. Practically speaking, this means that a long averaging time will be required to reach a measurement precision equal to these accuracies. In fact, for a while, the accuracy and resolution may be limited by laser linewidth characteristics (linewidth and linewidth symmetry). However, the potential for extremely narrow lasers also exists [32].

Unfortunately, to use such laser devices as clocks one must count cycles of the radiation, that is, measure its phase. At microwave frequencies this is straightforward. At optical frequencies it is technically feasible but very hard [33]. In any case, the potential accuracy for stored ion spectroscopy in all spectral regions seems extremely high. Frequency standards and clocks with inaccuracy of one part in $10^{15}$ appear very reasonable, eventually they could be orders of magnitude better than this.

ACKNOWLEDGEMENTS

We wish to thank both the Air Force Office of Scientific Research and the Office of Naval Research for continued support.
REFERENCES

FIG. 1 Schematic representation of the electrode configuration for the "ideal" Paul (rf) or Penning trap. Electrode surfaces are figures of revolution about the z axis and are equipotentials of $\phi(r, z) = A(r^2 - 2z^2)$. (Cylindrical coordinates are used with the origin at the center of the trap.) Typical dimensions are $\sqrt{2} z_0 = r_0 \approx 1$ cm. Typical operating parameters are: for the Paul trap, $V_0 = 300$ V/cm, $\Omega/2\pi = 1$ MHz; for the Penning trap, $U_0 = 1$ V, $B = 1$ T.
FIG. 2. Signal obtained with two 0.5s Ramsey pulses separated by 3.19 s free precision interval on the clock transition in $^9$Be$^+$ (see text). The sweep width was 100 mHz and the frequency interval between points was 5 mHz. The dots are experimental and are the average of 10 sweeps; the curve is a least squares fit.
QUESTIONS AND ANSWERS

MR. HELWIG: What is the difference between mercury 199 and mercury 201? It has to do with the F numbers, right?

MR. BOLLINGER: Since we wanted to do an experiment in the Penning trap, because the laser cooling appears easier, we have to find a field independent transition at a large magnetic field, and one exists in mercury 201 at around 29.5 GHz. That's the reason the proposal is made for mercury 201 as opposed to mercury 199.
ON THE ACCURACY OF Cs BEAM PRIMARY FREQUENCY STANDARDS
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ABSTRACT

Two effects which influence the accuracy of cesium beam primary frequency standards are examined: (A) second order Doppler shift, and (B) apparent frequency shift upon reversal of the static C-field (~60 mGauss) in which the hyperfine transitions occur.

(A) A new technique for evaluating the velocity distribution of the Cs beam is presented. Using this method, the second order Doppler shift \( \Delta f = 4 \times 10^{-13} \) for our primary standards) can be evaluated to an uncertainty of \( \Delta f = 10^{-15} \), an improvement on our previous uncertainty of \( 2 \times 10^{-14} \).

(B) Progress in understanding the origins of the frequency shift of our primary standards as the static C-field is reversed in direction is reported. This effect has been eliminated in our evaluations of CsV, but not for the CsVI's.

Application of these methods in evaluating NRC clocks gives no frequency shift outside previously published error budgets.

INTRODUCTION

A major problem with primary cesium clocks is determining the velocity distribution of the Cs atoms, which is necessary to evaluate the second order Doppler shift. Previous approaches either simulated the Ramsey pattern with truncated velocity distributions (Mungall\(^1\)); used the Ramsey pattern itself (Daams\(^2\) and Jarvis\(^3\)); or used pulse excitation (Hellwig\(^4\)). The first two methods suffer from the approximations made either to the form of the velocity distribution or in its calculation from the Ramsey pattern. The third method requires major modification of the microwave excitation system. We have found another method using the relation between the transition probability at the center of the Ramsey pattern and the (microwave) excitation level. We have shown that this function is a simple
cosine transform of the time of flight distribution. The new method is more accurate and is easier to use than the old methods.

Another problem which was thought to exist in cesium beam clocks is the so-called "Millman effect". It has been proven by Vanier et al.\textsuperscript{6} that the Millman effect does not exist for a $\Delta m_\pi = 0$ transition but only for a $\Delta m_\pi = \pm 1$ transition. The frequency shift resulting from reversal of the C-field reported earlier by Mungal\textsuperscript{5} for CsV, was a consequence of the method used to measure and set the C-field in the normal and reversed field directions (using (4,-4) to (4,-3) transitions). It is not an offset in frequency due to the direction of the C-field. This was demonstrated in CsV, using field dependent transitions with $\Delta m_\pi = 0$ to measure and set the C-field. However, in the case of CsVI's there is an apparent shift in frequency upon field reversal using either of these two methods.

A - Determination of the velocity distribution

a) The excitation level method

In cesium frequency standards, the transition probability at the resonant frequency of an atom between states $p$ and $q$ is given by:\textsuperscript{7}

$$P_{p, q} = 4 \sin^2 b \tau \cos^2 b \tau,$$ \hspace{1cm} (1)

where $b$ is the excitation level and $\tau$ the time of flight through one of the two cavities. It can be shown that this relation is true within a part in $10^6$ for typical primary cesium standards with currently attainable uniformity of the C-field, microwave excitation level and microwave phase$^*$. Using simple trigonometric manipulation this equation can be rewritten:

$$P_{p, q} = \frac{1}{2} - \frac{1}{2} \cos 4b \tau.$$

On the other hand, the measured signal amplitude is the integral over all possible times of flight

$$I(b) = \frac{1}{2} \int_{0}^{\infty} (1 - \cos 4b \tau)f(\tau)d\tau,$$

which can be rewritten as:

$$I(b) = \text{Constant} - \frac{1}{2} \int_{0}^{\infty} f(\tau) \cos 4b \tau d\tau.$$ \hspace{1cm} (4)

$^*$ J-S Boulanger, to be published.
The second term is a cosine transform of the time of flight distribution. The reverse operation gives (for $\tau \neq 0$):

$$f(\tau) = \frac{-16}{\pi} \int_{0}^{\infty} I(b) \cos 4\pi \tau \, db.$$  \hspace{1cm} (5)

Since $\nu = 1$, the length of one cavity, it follows that the velocity distribution is:

$$f(v) = \tau^2 f(\tau) \times \text{constant}$$ \hspace{1cm} (6)

Consequently it is possible to calculate the time of flight distribution, and hence the velocity distribution, from measurements of the amplitude of the signal at the center of the resonance as function of the excitation level.

Once the velocity distribution is known it can be used in the general Ramsey equation\(^7\) to retrieve the Ramsey pattern of Cs beam intensity vs microwave frequency. This pattern can also be measured and the agreement between the calculated and the measured patterns serves as a check for the accuracy of the velocity distribution. The second order Doppler shift can be evaluated from the velocity distribution in a straightforward manner.

(b) Experimental and computational technique

We used the clocks without modifications although for CsV, the 2-meter clock, we had to change the microwave source in order to obtain sufficient power. These clocks\(^8\) are of the flop-in type with a single cavity providing two excitation regions. The excitation is normally provided by a Gunn oscillator and a calibrated variable attenuator. For the CsVI's, 10 mW of microwave power is available, and the attenuator covers a range of 70 dB. For the present experiment the Gunn oscillator was locked to a separate Cs reference and set at the center frequency of the Ramsey pattern.

The excitation level in the cavity is not known exactly. It can be calculated within a few percent from a knowledge of the cavity Q (loaded Q $\sim$ 4000 for our clocks) and the power available. Greater accuracy can be obtained by fitting the calculated Ramsey pattern to the Ramsey pattern measured on the clock. This pattern can be characterized by its shape (the relative amplitude of secondary peaks and valleys to the central peak, the number of peaks, etc.) and by its scale in Hertz (the distance between peaks, or the width at half the height of the central peak, etc).

From the Ramsey equation, it can be seen that, apart from the dependence on $\lambda$, the shape of the Ramsey pattern is dependent only on the shape of the velocity distribution, if the second order Doppler shifts and the cavity phase differences are neglected (valid for a first approximation). The frequency scale of the Ramsey pattern (or its width) is determined only by the velocity scale (or the average velocity of the distribution), and the clock length.
We adjust a scale factor and recompute the Fourier transform of the excitation level data until the theoretical and experimental widths of the Ramsey patterns are equal. The adjustment is a few percent of the power. This fitting is required once for each clock. The Gunn oscillators are sufficiently stable in power for the same scale factor to be adequate two months after the first measurement, including a reversal of the beam direction.

In order to resolve the Rabi resonances and minimize the effect of the overlapping of the field dependent transitions on the (3,0)\rightarrow(4,0) transition at high power levels, the C-field was raised temporarily. As is seen in Figure 1, at 20 dB above the optimum power level for the Ramsey resonance, this effect is quite serious at a C-field of 67 mGauss which is the normal operating field. A magnetic field of 260 mGauss is enough to reduce this problem to acceptable levels as seen in the same figure.

(c) Processing of data
A Fast Fourier Transform (FFT) program was used. It requires data equally spaced in excitation level. Because of the difficulty in satisfying this condition with our attenuator, we used a spline interpolation to extract about 200 points from the 75 experimental points (see Figure 2). We hope in the near future to be able to take more points, improving the accuracy of the data fed to the FFT.

We have also added a "tail" of constant value equal to that of the highest power data point beyond the last measured point to fill the 1024 points needed by the program. This approach is justified by the fact that at high excitation level the detector response tends towards a constant. If the excitation is sufficiently great, even the high velocity atoms make many transitions in passing through the cavities. If we average a large number of atoms at different velocities, the average transition probability is then exactly one half. The effects of adding this "tail" are discussed below.

(d) Effects of experimental difficulties
In order to evaluate the influence of potential sources of error in this method, we have exaggerated four separate error sources and examined the consequences of each. In each case, following the method detailed above, a velocity distribution was obtained, and the scale factor was checked using the widths of the experimental and calculated central Ramsey peaks.

Each time, the quality of the agreement in terms of the shape of the two Ramsey curves could be observed, and changes in the calculated velocity distribution could be noted. For the curves presented in Figures 3 to 6, the agreement between the two Ramsey curves is approximately 1% of the central Ramsey peak. The four sources of errors we have investigated in this manner are:

1) Effect of $m_F \neq 0$ transitions
If the magnetic field is too low, an extraneous signal from neighbouring transitions is added to the true signal for high excitation levels. Comparing Figure 3 with Figure 7-a shows the difference between two sets of data at low (67 mGauss) and high (260 mGauss) magnetic fields. At a low field the effect causes an error at the high velocity end of the spectrum, creating small false velocity peaks. These arise since the signal from the
neighbouring transitions makes $I(b)$ increase as the excitation level is raised. This increase adds peaks in the short time of flight (or high velocity) region.

2) Inadequate microwave excitation level

If the experiment is limited to low values of excitation power, the integral appears to be truncated. The resolution in the time-of-flight distribution is limited, and the velocity distribution is distorted with the addition of an "oscillation" along the velocity axis. The distortion looks much the same as for the first source of error at high velocity and adds some noise at low velocity as can be seen by comparing Figure 4 with Figure 7-a. The peaks at high velocity are due to the offset generated by the "tail" added at the wrong level.

3) Noise in the measured signal

Since the Cs beam noise is much the same at any excitation level, its effect after FFT should be visible in the regions of long times of flight or at low velocities. This effect is simulated in Figure 5 which represents the data of Figure 4 to which a noise equivalent to 5% of the signal maximum has been added before the interpolation. A Ramsey pattern calculated from such a noisy set of data would still give an estimate of the second order Doppler shift within 10 $\mu$Hz of the noise-free set of data. In practice the noise is below 0.2%.

4) Density of points

As expected, an increase in the density of points gives better results. As can be seen in Figure 6, when compared to Figure 7-c, an increase from 45 to 75 points reduces the noise at low velocities by at least a factor of 4. We expect that doubling the number of points should reduce it even further.

e) Results for each clock: second order Doppler shift

Figures 7-a, 7-b and 7-c show the results obtained on CsVI-A, CsVI-B and CsVI-C respectively. Figures 8-a, 8-b, and 8-c show the Ramsey patterns calculated for each clock from the velocity distribution found by the FFT. For comparison with Figure 8-a, the experimental Ramsey pattern of CsVI-A is also shown in Figure 8. We have suppressed the noise at low velocity, since the geometry of the clock would eliminate all atoms with velocities below a certain value.

It is remarkable how well these curves fit the experimental Ramsey patterns up to a thousand hertz away from the center of resonance (see Figure 8-a). The agreement is better than 1% everywhere. If the deliberately distorted velocity distribution of Figure 3 or Figure 4 is used the agreement is reduced to a region of about 500 Hz around the center of resonance.

Despite this reduction in quality of fit, the second order Doppler shifts, as calculated from these theoretical Ramsey patterns for any one clock, all agree within 10 $\mu$Hz for a particular clock or one part in $10^{15}$ of the frequency of the clock. The previous method used for the CsVI's, which assumed a truncated Maxwellian distribution, is in agreement with the present method to within its stated (1σ) error of $2 \times 10^{-14}$ of the clock frequency.
Unfortunately, the results to date are not as good on CsV. At the time of measurement, the calibrated attenuator used in CsV had a much narrower range (20 dB) than the ones on the CsVI's (70 dB). The use of an uncalibrated attenuator in series with it made the measurements more difficult and the reproducibility was adversely affected. To obtain sufficient microwave power, the Gunn oscillator was temporarily replaced by a 100 mW klystron (also phase locked). The results are shown in Figure 9.

In Figure 9-b the hump at around 150 m/s is false; and, possibly, also the long tail at high velocities (> 500 m/s). A Ramsey pattern calculated from it would be significantly in error. If we used the other sets of data, at low magnetic field or low maximum power, the hump would be displaced and the main peak would also be slightly affected.

Despite that, the Ramsey pattern calculated in Figure 10-b is good to better than 1% up to 500 Hz from the center of resonance. The evaluation of the second order Doppler shift may not be quite as accurate as for the CsVI's. The maximum variation (50 μHz) is 6 parts in $10^{15}$ of the frequency of the clock using the different sets of data and will likely be improved by using a better attenuator.

It seems that for each NRC clock (CsV and the CsVI) the second order Doppler shift has been overestimated in the past by the same amount. This error is still within the error limits of the old method that used truncated velocity distributions$^1$. Adoption of the new method will reduce the NRC primary clock frequency by $1.7 \times 10^{-14}$.

B - The Millman effect revisited

Another source of error in our clocks is the evaluation of the magnetic field needed to operate the clock at zero offset in frequency. It was reported some years ago by A.G. Munga$^{15}$ (1976) that there was a difference in frequency between the two orientations of the magnetic orienting field (C-field) in CsV. An explanation based on the Millman effect was then thought to be the solution, but now proves to be incorrect. A change of method in setting the C-field has eliminated the frequency shift on C-field reversal for CsV.

In the old method, the magnetic field was evaluated with low frequency coils inducing (4,-4) to (4,-3) transitions at 8 points along the beam trajectory. In the new method, the field dependent microwave transitions ($m_F = 1$ or $m_F = -1; \Delta m_F = 0$) are used to evaluate the average field between the exciting cavities. Both methods have been used in the evaluation of the C-field of the four primary Cs clocks in operation at NRC.

For CsV there was typically a fractional frequency shift of $1 \times 10^{-13}$ when the low frequency method was used to set the C-field in the reversed, compared to the normal direction. If the microwave method was used to set the field, no significant shift was observed. The average of the two methods agreed, and since the averaged C-field has always been used for setting CsV, the effect and the change of method for C-field evaluation has had no influence on the CsV time scale. The explanation of the C-field
reversal effect using the old method, in terms of the Millman effect on the clock frequency\textsuperscript{5}, is wrong. Theoretically, the Millman effect can exist only for $\Delta m_F = \pm 1$ transitions (eg. the old method's low frequency transitions) and not for $\Delta m_F = 0$ transitions (such as the clock transition and the transitions used for the new method)\textsuperscript{5}. The results for CsV can be explained completely as a Millman effect acting only on the low frequency transition used for the old method of setting the C-field.

For the CsVI clocks, it was found that the clock frequencies showed frequency shifts with either method for setting the C-field. Furthermore, the frequency determined, using the average of normal and reversed C-field direction, differs for the two methods by up to $1 \times 10^{-13}$. The average of normal and reversed C-field determined by the microwave method has always been used for the CsVI clocks, and after evaluation they have agreed with the CsV frequency within a few parts in $10^{14}$.

In the case of the CsVI clocks, it seems that the uniformity of the C-field is the source of the problem. In CsV, the magnetic shields are larger than on the CsVI clocks, and any residual magnetic domains affect the uniformity of the field to a lesser extent. Simulating the microwave method, our calculations have shown that if the excitation level is not identical in the two excitation regions, the C-field inhomogeneities (in the excitation regions or in the drift space) can cause Ramsey pattern distortions which make the average frequency differ from the true frequency. Empirically this effect is likely to be small in our clocks since the rates of all four of them are within a few parts in $10^{14}$ of each other immediately following evaluation.

CONCLUSION

We have presented a new and much more exact method for evaluation of the velocity distribution and the second order Doppler shift in cesium beam frequency standards. This method can evaluate the shift to an accuracy better than a few parts in $10^{15}$ of the frequency of the clock. It seems feasible to improve the accuracy even further with better measurements. The evaluation of the C-field however is still limited to a few parts in $10^{14}$ because of the uncertainties linked to the method used, and this uncertainty remains one of the major limitations of NRC's primary clocks.
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Figure 1. High Power hyperfine resonances as observed in NRC primary cesium clocks. The power level is 20 dB above that for normal clock operation. The seven $\sigma$ and seven $\pi$ Rabi pedestals are not resolved at the normal C-field of 67 mGauss (upper curve). At a higher C-field of 260 mGauss the Rabi pedestals are resolved (lower curve), and the $(3,0 \leftrightarrow (4,0)$ Ramsey resonance (vertical arrow) is not greatly contaminated by the neighbouring Rabi pedestals.
Figure 2. Processing data for CsVI-A.
The Cs beam intensity vs (microwave power) at the centre of the (3,0) ↔ (4,0) Ramsey resonance is the measured I(b) (upper left). Interpolation is used to create a set of equally spaced points, to which a "tail" is added (upper right). This curve is Fourier transformed to obtain the time-of-flight distribution (middle left) through one ∼ 1 cm microwave interaction region. The time scale factor is only approximate at this stage. Using f(t), the ∼ 1 cm distance and Eq. 6, a velocity distribution is obtained (middle right). The velocity scale factor is only approximate at this stage. The scale factor is accurately determined by fitting the width of the calculated Ramsey pattern (bottom) to experiment: this width depends on the mean time of flight between the two interaction regions (2.090 m for CsV, 1.006 m for the CsVI's).
Figure 3. \( I'(b) \) (after interpolation) and the velocity distribution determined for CsVI-A at low C-field (67 mGauss). Compared with Figure 7-a, neighbouring transitions have changed \( I'(b) \), yet the mean velocity (over the range 118 m/s to 457 m/s) is 230 m/s, and the second order Doppler shift for the clock is \(-23.2 \times 10^{-14}\) of the clock frequency, vs \(-23.1 \times 10^{-14}\) for Figure 7-a.
Figure 4. I(b) (after interpolation) and the velocity distribution determined at low maximum microwave power (3 mW) for CaV1-A. Compared with Figure 7-a, in the velocity distribution (10 mW maximum power) there are changes in the velocity distribution (lower resolution and "oscillations"), yet the mean velocity (over the range 121 m/s to 522 m/s) is 230 m/s, and the second order Doppler shift for the clock is $-23.1 \times 10^{-14}$ of the clock frequency, vs $-23.1 \times 10^{-14}$ for Figure 7-a.
Figure 5. \( I(b) \) (after interpolation) and the velocity distribution determined for CsVI-A with excess noise added (rms noise is 5% of the maximum). This should be compared to Figure 7-A. The mean velocity (over the range 122 m/s to 984 m/s) is 232 m/s, and the second Doppler shift for the clock is \(-23.1 \times 10^{-14}\) of the clock frequency, vs \(-23.1 \times 10^{-14}\) for Figure 7-a.
Figure 6. I(b) (after interpolation) and the velocity distribution determined using 45 points of data for CsVI-C. This should be compared to Figure 7-c for which 75 data points were used. The mean velocity (over the range 131 m/s to 700 m/s) is 238 m/s, and the second order Doppler shift for the clock is -24.1 x 10^{-14} of the clock frequency vs -24.1 x 10^{-14} for Figure 7-c.
Figure 7-a. I(b) (after interpolation) and the velocity distribution for CsVI-A. The mean velocity (over the range 113 m/s to 522 m/s) is 230 m/s, and the second order Doppler shift for the clock is $-23.1 \times 10^{-14}$ of the clock frequency.
Figure 7-b. \( I(dF=0) \) (after interpolation) and the velocity distribution for CaVI-8. The mean velocity (over the range 121 m/s to 610 m/s) is 248 m/s, and the second order Doppler shift for the clock is \(-25.7 \times 10^{-14}\) of the clock frequency.
Figure 7-c. \( I(h) \) (after interpolation) and the velocity distribution for CaVI-C. The mean velocity over the range 123 m/s to 552 m/s is 236 m/s, and the second order Doppler shift of the clock is \(-24.1 \times 10^{-14}\) of the clock frequency.
Figure 8-a. Upper: Experimental Ramsey pattern for CsVI-A.
Lower: Calculated Ramsey pattern for CsVI-A.
Figure 8-b. Calculated Ramsey pattern for CsVI-B. It differs by less than 1% from the experimental pattern.

Figure 8-c. Calculated Ramsey pattern for CsVI-C. It differs by less than 1% from the experimental pattern.
Figure 9-a. Upper: \( I(b) \) (after interpolation) for CsV. The maximum power level is 28 mW. Three sections of \( I(b) \) have been matched to extend the 20dB range of the calibrated attenuator in CsV.

Figure 9-b. Lower: The velocity distribution determined for CsV. The mean velocity (over the range 178 m/s to 700 m/s) is 283 m/s, and the second order Doppler shift for the clock is \(-39.5 \times 10^{-14}\) for the clock frequency.
**Figure 10-a.** Experimental Ramsey pattern for CsV.

**Figure 10-b.** Calculated Ramsey pattern for CsV. It differs by less than 1% from the experimental pattern above.
QUESTIONS AND ANSWERS

DAVID ALLAN, NATIONAL BUREAU OF STANDARDS: The accuracy numbers you quote, are they one sigma, or two sigma, or three sigma numbers?

MR. JACQUES: They are one sigma.

MR. HELMWIG: What is the N. R. C.'s official claim for the realization of the second?

MR. JACQUES: We think that we can safely claim a part in ten to the thirteenth, because, despite all of the problems that we have in the magnetic shields, the frequencies are within one to two parts in ten to the fourteenth, one from the other. But on the other hand, we are not sure how long we can go. Because of those problems in the magnetic shields, we can't evaluate them as well as we would like. We have only Cesium V for which the magnetic shields are very stable. This leaves us with only one clock, which we can't compare to itself.

MR. HELMWIG: You cannot compare using GPS?

MR. JACQUES: We just got the GPS receiver, but the problem is that we need to do these comparisons within twenty-four hours, or possibly forty-eight hours to be sure that they are accurate, especially for the reversal of the beam, which we have to do as fast as possible.
METHODS TO RECOVER THE NARROW DICKE SUB-DOPPLER FEATURE IN EVACUATED WALL-COATED CELLS WITHOUT RESTRICTIONS ON CELL SIZE
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Duke University
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ABSTRACT

The hyperfine resonance observed in evacuated wall-coated cells with dimensions < λ/2 (λ is the hyperfine resonance wavelength) consists of a narrow Dicke sub-Doppler linewidth feature, the 'spike,' superimposed on a broad pedestal. The hydrogen maser provides a classic example of this lineshape. As cell size is increased, an effect unique to evacuated wall-coated cells occurs. Certain combinations of microwave field distribution and cell size result in a lineshape having a pedestal with a small spike feature or only the broad pedestal with no spike. Such conditions are not appropriate for atomic frequency standard applications. This paper reviews the cause of the evacuated wall-coated cell lineshape and discusses methods to recover the narrow spike feature without restrictions on cell size. One example will be a cell with dimensions having equal volumes of exposure to opposite phases of the microwave magnetic field. The typical signal recovery technique would have no spike in this case. Potential application is especially appropriate for Rb or Cs evacuated wall-coated cells.

INTRODUCTION

The hydrogen maser provides a practical example of the use of the evacuated wall-coated cell in an atomic clock application. The high Q, narrow linewidth, homogeneous lineshape afforded by this technique provides one of technology's best clocks. In this use, the cell is designed to have dimensions < λ(H)/2 where λ is the cavity wavelength of the hyperfine transition (free-space λ ~ 21 cm). The recent demonstration [1-3] of narrow, 87Rb hyperfine transitions in an evacuated wall-coated sealed cell (EWSC) raises the possibility of taking advantage of the homogeneous lineshape for a superior 87Rb atomic frequency standard. Here the free-space wavelength, λ ~ 4.4 cm, is considerably smaller than that for hydrogen. Thus relatively small Rb cells compared to those used for hydrogen still may have dimensions < λ(Rb)/2. In addition, both hyperfine resonance linewidth and wall shift are inversely proportional to the cell size: signal is proportional to cell size. Such considerations alone would lead to use of larger cells for improvement in these important parameters.

The understanding of the effects of cell size on lineshape then becomes an important design consideration. In this paper, we review the basic cause of the EWSC lineshape with a simple one-dimensional model and discuss techniques to take advantage of the large relaxation times available in such cells even if cell dimensions are > λ/2.

DISCUSSION

A number of theoretical treatments have been made which address the
lineshape of motionally averaging systems. Dicke's is well-known for the Doppler-linewidth reduction as applied to an atom diffusing in an inert buffer gas.[4] The theory for the hydrogen maser lineshape was particularly applicable to cells with dimensions < λ/2 where only a small microwave phase variation exists across the cell.[5] A theoretical statistical treatment of the lineshape for TE111 and TE001 mode cavities has been made with some simplifying assumptions.[6] A two-dimensional model Monte Carlo trajectory calculation has given results for both wall-coated and gas filled cells.[7] Three dimensional Monte Carlo trajectory calculations have been used to explore the lineshape for a Zeeman transition in the spherical evacuated wall-coated cell in the presence of magnetic field inhomogeneities.[8] Experiment and theory were compared with good agreement. The code developed was later employed in studies on systematic effects of magnetic field gradients on the hydrogen maser.[9] The reader will find these papers informative.

The lineshape characteristic of the evacuated wall-coated cell is a narrow sub-Doppler spike centered on a broad pedestal having approximately the full Doppler width (< 9kHz) of the hyperfine transition. The width of the spike is limited by the relaxation time of the atom-wall interaction. The narrowest width attained for 87Rb has been ~ 10Hz FWHM -- the observed lineshape was Lorentzian.[1] The interest in this paper is in understanding basic phenomena of the averaging process leading to the relative heights of the spike and pedestal in order to maximize the former and minimize the latter. This not only moves the signal toward an optimum but also minimizes systematic effects associated with the pedestal.

First we recall Dicke's one-dimensional model. A radiating oscillator is permitted to bounce between two confining walls. The moving oscillator as seen in the laboratory frame emits a constant amplitude, square-wave frequency modulated wave. Thus the oscillator is periodically Doppler-shifted either up or down from the resting oscillator's frequency due to its rattling motion. The resulting frequency spectrum is found by Fourier analyzing the time-dependent oscillation frequency. The result is the 'lineshape' for the motionally averaged radiating system.

The simple model chosen for discussion in the case of the evacuated wall-coated cell is very similar to Dicke's. It consists of an ensemble able to move in one-dimension in an evacuated cell with walls which permit bouncing without perturbing the quantum state. A given atom is acted on by a standing-wave field applied to cause a transition from one hyperfine state to another [e.g.(2,0) -->(1,0)]. In the frame of the atom, an oscillating field is seen which is amplitude modulated due to motion through the standing-wave field. Two special cases are considered: in the first, the ||'1 has dimension D = λ/2.

\[ V \]

The first sketch shows the cell with atom moving to right with speed v in the standing-wave field. After collision with the right-hand wall, the atom
moves with the same speed to the left through the same standing field. The field $B_1(x)$ seen by the atom at position $x$ is

$$B_1(x) = \sin \frac{2\pi x}{\lambda} \cos \omega_0 t = \sin \frac{2\pi t}{\lambda} \sin \omega_0 t \cos \omega_0 t : 0 < t < T/2$$

$$= \sin \frac{2\pi (T - t)}{\lambda} \cos \omega_0 t = \sin_0 (T - t) \cos \omega_0 t : T/2 < t < T$$

where $\omega_0 = 2\pi/\lambda$.

Apparently this system can be replaced by one in which the atom moves only to the right in the field amplitude arranged to mimic that actually seen by the atom. See sketch below. Fourier analysis of the periodic waveform $B_1(x)$ gives the frequency spectrum seen by the atom.

This spectrum consists of symmetric sidebands on either side of the applied frequency $\omega_0$ and a central non-shifted component at $\omega_0$. Fourier analysis gives this central amplitude simply as $\langle B_1(x) \rangle$, the spatial average of the field over the cell. The transition probability, proportional to the square of this perturbation, gives a spike signal proportional to $\langle B_1 \rangle^2$.

The presence of well-defined sidebands is an artifact of the assumption of a constant speed for a given member of the ensemble. A non-coherent superposition of signals from an ensemble with a Maxwell-Boltzmann distribution of speeds produces the pedestal-spike lineshape. The pedestal height is taken proportional to $\langle B_1 \rangle^2$ as a result of the incoherent addition of sidebands. Note that the width of the pedestal is expected to be related to that of the non-narrowed Doppler width. Other considerations are involved in attaining the relative heights of the spike and pedestal signals, e.g., the linewidths of the respective features. This will be discussed shortly. No doubt our assumptions are too simplified -- but some of the basic physics generating the lineshape becomes clearer.

The second case treated in the same spirit is that of a cell with $D = \lambda$. The equivalent periodic field seen by an atom traveling always to the right is sketched below.

Fourier analysis of this periodic waveform obviously will give $\langle B_1(x) \rangle = 0$ since the average value of the waveform is zero by symmetry. Thus no spike would be seen under these conditions of excitation no matter how strong the applied $B_1$ is. However the broad pedestal with its characteristic Doppler width will appear since $\langle B_1 \rangle^2$ is not zero.
Another explanation for the absence of the spike follows by considering an arbitrary atom which begins a transition from state 1 to state 2 under stimulation of the oscillating microwave magnetic field. Since the atom is not constrained to remain fixed in space, it moves through the cell bouncing from wall to wall in straight line paths. As long as it moves through a region of the cell having the same spatial phase as it experienced at the beginning of its transition, it will continue making the transition from state 1 to state 2. However, when it crosses a microwave spatial boundary and finds itself in a region of the cell having the opposite spatial phase from that which it first experienced, the transition process will reverse and move from 2 back to state 1. On the average then, it is possible for the atoms bouncing from the walls of the cell to have a net zero transition probability for the spike component of the lineshape.

Thus with a more detailed theory of the motionally averaged lineshape in evacuated wall-coated cells, we know what conditions will maximize the spike. In the limit of no microwave saturation, the transition probability for the spike is found by considering the case of a \( \delta \)-function of stimulating radiation interacting with a Lorentzian lineshape of width \( \delta v_{\text{spike}} \). Thus the spike height will be proportional to \( \langle B_1^2 \rangle / \delta v_{\text{spike}} \). On the other hand, the transition probability for the pedestal requires a broad stimulating spectral width interacting with a narrow intrinsic Lorentzian lineshape. The pedestal height then is proportional to the energy density in the field per unit frequency, \( \propto \langle B_1^2 \rangle / \delta v_{\text{ped}} \). Therefore the ratio of heights \( S / S_p \) will be proportional to

\[
\frac{\langle B_1^2 \rangle / \delta v_{\text{spike}}}{\langle B_1^2 \rangle / \delta v_{\text{ped}}} = \frac{\delta v_{\text{spike}}}{\delta v_{\text{ped}}}
\]

The \( \delta v \) are the spike and pedestal linewidths. The spike linewidth is a \( \delta \)-function in the one-dimensional model -- there is zero Doppler shift and zero Doppler width. In a real cell, the intrinsic linewidth is then determined principally by the actual wall-relaxation mechanism which is limited mainly by dispersion in the phase shift due to the atom-wall interaction.

The three dimensional Monte Carlo calculations[8] clearly showed that the atom statistically prefers to bounce 'back and forth' revisiting the region from which it came before the last wall bounce. This is a consequence of the boundary condition that \( R \cdot v < 0 \) where \( R \) is the vector from the cell center to the moving atom and \( v \) is the atom's velocity. The wall allows access only to a \( 2\pi \) solid angle after a collision while in an atom-gas collision, access to \( 4\pi \) solid angle is available. These physical constraints separate atom-wall collisions in evacuated cells from atom-gas collisions in gas cells. Thus one can expect different consequences to follow from collisions in wall-coated evacuated cells and those in gas cells.[10] Motion averaging effects are dramatically different.

An important issue regarding possible use of the EWSC in atomic frequency standards is the attainable figure of merit, \( M \) (signal-to-noise/linewidth), relative to that, say, of the Rb gas cell device. Consider a Lorentzian line with width 500Hz and height \( S \) attained in a cell with Rb density \( \rho_0 \). Thus \( M = S / 500 \). If it were possible to reduce linewidth by a factor of 10 at constant Rb density, the height of the resonance would increase to 10S. [Since the spike has a Lorentzian lineshape to a good approximation, the
product of signal height and linewidth is constant under conditions of no (or weak) saturation.] Now $M = S/3$, a factor of 100 improvement over $M_0$. Thus a quadratic gain in $M$ results from a decrease in linewidth.

If we reduce the Rb density by a factor of 100, the signal drops by this same factor to $S/10$, assuming constant linewidth. But now $M = M_0 = S/500$. Thus the same $M$ is achieved with 1/100 the original Rb density. In gas cells as used in Rb frequency standards, 500-700 Hz are typical linewidths. A sizable fraction of this linewidth is due to Rb - Rb spin exchange collisions due to the high required Rb density. The simple argument presented above shows that operation of the EWSC is feasible at Rb densities far less than those used in gas cells. Hence, Rb-Rb collisional broadening due to spin exchange need not be a major component in the linewidth of evacuated wall-coated cells even when operated at a figure of merit comparable to or exceeding that of gas cells.

**EXPERIMENTAL TECHNIQUE**

The attainment of a large spike-to-pedestal signal ratio can proceed in two stages: minimizing the spike linewidth and maximizing the $\langle B_1 \rangle / \langle B_1^* \rangle$ ratio. Among the factors determining the spike linewidth are dispersion in phase shift at wall (dominant cause of intrinsic width): light intensity broadening: microwave power broadening: geometric lifetime: etc. The phase shift component of width is proportional to $1/R$ where $R$ is a measure of cell size. In [1], using a cell with a diameter to $\lambda/2$ ratio of 3.3, a 12:1 spike-to-pedestal height ratio was attained by judicious adjustment of a microwave horn's location/orientation with respect to the cell. A second method was also used to achieve the $\langle B_1 \rangle \neq 0$ condition.

In this case a small microwave loop whose dimensions were comparable to $\lambda/20$ was positioned close to the cell wall with appropriate orientation to provide a sizable fraction of its field with proper orientation to drive the desired hyperfine transition. The spatial phase of the near-zone field does indeed change phase at a $\lambda/2$ distance from the loop: but the spatial gradient in the microwave field due to the small loop size reduces the amplitude of the unwanted phase so that $\langle B_1 \rangle \neq 0$ as desired. See sketch.

The result is that an atom samples the field at random times but remains phased with the inducing field's phase even when so far away as to see no field. On each entrance into the field it continues making a transition. Thus the spike feature is large. The pedestal is also present although its lineshape is altered from Gaussian. One linewidth contribution to the pedestal is now due to the lifetime the atom spends in one pass through the localized field. (Lineshape due solely to the lifetime effect would be Lorentzian.) Since the ensemble has a velocity distribution, this width is weighted by this distribution. Deviations from Gaussian pedestal lineshape were observed. Effects of the far and intermediate zone fields have been calculated for $\langle B_1 \rangle^2$ and $\langle B_1^* \rangle$ as a function of cell size.
A symmetric array of dipoles can also be used. A pair are sketched above. An extension of the array is a resonant-line structure constructed in principle of twisted sections each of length $\lambda/2$.

A plot of the 'filling factor' for the EWSO, $\langle B^2 \rangle_{\text{cell}}/\langle B^2 \rangle_{\text{cav}}$, is given in Fig. 2. This is the relevant quantity for field averages when driving the $(2,0) - (1,0)$ hyperfine transition. $\text{Rho}$, $\rho$, is the cell radius/cavity diameter. First results on a cell ~ 30 cc give an intrinsic linewidth of ~
20 Hz at 6.8 GHz with 1.5 μA light intensity. The hfs resonance in this cell is shown in Fig. 3.

CONCLUSIONS

As a practical matter, it appears that large EWSC, D > λ, are not necessary to attain significant figures of merit. A cell which fits in TE011 mode cavity is a good example. The EWSC appears to remain an excellent candidate for atomic frequency standard use.
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Figures 1 & 2. The filling factors for the H-maser, $\langle B_z \rangle_{cell}^2 / \langle B_{tot} \rangle_{cavity}$, and for the EWSC used with optical pumping, $\langle B_z \rangle_{cell}^2 / \langle B_z \rangle_{cell}^2$, in an unloaded cylindrical right-circular TE011 mode cavity. Rho is $R_{cell}/D_{cavity}$.

Figure 3. The 0-0 hyperfine transition resonance in a 30 cc cell shown with a wide sweep.
QUESTIONS AND ANSWERS

HARRY PETERS, SIGMA TAU CORPORATION: I was curious as to what your wall coating was, and what the stability of frequency, or linewidth would be.

MR. ROBINSON: This particular coating is the same coating we used originally. It's Tetracontane. Time is the main thing that prevents us from trying other coatings. We would give the same answer to your second question. We really haven't explored in detail how stable the frequency is, or the linewidth and so forth. Those are things that clearly need to be done. The talk this afternoon right after lunch details some of the parameters that are important in deciding whether you can use this for atomic frequency standards. That particular issue is not addressed, though, this afternoon.
DIODE LASER 87Rb OPTICAL PUMPING IN AN EVACUATED WALL-COATED CELL

Wah-Keat Lee and H.G. Robinson
Physics Department, Duke University
Durham, North Carolina 27706

C.E. Johnson
Physics Department, North Carolina State University
Raleigh, North Carolina 27650

ABSTRACT

The evacuated wall-coated sealed cell coupled with diode laser optical pumping offers a number of attractive potential advantages for use in Rb or Cs atomic frequency standards. An investigation of systematic effects is required to explore possible limitations of the technique. We report on the use of diode laser optical pumping of 87Rb in an evacuated wall-coated sealed cell. Experimental results/discussion to be presented include the signal strength and line broadening of the 0 → 0 hyperfine resonance as a function of light intensity for the D1 optical transitions (F → F') = (2 → 1') and (2 → 2') : shift of the 0 → 0 hyperfine frequency as a function of laser intensity and de-tuning from optical resonance : and diode laser frequency stabilization techniques.

INTRODUCTION

Previously we have observed 87Rb and 133Cs Am = 0, + 1 hyperfine transitions in an evacuated wall-coated sealed cell (EWSC) of 200cc volume using conventional Rb or Cs rf-excited plasma lamps.[1-3] The use of diode lasers in optical pumping has been reported by other researchers for both Cs and Rb using gas cell or atomic beam apparatus.[4-9] High efficiency optical pumping with diode lasers has been studied theoretically for the EWSC.[10] In this paper, we report on the use of diode lasers in hyperfine pumping an evacuated wall-coated sealed cell of ~ 30cc volume. The frequency of the ground state hyperfine transition (F, m) = (2, 0) → (1, 0) was monitored permitting a determination of a number of parameters useful in criticizing such wall-coated cells coupled with diode laser signal acquisition as a candidate for use in atomic frequency standards.

APPARATUS

The basic apparatus is shown in Fig. 1. It consists of a diode laser, objective lens, attenuator, evacuated wall-coated cell inside a thermal enclosure, and a photodetector which monitors transmitted light intensity. A Rb side-arm on the cell was maintained at a temperature below that of the enclosure to control the Rb density in the cell. The diode laser is tuned to one of the four resolved D1 (F → F') optical hyperfine transitions at 794.7 nm. Figure 2 shows the optical transitions available. We report here only on simple pumping with either the (2 ← 2') or the (2 ← 1') optical transition using linearly polarized light propagated along the direction of the applied magnetic field.
Light intensity was monitored by measuring the photocurrent resulting from light transmitted through the cell. The conversion factor between current and power is \( \sim 640 \mu A/mW \) (or \( 1.67 \mu W/\mu A \)) at 795 nm for unit quantum efficiency at the detector. Typical photocurrents used are 10 \( \mu A \) which implies \( < 1 \) \( \mu W \). The estimated intensity incident on the cell for a 10\( \mu A \) detected current is \( \sim 100 \mu W/cm^2 \).

Instead of an inhomogeneous lineshape characteristic of the gas cell, the homogeneous lineshape which results from use of an EWSC is one of its chief advantages. Thus even though light intensity does not uniformly illuminate the EWSC, all atoms interact in the same way with the light due to the averaging which a given atom performs in bouncing against the cell walls. Indeed, it is this averaging which generates the homogeneous Lorentzian lineshape.

RESULTS

The EWSC was maintained at 40\( ^\circ \)C while the Rb side-arm was kept at \( \sim 22\)\( ^\circ \)C. With the Rb density attained under these conditions and using 10 \( \mu A \) on the (2 \( \leftrightarrow \) 1') transition, the fractional absorption of light with no microwave power was \( \sim 7.5 \times 10^{-2} \). This was determined by a rapid sweep of the laser through the optical resonance – optical pumping effects were present to some degree. The fractional 0-0 signal under a high saturation condition by microwave power was \( 1.5 \times 10^{-2} \). This is taken as evidence of good optical pumping/detection efficiency even at the low light levels used. The long \( T_1 \) relaxation time available in wall-coated cells implies relatively low light intensity will produce significant level population differences.

The optical hyperfine pumping light which establishes population differences between the \( F = 2 \) and 1 levels in the ground electronic state and which provides the means for detecting the 0-0 hyperfine transition in the presence of a resonant microwave field also causes a broadening of the 0-0 resonance. The intrinsic linewidth attained in this cell at \( \sim 1.5 \mu A \) light intensity was \( \sim 20 \) Hz. The following increases in the 0-0 width due to light intensity were determined:

\[
\begin{align*}
(2 \leftrightarrow 2') \Rightarrow & \sim 4 \text{ Hz}/\mu A \\
(2 \leftrightarrow 1') \Rightarrow & \sim 2 \text{ Hz}/\mu A.
\end{align*}
\]

The 0-0 signal amplitude vs. light intensity is shown in Fig. 3. The Hitachi laser was used in this case. The microwave power was kept at an arbitrary but constant level and was weakly saturating. The klystron signal source was locked to the 0-0 resonance. Note the relatively low light intensities used. The data for the (2 \( \leftrightarrow \) 2') and (2 \( \leftrightarrow \) 1') transitions were taken individually. Both sets of data are plotted on Fig. 3 for convenience.

Two parameters are used for the light-induced frequency shift.[11] The parameter \( \alpha (I) \) gives the shift of the 0-0 frequency per unit optical intensity when the optical frequency is tuned to resonance.

\[
\alpha (I) = \frac{\delta \nu_{0-0}}{\delta I}
\]

Thus the 0-0 frequency shift \( \delta \nu_{0-0} \) caused by the resonant light intensity \( I \) is given by

\[
\delta \nu_{0-0} = \alpha (I) \times I.
\]
Another parameter $\beta$ describes the shift of the 0-0 frequency when the optical radiation is de-tuned from resonance.

$$\beta(I) = \frac{\partial \nu}{\partial \omega}$

The frequency shift due to this effect for a small de-tuning is

$$\nu_{0-0}^{\text{opt}} = \beta \times \Delta \nu.$$

A discriminator-like frequency shift of the $0^\text{th}$ transition is produced for larger de-tuning of the optical resonance.

In Fig. 4 are shown the results of the measurement of the 0-0 frequency vs. light intensity for both Hitachi and Mitsubishi lasers. The slope of this data gives the light shift parameter $\alpha(I)$. Here the klystron was locked to the 0-0 resonance and the laser was locked to the optical absorption resonance in the EWS itself. Using on-resonance ($2 \leftrightarrow 1'$) light at $\sim 10 \mu$A intensity, a 0-0 shift of $-4.5 \text{ Hz}$ was found. Thus a fractional intensity stability of $1.5 \times 10^{-7}$ will produce a 0-0 fractional shift of $1 \times 10^{-12}$ at 6.8 GHz under conditions used. The Hitachi laser linewidth was $\sim 30 \text{ MHz}$ whereas the Mitsubishi laser linewidth was $\sim 100 \text{ MHz}$. Both of these widths were determined for free-running lasers (not locked to an atomic resonance). In spite of the factor of three difference in linewidths, both lasers have almost identical $\alpha$ coefficients, as seen from Fig. 4. Because the lasers were locked to the atomic absorption, narrowing of the spectral width occurs. We have not yet measured the laser linewidths in the locked condition.

Measurements on the second light-shift parameter $\beta$ were more difficult. In this case neither the laser nor the klystron was locked to the 0-0 transition. The laser was detuned from optical resonance typically by $\sim 150 \text{ MHz}$. This is small compared to the optical Doppler width and therefore implies remaining in the linear region of the discriminator shaped 0-0 shift curve. Figure 5 shows results for the ($2 \leftrightarrow 2'$) and ($2 \leftrightarrow 1'$) transitions where $\beta$ is found at a given light intensity by dividing the observed 0-0 frequency shift by the laser detuning from optical resonance. The $\beta$-coefficient has also been reported for Rb gas cell devices.[5,7] Table I compares data obtained from the indicated sources.

### Table I. Comparison of $\beta$-coefficient for gas cells and the EWS.

| Reference | Cell Type | Optical Transition | Incident Intensity $\mu\text{w/cm}^2$ | $|\beta|$ Hz/MHz | $|\beta|/I$ mHz$^2$/MHz$\mu$w |
|-----------|-----------|-------------------|---------------------------------|-----------------|-------------------------------|
| 5         | gas       | $2 \rightarrow 1', D_2$ | 280                            | 0.63            | 2.25                          |
| 7         | gas       | $1 \rightarrow 2', D_1$ | 300                            | 0.41            | 1.37                          |
| This paper | EWS       | $2 \rightarrow 1', D_1$ | 100                            | 0.025           | 0.25                          |

Using this data a comparison between the gas cell and the EWS is difficult since different conditions were used in each case. Nevertheless, a $\beta$ normalized to unit intensity is calculated in the last column. In this Table, our transmitted intensity of $\sim 85\mu\text{w/cm}^2$ (as inferred by $\sim 10 \mu$A photocurrent) was taken to imply $\sim 100 \mu\text{w/cm}^2$ intensity incident on the glass cell.

### DIODE LASER STABILIZATION

A description has been given by Lewis and Feldman[5] on the use of diode lasers in atomic frequency standards. They reported long-term locking of the
laser to an atomic absorption line. Other researchers have also reported locking diode lasers.[12,13] For the initial determinations reported in this paper of various parameters characterizing the 0–0 hyperfine transition in the EWSC, it was convenient to stabilize the diode laser to the Rb optical absorption of interest. Methods useful for this purpose are presented briefly.

Two diode laser stabilization schemes have been implemented. For simplicity, the first scheme uses the normal Doppler broadened optical absorption in the EWSC itself. (A separate non-wall-coated cell could have been used.) The other scheme uses Doppler free saturated absorption in a separate cell. Both of these methods require that the laser be frequency modulated in order to interrogate the optical line center.[14] Long-term drift is tuned out by a temperature servo and short-term noise is removed by feedback to the laser current.

The block diagram for the basic scheme to observe saturated absorption[15] is shown in Fig. 6. To suppress the non saturation features, the saturating beam can be chopped. This selectively modulates the saturation effect. Subsequent lock-in detection produces the sub-Doppler features shown in Fig. 7c. Also shown is the normal Doppler broadened absorption signature (Fig. 7a) and the absorption–saturation signature without suppression of background (Fig. 7b). All of these traces are shown using wide-band (5 kHz) signal recovery channels. Either the 7b or 7c signature can be used to lock the laser. With the β-coefficient measured for the 2 → 1' optical transition at 10 µA intensity, a signal-to-noise ratio of ~ 145 would be required to stabilize the laser so that the 0–0 frequency would be stable to 1 part in 10^-14. Adequate S/N appears to be present.

Figure 8a shows the block diagram of the system used in acquiring most of the data presented in this report. Both the laser and the klystron were locked to the Rb atoms. Figure 8b shows the saturated absorption laser lock diagram.

CONCLUSIONS

Several parameters have been determined relating to the potential for use of the evacuated wall-coated sealed cell coupled with diode laser signal acquisition in an atomic frequency standard. This work may be regarded as preliminary - measurements need to be repeated, refined, and expanded. The encouraging results on the 30cc cell provide excellent motivation for continued research.
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11. These parameters are defined for continuous optical pumping. Detection by pulsed optical pumping would apparently eliminate light shifts.
13. These authors locked the laser to a normal absorption in Rb on a D2 line. They reported an abnormal saturation absorption signature.
15. Authors used a saturated absorption feature in Cs to lock to a D2 line.
Figure 1. Schematic of basic optical pumping apparatus used with the EWSC. The thermal enclosure was operated at 40C while the Rb was maintained at 22C.

Figure 2. Rb D1 optical transitions available. The \((F - F') = (2 - 2')\) and \((2 - 1')\) transitions were used for this work.
Figure 3. The 0-0 hyperfine signal vs. light intensity at a weakly saturating microwave power.

Figure 4. The 0-0 frequency vs. light intensity as a function of optical transition and type of laser used. The slope of this data gives the light shift parameter $\alpha$ (I). This data was taken with the laser locked to the Rb optical absorption and the klystron locked to the 0-0 hyperfine transition.
Figure 5. Light shift parameter $\beta = \sqrt{v/\gamma}$ as a function of light intensity. Data used optical detuning of ~150 MHz, small relative to the optical Doppler width.

Figure 6. Block diagram for observation of saturated absorption features.
Figure 7a. Normal Doppler broadened absorption.

Figure 7b. Absorption-saturation signal.

Figure 7c. Saturation feature observed with 5kHz bandwidth.
Figure 8a. Block diagram of system used to lock both laser and klystron to Rb.

Figure 8b. Block diagram showing saturated absorption laser lock.
QUESTIONS AND ANSWERS

JACQUES VANIER, NATIONAL RESEARCH COUNCIL: Your alpha coefficient, could it be due to distortion of the spectrum of the laser diode?

MR. ROBINSON: I would have to go back to Will Happer who has worked out the theory for light shifts. He has worked out a theory using operator formalism which is an easier thing to grab hold of, and they are relatively complicated. The thing that Happer actually worked out was for light that was very broad compared to the hyperfine separation, and here we have exactly the opposite case. We have light that's narrow compared to the hyperfine separation. The theory is right. There is no question that the theory is going to work if you actually try and calculate it, I think.

There are several different effects that shift the thing. One is a second order Stark effect. You actually have applied an AC field to this ground, and you are actually tickling levels up and down, and you see then the average result of that. That's one of the ways you can get a light shift. There are virtual transitions, there are tensor shifts, there are all sorts of shifts that come in. Usually the tensor shifts have been neglected, but apparently in this case they may not be able to be.

The point is that you can get around them if you need to by using pulsed light, but they certainly are in all of these other systems. The gas cell has these things in there. It's just that you don't see them. They are masked by other things.

It just explores an explicit parameter that needs to be looked at in an evacuated wall-coated cell.

CARROLL ALLEY, UNIVERSITY OF MARYLAND: Did I hear you say a twenty Hertz linewidth?

MR. ROBINSON: Yes.

MR. ALLEY: That's for 6835?

MR. ROBINSON: That's for the 6835 line. You heard right.

MR. ALLEY: That sounded very good.

MR. ROBINSON: This stuff works.

MR. ALLEY: Oh yes, we know. What wall coating were you using?

MR. ROBINSON: This is still the same old wall-coating, Tetracontane, and I don't have any idea that that is the best wall-coating. It's just that we are moving relatively slowly, doing one thing at a time, and we had gotten that to work before, so that's what we tried again.

So this is the first one -- we had a 200 cubic centimeter cell that's about fifteen years old that is sealed off. These cells are absolutely sealed. There is no vacuum system associated
with them. You can carry them around in your fingers. That's the cell that we have talked about here.

So they apparently have longevity. There are a lot of questions -- Harry Peters asked one today about what happens in the time history of these things. We don't know that yet. We haven't gotten there yet. That's still to come, clearly. But everything we do seems to be very attractive so far in getting the system to work.

MR. ALLEY: I will give you a thirty year old cell and see if it will work.

MR. ROBINSON: I should say that Carrol Alley tried pumping with lasers, diode lasers, and what we have done here is certainly not unique. There are several Japanese authors that have locked lasers to saturated absorption things. I know people at N. B. S. have done that. Lyndon Louis has done that, we are just following in the track.

I think that we may have some really gorgeous curves. I am not sure that anybody else has anything comparable to this sort of beautiful saturated absorption curve. I haven't seen it anyway. But the stuff just works. It's just gorgeous.

MR AUDOIN: There is a third resonant feature on your curve. Is that a level crossing?

MR. ROBINSON: The third resonant feature? Oh, in the saturated absorption curve. That's called a cross-over resonance, and it's nothing particularly unusual. I would like to explain that to you. The saturated feature, or curves are only for certain atoms. Since the two beams are shot through in opposite directions, the only atoms they both talk to are those which are moving perpendicular to both beams. In other words, the non-doppler shifted thing. That's the reason you get the main saturated absorption feature, which doesn't have any Doppler width to speak of.

The other resonance occurs when two opposite curves cross over, and those tails can be made to do the same thing. That's an artifact, it's not really a resonance. You don't want to lock on that, you want to lock on the two central ones.
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ABSTRACT

This paper presents an on-orbit frequency stability performance analysis of the GPS NAVSTAR-1 quartz clock and the NAVSTARs-6 and -8 rubidium clocks. The clock offsets were obtained from measurements taken at the GPS monitor stations which use high performance cesium standards as a reference.

Clock performance is characterized through the use of the Allan variance, which is evaluated for sample times of 15 minutes to two hours, and from one day to 10 days. The quartz and rubidium clocks' offsets were corrected for aging rate before computing the frequency stability. The effect of small errors in aging rate is presented for the NAVSTAR-8 rubidium clock's stability analysis.

The analysis includes presentation of time and frequency residuals with respect to linear and quadratic models, which aid in obtaining aging rate values and identifying systematic and random effects. The frequency stability values were further processed with a time domain noise process analysis, which is used to classify random noise process and modulation type.

NAVSTAR-1 results indicate good performance for a quartz clock. Comparison of the quartz clock's stability with the best on-orbit cesium clock results indicates that the cesium standard is more stable by at least a factor of two for a 900 second sample, and increases to two orders of magnitude for a one day sample time.

The NAVSTAR-8 rubidium clock differed from the NAVSTAR-6 rubidium clock in its improved thermal environment. This rubidium clock exhibited an effect that lasted for nearly five months. Following this transient, the rubidium clock performed with better-
than-expected stability. A final discussion of quartz, rubidium, and cesium on-orbit will be presented.

INTRODUCTION

The NAVSTAR Global Positioning System (GPS) is a space-based navigation satellite system, which when operational in the late 1980's, will provide accurate navigation and time information to users anywhere in the world, or in near-Earth orbit. A constellation (1) of 18 to 24 satellites will be tracked and controlled by a network of Monitor Stations (MS).

GPS will provide a near-instantaneous navigation capability because each NAVSTAR Spacecraft Vehicle (SV) clock is synchronized to a common GPS time. The NAVSTAR clock offsets, orbital elements, and spacecraft health are periodically determined by the Master Control Station (MCS). These updated parameters are then uploaded to each NAVSTAR SV. Each NAVSTAR clock must then maintain GPS time until the next update by the MCS. Current system performance requires three updates per day to meet navigational requirements.

The Naval Research Laboratory (NRL) has recognized the importance of clock performance to the GPS mission (2,3), and is conducting the NRL GPS Clock Development Program. The on-orbit clock performance (4,5) was determined through the procedure depicted in Figure 1, and described in detail in reference 6. Key features of this technique are (1) use of a high-performance ground reference clock at each MS, and (2) use of a Naval Surface Weapons Center (NSWC) smoothed reference orbit to separate the orbital and clock signals from the pseudo-range and pseudo-range-rate measurements.

CLOCK PERFORMANCE MODELS

GPS on-orbit clock performance is characterized for both systematic and random effects. Systematic parameters include clock time and frequency offsets, and aging rate, all as function of time. The clock's random behavior, in the time domain, is characterized through use of the Allan variance (7,8). A typical frequency stability profile(9) is presented in Figure 2.

A time domain noise process analysis is performed to determine random noise process type. These time domain parameters may then be transformed to the frequency domain using conversion formulas detailed in reference (10).

Once a clock has been characterized through a frequency stability analysis, the frequency profile may then be used to estimate a clock's time prediction performance. Figure 3 presents a set of time prediction curves, as a function of frequency stability and clock update time, using optimal two point prediction (10,11). Other models for time prediction are
Each of these optimal time prediction models has one thing in common -- namely that the long-term clock prediction performance is driven by the product of the clock update time and the frequency stability. The clock update time is determined by GPS requirements, hence improved clock stability is the parameter that will directly influence GPS time prediction. This analysis represents total system errors super-imposed on the clock results. GPS system influences either enhance or detract from actual clock performance. Therefore the apparent indication of slight deviations from normal clock behavior could be expected.

NAVSTAR-1 QUARTZ RESULTS

NAVSTAR-1 was launched on Feb 22, 1978, and the quartz clock was activated only after all on-board rubidium clocks failed. This quartz clock is still working as of this date, however its status is listed as "unhealthy" because more stable atomic clocks are now available in other NAVSTAR SVs. Of interest is the determination of the short- and long-term frequency stability of the NAVSTAR-1 quartz clock and its comparison with the NAVSTAR atomic clocks.

The clock offsets between the NAVSTAR-1 quartz clock and the Vandenberg Monitor Station (VMS) are presented in Figure 4. The data indicates a sequence of smooth quadratic curves, with occasional adjustments by the Master Control Station, to keep the quartz clock's time and frequency within prescribed limits. The concave shape of the quadratic curves is due to the negative aging rate of the NAVSTAR-1 quartz clock. The relative maximum clock offsets occur as the quartz clock's frequency offset passes through zero. The cusps in the quadratic curves occur because of step frequency adjustments, which keep the frequency offset between (±)1PP10(9). In addition to the frequency adjustments, several clock phase adjustments were made to align the clock offsets with respect to GPS time.

Frequency offsets for the NAVSTAR-1 quartz clock were computed, using clock offsets separated one day in time, and are presented in Figure 5. The time axis is labelled in units of Modified Julian Day (MJD), day-of-year, and calendar date. The frequency offsets decrease with time, with adjustments in frequency occurring as the frequency offset approaches (±)1PP10(9). Visual inspection of Figure 5 indicates small departures from a linear change in frequency, which are of primary interest in the on-orbit stability analysis.

Using the times of the frequency adjustments made by the GPS Master Control Station, the quartz frequency data was corrected to remove the effect of the frequency adjustments. These corrected frequency offsets are presented in Figure 6. These data were further analyzed to determine if the quartz clock aged at a constant rate. A constant aging rate is part of the clock model used by the GPS MCS for the quartz and rubidium clocks.
Assuming a constant aging rate for all of 1982, a linear frequency model was fitted to the data, and the frequency linear residuals are presented in Figure 7. The residuals indicate a change in aging rate near day 150, 1982. The data was segmented into two subsets, with a linear frequency model used for the first segment, and a quadratic model for the remainder of the year. The residuals for these two segments are presented in Figures 8 and 9.

Clock stability during a pass is determined by evaluating the Allan variance for sample times of 15-minutes to 2-hours. Stability results for 900-second and 2-hour sample times are presented by Figures 10 and 11. Note that the frequency stability values are plotted as a function of running time, rather than the sample time. The most interesting result evident in Figure 10 is a change that occurs near day 150, 1982. Inspection of the stability values indicates a small increase in the correlated noise after day 150. This decrease in stability is further supported by the prior results on aging rate, which indicate a change that occurred near day 150, from a constant aging rate to a linear change in aging rate. This change can be seen by inspection of Figures 6, 7, and 9.

Long term frequency stability results for the NAVSTAR-1 quartz clock are computed after estimating and correcting the clock offsets for a constant aging rate. The effect of the aging rate errors on frequency stability will be explicitly addressed later in this report.

A composite of short- and long-term frequency stability results for the NAVSTAR-1 quartz clock are presented by Figure 12. Uncharacteristic of a typical clock is the transition from random walk FM to flicker noise FM, which occurs at a sample time of about 3 days. Further conclusions will be made after comparing the quartz stability results with previous (6) on-orbit results for the NAVSTAR-6 cesium clock.

Parameteric frequency stability results are obtained by comparing the NAVSTAR-1 quartz stability with the NAVSTAR-6 cesium stability, which is presented by Figure 13. The results of this comparison are summarized in Table 1.

Table 1

<table>
<thead>
<tr>
<th>SAMPLE TIME</th>
<th>IMPROVEMENT WITH CESIUM</th>
</tr>
</thead>
<tbody>
<tr>
<td>900 seconds</td>
<td>FACTOR OF 2</td>
</tr>
<tr>
<td>2 hours</td>
<td>1 ORDER OF MAGNITUDE</td>
</tr>
<tr>
<td>1 day</td>
<td>2 ORDERS OF MAGNITUDE</td>
</tr>
<tr>
<td>10 days</td>
<td>FACTOR OF 300</td>
</tr>
</tbody>
</table>
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NAVSTAR-6 RUBIDIUM RESULTS

On-orbit frequency stability results will be presented for one of the three rubidium clocks onboard the NAVSTAR-6 SV. The fourth clock, a cesium, was first activated, and operated from May, 1980 until early in 1984. The rubidium clock was activated in February, 1984, and was operated for six months. This rubidium clock was deactivated because of degraded performance.

Frequency offsets for the NAVSTAR-6 rubidium clock are presented in Figure 14. Inspection of these data indicates an initial positive aging rate, which lasted for about 1-week, followed by a long trend with a negative aging rate. It is postulated that the initial positive aging rate is due to a transient.

The frequency data was edited to remove the transient and other outliers. The remaining data (Figure 15) was fitted with a linear frequency model. The residuals to this linear frequency model are presented in Figure 16. The aging rate value obtained was \(-8.2 \times 10^{-10}\)/day, which is lower than expected for the rubidium clocks. The RMS frequency noise was \(1.4 \times 10^{-12}\), which is higher than expected.

Short- and long-term stability results are presented in Figure 17. The best after-the-fact aging term has been removed from the data for the long-term frequency stability determination. For the short-term analysis, the effect of the aging rate correction is small enough to be neglected. The short term stability results indicate \(1.8 \times 10^{-10}\) for a 900-second sample time. For a 2-hour sample time, the stability was \(1.3 \times 10^{-12}\). The long-term stability results indicate a \(4.2 \times 10^{-10}\) stability for a 1-day sample time, which remains essentially constant for sample times from 2 to 10 days.

NAVSTAR-8 RUBIDIUM RESULTS

The NAVSTAR-8 spacecraft (SC) was launched on July 14, 1983, as part of the GPS Phase I constellation. NAVSTAR-8 is equipped with three rubidium clocks and one cesium clock. One of the three rubidium clocks was activated shortly after launch and has been the operational clock for NAVSTAR-8 from launch to the present time.

The rubidium clock currently in use onboard NAVSTAR-8 has additional temperature control which is provided by a Thermo Electric Device (TED). Preliminary analysis of temperature correlations for other NAVSTAR rubidium clocks has indicated a temperature coefficient on the order of \(1.96 \times 10^{-12}/\text{degree C}\).

The NAVSTAR-8 rubidium clock offset data analyzed is presented by Figure 18. Four adjustments in offset or clock frequency are present in the NAVSTAR-8 data. The first is a change in frequency which was a result of a C-field adjustment (September, 1983). The second change was in clock offset as a
result of a phase adjustment (February, 1984). The third change (July, 1984) is another frequency adjustment with the fourth change (August, 1984) being a phase adjustment after the on-board cesium clock was cycled on and off for a period of hours.

By correcting for the adjustments in time and frequency, a continuous frequency is obtained as presented by Figure 19. A linear frequency model was fitted to the entire data span. This fit resulted in an average aging rate of \(-3.2 \times 10^{13}\)/day for the entire span. Inspection of the residuals indicates the presence of a systematic behavior in the frequency. Careful analysis of the residuals indicated a change in aging rate near January, 1984. Because of this apparent change, a linear frequency model was fit to the data from January, 1984 until June, 1984. Then this model was back-dated to the beginning of the NAVSTAR-8 clock data. The residuals to the entire span of current data were computed and are presented in Figure 20.

The residuals to the data span from August, 1983 until June, 1984 indicate a possible long-term effect which lasted from August through December 1983. On July 12, 1984 an adjustment in TED temperature of three degrees was performed. Shortly thereafter a change in aging rate of the NAVSTAR-8 rubidium clock was measured.

NAVSTAR-8 rubidium frequency stability during a pass was evaluated using data from January, 1984 until September, 1984. The database was partitioned into 5-day sets for the stability calculations. This procedure is fully described in reference 6. The stability calculations were made for sample times of 900-seconds to 2-hours, in 900-second increments.

Frequency stability results for 900- and 2700-second sample times are presented in Figure 21 and 22. Analysis of these results indicates that an unexpected phenomena is occurring for the NAVSTAR-8 rubidium clock. The results indicate a two-state stability. This result is more evident for the 2700-second sample time than for the 900-second sample time. All checks to date have not produced a satisfactory explanation to this observed phenomena.

A short-term frequency stability profile for the NAVSTAR-8 rubidium clock is presented by Figure 23. This curve shows an uncharacteristic peak for a typical clock, at a 1-hour sample time.

Long-term frequency stability results for the NAVSTAR-8 rubidium clock are presented by Figure 24. A 280-day set was used for these stability results, which is more than a factor of 10 longer than the longest sample time. These results indicate a stability of \(7 \times 10^{-14}\) for a 1-day sample time, which decreases to \(5.5 \times 10^{-14}\) for a 3-day sample time, followed by an increase to \(8 \times 10^{-14}\) for a 10-day sample time. These stability results
were achieved assuming an accurate knowledge (after-the-fact) of the aging rate of the NAVSTAR-8 rubidium clock. In addition, the assumption that the aging rate was constant is necessary. Occasional unpredictable changes in aging rate can occur, which will degrade long- and short-term rubidium clock performance.

A sensitivity analysis of the NAVSTAR-8 long-term frequency stability to aging rate was computed using a 95-day subset, and is presented by Figure 25. The stability analysis was computed with an increment of aging rate of 2 nanoseconds/day. The best stability was obtained using an aging rate of -28 nsec/day/day. Analysis of these results indicates a low sensitivity to aging rate errors for a 1-day sample time, with dramatically increasing sensitivity as the sample time increases to 10 days. The importance of this analysis is readily seen when GPS is used in a prediction mode. An aging rate value of some fashion must be assumed during the predicted span of time.

NAVSTAR 1/3/4/5/6/8 RESULTS

A composite of the NAVSTARs 1,3,4,5,6, and 8 results is presented in Figure 26, using previously presented results (6) in addition to those presented in this paper.

These results indicate that GPS NAVSTAR atomic clocks are stable to 2PP10(12) for a 900-second sample time, and improve with longer sample times, with better than 2PP10(13) for a 1-day sample time. For sample times longer than 1-day, the cesium clocks show a spread in stabilities from 8 to 10PP10(14). The rubidium clocks show a spread in stabilities from 5 to 25PP10(14). The long-term stability presentation has the best after-the-fact aging effect remaled for all the rubidium clocks analyzed. This was not necessary for the cesium clocks since the aging term for cesium clocks is essentially zero.
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QUESTIONS AND ANSWERS

PHIL TALLEY, AEROSPACE CORPORATION: I would like to comment that there is a post-correlation for those variations in the frequency that you can see with solar activity, and I have looked at that in some depth, and every time there is a significant case that's being noted, there will be, within the next twenty-four hours, a significant change in the aging rate, and they correlate very closely with the changes in aging rate that you showed in your curve. I mentioned it to Jim Buisson earlier, but we can discuss that in some depth later. That is not an inherent quartz characteristic. It is induced, and we think we know to what extent.

MR. McCASKILL: Thank you for your comments, Phil.

DAVID ALLAN, NATIONAL BUREAU OF STANDARDS: There was a question earlier in my mind with regard to the deviations in sigma at 900 seconds. I wondered if those could be induced by a deviation in one of the other spacecrafts, since the Kalman filter forces the error somewhere in the system. If you have a problem in another part of the system, it can show up on another spacecraft, and not be on that spacecraft. It might be worth looking at the correlations of some bad performance on other spacecrafts at those times when those events occurred.

MR. McCASKILL: That would, of course, be true if we were using the orbital elements that were generated by the GPS master control station. We are not. We are using an after-the-fact smoothed orbit, which is determined for each of the spacecraft, the NAVSTAR 8 Rubidium in this case.

The fluctuations on NAV 8 showed up first at about 900 seconds, and they seem to increase as you go out to around 2,700 seconds sample time. We have looked, but at the moment we have still not been able to isolate the cause.

GERNOT WINKLER, NAVAL OBSERVATORY: Would you repeat the performance concerning one day and ten days? It appears that the Rubidium clock is better than the Cesium clock. Is that correct?

MR. McCASKILL: The NAVSTAR 8 Rubidium clock with the additional thermal control does give a better stability at a one day sample time. That's assuming that you know what the aging rate is going to be. We have determined the aging rate after the fact. If you do not know what the aging rate is, you can get results that don't look like this, but they follow an apparent random walk FM process.

Please keep in mind that we are determining, on the rubidium clocks, and on the quartz, the aging rate after the fact. On the cesium clocks, the stability measurements were made without any aging correction at all. Cesiums don't age.
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ABSTRACT

This paper describes the on-orbit operational performance of the frequency standards on the GPS 1-10 Navstar satellites. The history of the Rb frequency standards showing the improvements incorporated at various stages of the program and the corresponding results are presented. Also presented is the operational history of the Navstar Cesium Frequency Standards. The frequency standards configuration data presented will cover the chronology of events from the concept validation satellites, Navstars 1-10, starting in 1978 to the present, including the configurations of clocks to be used on the GPS Production Program.

Data will be presented additionally showing the results of long-term laboratory testing of a production Rb frequency standard with the necessary data taken to calculate Delta F, drift, time error, and Allan variance.
INTRODUCTION

The evolution of the Rb frequency standards (RFS) on the GPS program started with the Block I concept validation program beginning with a proposal program in 1973, followed by the (GPS 1-8) prototype space vehicle contract in 1974. The full scale developmental (GPS 9-11) models, contracted in 1978, provided both navigation and nuclear detection capability. The production qual vehicle (GPS-12) was contracted in 1980, and the production vehicles (GPS 13-40) in 1982. During the proposal phase of this program, the on-board frequency standards were considered the most critical item within the GPS navigational system for achieving user position accuracy. Therefore, a considerable amount of effort was devoted to the frequency standards. To minimize the risk to the GPS program on this critical item, the initial GPS vehicles (GPS 1 through 3) incorporated three Rb frequency standards, each with a backup mode. This was achieved by operating a high performance VCXO without Rb reference. This design concept resulted in the redundancy potential of six frequency standards per vehicle. Later space vehicles, starting with GPS 4, included an additional cesium frequency standard, also with a backup VCXO mode. This extended redundancy was deemed necessary in lieu of the more conventional dual redundancy. The actual on-orbit GPS frequency standard operating history, shown in Figure 1, illustrates the results of this hardware implementation.

As of mid-1973, no space-borne suppliers of atomic frequency standards existed. Therefore, Rockwell pursued a plan to review all credible candidates for conversion from commercial to aerospace units. The plan to develop a Rb frequency standard was to select the best available voltage-controlled crystal oscillator (VCXO) and phase lock it to a small Rb standard. The design was to be such that if the Rb atomic physics package failed, the VCXO could be utilized as a backup device. This condition would still maintain frequency stability for a specific period of time to maintain navigation accuracy over the test area. The development of this Rb frequency standard started during the GPS proposal phase. Efratom commercial units were procured and underwent the following modifications and tests:

1. Commercial parts were replaced with high reliability parts.
2. One unit was repackaged to allow thermal dissipation in a vacuum.
3. Fabrication of special Rb components with multiple buffer gases were designed to reduce temperature sensitivity.
4. The unit was repackaged to accommodate the GPS boost vibration environment.
5. One unit was subjected to radiation tests to verify operation to GPS requirements.
6. The National Bureau of Standards was contracted to perform both ambient and vacuum stability tests.
This plan has resulted in the development of very stable, high-reliability Rb frequency standards, but not without the normal development problems associated with new hardware. As this program progressed, ten different models of the Rb standards have evolved. The part numbers of the different models of each frequency standard are shown in Figure 1. The first Rb standards on Navstar's 1 and 2 accumulated a total of 44 months of operation with six failures, which necessitated switching to the backup mode (1978-1980). The last 42 months of GPS Rb clock operation on Navstar's 5, 6, and 8 have been failure free. This vast improvement can be mostly attributed to the clock improvements as the program progressed.

Although Rockwell was not directly involved in the early stages of development of the cesium frequency standards, the on-orbit chronology of events were very similar to the Rb clocks. The first engineering development model failed a few hours after turn-on. The problem was corrected in the pre-production models (PPM) as verified by a total of 77 months of operation for two units with only one failure. This failure will be addressed in the subsequent paragraphs as well as a description of the corrective actions taken to eliminate the problem.

RFS ORBITAL ANOMALIES

On-orbit operation data of GPS Rb frequency standards started with Navstar 1 in March, 1978, followed by Navstar 2 in May, 1978. The original Dash 001 part number clocks were used in Positions 1, 2, and 3 on Navstar 1 and in Positions 3 on Navstar 2. Dash 002 clocks were used in Positions 1 and 2 on Navstar 2. The only difference in the Dash 002 from the Dash 001 clocks was a time constant change in the servo control loop. As shown in Figure 1, three types of problems were experienced:

1. Power supply transformer failures
2. Lamp failures
3. Low frequency oscillation of the VXCO heater control

The operating summary of GPS standards is shown in Table 1. The following paragraphs will address each type of problem, corrective actions taken, and results.

Transformer problems were experienced on both the Dash 001 and Dash 002 standards. The transformer problem was isolated to be a short circuit between the primary and secondary windings, which took time to materialize. After extensive analysis and testing, the cause of the problem was isolated to a number of factors in the transformer design and fabrication processes:

1. The potting compound, used in the transformer, softened the wire insulation.
2. The transformer core, around which the wire was wound, had sharp edges and gradually wore through the insulation which has thinned when stretched over the sharp edges on the core.
3. There was an insufficient amount of detail in the transformer assembly and process instructions.

4. The transformer level screening test were inadequate to identify or screen out this type of problem.

The primary corrective actions taken to alleviate this problem are:

1. A new potting resin, compatible with the wire insulation coating, was selected.

2. A very stringent inspection criteria was initiated on all transformer cores.

3. A parylene/RTV coating was applied to the cores.

4. Very detailed fabrication and process instruction procedures were prepared.

5. Each transformer was exposed to a very detailed Acceptance Test Procedure which included post-potting test, thermal cycling, and burn-in testing.

6. Extensive quality inspection controls were instituted.

The new transformer was installed in all Dash 003 and subsequent clocks. Results of this change are very apparent from the data shown on Table 1. A total of 186 months (15.6 years) of on-orbit operation have accumulated with no transformer failures. Referring to Figure 1, note that Frequency Standard 1 on Navstar 3 has been operating continuously for 70 months (approximately six years); this provides a very high degree of confidence that the transformer problem has been corrected.

The Rb lamp failures were perhaps the most critical on-orbit problem encountered on the early space vehicles. To investigate the problem, a team was assembled that consisted of representatives from Rockwell, the National Bureau of Standards, Duke University, the USAF, Aerospace Corporation, and Efratom. Once the clock failure was established to be the lamp, a plan was initiated to duplicate the on-orbit failures in the laboratory. Lamps were prepared with an intentionally low Rb fill, installed into the physics packages, and subsequently installed into several frequency standards. Laboratory testing on these standards duplicated the on-orbit lamp failures. All units exhibited the same lamp voltage decay characteristics symbolic of the suspected lamp failures as illustrated in Figure 2.

To determine the amount of Rb in the lamps, a three-fold corrective plan of action was instituted:

1. For Rb lamps already built, the fill would be determined by neutron activation.

2. The fill of newly fabricated lamps would be determined by sampled destructive analysis.
3. A calorimetric measurement utilizing a differential scanning calorimeter is now used.

NEUTRON ACTIVATION ANALYSIS OF Rb LAMPS

Neutron activation analysis was one of the methods used to determine the quantity of Rb-87 in the lamps. The procedure is as follows: Lamps are inserted into a nuclear reactor and irradiated with thermal neutrons for about an hour. In addition to the lamps being tested, a special lamp with no Rb, and another lamp with a precisely weighed milligram quantity of Rb metal also are irradiated. The thermal neutrons are absorbed into the Rb in the lamps, producing one or more short-lived radioactive species. The resultant radioactivity is measured by counting with a lithium-drifted germanium gamma ray spectrometer the intensity of certain gamma rays emitted by the activated Rb. The empty bulb provides the background counting rate, and the bulb with a known milligram quantity of rubidium is used to determine the number of counts per second (less background) per milligram of Rb. The amount of rubidium in each lamp then is obtained from the single ratios of counts less background to the known standard. This technique is no longer used due to cost.

DESTRUCTIVE ANALYSIS

Destructive analysis is a method by which the Rb fill of a sample of lamps was made from the same production manifold. Since all of the lamps on the manifold are filled at the same time, it was assumed that the remainder of the lamps had the same fill as the sample. Good results were achieved using this technique. However, the production yield was small. With a manifold of five lamps, three were used to determine the Rb fill and only two remained for clock usage.

The frequency standard dash numbers were changed to identify the types of lamps. Dash 4, 5, 6, and 7 clocks had the lamp fill measured by neutron activation, and the Dash 8, 11, and 12 clocks had the fill measured by destructive analysis. The usage of these dash numbers on the GPS satellites starting with Navstar 5 is shown on Figure 1. Table 1 summarizes the operating history of these frequency standards thorough November 1984. Note that 44 months of failure-free, on-orbit operation has accumulated.

CALORIMETRIC MEASUREMENT

The newest technique that is used to determine the amount of Rb fill is making use of a differential scanning calorimeter, Perkin-Elmer DSC-2C. This instrument is used to measure the heat energy required to melt the Rb in a lamp. This allows (using the known heat of fusion of Rb)(6.2 cal/gram) the amount of Rb to be determined with a resolution of a few micrograms. Life test data shows that the Rb consumption (due to Rb diffusion into the glass) closely obeys a power law model and thus allows an estimate of lamp life to be made. The key variable is the initial Rb fill and its measurements.
VCXO ON-ORBIT PROBLEM

Rb Frequency Standard 2 on Navstar 2 was turned on May 2, 1978. At turn-on, the Kalman filter residuals indicated a cyclic error with a period of 54 seconds. The trouble shooting plan to determine which part of the frequency standard was at fault, was to switch the standard to the backup mode, record range data, and process this data to determine the delta range residuals. This data was processed by the Aerospace Corporation. The residual errors showed the same cyclic period as the primary mode except the range error magnitude had increased by a factor of the servo loop gain. This increase in short-term error clearly showed the problem to be associated with the 10.23 MHz VCXO.

Laboratory testing was initiated at both Rockwell and Frequency Electronics Inc., (FEI) the VCXO manufacturer. The initial hypothesis was that the oscillation was caused by either the inner or outer oven heaters. To verify this hypothesis, the outer heater was forced to oscillate with a 30-second period. No effect was observed on the VCXO output frequency. This test verified the problem was not caused by the outer oven.

The investigation of the probable causes of the inner oven oscillation was isolated to two areas:

1. A mechanical bond separation at the thermistor, heater winding, or heater transistor

2. A short across the inner oven feed back resistor.

FEI, after extensive testing including aging, vibration, x-ray, and neutron radiography, could not detect any thermistor bond defects. The conclusion reached was that the oscillation was not related to a bond separation.

A computer simulation of the inner heater circuitry showed that a short across R8 would cause an oscillation with a 53-second period. Laboratory test with a short across this resistor duplicated the spacecraft anomaly. Further investigation of the Autonetics test data indicated that the anomaly was not present prior to launch and therefore was caused by the launch environment. The final conclusion was that the short across R8 was caused by an isolated workmanship defect in the routing of jumper wires in the assembly. This conclusion is substantiated by that fact that the oscillation has not re-occurred on any space vehicle Rb clocks.

A very significant fact about the effectiveness of these changes and the improved reliability can be seen by noting the total operating history of the Dash 3 and subsequent standards. Clock 1 on Navstar 3, has been operating for 73 months; Clock 3 on Navstar 4 for 35 months; and the 44 months accumulated on Navstar's 5 through 8 yield a total of 152 months (approximately 13 years) of failure-free operation.
As previously stated, the first GPS satellite to have a cesium frequency standard (CFS), in addition to three Rb standard, was Navstar 4. A government-furnished engineering development model (EDM-002), built by Frequency and Time Systems (FTS), was installed into GPS-004 on February 17, 1978; successfully completed all ground space vehicle testing; and was launched on December 11, 1978. A total of 493 space vehicle operating hours were accumulated prior to launch. On February 23, 1979, it was turned on, operated correctly for approximately 12 hours, and failed. The results of an Air Force anomaly team concluded that the spacecraft telemetry indications were not conclusive to isolate the exact cause of the problem. The frequency standard had switched to the backup mode of operation because the cesium-half of the power supply was off. There are two possible failures that would cause this condition: (1) the relay that feed: the second inverter could have failed, and (2) the high-voltage power supply could have failed. The conclusion reached was that the cesium-half of the power supply had apparently failed. The results of the team's investigation verified that, if required, the backup VCXO mode of this clock was still operational.

Numerous design changes were incorporated into the pre-production model power supplies. Table 2 is a summary of the operating history of clocks with modified power supplies. PPM-2 operated on Navstar 5 for 31 months with no problems. The unit was turned off because of a space vehicle attitude control problem. PPM-11 operated on Navstar 6 for 44 months. This unit was turned off because of a depletion of cesium. The two dash 0001 Rockwell units on Navstar's 9 and 10 have a total of 7 months operating time. A resultant total of 84 months of operating time has accumulated on all CFS's with no power supply related problems. This record clearly shows that the problem has been corrected.

As stated in the previous paragraph, PPM-11 was turned off because of the depletion of cesium. Under normal operating conditions, the one gram of cesium in these units was considered to be more than adequate to satisfy the specified 5-year operating life of the PPM units. After reviewing the on-orbit operating data, it became apparent that a cesium leak developed in the cesium oven assembly after 8 months of operation. This additional loss of cesium over a 36-month period caused the earlier than expected depletion of cesium. This same problem developed on another PPM unit (S/N 10) during space vehicle testing. The unit was returned to FTS and a failure analysis was performed. The results of this analysis showed that there was a microscopic tunnel in a braze joint in the oven assembly. Because of the suppliers proprietary nature of this information, no additional details are presented.

As a result of this analysis, the following corrective actions were instituted by FTS in both their commercial and high-reliability tube fabrications:

1. A new brazing procedure was developed.

2. Helium leak testing is performed on all brazed joints.
3. Stricter quality control and inspection points were instituted during the fabrication process.

In addition to these actions, FTS also has increased the amount of cesium fill to 1.5 grams to provide an additional safety margin for the production tubes that have 7-1/2 year specification requirement.

The only corrective measure, in effect at the time the tubes were fabricated for the standards on Navstar's 8, 9, and 10, was the stricter quality control and the institution of inspection points. Therefore, the effectiveness of all of these changes will not be fully verified by on-orbit data of the present satellite constellation. However, the Naval Research Laboratory (NRL) has life testing in progress on two tubes that were fabricated with all improvements. Twenty-four months of continuous operating time have been accumulated on each tube with no failures.

Another significant data point demonstrating the reliability of the cesium frequency standards is the testing of PPM-14 at NRL. This unit has the same tube configuration as the units operating on Navstar's 9 and 10. The test started at NRL on November 17, 1982, and is still in progress. Adding to this, the 6-month operating time of PPM-14 at Rockwell yields 30 months of operation with no problems.

RFS LONG-TERM LABORATORY TEST

An unmodeled deviation of a GPS vehicle clock from GPS time, leads to errors in navigational accuracy. These errors may be minimized by the periodic recharacterization of the clocks in terms of the time difference or phase offset, frequency offset, and the frequency drift with respect to GPS time. In the event the vehicle is not uploaded with this data, the rate at which time error is accumulated depends on the validity of the previously uploaded characterization data.

In order to predict precise user time errors for systems such as GPS, David Allan of the National Bureau of Standards (NBS) has published a model (References 1, 2) for the prediction of time error based on the previous performance of the clock in terms of the Allan variance, $\sigma^2(t)$, and the length of test data. This model has set GPS autonomous operation standards and prediction of available navigational accuracy versus time from upload.

An internal project was initiated in an effort to better characterize the Rb frequency standards developed for GPS associated with the autonomous operational goals. In order to perform this task, an 140-day stability test was completed from February to June 1983, with the necessary data taken to calculate drift, time error, and Allan variance. During this test, the phase accumulation between the test RFS and the reference cesium clock, frequency performance, and test telemetry were recorded to determine the actual time prediction error accumulated during the test (Reference 3).

This time prediction error is the difference in the actual phase accumulation and the predicted phase. The time error is sensitive to external and internal environmental influences on the clock.
The beat frequency, $\Delta f/f$, is shown in Figure 3. The frequency was calculated from 1,000-second period average data, which was then averaged over 10 data points to conform to computer storage requirements. Examination of the entire 140-day period shows an initial "warmup" period of about 50 days, during which the drift changes from about minus $6 \times 10^{-14} \Delta f/f$/day to minus $2 \times 10^{-13} \Delta f/f$/day. The frequency drift is relatively constant from Day 50 to Day 140, except for a dip from Day 70 to Day 86. This dip correlates to a drop the clock baseplate temperature of about 0.8°C. This points out the critical role that temperature stability plays with frequency and time prediction error.

The Allan variance, $\sigma_y$, can be calculated both with and without the warmup period data. It can be seen in Figure 4 that the main effect of the behavior is on the long-term values or the "random walk." The total data $\sigma_y$ represents the usual RFS Allan variance signature; whereas, the day 50-150 $\sigma_y$ values are better in terms of random walk. If $\mu$ is the slope of the random walk portion of the Allan variance plot where $\sigma_y - t \mu$ for large $t$, then $\mu = 0.7$ for Day 0 to Day 140 data, and $\mu \approx 0.1$ for Day 50 to Day 140 data.

Excluding the data which was affected by the warmup or temperature change, the time prediction error is found to be very small. This points out the importance to the time error of small temperature changes to the RFS. Since the on-orbit Rb standards now have a baseplate temperature controller that controls the clock temperature to within $\pm 0.1^\circ$C, excellent time error values on orbit are expected as evidenced in Navstar 8.

This test has shown that time prediction error is very sensitive to environmental influences, both external and internal to the RFS. Specifically, the apparent aging of the Rb lamp represents an internal, systematic change and correlates with the clock frequency characteristics. This characteristic influences both the clock warmup time and the apparent random walk portion of the Allan variance. Measuring the long-term Allan variance during this warmup period gives a random walk slope in the $t = 10^3$ to $10^5$ region. However, this does not represent random walk behavior of the clock that has warmed up, but a systematic change. Once the RFS has been on for 50 to 60 days, the lamp voltage curve begins to straighten out and the RFS random walk values decrease dramatically. Data beyond this 60-day warmup period best characterizes the frequency standard if the temperature is held within $\pm 0.1^\circ$C.

It was seen from the baseplate temperature that a 0.8°C temperature plateau resulted in a small frequency shift. For a 15-day period, this gave a 600 to 700-nanosecond offset. This period influenced longer data length prediction intervals before, during, and after the occurrence of the plateau. All subsequent RFS's now are being controlled to $\pm 0.1^\circ$C by a temperature controller.

The final test period (beyond the lamp warmup and the 0.8°C temperature variation) data resulted in excellent time prediction error values with the longer period plots, satisfying the 131-meter, 14-day user range error requirement. This is significant in the view of the GPS autonomous operation requirements, which were previously thought optimized by only the cesium standard.
CONCLUSION

Considering there were no space qualified Rb or cesium frequency standards available 11 years ago at the start of the GPS program, the development and on-orbit performance of both types of standards has been outstanding. This is not to say that this program has not experienced the normal types of problems associated with new hardware. As substantiated by on-orbit performance data, the corrective actions taken to eliminate the problems have been very effective. No transformer or VCXO oven oscillation problems have occurred since the implementation of corrective actions in the Dash 0003 Rb frequency standards. No lamp problems have occurred since the corrective action implementation in the Dash 0004 standards. The same results are apparent in the cesium frequency standards. The corrective actions taken associated with the power supply problem have not re-occurred in any of the PPM or Dash 0001 units. Although there is not sufficient on-orbit data to verify the corrective measures taken to eliminate early depletion of the cesium, more than 24 months of laboratory data have accumulated at NRL that demonstrate the effectiveness of this change.

The validation of the approach taken on the GPS program to have frequency standards with both a primary and secondary mode of operation is very apparent. If this approach had not been taken, both Navstar's 1 and 2 would have been inoperative in less than 3 years. Both Navstar 1 and 2 have been operating in the backup mode for approximately 4 years. The backup mode of operation is still available on all other Navstar space vehicles, if required at some later time to illustrate the effectiveness of this approach. A total (all clocks) of 312 months (26 years) of on-orbit time have accumulated in the primary mode of operation and 428 months (35.7 years) including the backup mode of operation.
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Table 1. GPS Rubidium Frequency Standard Operating Summary (Primary Mode)

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-0001</td>
<td>10</td>
<td>12</td>
<td>B/U</td>
<td>B/U</td>
<td>B/U</td>
<td>B/U</td>
<td>B/U</td>
<td>22</td>
<td>3</td>
<td>Lamps, XPMR</td>
<td>B/U--backup mode must update every orbit</td>
</tr>
<tr>
<td>2</td>
<td>-0001 -0002</td>
<td>6</td>
<td>12</td>
<td>4</td>
<td>B/U</td>
<td>B/U</td>
<td>B/U</td>
<td>B/U</td>
<td>22</td>
<td>3</td>
<td>Lamps, XPMR</td>
<td>Low frequency oscillation Nonoperational</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>16</td>
<td>24</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>44</td>
<td>6</td>
<td>Months of operation/ failure 44/6 = 7.3</td>
<td></td>
</tr>
</tbody>
</table>

New Power Supply XPMR Design (-0003 and subsequent)

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>0003</td>
<td>-0001</td>
<td>2</td>
<td>12</td>
<td>12</td>
<td>11</td>
<td>12</td>
<td>11</td>
<td>73</td>
<td>1</td>
<td>Frequency offset</td>
<td>Second Rb clock on for 79 months (5.8 years)</td>
</tr>
<tr>
<td>4</td>
<td>0003</td>
<td>0</td>
<td>12</td>
<td>12</td>
<td>12</td>
<td>12</td>
<td>11</td>
<td>11</td>
<td>71</td>
<td>2</td>
<td>Lamps</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>2</td>
<td>24</td>
<td>24</td>
<td>24</td>
<td>24</td>
<td>22</td>
<td>144</td>
<td>3</td>
<td>Months of operation/ 144/3 = 48</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Rubidium Lamp Change (-0004 and subsequent)

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>0004</td>
<td>-0005</td>
<td>0</td>
<td>0</td>
<td>10</td>
<td>4</td>
<td>3</td>
<td>17</td>
<td>0</td>
<td>None</td>
<td>None</td>
<td>AVCS problem</td>
</tr>
<tr>
<td>6</td>
<td>0005</td>
<td>0006</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>4</td>
<td>11</td>
<td>15</td>
<td>0</td>
<td>None</td>
<td>None</td>
<td>Cs--Cesium clock</td>
</tr>
<tr>
<td>8</td>
<td>0011</td>
<td>0012</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>12</td>
<td>17</td>
<td>4</td>
<td>None</td>
<td>None</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>0012</td>
<td></td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>4</td>
<td>None</td>
<td>None</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>0</td>
<td>0</td>
<td>10</td>
<td>4</td>
<td>0</td>
<td>24</td>
<td>42</td>
<td>0</td>
<td>None</td>
<td>No failures for 42 months of operation</td>
<td></td>
</tr>
</tbody>
</table>

Table 2. GPS Cesium Frequency Standard Operating Summary

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>4 EDM</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>High voltage power supply</td>
<td>Backup (VCXO) mode still operational</td>
</tr>
<tr>
<td>5 PPM</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>12</td>
<td>11</td>
<td>0</td>
<td>31</td>
<td>0</td>
<td>None</td>
<td></td>
<td>None</td>
<td></td>
</tr>
<tr>
<td>6 PPM</td>
<td>0</td>
<td>0</td>
<td>7</td>
<td>12</td>
<td>12</td>
<td>1</td>
<td>44</td>
<td>1</td>
<td>Depletion of Cs</td>
<td>Backup (VCXO) mode still operational</td>
<td></td>
<td></td>
</tr>
<tr>
<td>9 -0001</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>5</td>
<td>5</td>
<td>None</td>
<td></td>
<td>None</td>
<td></td>
</tr>
<tr>
<td>10 -0001</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>None</td>
<td></td>
<td>None</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>0</td>
<td>7</td>
<td>20</td>
<td>24</td>
<td>21</td>
<td>8</td>
<td>82</td>
<td>2</td>
<td></td>
<td>Months of operation/ failure 82/2 = 41</td>
<td></td>
</tr>
<tr>
<td>PPM 14</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Additional testing: 24 months at NRL, 8 months at Rockwell</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
A MINIATURE TACTICAL Rb FREQUENCY STANDARD
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ABSTRACT

Work on an innovative design for miniature rubidium frequency standards has reached the pre-production demonstration stage at Litton Guidance and Control Systems. Pre-production units have been built and tested under contract to the Rome Air Development Center of the U.S. Air Force Systems Command. The units, which are designed for use in tactical military applications, feature fast warm-up, low power consumption, and vibration insensitivity. The output stability under vibration is maintained without the need for external shock-mounts. The design objectives and test results are discussed.

INTRODUCTION

Reported herein are design considerations and preliminary test result of the pre-production model Tactical Rubidium Frequency Standard (TRFS) developed by the Guidance and Control Systems Division, Litton Systems, Inc., under contract with the Rome Air Development Center of the U.S. Air Force Systems Command.1

The TRFS must be capable of operating under severe environmental conditions, specifically extreme operating temperatures and vibrations. An innovative design of a rubidium frequency standard was necessary in order to meet these requirements and to realize small size, fast warm-up, and low power consumption. Several design features are considered unique to the Litton TRFS and are discussed briefly. The Litton TRFS development program has reached the pre-production demonstration stage, and further developmental efforts are continuing. Presented in this paper are preliminary test results available from the Litton pre-production model TRFS at the demonstration stage. The Litton TRFS is shown in Figure 1, and measures 3-1/4" W x 4-1/2" L x 3-1/4" H excluding connectors.

*Presently Manager of Rb Freq. Std. at Frequency Electronics Inc., Mitchel Field, N.Y.
Rubidium Physics Package

Shown in Figure 2 is the Litton TRFS physics package module. The module contains a Rb$^{87}$ electrodeless discharge lamp and lamp driver circuitry, a 6.8 GHz microwave cavity, and a pair of coils generating a uniform magnetic field. A separate Rb$^{85}$ filter cell and a Rb$^{87}$ resonance cell are located inside the microwave cavity. Both cells are of cylindrical shape, 12 mm dia x 8 mm length. The rubidium light from the lamp is directed through optical lenses to the filter cell, the resonance cell, and finally to the photodetector mounted on the outside of the microwave cavity.

The glass envelope of the lamp is designed to allow strong adhesion of liquid rubidium onto the glass wall, a desired feature for a lamp to be vibration resistant. The lamp driver circuitry is of the conventional type, modified for fast lamp start-up. The lamp starts within 10 sec and 30 sec at room temperature and at -55°C, respectively. Lamp start up in a "wrong discharge mode" is prevented through an electronic control under all power off-on conditions.

Both the lamp housing and the cavity are maintained at elevated temperatures by strip heaters. The strip heaters represent an extended uniform heat source, rather than a point source, and tend to reduce the temperature gradient across the heated block. Unique design of the strip heater temperature control circuitry minimizes stray magnetic fields, which would cause an excessive frequency shift when heater current changes, for example, as a function of environmental temperatures.

The microwave cavity is of rectangular shape as described previously.$^{2,3}$ The extremely small size of the cavity has resulted in rapid warm-up, as it will be shown later, with low peak warm-up power.

The entire physics elements are enclosed within two layers of magnetic shields. The outer shield, which is seen in Figure 2, measures 1-3/8" x 1-3/8" x 3". Its performance characteristics are similar to those described previously.$^4$

VCXO

The VCXO is a self-contained module (1.2" x 1.2" x 2.4") complete with heaters and oscillator electronic circuitry.$^5$ The quartz crystal in the VCXO is a SC-cut 10 MHz crystal having an acceleration sensitivity of $Y = 4 \times 10^{-6}$/g. The VCXO module is mounted on a set of wire-suspended vibration isolators inside the TRFS package.

The wire-suspended isolators were chosen instead of the conventional rubber-type primarily due to their consistent
Figure 3  Fractional Frequency Shift versus Vibration Frequency for Vibration Input (a) along the Optical Axis, and (b) along the Axis Perpendicular to the Baseplate
Figure 4  Fractional Frequency versus Time from Turn-on (a) at Room Temperature with Natural Convection, and (b) at -55°C with Forced Air
characteristics under all temperatures. (The rubber mounts tend to harden at low temperatures.) The isolator transmissibility is designed to have a minimal resonance rise while providing a high attenuation of vibration inputs at high frequencies.

Vibration-induced sidebands of the VCXO output, including those at the isolator resonance rise, are minimized by a fast VCXO control servo loop (bandwidth =100 Hz).

Vibration Sensitivity Design Considerations

Sources of vibration sensitivity in a conventional rubidium frequency standard have shown to be both the VCXO and the physics package. Since the output of a rubidium frequency standard is essentially that of a VCXO, vibration-induced sidebands of the VCXO appear directly in the frequency standard output at all vibration frequencies. In most frequency standard applications, either as a clock or as a stable, low-noise frequency source, the vibration-induced sidebands do not appear to be a serious drawback at high vibration frequencies. In order to improve the low frequency vibration sensitivity of the Litton TRFS over that of a conventional rubidium frequency standard, a large bandwidth (>100 Hz) is implemented in the VCXO control servo loop.

Unlike a VCXO, the physics package is not intrinsically vibration sensitive. Vibration sensitivity of the physics package is generally considered as an engineering design challenge. In a typical mechanization of a rubidium frequency standard such as the Litton TRFS, rubidium atomic resonance signal is in the form of a modulated (ac) light intensity riding on top of a large dc light background. The ac portion of the light, i.e., the resonance signal, is an extremely small fraction of the total light intensity detected by the photodetector. The ac signal is demodulated in a conventional phase sensitive detector, and processed further to generate dc control voltage for the VCXO.

Any spurious modulation in the detected dc light intensity in addition to the resonance signal, generates an erroneous control voltage. Such an effect is most significant when the spurious modulation frequency is close to the modulation frequency \(f_{mod}\) of the phase sensitive detector. The spurious modulation may be a result of, for example, periodic displacement of the lamp with respect to the photodetector under vibration. The TRFS physics package is designed for maximal mechanical integrity of the whole while allowing for adequate thermal isolation of the different components operated at different temperatures.

Vibration-induced sidebands of the VCXO also cause spurious light intensity modulation. The VCXO control servo loop is upset when the vibration frequency is close to \(2xf_{mod}\). In order to reduce the vibration input at this frequency, the Litton TRFS incorporates a shock-mounted VCXO.
Electrical Design

One important aspect of the electrical design is to minimize spurious signals which may upset the VCXO control servo loop resulting in an erroneous output frequency. Any spurious signal at frequencies close to... upset the VCXO control loop as a spurious light intensity modulation does. The interference effects observed in a rubidium frequency standard operating in the vicinity of others demonstrates the effect of the spurious signal pick-up. Spurious signals may be picked up from the voltage ripple present in the input power line, if not regulated adequately.

The Litton TRFS accepts two separate power inputs: one for all heaters and the other for all electronics. Both power inputs may be 22V to 33VDC with ripples as large as 3Vrms at audio frequencies, and may contain high voltage transients.

Voltage regulation for electronics is accomplished by a switching DC/DC converter followed by a linear regulation stage. This combination provides adequate ripple regulation and constant power dissipation at all input voltage conditions. The feature of constant power dissipation minimizes input voltage dependent frequency shift (via temperature dependence of output frequency).

The 6.8 GHz resonance interrogation frequency is generated by a step recovery diode (SRD), which is driven by ~40 MHz. Direct frequency synthesis technique is used to generate 40 MHz from the VCXO 10 MHz.

The rubidium resonance signal is detected in a conventional way with sinusoidal modulation technique. The modulation waveshape is generated piecewise digitally through dividing the VCXO 10 MHz and adding the resultant square waves with proper amplitudes.

Temperature control circuitry, which maintains the lamp and the cavity at elevated temperatures, is of high gain, and utilizes both proportional and integral gain. Combination of unique circuit design and the strip heater minimize the stray magnetic field generated by heater current.

The entire circuitry is contained in five circuit cards, each having the size of ~3"x3". Each card contains more than one layer of ground plane which acts also as heat paths for electronic components. Neither hybrids nor LSI's are used in the entire design; all components are discrete devices.

All material, components, processes and construction methods are in accordance with the governing military specifications and/or with the accepted military practice.
The Litton TRFS package is designed with a modular concept: five circuit cards, EMI filter-multipin connector module, physics package, and VCXO module. One of the five circuit cards is a mother board into which all modules are plugged. No hard-wiring is necessary between the modules; miniature RF connectors are used for all coaxial cable connections.

The package bonding is per the governing military specification. The case may be sealed by laser-weld, if necessary, for water immersibility. Heat dissipation is accomplished primarily by conduction through chassis structure to the baseplate.

Vibrational characteristics of the entire structure were studied by finite element method, and were determined to be satisfactory.

PRELIMINARY TEST RESULTS

The TRFS development program has reached a demonstration stage at Litton. As a part of planned design verification tests, the TRFS unit has been subjected to a number of functional and environmental tests. Design modifications are planned if the test results warrant them. Such modifications, if necessary, are expected to be minor in nature. When completed, the TRFS unit will be subjected to rigorous military qualification testing. Discussed in this section are the test results available to date. Design verification tests are continuing.

Sinusoidal Vibration

Figure 3a and 3b are the plots of fractional frequency shift versus vibration frequency under sinusoidal vibration of ±1g peak acceleration for vibration inputs along the optical axis and along the axis perpendicular to the baseplate, respectively.

The optical axis is parallel to the baseplate. Bandwidth of the frequency measurement system including the strip-chart recorder is a few Hz, while the vibration input is swept from 10 Hz to 2kHz at a rate of one octave/min. The horizontal axis of Figures 3a and 3b is, however, linear in time.

Referring to Figure 3a, the observed frequency shift is less than \( \pm 3 \times 10^{-10} \) from the nominal under all vibration frequencies including those of \( f_{\text{mod}} \) and at 2x\( f_{\text{mod}} \).

Figure 3b is for vibration input applied along the axis perpendicular to the baseplate, and shows no observable frequency shift within \( \pm 2 \times 10^{-10} \) under all vibration frequencies except as noted below.
A large unexpected frequency shift was observed in Figure 3b, when vibration frequency is close to $f_{mod}$. Investigation revealed that a fastening screw was loose during the test causing the microwave cavity rock excessively within the physics package.

We note that no measurable frequency shift was observed at vibration frequencies close to $2f_{mod}$, and that output frequencies are well behaved at low vibration frequencies. No loss of resonance lock were seen during the measurement.

**Audio Susceptibility**

Audio susceptibility refers to the TRFS output frequency dependence on the audio frequency voltage ripple present in the input power. Test was conducted with a 3Vrms ripple added to the nominal dc voltages applied to the power input for electronics. The ripple frequency was varied slowly from 5 Hz to 2K Hz dwelling for an extended period of time at ripple frequencies equal to $1/2f_{mod}$, $f_{mod}$, and $2f_{mod}$. No frequency shift was observed beyond the measurement precision ($\pm 2 \times 10^{-10}$).

**Warm-up and Power Consumption**

Figures 4a and 4b are typical output frequency behavior during warm-up after temperature soak at room temperature (natural convection) and at -55°C (forced air), respectively. Warm-up test results are summarized in Table I.

<table>
<thead>
<tr>
<th>Time After Power-On</th>
<th>Room Temp</th>
<th>-55°C</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lamp Start</td>
<td>8 sec</td>
<td>28 sec</td>
</tr>
<tr>
<td>Resonance Lock</td>
<td>1 min 12 sec</td>
<td>2 min 22 sec</td>
</tr>
<tr>
<td>Warm-up to $5 \times 10^{-10}$</td>
<td>1 min 39 sec</td>
<td>2 min 49 sec</td>
</tr>
<tr>
<td>from the final freq.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total Steady State Power</td>
<td>10.4 watts</td>
<td>19.5 watts</td>
</tr>
<tr>
<td>Total peak power during warm-</td>
<td>84 watts for 20 sec</td>
<td>84 watts for 42 sec</td>
</tr>
</tbody>
</table>
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Temperature

No measurable frequency shift was observed beyond the measurement precision ($\pm 2 \times 10^{-10}$) when the TRFS was subjected to environmental temperature steps ranging from -55°C to +71°C.

Orientation

A rubidium resonance frequency may be orientation dependent under the influence of earth magnetic field. Displacement of physics elements with respect to each other under gravitation may also be a source of orientation dependency. In a properly designed physics package, both of these effects are considered to be negligible. Perhaps the most significant orientation dependence of the TRFS output frequency arises from its temperature sensitivity. This is because the rate of heat dissipation, and therefore the baseplate temperature of the TRFS, depend on the orientation. Such a temperature-related frequency shift was reported by others while measuring static g-sensitivity of an oven-controlled crystal oscillator.

The TRFS unit was positioned at various orientations while its output frequency was monitored continuously. The unit was held fixed at each orientation for an extended period of time in order to observe any temperature-related frequency shift. No measurable frequency shift was observed above the measurement precision ($\pm 2 \times 10^{-10}$).

Input Voltage Variation

Similar argument presented for the orientation dependence applies to the input voltage dependence. If a unit depends solely on a linear voltage regulator whose heat dissipation depends greatly on the input voltage level, temperature dependence of the output frequency may be manifested as if it were the voltage dependence. As discussed earlier, the Litton TRFS incorporates a switching DC/DC converter followed by a linear regulator.

The Litton unit was powered at +22 Vdc and then the input voltage was varied to 33 Vdc by steps of a few volts. At each voltage, the unit was operated for an extended period of time to observe temperature-related frequency shift. No measurable frequency shift was observed with measurement precision of $\pm 2 \times 10^{-10}$.

Short-Term Stability

Short-term stability of $\pm 4 \times 10^{-11}$ at 1 sec averaging time was measured with phase noise $\pm 70$dB/Hz at 1 Hz away from the 10 MHz carrier. Note that the measured stabilities are those of physics resonance signal, not those of VCXO. Physics stability of $\pm 2 \times 10^{-11}$ is obtainable, if desired, with a minor modification.
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QUESTIONS AND ANSWERS

ALAN JENDLY, OSCILLOQUARTZ: I have a question regarding the g-sensitivity, the static g-sensitivity.

MR. KWON: All right.

MR. JENDLY: You mentioned that you are using an oscillator which typically has a static g-sensitivity of four parts in ten to the minus ten per g.

MR. KWON: That's correct.

MR. JENDLY: You also mentioned that you are using it at a bandwidth of about 100 Hz, I believe. Then you say that this device, the complete device, is totally insensitive to orientation.

My question is: If you take this device and slowly rotate it by 180 degrees, and 90 degrees within the three axes, don't you measure those four parts in ten to the ten?

MR. KWON: The answer to that question is no, because we have a very fast servo loop. So, the orientation dependence of the VCXO is servoed out by the physics package.
The rubidium-crystal oscillator hybrid (RbXO) will make precise time available to systems that lack the power required by atomic frequency standards. The RbXO consists of two subassemblies in separate enclosures. One contains a small rubidium frequency standard (RFS) without its internal oven-controlled crystal oscillator (OCXO), plus interface circuits. The second contains a low-power OCXO, and additional interface circuits. The OCXO is ON continuously. Periodically, e.g., once a week, the user system applies power to the RFS. After the few minutes necessary for the warmup of the RFS, the interface circuits adjust the frequency of the OCXO to the RFS reference, then shut off the RFS. The OCXO enclosure is separable from the RFS enclosure so that manpacks will be able to operate with minimum size, weight, and power consumption, while having the accuracy of the RFS for the duration of a mission.

A prototype RbXO's RFS has operated successfully for 4200 ON-OFF cycles. Parallel efforts on a Phase II RbXO development are in progress. Two sources for the RbXO are scheduled to be available during 1986.

INTRODUCTION

The rubidium-crystal oscillator hybrid (RbXO for short) is intended to satisfy the requirements of systems that need frequency (or clock) accuracies that are currently beyond the capabilities of crystal oscillators, but which cannot tolerate the high power consumption of atomic frequency standards.

Rubidium frequency standards (RFS) typically have about 100 times better long-term stability than the best oven-controlled crystal oscillators (OCXO's). RFS's, however, also consume about 100 times more power than the lowest-power-consuming OCXO. The RbXO will provide the best qualities of both types of oscillators, i.e., it will have the long-term stability of a RFS with only slightly more power consumption than the OCXO.

PRINCIPLE OF OPERATION OF THE RbXO

A RFS normally consists of an atomic (Rb) resonator, an oven controlled crystal oscillator (OCXO), plus multiplier and feedback circuits, in a single enclosure. The RbXO consists of two subassemblies in separate
enclosures. One contains a small RFS, without the OCXO, plus interface circuits. The second contains a low-power OCXO and additional interface circuits. The OCXO is ON continuously. Periodically, the user system applies power to the RFS. After the few minutes necessary for the warmup of the RFS, the interface circuits adjust the frequency of ("syntonize") the OCXO to the RFS reference, then shuts off the RFS. For manpack applications, the OCXO subassembly will be separable from the rest of the RbXO so that the manpack can operate with minimum size, weight, and power consumption, while having nearly the accuracy of the RFS for the duration of a mission.

The following will illustrate how the RbXO is expected to operate. The RFS is expected to be able to maintain a frequency accuracy of \( \pm 1 \times 10^{-9} \) for a period of ten years when operated in a duty-cycling mode (e.g., 5 minutes ON time per week). The OCXO can be expected to have an aging (or "drift") rate of better than \( 1 \times 10^{-10} \) per day when operated for extended periods, and a maximum frequency offset, due to all other factors, of \( \pm 1 \times 10^{-9} \). One can then determine the worst-case time errors for various scenarios. For example, if the RbXO syntonizes the OCXO once a week, then, for any period of a month after synchronization, the RbXO will be able to maintain a time accuracy of better than ten milliseconds (i.e., under this scenario the worst-case offset would be \( 2.7 \times 10^{-9} \)).

For comparison, the same OCXO without the RbXO would accumulate an offset, due to aging alone, of about \( 3 \times 10^{-8} \) one year after its calibration. At that time, it would be able to maintain an accuracy of only 100 msec for a one month resynchronization interval. If the user needed 100 msec per month or better accuracy, then the OCXO would have to be returned to depot for recalibration at intervals of one year or less.

**POTENTIAL RbXO APPLICATIONS**

One can envision several potential military applications for the RbXO. Examples are:

1. Manpacks and teampacks
2. Vehicles - where, although sufficient power is available for a RFS while the vehicle generator is ON, precise time must be maintained even when the generator is OFF.
3. Troop transport vehicles - after the vehicle transports the troops into the field, the RFS stays with the vehicle, the OCXO's in the manpack(s) are disconnected from the RFS at the start of a mission, and are reconnected at the conclusion of the mission.
4. Missiles and remotely piloted vehicles (RPV) - the RFS stays with the launcher, the OCXO goes with the missile or RPV.

**THE OCXO**

A miniature, low-power OCXO is a key part of the RbXO. The main candidate for this is the Tactical Miniature Crystal Oscillator (TMXO),\(^1\) which is currently the subject of a Manufacturing Methods and Technology contract with Bendix, Inc. Since the TMXO is not yet available in production quantities, and in order to minimize the risk associated with this task, the RbXO technical requirements specify that "The RbXO interface shall
be capable of interfacing with either a 10 MHz TMXO, or any 10 MHz Hewlett-Packard 10811 equivalent OCXO, or any comparable stability OCXO." If, for whatever reason, the TMXO is not available, the power consumption of the RbXO would be higher because other OCXO candidates consume several times more power.

RbXO ENERGY CONSUMPTION AND TIME AND FREQUENCY UNIT

Significantly lower energy consumption is one of the major advantages of the RbXO over continuously operated RFS's. A comparison of the expected RbXO performance with: the performance of a RFS; the expected performance of production TMXO's; and an HP 10811 type OCXO (e.g. the Piezo Crystal model no. 007) is shown in Table 1. The comparison is based upon the Efratom M1000 specifications for the RFS, the use of the TMXO for the OCXO of the RbXO, and assumes that a pair of lithium batteries\(^2\) (BA-5590/U) are available for powering the oscillators. The RbXO increases the battery life from less than a day with a continuously operated RFS, to 52 days.

Each BA-5590 has a capacity of about 6.5 Ah, and a volume of 883 cm\(^3\). Therefore, a "time and frequency unit" consisting of an RbXO, two BA 5590's, a time code generator and a frequency distribution system could operate continuously without battery replacement for over a month while occupying a volume on the order of 3200 cm\(^3\) (195 in\(^3\)), e.g., a box of size 14 cm X 15 cm X 15 cm (5½" X 6" X 6½").

PHASE I RbXO DEVELOPMENT

During Phase I of the RbXO Development effort (under an FY-83 contract with Efratom, Inc.), a breadboard RbXO was designed and constructed. The breadboard consists of an Efratom M1000 RFS, and an interface box that contains the interface circuits, a government furnished miniature OCXO (the "TMXO"), a time-of-day clock, and a timer with which the ON-OFF intervals of the RFS can be set. The dimensions of the interface box are about 17" X 16.5" X 6". A copy of the Phase I final report is available to qualified requesters from the Defense Technical Information Center.\(^3\)

RbXO PROTOTYPE TEST RESULTS

As the reliability under intermittent operation is a major uncertainty about the RbXO approach, as soon as the RbXO prototype was received in April 1984, it was placed on test at laboratory ambient temperature. The interface box was set to turn on the RFS once an hour for 5 minutes each time. The time error was measured by comparing the RbXO's 1 pps output with that of a Hewlett-Packard 5601 cesium standard.

During the first 700 hours (i.e., 700 on-off cycles), the average time error was about 8 microseconds per day. Changing the ON time changed the slope of the accumulated time error curve; e.g., increasing the ON time to 6 minutes resulted in a slope of about 10 microseconds per day (which corresponds to an average frequency offset of 1.2 X 10\(^{-10}\)). The variation of time error with ON time was the result of the variation of the RFS's frequency offset with warmup time.
<table>
<thead>
<tr>
<th></th>
<th>RFS alone</th>
<th>RbXO with TMXO</th>
<th>TMXO alone</th>
<th>HP 10811-type OCXO's alone</th>
</tr>
</thead>
<tbody>
<tr>
<td>Power consumption at -55°C</td>
<td>20W</td>
<td>0.35W</td>
<td>0.25W</td>
<td>4W</td>
</tr>
<tr>
<td>Power consumption at 0°C</td>
<td>17W</td>
<td>0.25W</td>
<td>0.15W</td>
<td>2.5W</td>
</tr>
<tr>
<td>Battery life, at 0°C, with two BA-5590/U's</td>
<td>18 hours</td>
<td>52 days</td>
<td>86 days</td>
<td>5 days</td>
</tr>
<tr>
<td>Size</td>
<td>790 cm³</td>
<td>&lt;1300 cm³</td>
<td>17 cm³</td>
<td>230 cm³</td>
</tr>
<tr>
<td>Aging per year (1st year)</td>
<td>2 x 10⁻¹⁰</td>
<td>6 x 10⁻¹⁰</td>
<td>3 x 10⁻⁸</td>
<td>3 x 10⁻⁸</td>
</tr>
<tr>
<td>Short term stability σₙ(τ) 1 sec ≤ τ ≤ 10 sec</td>
<td>3 x 10⁻¹¹ (τ¹⁄₂)</td>
<td>5 x 10⁻¹²</td>
<td>5 x 10⁻¹²</td>
<td>5 x 10⁻¹²</td>
</tr>
<tr>
<td>Temperature stability</td>
<td>3 x 10⁻¹⁰</td>
<td>1 x 10⁻⁹</td>
<td>1 x 10⁻⁹</td>
<td>1 x 10⁻⁸</td>
</tr>
</tbody>
</table>

Table 1. Oscillator comparisons
After about 1500 on-off cycles, the RFS was cooled to -45°C, while the interface box remained at laboratory ambient. The slope of the time error vs. elapsed time changed to -25 microseconds per day. After about 90 on-off cycles at -45°C, the RFS's internal crystal oscillator failed to hold lock; i.e., it would lock for a few seconds, then unlock, then lock, etc. When the temperature was increased gradually, reliable locking started to occur at about +10°C. After cooling again, the failure to lock was reproduced.

The RFS was returned to Efratom for failure analysis. Efratom confirmed the failure at low temperatures and determined that the cause of failure was insufficient gain in the crystal oscillator circuit. Replacement of the crystal oscillator and resetting the crystal oscillator gain corrected the problem. Since the RFS in the Phase II and production RbXO's will not contain an internal crystal oscillator, this failure is not significant.

After receipt of the repaired RFS, the on-off cycling was continued at room ambient for 1176 cycles. The RFS was then temperature-cycled daily for 38 days between -55°C and +70°C, and on-off cycled about hourly during this 38 day period, for a total of 840 on-off cycles. The time error was measured each day after stabilizing the temperature at 60°C. The accumulated time error vs. elapsed time had a slope of -51 μsec per day, as shown in Figure 1, indicating a constant frequency offset of -5.9 x 10^-10.

![Figure 1. Time error vs. elapsed time](image)
During the temperature cycling, frequency vs. temperature data was collected once a week during a cycle from -55°C to +70°C to -55°C. The RFS was ON continuously during the frequency vs. temperature run. The result of one such run is shown in Figure 2. The frequency excursion was within the M-1000's 3 X 10^-10 specification.

![Figure 2. RFS frequency vs. temperature characteristic.](image)

The on-off cycling history of the RbXO prototype RFS is summarized in Table II. The summary includes 600 cycles the RFS experienced at Efratomm prior to shipment. That the RFS stayed within specifications for over 4200 on-off cycles (aside from the failure of the RFS's internal crystal oscillator) is very encouraging because it indicates that inherent failure mechanisms due to on-off cycling do not exist. Of course, additional units need to be tested. Sixteen additional units are scheduled to be tested during the Phase II RbXO development, as is described below.

Upon completion of the 4206 on-off cycles, the RbXO prototype RFS was placed on long-term aging while continuously ON, initially at 23°C. The results for the first 44 days at 23°C are shown in Figure 3. (Straight lines in the curve indicate that no data was collected during the period.) On day 12, a momentary power interruption resulted in a frequency offset of -4 X 10^-11 and an increased aging rate. On day 25, an intentional 10-second power interruption returned the frequency to its previous value. The cause of this "glitch" has not yet been determined. However, if we ignore the offsets, the total aging is 7 X 10^-12 in 44 days, and the aging rate at day 44 is about 1 X 10^-13 per day.
RbXO BREADBOARD RFS HISTORY

(APRIL 1984 TO NOVEMBER 1984)

<table>
<thead>
<tr>
<th># ON/OFF CYCLES</th>
<th>TEMP</th>
<th>TIME ERROR/DAY</th>
<th>REMARKS</th>
</tr>
</thead>
<tbody>
<tr>
<td>600</td>
<td>23</td>
<td>--</td>
<td>AT EFRATOM</td>
</tr>
<tr>
<td>1500</td>
<td>23</td>
<td>8 μSEC AVG</td>
<td>INTERNAL XO FAILED</td>
</tr>
<tr>
<td>90</td>
<td>-45</td>
<td>ERRATIC</td>
<td>NO DATA TAKEN</td>
</tr>
<tr>
<td>1176</td>
<td>23</td>
<td>--</td>
<td>-55 TO 70 DEG. C</td>
</tr>
<tr>
<td>840</td>
<td>T CYCLED</td>
<td>51 μSEC AVG</td>
<td>TOTAL NUMBER OF CYCLES.</td>
</tr>
<tr>
<td>4206</td>
<td>VARIOUS</td>
<td>--</td>
<td></td>
</tr>
</tbody>
</table>

TABLE II

Figure 3. RFS aging after 4200 on-off cycles
PHASE II RbXO DEVELOPMENT

On 26 June 1984, two firm fixed price contracts were signed for Phase II of the RbXO program, one with the Efratom Division of Ball Corp., the other with E.G.& G., Inc. The total cost of the two contracts is $668,000. Both companies are to meet the same requirements and both programs are of 18 months duration. Salient features of the requirements are:

1) Size: 80 cu. in. (517 cm³) plus the size of the OCXO
2) Operating temperature range: -55°C to +68°C
3) RFS thermal retrace/hysteresis: 5 x 10⁻¹¹ at all operating temperatures
4) RFS frequency vs. temperature: ±4 x 10⁻¹⁰
5) RFS aging after 30 days at 60°C ambient: 1 X 10⁻¹² per day
6) Power consumption at -55° (after warmup): 23W for the RFS, 80mW for the interface circuits
7) Hardened to tactical radiation levels,
8) Usable with 5MHz and 10MHz OCXO's
9) Deliverable hardware from each contractor: 8 RbXO's, four of which have passed the design verification test, plus four which are to be tested by the government, and 3 RbXO demonstrators that include a digital clock and timer for turning the RFS ON periodically.

THE DESIGN VERIFICATION TEST

This requirement of the Phase II RbXO development calls for the RbXO to be temperature-cycled from -55°C to +68°C to -55°C once a day, and for the RFS be turned ON and OFF twenty times a day for a total of 3600 on-off cycles, according to a specified schedule. This test is intended to uncover failure mechanisms and stability changes due to the duty cycling mode of operation.

Prior to this program, there had been only hearsay type of information on the stability and reliability of RFS's operating intermittently. A major goal of the Phase II RbXO program is to determine the degree of risk due to the intermittent operation and to minimize the risk through proper RbXO design. A second goal is to determine the stability of RFS's under intermittent operation.

RbXO SCHEDULE

The RbXO program schedule of major milestones is as follows:

1. Breadboard phase: complete
2. Design and build: August 1984 to March 1985
3. Design verification test by contractors: March 1985 to September 1985
5. Design verification tests by government: December 1985 to June 1986

Milestones 3 to 6 assume that the contractors' design verification tests...
are successful on the initial attempts. If failures occur, contractors will have to correct the problem and repeat the tests. The schedules will then slip.

CONCLUSIONS

The RbXO will make precise time available in systems that lack the power required by atomic frequency standards. The feasibility of the RbXO has been demonstrated. That the prototype RFS has operated properly for 4200 on-off cycles is encouraging. (If the RFS is on-off cycled once a week, the 4200 cycles correspond to an 80 year life!)

Parallel efforts on the Phase II RbXO development are in progress. Two sources for the RbXO are scheduled to be available during 1986.
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NEW FEATURES OF DIFFERENT FREQUENCY GENERATING SYSTEMS DUE TO THE USE OF ELECTRODELESS RIGIDLY MOUNTED BVA QUARTZ CRYSTAL RESONATOR
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ABSTRACT

Design and production data of BVA quartz crystal resonators and oscillators have been presented in the past at the Frequency Control Symposium. [1,2,3,4]

The BVA 5 MHz crystal equipped frequency sources exhibit a new blend of remarkable performances such as 10-11 daily stability, 5x10-13 short term stability (1 to 30 s time intervals) and close to the carrier low phase noise (1 Hz : -120 dBC, 10 Hz : -140 dBC), whereby retaining the customary crystal oscillator benefits of small volume, high reliability and low price, as opposed to more sophisticated frequency generators which would be required to achieve comparable performances.

Examples illustrating the impact of the Oscilloquartz BVA OCXO in different frequency generating systems will be presented:
- in cesium frequency standards
- in a hydrogen frequency standard
- in a precision distribution sub-system for satellite ground stations
- in high hierarchy exchanges of digital networks, synchronized by the master-slave method
INTRODUCTION

Over the past 4 years, OSCILLOQUARTZ S.A. went through the various and challenging steps of turning the basic "BVA CONCEPT" into an industrial product, then to put that product into the field. This paper intends to focus on the last portion of the program, namely to describe where and why BVA oscillators have been chosen for various frequency generating devices, and how such devices benefit from the BVA technology.

PRODUCT DESCRIPTION: BVA RESONATOR

The BVA unit we are discussing here, consists of an "electrodeless" resonator at 5 MHz, 5th overtone, AT-cut, which is decoupled from his mounting structure by 4 bridges. These bridges are precisely made (width: 0.4 mm) and located and serve the purpose of keeping the mounting stress away from the active center part (resonator) as much as possible. The electrodes are evaporated on two counterpieces, like condensors, also made of AT quartz blanks with the same cutangle as the resonator blank (see fig. 1). The 3 parts are rigidly held together with stainless steel clips, and the whole sandwich is spring-mounted into a rigid cage consisting of a base plate and a cover plate which are fixed to four columns. The BVA assembly is mounted in a cold-weld enclosure with a chimney which enables to bake out the finished resonator at 250°C while pumping it to 10⁻⁸ mbar with a cryo pumping system and sealing the enclosure by a pinch-off process (see fig. 2).

This fairly complex structure offers many advantages, namely:
- the "electrodeless design" eliminates most of the problems linked to surface perturbations and ion migrations
- the use of a crystal resonator mounting made out of quartz material eliminates the problems linked to discontinuities, relaxation and stresses in the mounting points
- the reduction of space surrounding the active part eliminates the problem linked to contamination

Typically, the BVA resonator provides the following characteristics (: MHz AT 5th overtone unit) :

\[
\begin{align*}
Q & = 2.5 \times 10^6 \\
R_1 & = 80 \, \Omega \\
C_1 & = 1.02 \times 10^{-6} \, \text{pf} \\
C_0 & = 4.1 \, \text{pf}
\end{align*}
\]
**FIGURE 1**: EVA INNER ASSEMBLY

**FIGURE 2**: EVA RESONATOR (COMPLETE)
FIGURE 3: OSCILLATOR BLOCK DIAGRAM (MODEL 8600/8601)

FIGURE 4: BVA OSCILLATOR (MODEL 8600/8601)
PRODUCT DESCRIPTION : BVA OSCILLATOR

To match the outstanding performances of the resonator, the electronics of our best OCXO B-5400 has been redesigned, with high emphasis on low noise and high stability at all levels of the package. Basically, the BVA oscillator (so-called 8600 or 8601) includes the following sub-sections (see fig. 3 and 4).

Inside the oven assembly : - BVA resonator
- 5 MHz oscillator and automatic gain control
- Frequency pulling network
- Oven control circuit
- 17 V/7 V voltage regulator

Outside the oven assembly : - thermal isolation
- 24 V/17 V voltage regulator
- Dual output buffers
- Mechanical frequency adjustment

The most significant features and performances of the BVA oscillator can be outlined as follows (typical values):

- Long term stability : \( \leq 1 \times 10^{-10} \) /month
- Short term stability (\( \sigma_t \)) : \( \leq 5 \times 10^{-13} \) for \( t = 0.2 \) to 30 sec
- Phase noise (\( S_{\phi} \)) : at 1 Hz = -120 dB / at 100 Hz = -150 dB
- Static "g" sensitivity : 5x10^{-10} /g

In these areas, the BVA oscillator has considerably improved the performances obtained with commercially available OCXOs, and has set new standards to this category of frequency sources. This further, closes the gap between the best OCXOs and the Rb sources offered on the market.

It should also be noted that due to its relative simplicity, the BVA oscillator compares very advantageously to its nearest atomic competitor (rubidium standards) both in terms of prices and reliability.

We shall now take a closer look at the various possibilities offered with this device, when integrating it into various frequency generating systems.
APPLICATION IN CESIUM FREQUENCY STANDARDS

Combined requirements for high accuracy and good spectral purity of the output signal can be found in Doppler Radar Networks, where many observation sites must operate in perfect synchronization.

A cesium standard with BVA oscillator offers the ideal solution to fulfill these requirements:

- the cesium accuracy enables plesiosynchronization of the network while the BVA oscillator guarantees the spectral purity of the distributed output

The crystal oscillator in a cesium frequency standard loop (see fig. 5) serves the following purposes:

- provides a 5 MHz output to the user and to the multiplier chain
- contributes to the determination of the loop time constant
- contributes to the phase performances of the output signal ($\Psi$) for Fourier frequencies located above the loop band-width
- contributes to the short term stability performances of the output signal ($\Delta T$) for the time intervals ($T$) shorter than the loop time constant

For a given device (in our example, the cesium oscillator OSA 3000), the replacement of the flywheel oscillator (conventional AT-PS OCXO) by a BVA oscillator results in the following advantages:

POSSIBILITY TO INCREASE THE LOOP TIME CONSTANT FROM 1 TO 3 sec (SHORT)
AND/OR 10 TO 30 sec (LONG)

A conventional AT-cut, 5th overtone crystal oscillator has a typical static g-sensitivity of 2x10-9/g while the BVA oscillator improves that figure by a factor of 4 (typically 5x10-10/g). In the cesium loop, the BVA oscillator can therefore be more loosely locked to the cesium beam tube, thus allowing a better exploitation of its superior short term stability and spectral purity.

IMPACT ON THE PHASE NOISE PERFORMANCES

With a time constant set to either 3 or 30 sec, the cesium standard now exhibits the following characteristics (see fig. 6):

<table>
<thead>
<tr>
<th>Frequency offset from carrier</th>
<th>$\Psi \cdot T = 3$ sec</th>
<th>$\Psi \cdot T = 30$ sec</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Hz</td>
<td>-90 dB</td>
<td>-105 dB</td>
</tr>
<tr>
<td>10 Hz</td>
<td>-132 dB</td>
<td>-136 dB</td>
</tr>
<tr>
<td>100 Hz</td>
<td>-145 dB</td>
<td>-145 dB</td>
</tr>
<tr>
<td>1'000 Hz</td>
<td>-145 dB</td>
<td>-145 dB</td>
</tr>
<tr>
<td>10'000 Hz</td>
<td>-145 dB</td>
<td>-145 dB</td>
</tr>
</tbody>
</table>
FIGURE 5: CESIUM FREQUENCY OSCILLATOR BLOCK DIAGRAM

FIGURE 6: 3000/3001 - PHASE NOISE DATA PLOT ($10^0 + 10^4$ Hz)
IMPACT ON THE SHORT TERM STABILITY PERFORMANCES

With a time constant set to either 3 or 30 sec, the cesium standard now exhibits the following characteristics (see fig. 7):

<table>
<thead>
<tr>
<th>Time interval (T)</th>
<th>σ (T = 3 sec)</th>
<th>σ (T = 30 sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1 sec</td>
<td>5x10^-12</td>
<td>1x10^-12</td>
</tr>
<tr>
<td>1 sec</td>
<td>2x10^-11</td>
<td>2x10^-12</td>
</tr>
<tr>
<td>10 sec</td>
<td>9x10^-12</td>
<td>4x10^-12</td>
</tr>
<tr>
<td>100 sec</td>
<td>3x10^-12</td>
<td>3x10^-12</td>
</tr>
</tbody>
</table>

Figure 6B provides the same data, looking at Fourier frequencies very close-in to the carrier. Assuming that the equipment could operate in a very stable environment, the loop time constant could even be increased to 100 sec, providing even better results.

![Phase Noise Data Plot](image)

**Figure 6B: 3006/2001 Phase Noise Data Plot (10^-3 - 10^3 Hz)**
Figure 7: 3000/3001 Short Term Stability Data Plot ($10^{-2}$ - $10^{2}$)}
The use in radioastronomy and VLBI (Very Long Baseline Interferometry) of increasingly higher observation frequencies creates a unique requirement for an oscillator having the lowest spectral density of phase fluctuations (S_p) obtainable for both high Fourier frequencies (i.e. from 1 Hz up to a few MHz) and low Fourier frequencies (i.e. down to 10^{-7} Hz). The LO (Local Oscillator) signal needed for a radioastronomy receiver is normally derived from an H-maser atomic signal through at least 2 phase lock loops (see fig. 8). A VCXO (Voltage Controlled Crystal Oscillator) having normally a 5 MHz output frequency is phase locked to the atomic signal with a typical loop bandwidth of a few Hz, and the microwave oscillator is phase locked to the VCXO signal. The bandwidth of this last PLL (Phase Lock Loop) depends on the phase noise characteristics of the microwave oscillator and is typically of the order of 10^3 Hz. The reason behind this design resides in the fact that the atomic signal has the lowest phase noise for Fourier frequencies below 1 Hz, the VCXO multiplied to the LO frequency has normally the lowest phase noise in the Fourier frequency range between 1 and 10^7 Hz and the microwave oscillator has the lowest phase noise for Fourier frequencies above 10^7 Hz. Here we are concerned mostly with the phase locking of the VCXO on the atomic signal.

**FIGURE 8: MASER PHASE-LOCK SYSTEM**
REALISATION OF AN "OPTIMUM" PLL

The state-of-the-art 5 MHz BVA quartz crystal oscillators (4) has a spectral density, at 5 MHz, given by

\[ S_{\Phi} = 10^{-12.2} \, x^2 + 10^{-13.2} \, x^{1} + 10^{-15.7} \, x^{0} \]  \[ (6) \]

A maser oscillator typical phase noise referred to 5 MHz is given by (4)

\[ S_{\Phi} = 10^{-12.9} \, x^{-2} + 10^{-11.1} \, x^{0} \]  \[ (4) \]

An "optimum" PLL similar to the one described in ref. 7 has been designed and realized according to the criterion of minimum integrated rms phase noise. The experimental results are in good agreement with the theoretical calculation and are represented, at the 5 MHz output frequency, in fig. 9, 10 and 11, for Fourier frequencies above 1 Hz. The result derived from the final setting (fig. 11) is believed to be one of the best available today and is still susceptible to an improvement of 15 dB in the white phase noise region. The previous results give a total rms time jitter of 0.32 ps in the 1 Hz-100 kHz bandwidth, this means that this maser could be conveniently used up to 200 GHz interferometer frequency with a negligible 10% coherence loss. For the details of the calculation we refer to ref. 5.

SPECIFICATIONS DETERMINATION - FREQUENCY STABILITY

In addition to the previous discussion of the short term/long term frequency stability the following comment is in order. The optimum PLL previously described can be used conveniently only in vibration free environments, because the loop bandwidth is approximately 0.5 Hz and the BVA oscillator g-sensitivity 5x10-10/g the slow coherence requirement normally is translated in the following specification for the Allan Variance:

\[ \sigma_{y} (T) = 7x10^{-13} \, T^{-1} \quad 1 \leq T \leq 100 \, \text{sec} \]

\[ \sigma_{y} (T) = 2x10^{-15} \, T^{-0} \quad 1'000 \leq T \leq 10'000 \, \text{sec} \]

which appears fully satisfactory in consideration of the 1x10-14 Allan Variance limitation imposed by the atmosphere itself. The 5 EPOS H-masers [8] constructed and tested in our laboratory have shown consistently stabilities within the previous specs (see fig. 9),
FIGURE 9: MASER PLL & VCXO TYPE BVA 8601/5 MHz
\[ F_n = 10.6 \text{ Hz} \]

FIGURE 10: MASER PLL & VCXO TYPE BVA 8601/5 MHz
\[ F_n = 0.2 \text{ Hz} \]
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FIGURE 11: MASER PLL & VCXO TYPE BVA 8601/5 MHz (FINAL SETTING)

\[ F_n = 0.55 \text{ Hz} \]

FIGURE 12: EG&G MASER FREQUENCY STABILITY
APPLICATION IN PRECISION DISTRIBUTION SUB-SYSTEM FOR SATELLITE GROUND STATION

DESIGN PHILOSOPHY

With the requirements in satellite communication systems to make maximum usage of the frequency spectrum, coupled with the reliability and availability requirements of a state-of-the-art communications system, the technical specification of a frequency distribution sub-system is extremely stringent, especially since the operation of the station is totally dependent on that sub-system.

In order to meet this high technical specification within a relatively short development timescale, a design was evolved making the maximum use of state-of-the-art proprietary equipment modules.

The main frequency references for the sub-system are provided by two crystal frequency standards, each including BVA oscillators.

Crystal oscillators although not as stable, long term wise, than rubidium standards, were used because of their extremely low phase noise and high MTBF.

Longer term trends in stability are determined by comparing the oscillator outputs with a rubidium standard. Considering the typical aging of the oscillator below 10^-11/day, the number of periodic recalibration can be set to a minimum.

IMPLEMENTATION

The sub-system may be conveniently divided into five main areas for consideration:

THE FREQUENCY GENERATION
INTERMEDIATE CABLING
REMOTELY SITUATED AMPLIFIERS
THE POWER SUPPLY

The relationship between these areas can be seen in fig. 13.

FIGURE 13: FREQUENCY DISTRIBUTION SUB-SYSTEM - BLOCK DIAGRAM.
FREQUENCY GENERATION EQUIPMENT (see fig. 16)

Two frequency references are provided in the frequency generation equipment. These sources, each of which is provided with its own internal backup battery supply, contain a unique type of crystal oscillator which provides an output signal with a long term stability of better than ± 2 parts in 10⁶ per day, i.e. approaching that of a rubidium standard. The outputs of these two reference sources are fed to an automatic changeover unit in order to increase the reliability and availability of the output. The output from the automatic changeover unit is in turn fed to a main distribution amplifier which provides the main feeds for the various areas. The output frequencies from the reference sources are compared to the output from a rubidium standard using a frequency difference meter, coupled with a chart recorder, enabling appropriate fractional changes to be effected manually. To further increase the availability, battery backup is provided for the whole rack of equipment and comprehensive monitoring is provided to enable faults to be quickly rectified.

INTERMEDIATE CABLEING

Having obtained a very high signal, it is essential that it is not degraded to any extent during transmission to other sub-systems. For this reason, a coaxial cable originally designed for electromagnetic protection in nuclear reactors is used. It consists of three braids and two spirally wound mu-metal tapes. This provides greater protection against electromagnetic interference than semi-rigid coaxial cables, whilst retaining a flexibility similar to that of standard coaxial cable. Special connectors are used with this cable in order to preserve its high shielding properties.

REMTELY SITUATED AMPLIFIERS

As many more outputs are required than can be supplied by one amplifier, further amplifiers are situated in the sub-systems that they serve. These amplifiers are of the same type as the main distribution amplifier and are once again of a very low noise design. Situating them in the same area as the equipments they serve keeps interference to a minimum and reduces cable costs. Each amplifier is coupled to an alarm unit to display power or frequency failure faults.

POWER SUPPLY

Due to the requirements for extremely low phase noise outputs, it is also vitally important to avoid components in the phase noise that are derived from the power supply. Whilst it is not possible to eliminate 50 Hz mains components completely in an unshielded environment they are reduced by providing a 50 to 400 Hz power convertor. Most of the sub-systems are run off 400 Hz, thus reducing the effect of the components produced. Generally, the 400 Hz components in the phase noise will fall outside the loop bandwidth of the RF convertors and the RF system is subsequently more tolerant of such components. The convertors are provided in duplicate together with automatic changeover to maintain the overall availability of the system.
FIGURE 14: FREQUENCY GENERATION EQUIPMENT
The frequency sub-system meets the stringent technical requirements with a phase noise performance that represents the best available, using today's technology.

The phase noise figures obtained are equal to, or better than, the following:

<table>
<thead>
<tr>
<th>Frequency offset from carrier (Hz)</th>
<th>SSB phase noise in 1 Hz bandwidth (dBc/Hz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-110</td>
</tr>
<tr>
<td>10</td>
<td>-130</td>
</tr>
<tr>
<td>100</td>
<td>-140</td>
</tr>
<tr>
<td>1'000</td>
<td>-141</td>
</tr>
<tr>
<td>10'000</td>
<td>-141</td>
</tr>
<tr>
<td>100'000</td>
<td>-141</td>
</tr>
</tbody>
</table>

Now harmonically related and power supply related spurious phase noise components (spurs) are better than:

-144 dBc in the range of 1 Hz to 395 Hz from carrier
- 94 dBc in the range of 395 Hz to 10 kHz from carrier

The achievable system stability is:
- short term, ± 1 part in 10^9 per second
- long term, ± 2 parts in 10^9 per day

An available figure of 99.9995% ensures almost continuous on-line operation of the station.

The modularity of the sub-system makes simple provision for future expansion to meet new requirements. The sub-system can be either compressed or expanded in size, or modified to suit different physical constraints without affecting its essentially high technical specification.
APPLICATION IN A SYNCHRONIZED DIGITAL NETWORK

The needs and characteristics of reference clocks for digital communications systems are extensively described in ref. 10 and 11. From these information, we can summarize trends, facts and requirements as follows:

- Data transmissions by means of time division multiplex (TDMA) are becoming increasingly popular in modern telecommunication networks.
- International data communication are regulated by ITU (International Telecommunication Union), by means of CCITT recommendations.
- CCITT recommendation G-811 calls for a maximum frequency offset of ±1x10^-11 between two international exchanges. This value is based on the maximum error rate (or slip rate) allowable between two nodes to ensure proper data transmission.

To comply with this recommendation, trends are nowadays to achieve "frequency synchronization":
- At an INTERNATIONAL LEVEL in a plesiosynchronous way, using master clock systems including cesium standards.
- At a NATIONAL LEVEL in a synchronous way, using synchronizing modules at each nodes connected directly or indirectly to the master clock.

A typical network configuration is given in fig. 15.

FIGURE 15: TYPICAL NETWORK CONFIGURATION (MASTER SLAVE MODE)
It should be mentioned at this stage that the requirements and concerns of the "telecommunications people" in terms of frequency sources are expressed in a very specific manner.

- "Oscillators people" like to define and characterize their product in terms of ACCURACY, STABILITY per unit of time or over a given environment, REPRODUCIBILITY, AGING, etc.
- "Telecommunication people" on the other hand specify their needs by using the following terms:

  - **JITTER**: RMS phase deviation in a given bandwidth
  - **WANDER**: systematic and/or random phase or time fluctuation, linked to cable delay, seasonal temperature variations, transmission effects, etc.
  - **TIE**: "TIME INTERVAL ERROR"; definition of the clock performances limits given by the relation
    \[ \text{TIE}(t) = \Delta T(t + t) - \Delta T(t) \]
  - **AVAILABILITY**: time during which the system will remain within the CCITT G-811 limits, in case of degradation or absence of synchronizing reference

The latter is of particular interest to us since directly related to the long term stability (aging), of the fly-wheel oscillator in the synchronizing module. A low aging oscillator will indeed give more time to the operator for servicing the nodes in case of reference failure.

![Time Interval Error Limits](image)

**FIGURE 16**: TIME INTERVAL ERROR LIMITS, CCITT REC. G-811 (DRAFT REVISION 1980)
SYNCHRONIZING MODULE

As previously shown (fig. 15), each node located at a secondary level is connected to one or several lines carrying the synchronization and reference signal (in our example, at 2048 kHz).

Each line also carries messages which, combined with the effects of distance and the nature of transmission, require special precaution to extract and use the reference frequency.

The main purpose of the synchronizing module is to extract, filter and regenerate, from this signal a clean reference frequency which is compatible to the CCITT recommendation G-811.

This frequency will be used for driving the frequency converter and distribution amplifiers intended for local use.

A typical 2nd level node configuration would consist of 3 synchronizing modules each driven by one or preferably several reference input lines (see fig. 17).
ROLE OF THE OSCILLATOR

In view of these different constraints, many features only offered with the BVA oscillator can be exploited to the benefit of the system performances:

<table>
<thead>
<tr>
<th>OSCILLATOR FEATURES</th>
<th>SYSTEM BENEFITS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Very low aging rate ($&lt; 10^{-11}$/day)</td>
<td>24 hours autonomy (availability in case of loss of reference)</td>
</tr>
<tr>
<td>Excellent short/medium term stability</td>
<td>Possibility to use high PLL time constant, thus to improve the jitter rejection</td>
</tr>
<tr>
<td>($≤ 5 \times 10^{-13}$ from 0.1 to 30 s) and low sensitivity to environmental changes</td>
<td></td>
</tr>
<tr>
<td>High MIBF</td>
<td>Improves system's availability figure. Decreases servicing and operating costs</td>
</tr>
<tr>
<td>Linearized frequency control function</td>
<td>No variation of loop time constant with time (following compensation of XO aging)</td>
</tr>
</tbody>
</table>

The data plots provided in fig. 18 and 19 exhibit the performances of the synchronization module we realized for this application, based on the use of a BVA oscillator in a loop bandwidth of $\sim 1 \times 10^{-4}$ Hz.

**FIGURE 18**: MAX. JITTER LEVEL VS G-703 RECOMMENDATION
CONCLUSIONS

- BVA oscillators have now reached industrial maturity both in terms of their production and applications.

- Substantial performance improvements have been demonstrated in various frequency generating devices, following the replacement of the conventional OCXO with a BVA oscillator.

- Developments based on the BVA technology are being conducted in the areas of HF OCXO and low g-sensitivity oscillators. These efforts, combined with the growing number of applications calling for very high performance frequency sources, are contributing to further improve the state-of-the-art in quartz crystal oscillators.
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QUESTIONS AND ANSWERS

ALBERT BENJAMINSON, S. T. RESEARCH: Can you tell us more about the BVA resonator?

MR. JENDLY: Do you mean specifications?

MR. BENJAMINSON: Yes.

MR. JENDLY: Yes, they are in the paper. I can give you the paper right away, if you wish. The Q factor is 2.5 million, and the resistance is 280 ohms, and C1 and Cπ I can give you right away.
The System Design of a Rubidium Maser Frequency Standard

Cheng-Xi Xiong
Beijing Institute of Radio Metrology and Measurement
Beijing, China

ABSTRACT

The Rubidium Maser Frequency Standard is a precision frequency source with excellent short-term stability. A type PBR-II Rb maser frequency standard has been developed by the Beijing Institute of Radio Metrology and Measurement (BIRMM). The time-domain frequency stability (two-sample variance) of this frequency standard is less than $1.5 \times 10^{-13} \pm 1$ for $t=10$ ms to $1.0$ s, $f_t=1.0$ kHz.

Two PBR-II frequency standards have been used as reference frequency sources in a frequency stability measurement system.

In this paper some important system characteristics for the PBR-II Rb maser frequency standard such as phase noise and frequency stability transfer characteristics will be discussed. Furthermore, the following topics will be included as well:

1. Design of the frequency standard for optimum frequency stability of the output signal.
2. The choice of a VCXO for the frequency standard.
3. The design of the phase-locked loop.

The frequency stability test results on the PBR-II show the achievement of the system design goals given above.

INTRODUCTION

The Rubidium maser is an active atomic frequency standard. One of its characteristics is that of very good short-term stability. In atomic frequency standards, the Rubidium maser frequency standard has the best frequency stability for averaging times between milliseconds and seconds. Thus, the Rubidium maser is a precision frequency source which can be used in frequency stability measurement systems.

This paper presents the design considerations for the PBR-II rubidium maser frequency standard developed by the Beijing Institute of Radio Metrology and Measurement (BIRMM). The main
problem that will be discussed is the frequency stability of the output signal of the rubidium maser frequency standard. We will first discuss the basic design equations of the frequency standard system and give a description of different phase noise spectral densities occurring in these components so that the relationship between the phase-noise and the frequency stability of the output signal of the frequency standard can be determined. We then discuss the optimization of the design of the low-noise receiver, the VCO and the phase-locked loop that are used in the PBR-II. Finally we present the methods used and the experimental results for measuring residual frequency instability of the phase-locked receiver. The design values and the experimental values are in basic agreement, demonstrating the validity of the design considerations. A description of the time-domain frequency stability of the complete PBR-II frequency standard and of the Rubidium maser are given.

The Rb maser and the transfer of its frequency stability to an output signal have been discussed extensively (1 through 10). The development of the Rb maser frequency standard began in the BIRMM in 1971. An earlier model of the Rb maser frequency standard which was developed by the Wuhan Institute of Physics and BIRMM has been described before (10). The PBR-II Rb maser frequency standard presented in this paper is a new model. Its frequency stability is now $1.5 \times 10^{-13} \text{y}^{-1}$ for averaging times between milli-seconds and seconds, and exhibits better operational reliability than the earlier model.

BASIC SYSTEM DESIGN PRINCIPLES

The system design for the PBR-II was directed toward the achievement of optimum system performance and gives requirements on the various components of the system.

1. General Description of the Rb Maser Frequency Standard

The Rubidium maser frequency standard, like other maser atomic frequency standards, consists of a Rb maser and a phase-locked receiver, as shown in Figure 1. The Rb maser is a frequency source with excellent frequency stability. The operating frequency, $v$, of the maser is 6834 MHz and its power output is on the order of $10^{-18}$ W. The phase-locked receiver shown in Figure 2 plays a major role in the transfer of the frequency stability to the output signal, conversion to a standard frequency and increase in the power level. A typical system of the Rb maser frequency standard with the relevant components and their contributions are shown in Figure 3. The preamplifier shown in Figure 3 is not used in the PBR-II Rb maser frequency standard. It is included in the diagram for the purpose of analysis and comparison.

The voltage controlled crystal oscillator (VCO) has a mean output frequency $v$, a phase spectral density $S_{\phi}$ in the locked case and a tuning sensitivity $K_v$ expressed in radians/volt-second. Its frequency is multiplied by an integer $M$ to yield a
signal with frequency $\nu_{LO1}$ close to the maser frequency. The phase noise contribution of the multiplier referred to the input frequency is given by $S_{NU}(f)$. The microwave mixer is fed by the amplified maser signal (or the maser signal) and the frequency multiplied VCXO signal to yield an intermediate frequency (IF) signal with a frequency $\nu_{IF}$ much smaller than $\nu_M$. The IF contains both the phase instability of the maser and of the multiplied VCXO. The VCXO signal is also the reference of a frequency of a synthesizer which yields an output frequency $\nu_{LO2}$ equal to $\nu_{IF2}$. The maser frequency, and consequently, the intermediate frequency $\nu_{IF}$ and the VCXO frequency are not related by a simple rational number. The frequency synthesizer acts as a third fractional multiplication factor $M3$. The frequency synthesizer also exhibits its own phase noise, but since the multiplication factor is so small it can be neglected when compared to the phase noise added by the first multiplier. The signals with frequencies $\nu_{IF2}$ and $\nu_{LO2}$ feed the phase detector having a phase sensitivity $R_d$ expressed in volts/radian. That part of the receiver comprising the multiplier synthesizer, mixer, IF amplifier and phase detector is designated as the down converter.

The low-frequency output signal of the phase detector is a measure of the phase error between the signals at frequencies $\nu_M$ and $\nu_{LO1}$. The error signal is passed through the loop filter with the transfer function $F(j\nu)$. Usually the loop filter is of the low-pass type, and the transfer function is chosen to yield optimal PLL performance. Finally the filtered error signal is fed to the tuning input of the VCXO, which is then locked to the frequency of the maser signal.

2. Basic Equations

The basic block diagram of the phase-locked system is shown in Figure 2. As stated in (8), the phase noise spectral density of the output of a VCXO which is phase-locked to a reference signal can be written:

$$S_{\phi}(f) = S_{\phi}(y) \cdot |H_1(f)|^2 + S_{\phi}(y) \cdot |H_2(f)|^2.$$ (1)

The power spectral density of the relative frequency fluctuations can be calculated from:

$$S_{\nu}(f) = (f/\nu_0)^2 \cdot S_{\phi}(f) = S_{\nu}(y) \cdot |H_1(f)|^2 + S_{\nu}(y) \cdot |H_2(f)|^2,$$ (2)

where

$$H_1(f) = \frac{j2\pi f}{j2\pi f + K_d \cdot K \nu \cdot F(j2\pi f)}$$ (3)

$$H_2(f) = \frac{K_d \cdot K \nu \cdot F(j2\pi f)}{j2\pi f + K_d \cdot K \nu \cdot F(j2\pi f)}.$$ (4)

$H_1(f)$ and $H_2(f)$ are the transfer functions of the phase-locked loop, $F(j2\pi f)$ is the transfer function of the loop filter, $K_d$ is
the phase sensitivity of the phase detector. $K_v$ is the voltage controlled oscillator tuning sensitivity. $S_{e_x}(f)$ and $S_{e_r}(f)$ are the phase noise power spectral density of the free-running VCXO and the reference source respectively.

The above basic relationships can be applied to the Rb maser frequency standard, shown in Figure 3 [11]. The relations for this figure can be expressed:

$$S_{e_r}(f) = S_{e_x}(f) + S_{e_y}(f) + S_{e_z}(f) + S_{e_A}(f) + S_{e_B}(f) + S_{e_C}(f) + S_{e_D}(f)$$

$$S_{e_r}(f) = S_{e_x}(f) + S_{e_y}(f) + S_{e_z}(f) + S_{e_A}(f) + S_{e_B}(f) + S_{e_C}(f) + S_{e_D}(f)$$

$$H_1(f) = \frac{2\pi f}{j2\pi f + K_d K_v M + F(j2\pi f)}$$

$$H_2(f) = \frac{2\pi f}{j2\pi f + K_d K_v M + F(j2\pi f)}$$

$$S_{e_o}(f) = (f_1(f) + jH_1(f) + S_{e_r}(f) + H_2(f))^2$$

$$S_{e_v}(f) = (f_1(f) + jH_1(f) + S_{e_r}(f) + H_2(f))^2$$

The time domain frequency stability of the VCXO output signal than then be expressed (12) by:

$$\sigma^2 f_0(f) = 2 \int S_{e_v}(f) \frac{\sin^4(\pi f)}{(\pi f)^2(1+(f/f_0)^2)} df$$

or

$$\sigma^2 f_0(f) = \frac{8}{(2\pi f_v)^2} \int S_{e_v}(f) \sin^4(\pi f) \frac{1}{1+(f/f_0)^2} df$$

where $f_c$ is the cutoff frequency of the first-order low pass filter used in the measurement system. From equation (10) we see that the first term represents the contribution from the VCXO. The second term is the contribution from the reference sources which include the maser, the preamplifier, the mixer the multiplier, etc. In that case, the loop acts as a low pass filter with a limiting value of one for very low Fourier frequencies. The overall performance of the system will then give the high frequency fluctuations of the VCXO plus the low frequency fluctuations of the reference sources. This is an important consideration for the designer of the system.
From the above we can conclude:

1. The reference system consisting of the Rb maser, preamplifier, mixer and multiplier must have low phase noise at low Fourier frequencies. The flicker of phase and flicker of frequency noise must be controlled as low as possible.

2. The VCXO used in the Rubidium maser frequency standard must exhibit very low white phase noise. The long term frequency and drift are not too important.

3. The transfer function $F(jw)$ of the loop filter plays an important role in the frequency standard. The choice of the loop parameters must be made to optimize the frequency stability of the output frequency.

CHARACTERIZATION OF THE NOISE IN THE COMPONENTS

1. Rubidium maser

Several authors [9] [11] have shown that the one-sided-spectral density of the fractional frequency fluctuations can be approximated by:

$$S_{yM1}(f) = \frac{4kT}{P_{at}} f^2 + \frac{4kT}{P_{at}} \left(1 + 2Q_1\right)^2 G_c(f)$$

where $k$ is Boltzmann's constant, $T$ is the absolute temperature of the system, $P_{at}$ is the power generated inside the active medium, $Q_1$ is the atomic line quality factor, $M$ is the atomic resonant frequency and $G_c(f)$ is the power transfer function of the microwave cavity. The first term represents the white phase noise contribution and the second term is the white frequency noise contribution resulting from stimulated emission of radiation within the atomic linewidth. According to the experimental results of at BIRM and the reference [7] there is random walk of frequency in the rubidium maser, but the source of the noise is still unknown. According to the preliminary analysis [3] [6] it is believed to come mainly from cavity temperature fluctuations or light fluctuations. The time domain frequency stability goes as $T^2$ for averaging time $T>3s$. From experimental results, shown in Figure 15, we can obtain $\sigma^2_y(T)=4.7\times10^{-14}T^2$ for $T=3-100s$. The power spectral density of the relative frequency fluctuations can be calculated from (12)

$$S_y(f) = \frac{6}{(2\pi)^2 f^2} \sigma^2_y(T)$$

From (14) we obtain then

$$S_{yM2}(f) = 3.4\times10^{-28} f^{-2}$$
The spectral density of fractional frequency fluctuations of the Rb maser PBR-II can be written:

\[ S_{\text{f}}(f) = S_{\text{M}} f^{-4} + S_{\text{M}2}(f) = 3.4 \times 10^{-28} f^{-2} + 2.5 \times 10^{-27} + 2 \times 10^{-30} f^2 \]  

(16)

Thus, the power spectral density of the phase noise can be expressed:

\[ S_{\text{p}}(f) = (S_{\text{f}} f)^2 \]

(17)

2. UCXO

One of the most commonly used with atomic frequency standards are 5 MHz, 10 MHz, and 100 MHz quartz crystal oscillators. The power spectral density of the phase noise of the UCXO's which have been developed at BIRM can be expressed as:

\[ S_{\text{o}}(f) = 10^{-10} f^{-3} + 1 - 1 + 10^{-15} \]  

(5 MHz UCXO)  

(18)

\[ S_{\text{p}}(f) = 10^{-9} f^{-3} + 1 - 2 f + 10^{-15} \]  

(10 MHz UCXO)  

(19)

\[ S_{\text{p}}(f) = 10^{-8} f^{-3} + 1 - 10^{-15} \]  

(100 MHz UCXO)  

(20)

The power spectral density of the fractional frequency fluctuations can then be written:

\[ S_{\text{f}}(f) = 4 \times 10^{-24} f^{-1} + 4 \times 10^{-25} + 4 \times 10^{-29} f^2 \]  

(5 MHz UCXO)  

(21)

\[ S_{\text{f}}(f) = 10^{-22} f^{-1} + 5 \times 10^{-25} f + 10^{-29} f^2 \]  

(10 MHz UCXO)  

(22)

\[ S_{\text{f}}(f) = 10^{-21} f^{-1} + 10^{-31} f^2 \]  

(100 MHz UCXO)  

(23)

3. Microwave preamplifier

Microwave preamplifiers find wide use in low-noise receivers, so we have been trying to find a suitable unit for Rubidium maser use. We have only been able to find FET microwave amplifiers. The phase noise of several of these amplifiers were tested. Models CX511A and CX511C are being used in the Rb maser . They have a gain of 17.2 to 17.5 dB and a noise figure of 4 to 6 dB over an input power range of -20 to -60 dBm. The phase noise spectral density was found to be:

\[ S_{\text{f}}(f) = 10^{-10} f^{-1} + 1 - 10^{-6} f^{-3} + 10^{-8} f^{-3} + 9.3 f^{-1} + 10^{-19.7} 20.1 P_{\text{in}}^{-1} \]  

(24)

where \( P_{\text{in}} \) is the input power level, expressed in watts. Equation (24) shows that the FET amplifier has not only white phase noise, but also flicker FM and PM noise. The first term represents the flicker FM noise, the second term represents the flicker PM noise. They are independent of the input signal power level for an typical amplifier. The noise level varies with the FET model and the operational conditions of the amplifier. The third term represents white phase noise. This noise is independent of the input signal power level and amplifier noise figure.
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From (24), the spectral density of fractional frequency fluctuation can be written:

\[ S_{\text{Ya}}(f) = (1.7-17) \times 10^{-26} f^{-1} + (1.7-10) \times 10^{-29} f + (1.7-4.3) \times 10^{-40} f^2 P^{-1} (25) \]

Data on flicker PM and flicker FM noise levels of such an amplifier are not available from any source to our knowledge. We will make a further effort to develop low noise preamplifiers in the future.

4. Microwave mixer

The microwave mixer is an important component in the PBR-II frequency standard. The white phase noise of a mixer which operates at low signal level is available from the noise figure specification. Data on flicker PM noise at low signal levels are not available and must be measured. The phase noise of several microwave low level balanced mixers have been measured. The model WH32 Schottky diodes are used in the mixer.

The mixer has a noise figure of 6-10 dB, a LO power \( P_L \) of 3 dBm and signal power level of 0 dBm to -20 dBm.

The phase noise spectral density is found to be:

\[ S_{\text{R}}(f) = (10^{-15.2-16.2}) f^{-1} P^{-1} (10^{-18.2-19.2}) P_s^{-1} (26) \]

where \( P_s \) is the signal power level expressed in watts.

The local oscillator power to the mixer is constant, so that the operating condition of the mixer is invariant. We can deduce a conclusion from the above statements that expression (26) will be valid for lower signal levels. From (26), the spectral density of fractional frequency fluctuations of the mixer can be written as:

\[ S_{\text{R}}(f) = (10^{-13.5}) \times 10^{-36} P_s^{-1} + (1.35-13.5) \times 10^{-39} f^2 P_s^{-1} (27) \]

According to (27), the phase noise of the mixer is in inverse proportion to the signal power level for the case of low signal levels. The first term represents flicker PM noise which was neglected in general. The second term represents white phase noise which is dependent on the noise figure of the mixer. The phase noise varies with the diode and the microwave circuit of the mixer.

5. Microwave frequency multiplier

The frequency multiplier consists of a transistor power amplifier, a 100 MHz frequency doubler and a high order multiplier with a step recovery diode. The input power is 0 dBm and the output power is +13 dBm at 6.8 GHz. The measured phase noise spectral density referred to 100 MHz is:

\[ S_{\text{MU}}(f) = 10^{-11} f^{-1} + 10^{-15} \]
The spectral density of the fractional frequency fluctuations can be given:

\[ S_{Yt}(f) = 10^{-17} f + 10^{-31} f^2 \quad (28) \]

6. Microwave isolator and attenuator

The isolator and attenuator are passive dissipative non-reciprocal components and contribute only white phase noise:

\[ S_{\phi i}(f) = \frac{(1-\alpha)KT}{\alpha P_i} \quad (29) \]

where \( \alpha \) is the insertion loss of the isolator and attenuator and \( P_i \) is the available signal power at the input of the components. The actual values are: \( P_i = 1 \times 10^{-10} \text{W}, \alpha = 0.8 \text{ (1 dB)}. \) From (27) it follows that:

\[ S_{\phi i}(f) = 10^{-10.28} \quad (30) \]

and

\[ S_{\phi i}(f) = 10^{-30} f^2 \quad (31) \]

7. Other components in receiver

The influence of the other components in the receiver on the performance of the frequency standard is theoretically smaller than that of the above components. In order to improve the performance of the frequency standard, we measure phase noise and frequency stability of these components to acquire the following results:

a. 5 MHz x 7 frequency multiplier

\[ S_{Y \text{MU2}}(f) = 10^{-12} f^{-1} + 10^{-15} \quad (32) \]

b. Phase detector

\[ S_{\phi p}(f) = 10^{-12.5} f^{-1} + 10^{-15.5} \quad (33) \]

c. Second mixer

\[ S_{Y R2}(f) = 10^{-12.5} f^{-1} + 10^{-15.7} \quad (34) \]

d. Frequency synthesizer

\[ \sigma_{y_s}(\tau) \leq 1 \times 10^{-9} f^{-1} \text{ for } f_h = 1 \text{ kHz} \quad (35) \]

Therefore:

\[ S_{Y \text{MU2}}(f) = 4 \times 10^{-26} f^4 + 4 \times 10^{-30} f^2 \quad (36) \]
\[ S_{Y \phi}(f) = 6.8 \times 10^{-33} f^6 + 6.8 \times 10^{-36} f^2 \quad (37) \]
\[ S_{Y R2}(f) = 6.8 \times 10^{-33} f^4 + 4.3 \times 10^{-36} f^2 \quad (38) \]
8. Summary of the noise contributions

In order to compare the noise contributions of the different components, the power spectral density of fractional frequency fluctuation of the various components are given in Figure 4.

CONSIDERATIONS OF THE SYSTEM DESIGN

By system design we mean the optimization of the system frequency stability. In this section we will present design considerations of the main components in the PBR-II frequency standard.

1. Consideration of the Rubidium maser design

From (16), the output signal of the Rb maser exhibits three main noise components. Because the Rb maser is included in the reference source of the frequency standard, the noise contribution of the low Fourier frequencies is the main contribution to the output frequency of the frequency standard. We see from Figure (4) that the main noise component is random walk FM. Other noise components can be neglected compared to the flicker phase noise of the microwave mixer of the reference source system.

In order to reduce the random walk FM noise, a high precision DC power supply and high stability oven are used in the PBR-II. Even then a good method has not been found to reduce this noise component.

According to (27), it is very important to increase the output power of the Rb maser to reduce the noise contribution of the microwave mixer. With this end in view, the microwave cavity and the maser bulb operate at a temperature of 60°C-62°C. The lamp oscillator can give an output power of about 10 W. Thus, the output power of the Rb maser is on the order of 2×10⁻¹⁸ W. A detailed design of the maser will not be given in this paper.

2. Low noise receiver

Generally a low noise microwave receiver is characterized by the noise figure, but only the white phase noise can be determined by this value.

As stated above, the FET preamplifier and the microwave mixer exhibit flicker FM or PM noise in addition to white phase noise. They will contribute to the overall noise of the frequency standard and degrade the performance.

There two methods which could be used to receive the low power level output of the Rb maser. One of these uses a FET preamplifier and the other goes directly into the microwave mixer. The noise contribution of each method is given in Figures 5a and 5b, where $S_{\text{Re}_1}(f)$, $S_{\text{Re}_2}(f)$, $\sigma_{\text{Re}_1}(\tau)$ and $\sigma_{\text{Re}_2}(\tau)$ represent the frequency domain and time domain noise contribution of the first and second method.
Assuming that other noise contributions can be neglected compared to the preamplifier and microwave mixer, the noise contribution of each method can be expressed:

\[
\begin{align*}
S_{yR1}(f) &= S_{y1}(f) \\ 
S_{yR2}(f) &= S_{yR}(f)
\end{align*}
\]

and consequently

\[
\begin{align*}
\sigma_{yR1}(f) &= 2 \frac{\sin^4(\pi f)}{\omega_s^2(1+(f/f_c)^2)} df \\ 
\sigma_{yR2}(f) &= 2 \frac{\sin^4(\pi f)}{(\pi f)^2(1+(f/f_c)^2)} df
\end{align*}
\]

From Figures 5a and 5b, we see that the second method is better than the first, that is, the noise contribution of the microwave mixer is less than the FET amplifier. In view of operational reliability, noise contribution, cost and volume of the system, we have decided to choose the system with the microwave mixer as the input stage of the phase-locked receiver.

3. Choice of VCXO

The VCXO is an important component in the active frequency standard. It must be locked to the resonant frequency of the atomic line and exhibit excellent spectral purity and low white phase noise.

The 100 MHz VCXO has been chosen as the basic oscillator in the PRB-II Rb maser frequency standard. The reasons are summarized below:

1. In view of the noise contribution for frequency stability of the system, the white phase noise of the VCXO is most important. From Figure 4, we can see that the white phase noise of the 100 MHz VCXO is less than the 10 MHz VCXO and the 5 MHz VCXO.

The Rb maser frequency standard using the 5 MHz VCXO has been discussed extensively in references [7] and [8]. It has been shown that the 5 MHz VCXO is not the best choice for the Rb maser frequency standard.

2. The order of the frequency multiplier will be reduced with respect to the 5 MHz VCXO and 10 MHz VCXO. The noise contribution of the frequency multipliers will be thus reduced and the stability of the multiplier chain can be improved.

The frequency multiplier has an input frequency of 5 MHz and an output frequency of 6800 MHz. The measured phase noise spectral density, referred to 5 MHz is

\[
S_{\Phi MU}(f) = 10^{-12}+1+10^{-15.7}
\]
and

\[ S_{\text{MU}}(f) = 4 \times 10^{-26} f^4 + 8 \times 10^{-30} f^2 \]  \hspace{1cm} (44)

The noise contribution of the frequency multiplier chain with an input of 5 MHz will become a major factor in degrading the frequency stability of the reference source system in the Rb maser frequency standard.

(3) The PBR-II frequency standard is mainly used as a reference frequency source with excellent frequency stability in the measurement of short-term frequency stability. The high stability precision frequency sources, such as 5 MHz and 10 MHz standards must be multiplied to 100 MHz to achieve sufficient measurement resolution. The PBR-II output need not be multiplied, thereby improving the performance of the measuring system.

(4) Design of the phase-locked loop

The main task of the loop is to correct the frequency drift of the VCXO and to transfer the frequency stability of the Rb maser to the output. Doubly balanced mixers using Schottky diodes are used as the phase detector which has to be very sensitive and contribute very little noise. In order that no frequency error exists when the free-running VCXO is drifting, a second order loop type 2 \([13]\) is chosen. An integrator with phase-lead correction gives rather good loop stability performance and is used as a filter following the phase detector. Its transfer function is:

\[ F(j\omega) = \frac{1 + j\omega T_2}{j\omega T_1} \]  \hspace{1cm} (45)

After substitution of (45) into (7) and (8), the two loop transfer functions become

\[ H_1(s) = \frac{s^2}{s^2 + 2\xi \omega_n s + \omega_n^2} \]  \hspace{1cm} (46)

\[ H_2(s) = \frac{2\xi \omega_n s + \omega_n^2}{s^2 + 2\xi \omega_n s + \omega_n^2} \]  \hspace{1cm} (47)

where \( s = j\omega \), \( \omega_n \) is the natural frequency of the loop and is defined by \( \omega_n = 2\pi f_n = (K_d K_f M / T_1)^{1/2} \) \((48)\) and \( \xi \) is the damping factor defined by:

\[ \xi = \frac{\omega_n T_2}{2} = \frac{2^{1/2}}{2} \frac{(K_d K_f M)^{1/2}}{T_1^{1/2}} \]  \hspace{1cm} (49)

With this loop design these two parameters \( \xi \) and \( \omega_n \) can be selected independently by setting the values of \( T_1 \) and \( T_2 \).
is important when one is concerned with the conditions for optimum transfer of frequency stability.

The capture and locking range are not critical parameters in the active atomic frequency standard, because the two frequencies are already very close to each other and stable.

From the expressions (46) and (47), the transfer functions of the frequency standard system can be written:

\[ |H_1(f)|^2 = \frac{f^4}{f^4 + 2f_n^2(2\xi^2 - 1)f^2 + f_n^4} \]  
\[ |H_2(f)|^2 = \frac{f_n^2(4\xi^2 + f_n^2)}{f^4 + 2f_n^2(2\xi^2 - 1)f^2 + f_n^4} \]

When \( \xi = 0.707 \), that is the critical damping, (50) and (51) can be written:

\[ |H_1(f)|^2 = \frac{f^4}{f^4 + f_n^4} \]
\[ |H_2(f)|^2 = \frac{f_n^4 + 2f_n^2 + f_n^2}{f^4 + f_n^4} \]

When \( f/f_n = 1.55 \), these two transfer functions are equal. The first method of loop design for the PBR-II is a method of rough approximation of \( f_n \) and calculation of the values of \( \tau_1 \) and \( \tau_2 \) according to the equations:

\[ \tau_1 = \frac{k_d k_{\nu} M}{w_n^2} \]  
\[ \tau_2 = \frac{2\xi}{w_n} \]

If the cross-over point of power spectral density of fractional frequency fluctuation between the 100 MHz VCXO and the reference source can be found, such as point 0 in Figure 4, denote the frequency of the cross-over point by \( f_0 \) and the natural frequency of the loop can be expressed as:

\[ f_n = \frac{f_0}{1.55} \]

Another method of loop design which has been applied to the PBR-II frequency standard is the calculation of \( f_n \) from the optimum frequency stability of the output signal. A microcomputer was
used to calculate the optimum value of $f_0$, according to the expression (11) or (12). For example, according to the first method, we find $f_0 = 170$ Hz from Figure 4. Then, $f_n$ is obtained:

$$f_n = \frac{f_0}{1.55} = 110 \text{ Hz}$$

The values of $T_1$ and $T_2$ can be evaluated from (54) and (55)

$$T_1 = \frac{k_d k_u M}{\omega_n^2} = 15 \text{ ms}$$

$$T_2 = \frac{2}{\omega_n} = 2.2 \text{ ms}$$

where $k_d = 0.5 \text{ mrad}$, $k_u = 30 \times 2\pi \text{ rad/v}$, $M = 68$, $\xi = 0.707$ and $\omega_n = 2 \times 10^5 \text{ rad/s}$. The actual values of $T_1$ and $T_2$ will be determined by setting the value of $R$ while measuring the frequency stability of the PBR-II frequency standard.

DESCRIPTION OF THE SYSTEM BLOCK DIAGRAM

The system block diagram of the PBR-II frequency standard is shown in Figure 17. The microwave mixer is used as the first stage of the phase-locked receiver and a 100 MHz VCXO is used as the basic oscillator. The second LO signal of 35 MHz is delivered from a 5 MHz VCXO used as a reference signal for the 311 kHz frequency synthesizer. The 5 MHz signal is a non-standard output signal. Its noise contribution can be neglected compared to the 100 MHz VCXO. We can show that the time-domain frequency stability which is added by the 5 MHz VCXO can be expressed as:

$$\sigma_y^{5}(t) = (35/6800) \sigma_y^{5}(t)$$

where $\sigma_y^{5}(t)$ is the time domain frequency stability added by the 5 MHz VCXO and $\sigma_y^{5}(t)$ is the time-domain frequency stability of the 5 MHz VCXO. From (57) $\sigma_y^{5}(t) = 5 \times 10^{-14}t^{-1}$ for $\sigma_y^{5}(t) = 1 \times 10^{-11}t^{-1}$. The 5 MHz VCXO is readily available from our own laboratory. It can also be operated open loop if the frequency stability of the free-running VCXO is good enough for the system. The 311 kHz frequency synthesizer has a frequency range of 1 kHz and a resolution of 1 Hz. It has a time-domain frequency stability better than $1 \times 10^{-9}t^{-1}$. A 311 kHz quartz crystal oscillator may be substituted for the synthesizer for less demanding uses.

PERFORMANCE EVALUATION

The time-domain frequency stability is a most important specification of the PBR-II frequency standard. The basic equations for evaluating the time-domain frequency stability of the output signal of the frequency standard can be written as:
The spectral density of fractional frequency fluctuation of the main components in the PBR-II is found to be

\[ S_{Y_0}(f) = S_{Y_x}(f) |H_1(f)|^2 + S_{Y_r}|H_2(f)|^2 \]  

\[ S_{Y_r}(f) = S_{Y_m}(f) + S_{Y_r}(f) + S_{Y_MU}(f) \]  

\[ |H_1(f)|^2 = \frac{f_4}{f_4 + f_n^2} \]  

\[ |H_2(f)|^2 = \frac{f_4^2 + 2f_n^2 f_2^2}{f_4 + f_n^2} \]

After substitution of (63)-(59)-(60), the numerical evaluation of \( \sigma_{Y_0}(\tau) \) from (58) can be obtained. It is shown in Figure 6 for cut off frequency \( f_c = 1 \) KHz and loop natural frequency of \( f_n = 200 \) Hz. We see that \( \sigma_{Y_0}(\tau) \) shows a \( \tau^{-1} \) dependence over the range of averaging times from 2 ms to 1 s and a \( \tau^2 \) dependence for averaging times \( \tau > 3s \). According to Figure 6, the time domain frequency stability \( \sigma_{Y_0}(\tau) \) can be expressed approximately as

\[ \sigma_{Y_0}(\tau) = (1.4 \times 10^{-13} \tau^{-1})^2 + (4.7 \times 10^{-14} \tau^{0.5} + 0.5)^2 \]  

From the second design method, we evaluated the optimum value of \( f_n \). The relationship between the numerical evaluation of \( \sigma_{Y_0}(0.1 \ s) \) and the natural frequency of the loop is shown in Figure 7. It is seen that the optimum value of \( f_n \) is about 180 Hz.

EXPERIMENTAL RESULTS

1. Time domain frequency stability

The time domain frequency stability (two-sample variance) of the PBR-II frequency standard was measured using the configuration shown in Figures 8 and 9. The results are given in Figure 10.

The beat frequency method is used as the basic frequency stability measurement method. For averaging times between 2 ms and
100 ms, the reference oscillator is a low-noise frequency synthesizer. The beat frequency is approximately 10 Hz-500 Hz. For averaging times from 100 ms - 1000 s, the reference oscillator is another PBR-11 frequency standard. The beat frequency is about 10 Hz. The noise bandwidth is about 1 kHz for averaging times between 2 ms and 100 s.

2. Frequency instability added by the phase-locked receiver

The frequency instability added by the phase-locked receiver is defined as the frequency stability of the output signal of the Rb maser frequency standard when the Rb maser is an ideal oscillator, that is, \( S_v \mathcal{M}(f) = 0 \). A detailed block diagram of the measurement system is shown in Figure 11a and 11b. The measurement principle is shown in Figure 12a and 12b.

The noise spectral density shown in Figure 12a can be written as:

\[
S_Y(f) = S_{YX}(f)|H_1(f)|_L^2 + S_{YR}(f)|H_2(f)|_L^2
\]

\[
S_{YX}(f)|H_1(f)|_L^2 |H_2(f)|_L^2
\]

\[
S_{YR}(f)|H_1(f)|_L^2 |H_2(f)|_L^2
\]

\[
S_{YX}(f)[1-|H_2(f)|_L^2 |H_2(f)|_L^2]
\]

\[
S_{YR}(f)|H_1(f)|_L^2 |H_2(f)|_L^2
\]

(68)

where \( |H(f)|_L^2 \) and \( |H_{\text{osc}}|_L^2 \) are respectively the system transfer functions of the microwave synthesizer and the phase-locked receiver. \( S_{YX}(f) \) and \( S_{YR}(f) \) represent the noise spectral density of the 100 MHz VCXO in free oscillation and locked condition respectively, \( S_{YX}(f) \) represents the noise spectral density of the 100 MHz VCXO of the receiver in free oscillation. \( S_{YR}(f) \) represents the noise spectral density of the 100 MHz VCXO in the microwave synthesizer. \( S_{YX}(f) \) and \( S_{YR}(f) \) represent the noise contributions of the synthesizer and the phase-locked receiver respectively and \( S_{YR}(f) \) is the noise contribution of the phase-locked receiver. Because the phase lock bandwidth of the synthesizer is wider than the receiver is, the fourth term in (51) can be neglected. The third and fifth terms can be measured by the method shown in Figure 11b. The first and second terms in (68) can be evaluated by

\[
S_{YR}(f) = S_{YX}(f)|H_1(f)|_L^2 + S_{YR}(f)|H_2(f)|_L^2
\]

The time domain frequency instability added by the phase-locked receiver is measured actually by the beat frequency method. The beat frequency signal between two 100 MHz VCXO’s is about 10 Hz to 100 Hz, which can be obtained by varying the output frequency of the microwave synthesizer. The measurement results are shown in Figure 13.

3. Rubidium maser

The block diagram of the measurement setup is shown in Figure 13. Shown in Figure 15 is the measurement result which includes the
noise contribution of the receiver. We have not found a good method to precisely measure the noise contribution of the Rb maser.

The beat frequency signal between the two Rb masers is about 500 Hz. The twin-T tuned amplifier is used to control the noise bandwidth from 3 Hz to 3 kHz.

4. Discussion

From the measurement results in Figures 10 through 15, we see that the noise contribution of the phase-locked receiver predominates for $2 \, \text{ms} < T < 1 \, \text{s}$. For longer averaging times the random walk FM noise of the Rb maser predominates and degrades the frequency stability of the PBR-II frequency standard.

The measurement results of Figure 16 basically agree with the calculated values.

The frequency instability added by the phase-locked receiver can be used to characterize the performance of the receiver. It is very useful for developing a low-noise phase-locked receiver. From the measurement results in Figure 15, we see that $\sigma_y(T)$ shows a $[1.038+3\ln(2f_yT)]^2$ dependence over the range of averaging times from 10 ms to 1 s for noise bandwidths, $f_y$, from 1 Hz to 1 kHz. This dependence shows clearly that the noise contribution of $1/f$ FM noise of the microwave mixer predominates for $10 \, \text{ms} < T < 1 \, \text{s}$.

Conclusion

We have shown that the system design method adopted for the PBR-II maser frequency standard is a useful one for choosing components and parameter design. Precision characterization of the noise spectral density is the basis of the system design. The main noise contribution from the PBR-II frequency standard is the flicker phase noise of the microwave mixer, random walk FM noise of the the Rb maser and white phase noise of the 100 MHz VCXO.
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A REVIEW OF IONOSPHERIC EFFECTS ON EARTH-SPACE PROPAGATION

John A. Klobuchar
Ionospheric Physics Division
Air Forace Geophysics Laboratory
Hanscom AFB, MA 01731

ABSTRACT

Radio waves undergo several effects when they pass through the earth's ionosphere. One of the most important of these effects is a retardation, or group delay, on the modulation or information carried on the radio wave that is due to its encounter with the free, thermal electrons in the earth's ionosphere. Other effects the ionosphere has on radio waves include: (1) RF carrier phase advance; (2) Doppler shift of the RF carrier of the radio wave; (3) Faraday rotation of the plane of polarization of linearly polarized waves; (4) angular refraction or bending of the radio wave path as it travels through the ionosphere; and (6) amplitude and phase scintillations. With the exception of scintillation, all the other effects listed here are proportional, at least to first order, to the total number of electrons encountered by the wave on its passage through the ionosphere or to their time rate of change. In fact, phase scintillation also is merely the short term time rate of change of total electron content (TEC) after the longer term variations have been removed.

In this review, a short description will be given of each ionospheric TEC effect upon radio waves, along with a representative value of the magnitude of each of these effects under normal ionospheric conditions. This will be followed by a discussion of the important characteristics of average ionospheric TEC behavior and the temporal and spatial variability of TEC.

This paper was not received for publication.
QUESTIONS AND ANSWERS

JULES SCHLESINGER, HAZELTINE CORPORATION: Obviously, to get a high confidence level, I can't use every reading that's coming down from a group of satellites. Is that correct?

MR. KLOBUCHAR: Yes, I would assume so.

MR SCHLESINGER: Going from that, in your best judgment, how many readings would I probably have to take to make sure that I am in good shape?

MR. KLOBUCHAR: Do you have to have this time continuously? You must have some sort of an oscillator there that's fairly stable that you can rely upon for seconds, or tens of seconds, of time.

MR. SCHLESINGER: Yes, that's correct. However, we are planning -- and this is in the planning stage -- some sort of an algorithm to use the GPS system as a master to keep updating the ground station flywheel.

Now, if I were to use every measurement in my algorithm, on occasion, during fading, my algorithm would indicate a failure. So, somewhere in my algorithm, judging from your information, I must put in some coefficient which says I have to use "x" number of readings rather than a single reading. What would this number "x" be in your best estimate?

MR. KLOBUCHAR: Well, I don't know whether I brought any with me, but we have various power spectra of the simulation fading. I guess that's really what you are asking.

Does most of it occur within the first tenth of a second, or one second? The answer is yes, a second let's say. None of the deep fades have occurred with any length of time, duration, longer than something on the order of half a second to a second. Now the question is: How are you going to know when you have a bad reading? Just by the AGC on your receiver channel? Because that's what we are measuring, in effect.

MR. SCHLESINGER: What will happen in this proposed system is that there will be an error generated because the signal coming down from the satellite will be probably markedly different from that originating, or being kept in the flywheel system. From what you just said, it appears that if I were to do two measurements every two seconds I wouldn't see an error, because the fading would be less than a second long. Isn't that correct?

MR. KLOBUCHAR: That's right. You can measure that by just using the AGC on your receiver, and know whether you have that sort of problem or not.

MR. SCHLESINGER: Would that be indicated in this "quality" signal that comes from the GPS?

MR. KLOBUCHAR: Nothing in the telemetry coming down from the GPS is going to tell you that there is anything in the intervening
atmosphere. It's the ionosphere itself, from your particular direction, that you will have to measure in one way or another to tell you whether you have a problem.

MR. SCHLESINGER: I think that you have answered the question. If I use not every reading, but perhaps every two, I will probably be safe anywhere in the world most of the time. Is that a correct assumption?

MR. KLOBUCHAR: If you can integrate for a second, I think that you will be in good shape.

DAVID ALLAN, NATIONAL BUREAU OF STANDARDS: When you have a large deviation, 1 to 3 sigma, what is the extent of that? Is it worldwide?

MR. KLOBUCHAR: No. In fact, from Colorado, back in the early or mid-seventies, we were making measurements -- "we" meaning not me, but some ionospheric people -- were making measurements in two directions; one station near Boulder, and one near Fort Collins, and we were looking at two different satellites. One of them saw a big increase, and one of them didn't. That happened to be the demarcation line, because all of the east coast stations did see a big increase, and all of the west coast stations, from the one looking westward in Boulder, to the ones at Stanford and other places in the west, only saw a decrease.

No, it's not a worldwide phenomenon, and it will be later in time, generally, the lower in latitude you go, because these things propagate from the higher latitudes.

MEL BUCHWALD, LOS ALAMOS NATIONAL LABORATORY: Ionospheric people have been looking at simulations and the effects of simulations on the disturbing radio transmissions for localizing electromagnetic pulses using the W sensors on these GPS satellites, and we wonder where the body of data on simulations exist, and is it measured only through this Rayleigh fading data?

MR. KLOBUCHAR: We can probably talk privately in more detail about this, but I can answer that. There is a lot of empirical data, that is, fading data of the occurrences of different depth of fade versus time for different stations.

There is at least one group that is trying to make a model based partially on this empirical data, and partially on some theoretical work. They are making good progress in that. This is all for the background natural ionosphere, however.

There are also groups who are making extrapolations to the nuclear disturbed ionosphere. We probably deal with the bulk of the statistics on the natural ionosphere in our group, on the naturally occurring ionosphere measurements, at least.

MR. BUCHWALD: All we are interested in is the range of naturally occurring simulation.

MR. KLOBUCHAR: Well, the worst is Rayleigh fading. You can't get worse than that. Everything gets better from there, but I don't
know what percentage of the time you have Rayleigh fading at
different locations. That's a function of a lot of things: time
of day, season, solar geodetic activity, where you are located,
an those kinds of factors.

MR. BUCHWALD: Thank you.

MR. KLOBUCHAR: On that general subject, I have one more view
graph, and that is to show you about the solar cycle. This is the
last of twenty-some odd solar cycles. It is a bit out of date
now, because we are well down on this present solar cycle. If you
look carefully, the highest solar cycle recorded according to
sunspot number was recorded in 1958.

The second highest was the one that we have just completed.
It hadn't passed that point at the time this graph was made. The
third highest was the one back in the forties. The one that
peaked in 1968 or 1969 was a good average cycle.

We have been on a roll, then, during the last four cycles,
if I may use that expression. We have have had either an average,
or well above average cycles. We have been well above the average
for the last four cycles.

Who is to say what we are going to get in the future? We are
now nearing the minimum of the present cycle. Those of you who
are going to try to make measurements tomorrow, or for the next
few years, here is a curve and we are about here on the curve
(indicating). The first seven cycles are left off this curve
because the optics and the quality of the data are suspect. You
see that we have been at the mean or higher for the last several
cycles. In the next few years, we are going to be down in the
minimum, and who knows what will be the maximum for the next
cycle. If I had to bet today, I would bet on the average, not
above or below it. I attended, in June, a meeting in Paris of
solar forecasters, among other ionospheric forecasters, and you
can flip a coin and come up with a better approximation.

This is what they predicted for the present cycle
(indicating). The prediction, the guy's name and the date of the
prediction. You can see from the actual maximum and the range of
the guesses that they are all over the ballpark. Things are
improving, but it's really empirical.

If anyone has any predictions they want to add to this, it
was done by Jerry Brown. I grabbed it from him just to show the
futility in trying to look a few years in advance for solar
cycles.
IONOSPHERIC LIMITATIONS TO TIME TRANSFER BY SATELLITE
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ABSTRACT

The ionosphere can contribute appreciable group delay and phase change to radio signals traversing it; this can constitute a fundamental limitation to the accuracy of time and frequency measurements using satellites. Because of the dispersive nature of the ionosphere, the amount of delay is strongly frequency-dependent ($1/t^2$). At the 1.5 GHz frequency band used in the GPS systems the vertical-incidence ionospheric excess delay is typically 5 nanoseconds during the daytime (based on a total electron content of $10^{17}/m^2$), and 20% of that at night. Even at X-band, the total daytime ionospheric delay of about 1 nanosecond is enough to make compensation necessary for implementation of extremely precise time transfer schemes such as the coherent satellite link proposed by Knowles. Calibration using models is an unreliable procedure because of the variable nature of the ionosphere. It is possible in principle to provide a self-calibration by observing at two frequencies simultaneously. While this technique has on occasion proven successful in reducing ionospheric errors, a fuller understanding of the underlying phenomenon is necessary in order to understand the basic limitations it mandates in time transfer techniques.

The ionosphere is known to be highly variable, both in terms of large-scale changes and in terms of smaller-scale irregularities. Much work in recent years has focused on 'pathological' irregularities in the polar regions and equatorial region that amount to variations of 10% to several hundred percent in the total electron content. Recent
Efforts to investigate ionospheric disturbances using radio astronomy interferometers have shown that the mid-latitude region, where most time transfer experiments take place, also has a prevalent irregularity distribution. This work has been undertaken by our NPL group using interferometers at Green Bank, W. Va., and Magdalena, NM, and also by a Dutch group using the Westerbork interferometer (J). These experiments measure the differential electron content between two or more antenna locations, and relate more closely to the ionospheric effect seen by a time transfer experiment than most other techniques. Easily measurable ionospheric irregularities have been seen in mid-latitude regions. Our group has observed a typical differential electron content of about $10^{-15}/m^2$ over a baseline of 35 km. A day-night correlation with IEC values is observed; the night-time ionosphere is more irregular during periods of high geomagnetic activity. By combining results from our work with that of the Dutch group, who used a baseline that was considerably shorter, it is possible to obtain information about the size distribution of the irregularities. The irregularity amplitude is approximately proportional to the baseline over the range studied. Only limited information is available about another parameter of interest, the time scale distribution of these irregularities. Irregularities have been observed on all time scales from seconds to hours, as illustrated by data samples. The typical irregularity in the mid-latitude region is about 1% of the total electron content. While this is less than the extreme variations seen in polar regions, calibration of these anomalies must also take place to achieve full accuracy in time transfer and its associated use for position location.

**INTRODUCTION**

The ionosphere can contribute appreciable group delay to signals traversing it. This delay depends on both the frequency and the state of the ionosphere. The equation for the refractive index of the ionosphere can be expressed as:

$$ n = \frac{1-K_1}{f^2} n_e + K_2 \frac{n_e B \cos \theta}{f^3} + O(1/f^4). $$

(1)
where $n_e$ is the electron density

$B$ is the earth's magnetic field

$\Theta$ is the angle between the wave normal and the magnetic field,

and

$k_1, k_2$ are numerical constants (Mathur et al., 1970).

If $n_e$ is replaced by a typical total electron content along a vertical column (TEC), an estimate can be obtained of the additional group delay due to the ionosphere. Such a curve is plotted in Figure 1 for a typical daytime TEC of $2 \times 10^{17}/m^2$. The curve is for a vertical path and is multiplied by the secant of the zenith distance of the line-of-sight. The dominant term from equation (1) has a shape inversely proportional to frequency squared, and a total magnitude of about 5 nanoseconds at the Global Positioning System (GPS) frequency. The typical nighttime delay is about 25% of this. Klobuchar (1984) discusses the limitations in attempting to correct for the delay with a model due to the variations in TEC. Such a model can be expected to be accurate to about $\pm 25\%$.

A method often mentioned for correcting accurately for the ionospheric group delay is dual-frequency measurements. Because of the dispersive nature of the ionospheric delay, measurements at two frequencies can be used to determine what the delay constant is and correct for it. In principle this method can be very accurate, because it measures the TEC along the same line of sight that is to be used for the observation. Although the dual-frequency method has been used in a number of experiments, and is to be implemented for GPS, its accuracy has not been critically examined. Possible inaccuracies in this method include error multiplication caused by a finite frequency difference, and the effect of higher-order terms in equation (1). Figure 1 contains an estimate of the residual component if this correction is accurate to $1\%$. One residual component of concern is the $1/f^2$ component in equation (1). This component gives rise to two possible phase and group velocities in a wave propagating through the ionosphere. The difference in velocities depends on the angle of the propagation direction to the earth's magnetic field. This effect gives rise to Faraday polarization rotation, but it also causes a difference in group delay between the two modes. Figure 1 shows the "worst-case" magnitude of this effect. While the net time delay change caused is zero, a propagation bifurcation results that causes a dual arrival time measurement. This can be a serious limitation on lower-frequency timing measurements.

When considering the limitations provided by the ionosphere to time transfer measurements, it is important to consider the complete temporal and spatial spectrum of ionospheric irregularities. Klobuchar (1984) discusses the large-scale (global) component of TEC variations. Recent experimental information has been accumulating about medium-scale (100 m - 1000 km) irregularities in TEC that are important in contributing to time measurement inaccuracies. It has been deduced from in-situ satellite measurements that medium-scale irregularities of 1-10 $\%$ of TEC exist commonly at all times in
the Arctic, and during nighttime in equatorial regions (Szuszczewicz et al., 1963). Although it has been commonly assumed that medium-scale irregularities in the "normal" mid-latitude ionosphere are insignificant, recent research using radio astronomy interferometers have shown that this is not the case.

In a radio interferometer, two or more large radio antennas are pointed at the same distant natural radio source. The outputs of these antennas are combined coherently, after correction for differential delay, to make a Michaeison interferometer. The output of this interferometer measures any source of differential phase delay. Since the ionosphere is the dominant dispersive effect, it is possible to measure the difference in total electron content by combining measurements at two frequencies in an appropriate manner. To this end, the Naval Observatory's Green bank, West Virginia interferometer and the newer Very Large Array facility in New Mexico have been used to conduct preliminary investigations into the feasibility and usefulness of such a tool. The radio interferometer system at Green Bank, whose primary mission is to measure geodetic parameters, observes continuously a succession of radio sources at quasi-random points in the local sky. (Kiepczynski et al., 1979). Simultaneous observations at 2695 MHz (11.1 cm. wavelength) and 8085 MHz (3.7 cm. wavelength) provide a measurement of the differential electron content between the ionospheric paths of any of the possible antenna pairs. The continuous availability of data from this array makes its use attractive for ionospheric monitoring. At the time the present data was recorded, the array consisted of 3 antennas of 35-foot diameter located along a 2.5 kilometer track that is oriented at an azimuth of 62.05 degrees, and one remote station with a 45-foot diameter antenna located about 100 km away. An additional remote station has since been added. The Very Large Array, described in detail by Thompson et al. (1980), is an array of 27 antennas located near Socorro, NM, and designed with maximum flexibility for a variety of astrophysical experiments. Its 27 antennas allow significantly more complete spatial sampling of ionospheric phase differences than the Green Bank array. The maximum baseline available is approximately the same as the Green Bank array.

The differential phase path between two antennas due to the ionosphere is:

$$\Delta L = \delta L_{21} - \delta L_{11} = K_1 \int^2_{n_e} d\frac{d\Delta l}{f^2} - \int^1_{n_e} d\frac{d\Delta l}{f^2} = K_1 \frac{(D.E.C.)}{f^2}$$

so that the differential phase delay is proportional to the difference in total electron content along the two parallel paths. In the context of this article, D.E.C. will be used to refer to the experimentally determined difference in ionospheric path length as between the locations of different antennas. It may be due to a number of different mechanisms; e.g., ionospheric gradients (Komesaroff, 1960), irregularities, diurnal effects on TEC, etc. This quantity \(\int^{2n_e}_{n_e} d\Delta l - \int^{1n_e}_{n_e} d\Delta l\) will henceforth be called differential electron content = D.E.C. Converting from measurement units of delay to units of phase, a power of frequency is cancelled, so that:
\[ \Delta \phi_1 = K \frac{(D.E.C.)}{f} \]  

where \( K = \frac{2 \pi r}{C} \)

and \( \Delta \phi_1 \) is the measured phase change due to the ionosphere.

Another important parameter to consider is the effective area intercepted by each antenna primary beam as it transits the ionosphere, as well as the overlap between beams. The differential phase effects on an interferometer from the ionosphere are described by a special case of scintillation-scattering-diffraction theory; in particular one may expect thin-screen diffraction theory to serve as a basis. This type of theory is complex and has been discussed by a number of authors (Crane, 1977; Hufnagel, 1975), although relatively few (Whale and Gardiner, 1966) discuss the expected phase perturbations. While it is beyond the scope of this article to develop a complete theory for this phenomenon, the basic remark can be made that if the two antenna beams do not overlap the phase fluctuations will be fully developed, while for beams that largely overlap the phase fluctuations will be largely cancelled. With the 27 antennas of the VLA, it is possible to do a more complete reconstruction of the ionosphere. If the antenna beams do not intersect while passing through the ionosphere, 27 independent points in the ionosphere, located along a Y-configuration at distances from each other of up to 35 km, will be sampled by the VLA.

The differential electron content measured by an interferometer pair is a sum of the true difference in the free electron density between the paths over each antenna, and a second order difference in between the paths over each antenna, and a second order difference in the path length caused by the curvature of the earth. The formula for the curvature effect may be shown to be in phase units

\[ \Delta \phi = 4.85 \times 10^{-11} \frac{(TEC)}{f} \left( \frac{1}{\sin \theta_2} - \frac{1}{\sin \theta_1} \right) \]  

where \( \theta_1, \theta_2 \) are the elevation of the source at each antenna, \( f \) is the frequency in MHz, and \( \Delta \phi \) is the differential phase in units of degrees. The difference \( (1/\sin \theta_2 - 1/\sin \theta_1) \) can be either positive or negative, depending on the source geometry, but is always less than \( d/r \) where \( d \) is the distance between antennas, and \( r \) is the earth's radius. Since this is a refraction effect due to the sphericity of the earth, it does not depend on the height of the electron layers doing the refracting. The total measured differential electron content is thus the sum of the differential electron content due to variations in total electron content between the two locations and that due to the sphericity of the earth.

For the baselines used in our data sample, both effects are of comparable magnitude and must be considered. To measure the irregularity component, the
other must be subtracted. In order to do this, some estimate must be made of the TEC. In analyzing the Green Bank data TEC values obtained from satellite Faraday rotation data by the Air Force Global Weather Control (1981) were used for this purpose. Values obtained at Sagamore Hill, MA were used as the closest approximation available to the Green Bank, WV site. A time correction was made in the TEC data to compensate for the difference in longitude. In order to simplify the date analyses only phases from two baselines, one of 35 km and one of 1.5 km, were considered. Data taken with the U.S.N.O.'s Greenbank interferometer during November 1983 together with smaller samples from 1980-81, was analyzed to isolate ionospheric effects. The periods include a wide range of geomagnetic activity.

Figure 2 shows the estimates of variance of estimates of $k$ for the long and short Green bank baseline for the month of November 1983. Data has been grouped into periods of morning twilight, day, evening twilight, and night to emphasize diurnal effects. Occasional data points have been bridged. Both the highest absolute value of the variance on the long baseline and its increased variability are evident. Figure 3 shows a weighted average of the variance for the four time periods for the entire month. The day variance for the long baseline is clearly greater during the daytime, while this effect is not present for the short baseline. An obvious interpretation of this is that D.E.C.'s of $5 \times 10^{14}/m^2$ are consistently present during the daytime over a 35 km baseline, while irregularities over a 1.5 km baseline are consistently less than $1.5 \times 10^{14}/m^2$. The phase of the effect agrees with that of TEC measurements, which is normally four times higher during daylight hours. Although the constant portion of the long baseline variance may be due to the ionosphere, it is more reasonable to ascribe this to equipment effects.

Although the variance correlates well with the diurnal TEC effect, it would be expected to correlate more directly with an index that would predict irregularities in the ionosphere. In Figure 4 the daytime long baseline variance is plotted on the same graph as the geomagnetic index $A_p$. A general correlation is evident. No noticeable correlation of the daytime variance with the daytime maximum TEC was evident. This is an indication that irregularities are being measured, rather than some differential of the normal daily gradient.

Another method of displaying the results of the experiment is to follow the tracks of one or more sources and compare the measured differential ionospheric effect with that predicted from independent total electron content data. This is done in Figures 5 and 6 for the radio source 0355-508, which was observed at night, and the radio source 1749+701, which was observed during the day. Also plotted on these figures is the differential path length ionospheric effect predicted from the total electron content data. The data from the nighttime source is seen to be generally smoother, although variable from night to night. That from the daytime source always, and that from the nighttime source sometimes, has fluctuations of $1-2 \times 10^{15}$ in differential electron content. The data is too sparsely sampled to enable a detailed Fourier analysis of the time scale of the fluctuations, but it appears that a typical time scale is of the order of 1-2 hours. For the baseline of 35 km, the observed 1-2 hour time scale means that the ionospheric irregularities
observed are typically either changing with that time scale or moving with a velocity of at least 20 km/hr (7 m/sec) with respect to the earth's surface. This estimated speed is much lower than currently accepted values for the ionospheric superrotation rate of 50-150 m/sec.

A sample detection of an ionospheric irregularity using the VLA is shown in Figure 7. A method similar to that described above has been used to separate phase excursions at frequencies of 1.4 GHz and 5 GHz into dispersive, or ionospheric, and non-dispersive, or tropospheric terms. The data shown includes spacings of 17 km, 9 km, 3 km, and 0.4 km, during a period of 24 hours beginning at 08 hours local time on 21 January 1979. The figure shows observed phase in units of degrees at 1.4 GHz (100 degrees = 2.5 x 10^15 D.E.C.). During this period, the source 1311+678, which is circumpolar, was observed until about 14.7 hours local time; then source 0552+398 was observed until the first source was again visible at about 0.7 hours. Source-change times are indicated by the long, vertical bars extending through the figure.

The deep protrusion in the 17 km and 9 km ionospheric outputs may be interpreted as a gradient in TEC which lasted for a duration of about 7 hours, with a mean epoch of about 16 hours local time. Its apparent intensity is magnified by the fact that the observations at that time were low in the sky. After correcting for a secant effect multiplication of about 3, an irregularity of 6 x 10^14 in TEC is indicated; this is consistent with the Green Bank results.

The 9 km spacing is generally similar to the 17 km spacing, but is decreased in amplitude by about 50%, as would be expected for an ionospheric gradient. Thus, the total TEC may be larger depending on the size of the irregularity. A consistency check is provided by the tropospheric output, which shows no significant change during this period.

DISCUSSION

The radio astronomy technique can measure ionospheric structure on a variety of scales, and provides a measure of an effect integrated through the ionosphere, rather than the marginal electron content measurement made by either bottomside or topside (Keinisch and Xuegin, 1982) sounders. During the observational period described here, irregularities of the order of from 2 x 10^14 to 2.5 x 10^15 in differential electron content were observed. This amounts to about 0.5 to 5% of the measured TEC, and indicates the frequent presence of significant irregular structure in the ionosphere on this scale.

A Dutch group (Spoelstra and Kelder, 1984) have recently used the Westerbork interferometer to measure ionospheric disturbances. Although their longest baseline available was only 2.7 km, they were able to easily measure ionospheric irregularities. They found the typical size to be consistently greater than their maximum baseline, which is in agreement with the present size estimates. Their conclusions about the greater prevalence of disturbances during the daytime are in general accord with ours, although the Dutch group did not provide numerical estimates of differential electron content.
Both the Green Bank results and the sample of data from the VLA show clear evidence of horizontal ionospheric gradients in TEC persisting for periods of several hours, while the Dutch group observed periods of less than fifty minutes. The mid-latitude radio interferometer observations clearly are not related to the ionospheric wind, which is known to have velocities of 50-150 kilometers per second (Kegan and Rodriguez, 1981; Kino and Livingston, 1982). They are most easily accounted for by the phenomenon of traveling ionospheric disturbances, or TID's. This class of disturbances, as pointed out by Evans et al (1983), includes fluctuations with a wide variety of periods, which, in spite of many observations with various techniques, are not well-defined.

From the limited observations undertaken by our group and the Dutch group, it is possible to make a rough estimate of the approximate amplitude vs. distance relationship of these medium-scale irregularities. This is shown in figure 8. A similar graph that gives typical time scales is not yet possible due to inadequate data.

SUMMARY

Ionospheric compensation is necessary for the most precise time transfer and frequency measurements, with a group delay accuracy better than 10 nanoseconds. A priori modeling is not accurate to better than 25%. The dual-frequency compensation method holds promise, but has not been rigorously experimentally tested. Irregularities in the ionosphere must be included in the compensation process.
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Fig. 1 Ionospheric effects on group delay.
Fig. 2. Scatter in ionospheric phase measurements for Green Bank interferometer for the month of November, 1983. Dotted line marks short baseline; solid line marks long baseline. Data is grouped into morning twilight, day, evening twilight and night.

Fig. 3. All data of Figure 2 grouped to show behavior of variance as a function of time of day.
Fig. 4  Comparison of Green Bank long baseline variance for daytime with geomagnetic index $A_p$. Normalized units used on ordinate.
Fig. 5  Differential electron content measurement as a function of time for 0355+308, a nighttime source. Observations taken during early December, 1981.
Fig. 6. Differential electron content measurement as a function of time for 1749+701, a daytime source. Period of observations same as Fig. 5.
Fig. 7 Sample ionospheric measurements made using a series of baselines with the Very Large Array, illustrating the detection of an ionospheric disturbance. The graph shows both non-dispersive, or tropospheric and dispersive or ionospheric differential phases. Long vertical bars mark source changes.
ESTIMATE OF TYPICAL FLUCTUATIONS IN IONOSPHERE

Fig. 8 Amplitude vs. size parameters of ionospheric irregularities.
QUESTIONS AND ANSWERS

LARRY D'ADARIAO, NATIONAL RADIO ASTRONOMY OBSERVATORY: This information about the variations between stations on relatively short baselines would also suggest that, for a single station, there would be a lot of variation in direction if you are looking at the sky. Thus, knowledge of the zenith total electron content would not be a good predictor of the path delay in other directions where you are usually looking. Is that right?

MR. KNOWLES: I would agree with that statement.

MR. KLOBUCHAR: If I could interject a comment here, that's certainly true, but you have to look at what detail is true. If Steve would show the first view graph... (the view graph was shown here). You will notice that the two real points that you said were actually observed, were down around ten to the fifteenth. The point way up at the top here at around a thousand kilometers above ten to the seventeenth is actually a difference in the diurnal curve between two points. The total time delay might be on the order of ten to the seventeenth, and you are seeing effects here on the order of ten to the fifteenth, one or two percent. Ten to the sixteenth is half a nanosecond at L-band, so we are talking about much less than a nanosecond, differential. If that's a problem for your time transfer, then you are in trouble, because you always get fluctuations of this order. For the VLBI folks, it is a serious problem, and Steve's work is very important in this regard, because this size of irregularity is one that really hasn't been measured before. It is very important to continue that kind of work, because there are irregularities at all levels, and no one up until this work has done anything in that distance range that I am aware of. The Dutch work and this work are the only ones.
A REVIEW OF TROPOSPHERIC REFRACTION EFFECTS ON
EARTH-TO-SATELLITE SYSTEMS

Edward E. Althsuler
Electromagnetic Sciences Division
Rome Air Development Center
Hanscom AFB, MA 01731

ABSTRACT
Tropospheric refraction effects may seriously limit the performance of communication, navigation and radar systems that operate at low elevation angles. The lower atmosphere has an index of refraction which is slightly larger than unity at the earth's surface and which decreases approximately exponentially with height. As a result, radio waves travel at slower velocity than in free space and as they traverse layers of decreasing index of refraction, they are bent downward. Thus, targets observed from the ground appear to be at higher elevation angle than the true angle and if the range of the target is based on a time delay measurement, the target will appear farther away. In addition, abnormal refractivity gradients may cause radio waves to be trapped within tropospheric layers, thus producing regions through which the waves do not pass: these are called "radio holes".

For some locations and for many applications, refractive corrections based on the surface refractivity are adequate for elevation angles above a few degrees. However, new systems which operate at elevation angles near the horizon often require improved accuracies. In this paper, techniques for obtaining these improved corrections are reviewed.

This paper was not received for publication.
QUESTIONS AND ANSWERS

VICTOR REINHARDT, HUGHES AIRCRAFT COMPANY: Those error figures you had for the range, is that the one way range, or the two way range?

MR. ALTHSULER: One way.

MEL BUCHWALD, LOS ALAMOS NATIONAL LABORATORY: You said that ducting was very unusual except in certain locations where it's common. I think a lot of us are wondering if we live in one of those places.

MR. ALTHSULER: As I understand it, the ducting very often takes place over water. There is a region off of San Diego where they say that ducting occurs on a very regular basis. The ducting is very serious over the Persian Gulf. It is, I think, one of the hottest bodies of water on the earth, and, as you know, there have been all kinds of problems as to whether to put radars on the ground, or up in the mountains. If you put them on the ground, then you have usually serious ducting conditions. If you put them up in the mountains, you have less ducting, but you have other problems. It's a real nightmare.

It is something which is obviously very difficult to measure, but the data that are available indicate that it occurs mostly over water, and there are locations where you can expect it.

MR. REINHARDT: Is there a simple cosecant law that you can use to get the average delay for correction?

MR. ALTHSULER: Thank you for bringing that up. It turns out the distance of the slant path through the atmosphere is a function of the cosecant of the elevation angle, or the secant of the zenith angle, whichever you choose.

For angles typically around four or five degrees you know how the secant behaves. It eventually goes to infinity. But depending upon how much of an error you are willing to absorb, you can get down to eight or ten degrees without any problem. Once you get below eight or ten degrees, you are starting to compromise a little. Of course, I certainly wouldn't try it below four degrees.
ATMOSPHERIC LIMITATIONS TO CLOCK SYNCHRONIZATION AT MICROWAVE FREQUENCIES

George M. Rauch
Jet Propulsion Laboratory
California Institute of Technology
Pasadena, CA 91109, USA

ABSTRACT

Clock synchronization schemes utilizing microwave signals that pass through the earth's atmosphere are ultimately limited by our ability to correct for the variable delay imposed by the atmosphere. The atmosphere is non-dispersive at microwave frequencies and imposes a delay of roughly 8 nanoseconds times the cosine of the elevation angle. This delay is composed of two parts, the delay due to water vapor molecules (i.e. the "wet" delay), and the delay due to all other atmospheric constituents (i.e. the "dry" delay). Water vapor contributes approximately 5 to 10% of the total atmospheric delay but is highly variable, not well mixed, and difficult to estimate from surface air measurements. However, the techniques of passive remote sensing using microwave radiometry can be used to estimate the line of sight delay due to water vapor with potential accuracies of 10 to 20 picoseconds. The devices that are used are called water vapor radiometers and simply measure the power emitted by the water vapor molecule at the 22.2 GHz spectral line. An additional power measurement is usually included at 31.4 GHz in order to compensate for the effect of liquid water (e.g. clouds). The dry atmosphere is generally in something close to hydrostatic equilibrium and its delay contribution at zenith can be estimated quite well from a simple barometric measurement. At low elevation angles one must compensate for refractive bending and possible variations in the vertical refractivity profile. With care these effects can be estimated with accuracies on the order of 30 picoseconds down to elevation angles of 10 degrees.

I. INTRODUCTION

During the past decade we have witnessed a steady improvement in our ability to synchronize clocks on a global basis. Techniques such as Very Long Baseline Interferometry (VLBI) or any of several schemes that utilize earth orbiting satellites such as the Global Positioning System (GPS) offer the prospect of sub-nanosecond clock and frequency comparison. Atmospheric errors have not been a major contributor to the error budget in these techniques but as we approach the nanosecond (ns) level of accuracy, as our instrumentation and experimental technique improves, the atmospheric delay effects begin to take on the aspect of a limiting error source (Rauch, 1980). This paper is intended to quantify the magnitudes of these atmospheric effects at microwave frequencies and review the extent to which they can be reduced with technology that is currently available.

II. ATMOSPHERIC DELAY

At microwave frequencies it is a good approximation to consider the atmosphere to be non-dispersive. An elemental volume of air is characterized by its index of refraction n(s), so that the total delay experienced by a signal from an extraterrestrial source (neglecting bending) is;

\[ \tau_{ATM} = \int_L n(s)dl \]  

(1)

Where \( c \) is the vacuum speed of light and the integral is evaluated along the ray path \( L \) whose line element is \( dl \). It is convenient to define a parameter \( N \), called the refractivity, that is a measure of the departure of the index of refraction from unity.

\[ N = (n - 1)10^6 \]  

(2)

We can now write the "extra" delay imposed by the atmosphere (i.e. over and above the geometric delay) as,

\[ \Delta \tau = 10^{-6} \int_L N(s)dl/c \]  

(3)

If we are trying to synchronize clocks by observing an extraterrestrial source then the entire problem of accounting for atmospheric effects reduces to estimating this simple integral.

Using the molecular properties of atmospheric constituents it is possible to derive an analytical expression for the refractivity (Bean and Dutton, 1968). A simple formulation for the refractivity has been given by Smith and Waaraub (1953) as,

\[ N = 77.6(P/T + 4810e/T^2) \]
\[ N = N_D + N_W \]  

Where, \( T \) is the temperature in Kelvin (K), \( P \) the total pressure in millibar (mb), and \( e \) is the partial pressure of water vapor in mb. This expression is accurate to 0.5% over the range of temperature, pressure, and vapor content normally found in the atmosphere. Note that the refractivity can be decomposed into two components. One component we call the "wet" component because it depends primarily on the density of water vapor (i.e. a polar molecule), and the other we call the "dry" component in which we lump the effects of all atmospheric gases (including water vapor) but is dominated by the most abundant molecules of oxygen and nitrogen.

Hence, the atmospheric delay correction is simply decomposed into two separable problems. Using elementary definitions, the dry and wet atmospheric delay corrections can be written as:

\[ \Delta t_D = \int_L \rho_D(l)dl/c \]  

\[ \Delta t_W = \int_L \rho_v(l)/Tdl/c \]  

where \( \rho_D \) is the density of dry air, \( \rho_v \) is the vapor density, and \( T \) is the temperature. Estimating the dry delay is equivalent to evaluating the integral of the dry air density along the ray path. Estimating the wet delay is equivalent to evaluating the integral that contains the vapor density divided by the temperature, again along the entire ray path.

III. ZENITH DELAY VALUES AND MAPPING FUNCTIONS

At sea level under average conditions the total atmospheric delay at the zenith is approximately 8 ns. The dry atmospheric delay at the zenith is just a bit less than 8 ns and is dominated by the gaseous form of oxygen and nitrogen. These components are well mixed throughout the atmosphere and hydrostatic equilibrium is a reasonable approximation. The wet delay is highly variable and can range from practically zero up to 1 ns at the zenith. Although the wet delay contributes less than 10% of the total atmospheric delay it dominates the variability and will take 99% of your effort should you require its accurate calibration.

The reason that the wet delay is such a problem lies in the fact that water is not a well mixed atmospheric constituent, it occurs in all three phases (solid, liquid, and gas). The mixing ratio is driven primarily by thermal processes in the lower atmosphere which means that it is difficult to estimate the wet zenith delay using only surface meteorological measurements. Nevertheless, one can model the water vapor and estimate a zenith delay. The problem with a water vapor model is the accuracy of the resulting estimate which must be judged in the context of the goals for a particular experiment. Depending on how a set of observations is constructed, it may be possible to solve for the zenith values of atmospheric delay with higher confidence if an is afforded by a model.

If you have ever tried to synchronize clocks with VLBI or by using satellites you will have noticed that the sources are never at the zenith. Zenith values of the delay correction must be mapped to the line of sight to the radio source. If we assume that the atmosphere is homogeneous and plane-layered, then the delay along an arbitrary line of sight (LOS) is simply:

\[ \Delta t_{LOS} = \Delta t_E \csc E \]  

where \( \Delta t_E \) is the zenith delay and \( E \) is the elevation angle (azimuthal symmetry is implied in the assumption of homogeneity). This simple cosecant mapping function is generally quite adequate for elevation angles greater than 20 degrees. Of course the error in the zenith delay is also multiplied by the cosecant of the elevation angle, hence the premium on obtaining an accurate value of the zenith delay. For clocks that are separated by large distances; it is not practical to restrict elevation angles to greater than 20 degrees.

If equation (5) is evaluated along a zenith ray path we see that it is simply the mass of air in a vertical column and can be measured with a barometer. If the total zenith delay at sea level is roughly 8 ns then an error of 1 mb in the barometric measurement corresponds to a delay error of 8 picosecond (ps). If we assume an elevation angle cutoff of 6 degrees, the line of sight atmospheric delay is approximately 80 ns (corresponding to 10 airmasses) and a 2 mb barometric measurement accuracy would map to 160 ps of line of sight delay error. Thus, with reasonable care of our barometer we can neglect measurement errors.

Much larger line of sight delay errors arise from three effects; 1) both the atmosphere and the ray path is curved, 2) errors in estimating the zenith vapor delay, and 3) the real atmosphere is not homogeneous.
If we use the simple mapping function we will make a 6 or 7 ns error at a 6 degree elevation because we did not account for earth curvature or ray bending. Variations in the real atmosphere and mis-modeling water vapor will account for another 1 or 2 ns error independent of the mapping function. Using a function only slightly more complicated than the cosecant we can take into account earth curvature and ray bending and reduce that portion of the error to less than 1 ns. There are long-term variations in the atmosphere (seasonal effects) that can be modeled, included with the mapping function and can remove perhaps 0.5 ns from the variable portion of the atmosphere. Finally, we are left with roughly 1 ns of variations that cannot be modeled but can be estimated using remote sensing to the 0.1 ns level down to 10 degree elevation.

There are at least a half-dozen mapping functions from various authors that account for atmospheric and ray path curvature at low elevation angles. In general they are semi-empirical formulas. In order to derive an improved mapping function one typically starts with some average profile of the refractivity, assumes horizontal homogeneity, performs ray-trace calculations at various elevation angles, and then notes that the delay as a function of elevation angle can be approximated by an analytic function containing a few parameters. Figure 1 compares some of the most popular mapping functions with actual ray trace calculations down to an elevation angle of 6 degrees. Shown are mapping functions from Lanyi (1984), Black (1978), Black and Eissler (1984), Chao (1974), Marini and Murray (1973), and Saastamoinen (1972).

The ray trace calculations that are used in Figure 1 as the "truth" are in fact based on the assumption of homogeneity. Bending of the ray path will depend upon the vertical density profile. Water vapor variations dominate the variations in the density profile and will exhibit variations on several timescales and may even exhibit horizontal gradients that are driven either by local topography or mesoscale weather patterns. If vertical soundings of temperature and relative humidity are available for a particular observing site then it is possible to identify the low frequency fluctuating components (e.g. seasonal variations) and incorporate them into the mapping function.

All of these mapping functions shown in Figure 1 offer significant improvement over the simple cosecant mapping. The most recent, by Gabor Lanyi at JPL has the distinct advantage of agreeing with ray trace calculations to better than 10 ps down to elevation angles of 6 degree. Lanyi's mapping function together with improved estimates of seasonal variability is now being tested on 7 years of VLBI data taken between the stations of the Deep Space Network. Preliminary indications are that this new mapping function exhibits one of the sought after qualities of accurate atmospheric delay correction - it improves the repeatability between experiments.

As mentioned earlier, the wet delay can also be modeled. Modeling is of course the least expensive method to account for atmospheric effects so there is a great deal of fiscal motivation to use them whenever possible and there is a plethora of models that can be used with varying degrees of statistical success to estimate the wet atmospheric delay. Berman (1976) has discussed several of these models. In general, one starts with the assumption that the vertical profile of vapor density is described by an analytic function, measure the surface value of vapor density, and use the model to estimate the zenith delay. The typical accuracy that is achievable is on the order of 100 ps at the zenith which translates to a 1 ns error at an elevation angle of 6 degree.

It is sometimes possible to structure an experiment so that it is possible to solve for the zenith delay. In this case, if one uses a good mapping function it is only the departures from homogeneity and temporal variations of the atmosphere that are error sources. If it is not possible to solve for the zenith delay and high accuracy is a requirement then one must directly estimate the line of sight vapor content. The technique that can be used falls in the category of passive remote sensing and is based on the fact that the water vapor molecule radiates weakly at the microwave frequency of 22.2 GHz. If the molecule is locked in the solid or liquid state the transition is inhibited so the spectral line is a direct indicator of water vapor. The technique has been reviewed by Hogg et al. (1983) and by Resch (1984) and will only be outlined here.

Figure 2 shows what an ideal radiometer would measure if it observed the zenith through a standard atmosphere between the frequencies of 10 to 300 GHz. The intensity or power level of the received radiation is shown along the vertical scale and is given in units of Kelvin which is a measure of the brightness temperature - the temperature that a black body would have if the black body were to replace the atmosphere and to deliver an equivalent amount of power to the radiometer. The lower curve shows the spectrum when there is no water vapor in the atmosphere and the upper curve is drawn for the case of a precipitable vapor of 2 g/m². You see several spectral feature between 10 and 300 GHz, one of which is the 22.2 GHz line from water vapor that was just mentioned. Under the assumption of low total absorption (i.e. less than 3 dB) the strength of the line is proportional to the total amount of water vapor along the line of sight. In equation (6) we saw that the wet path delay can be cast into a form that very much resembles the integral of the vapor density along the line of sight. This means that we can use a radiometer operating at a frequency near 22.2 GHz to measure the intensity of radiation and develop an algorithm to then use the measurement in order to estimate the wet path delay. Unfortunately, nature does not let us off quite that easily.
Figure 3 shows the effects on the brightness temperature of liquid water assumed to exist as very small droplets similar to what exists in a cloud. This shows the brightness spectrum of the atmosphere for three cases: 1) no vapor and no liquid, 2) 2 gm/cm$^2$ of vapor and no liquid, and 3) 2 gm/cm$^2$ of vapor and 0.1 gm/cm$^2$ of precipitable liquid. This amount of liquid water has negligible effect on the delay but you can see that it has a very large effect on the measurement of the brightness temperature. We can either be content with a single channel radiometer that will operate only under clear sky conditions or we can add a second radiometer operating at a frequency off the water vapor line and use the second measurement along with the first to simultaneously estimate both the water vapor and liquid in the atmosphere. One can look at the second channel as the price you must pay in order to operate in both clear and cloudy conditions.

Instruments that are capable of estimating the line of sight delay have been described by Girard et al. (1979) and by Resch et al. (1982). The absolute accuracy of the technique over the dynamic range that is experienced in the real atmosphere is addressed in Figure 4 (Resch, 1984) by comparing the amount of atmospheric water determined by two independent techniques. Along the vertical axis is plotted the wet delay that was inferred from an instrumented aircraft measurement. The aircraft carried a package of instruments that measured temperature, pressure, and relative humidity and flew predetermined flight paths that approximated various lines-of-sight through the atmosphere. The measurements were recorded and later converted to vapor density and integrated to obtain wet delay. The horizontal axis shows the vapor delay as determined by a water vapor radiometer (WVR) operated during the aircraft flight pointing along the flight path. The rms scatter of roughly 50 ps is the quadratic sum of the errors in both measurement techniques. If we rather generously assume that the errors in the aircraft measurement were on the order of 10% of the total delay then we can infer that the accuracy of the WVR is about 30 ps in the delay domain. Simulation calculations suggests that the theoretical limit of performance for the WVR is approximately 10 ps.

Figure 5, taken from Resch et al. illustrates the precision of two WVRs operating along with an interferometer in the Very Large Array located in New Mexico. The experiment was unusual in two respects. First, the baseline is only 7 km long and we would normally expect the atmosphere to be well correlated over that kind of separation however the data was taken during the summer when there was thunderstorm activity in the area and the atmosphere was very dynamic. Secondly, this is not a VLBI experiment, we were comparing the WVRs with a connected element interferometer whose phase stability is on the order of a few ps over a several hour period. The dotted line shows the interferometer phase in delay units as a function of time and the solid line shows the resulting phase after corrections were applied from the two WVRs. The rms of the corrected phase is approximately 20 ps and corresponds to the expected noise level of the WVRs in this observing mode. Although this is an unusual event on a 7 km we can speculate that it my not be quite so unusual in the uncorrelated atmospheres that one would find using 1000 or 10,000 km baselines. The data indicates that large delay changes are possible in relatively short time periods, and the delay changes are indeed dominated by water vapor. Used properly the WVR is capable of tracking the vapor delay changes with a precision of a few ps.

IV. SUMMARY

Using a simple barometer to measure the surface pressure, a thermometer, something to measure surface water vapor density, and a model, we can estimate the zenith delay and then use any of a half-dozel mapping functions to estimate the delay along the line of sight. If we use a model for the atmosphere that can remove a portion of the dynamics we can achieve a 1 ns delay accuracy at elevation angles of 6 degree. If the experiment is structured properly it is possible to solve for theZenith delay and reduce the atmospheric delay error to less than 1 ns.

If we wish to improve on this capability we must estimate the line of sight vapor delay. An instrument to make accurate measurements of atmospheric brightness temperature at two frequencies near the 22.2 GHz spectral line is called a water vapor radiometer and will cost about $150K. Someone will have to maintain and operate it, and someone will have to analyse the data it produces. For the effort one can anticipate roughly an order of magnitude improvement over models.
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Figure 1 - Difference between the mapping functions and ray tracing
Figure 2. Brightness Spectrum of the atmosphere.
Figure 8 - Effect of liquid water on the brightness temperature
Figure 4 - Accuracy of a water vapor radiometer
Figure 5 - VLA residual delay before and after correction by WVRs
QUESTIONS AND ANSWERS

NICHOLAS YANNONI: This particular question might be answered best by you, Jack, or perhaps by the speaker. I would like to have a quick comparative statement of the domains of correction that has been addressed by the speakers. These altitude domains, or lines of demarcation where tropospheric effects dominate ionospheric effects. I know that these exist, and would like to have a ballpark statement about them.

MR. KLOBUCHAR: Let me say a few words about the ionosphere. I think that the GPS L-1 frequency is probably a reasonable demarcation line. There are times when the total zenith time delay, due to the ionosphere, might be of the order of a few nanoseconds, say five to ten nanoseconds.

Let me ask, either George or Ed, the zenith time delay due to the atmosphere would be how much?

VOICE FROM AUDIENCE: Nine total.

MR. KLOBUCHAR: About the same. However, they can model theirs. The variability of the troposphere is what, a few percent?

VOICE FROM THE AUDIENCE: Ten percent.

MR. KLOBUCHAR: Is ten percent the highest?

VOICE: That's maximum.

MR. KLOBUCHAR: Whereas the variability of the ionosphere, during the nighttime, when the total delay is five to ten nanoseconds, is very high. It may be 40 or 50 percent. It depends on the region of the world you are in.

That is still about where they become equal. There are times when the ionosphere is several or many tens of nanoseconds at L-1, for instance, and the troposphere never gets to many tens of nanoseconds, does it? I think that you had something like 100 nanoseconds, didn't you, or 100 feet of error?

MR. ALTHSULER: The largest error, right on the horizon, is like 100 meters, but when you get up to four or five degrees, it's more like 100 feet. You are talking about a maximum of 100 nanoseconds, at four or five degrees.

MR. RESCH: It's also strongly frequency dependent. With GPS you have two frequencies, so you have a handle on calibrating the ionosphere to some level, perhaps as good as a few centimeters of equivalent path delay. With the atmosphere, you are left with a model, or a water vapor radiometer as an independent way of coping with the error.

MR. KLOBUCHAR: I guess that the answer is that GPS L-1 is a good ballpark to start arguing. If you get down to a couple of hundred megahertz, the Transit frequencies, then the ionospheric errors probably predominate.
When we get to a few gigahertz, the ionosphere is not so important, although the VLBI people use S and X band to get rid of the ionosphere because it's a relatively easy thing to do. I can't see $150,000 for a dual frequency ionospheric scheme. Certainly around ten gigahertz you start not worrying about the ionosphere, but it's all relative, because a few years ago if you guys could transfer time within a microsecond, everybody was happy. Now you are talking about nanoseconds, and in a few years we will be talking about picoseconds. Come back and see us then. The ionosphere won't go away, and I don't think the water vapor and the dry component of the atmosphere will go away either.

MR. KNOWLES: I have just a minor quibble. I think your estimate of 150K for that water vapor radiometer is a bit high. That would certainly decrease when they were made on a production line.

MR. RESCH: I am not so sure about that, at least the quantities. There is at least one company that is making these devices as a commercial product, and in a conversation with one of their representatives a few weeks ago, that was the price that was quoted to me.

MR. PONSONBY, JODRELL BANK, ENGLAND: I would like to ask whether the delays that have been discussed are reciprocal delays? Can we assume that the ioneric delay in particular is the same for the down path as it is for the up path?

MR. KLOBUCHAR: Yes, period, and also for Faraday rotation. It's very interesting that back when people first started measuring it, some people thought that you would get rotation in one direction for the up-going signal and rotation in the other direction for the down-going signal and thus get cancellation of the rotation. You folks at Jodrell Bank did some of the early work in that and know that you get twice the amount. The paths are essentially identical, at least for the frequencies that we are talking about.
The main emphasis of this tutorial paper is on the formulation of appropriate state-space models for Kalman filtering applications. The so-called "model" is completely specified by four matrix parameters and the initial conditions of the recursive equations. Once these are determined, the die is cast, and the way in which the measurements are weighted is determined foreverafter. Thus, finding a model that fits the physical situation at hand is all important. Also, it is often the most difficult aspect of designing a Kalman filter. Formulation of discrete state models from the spectral density and ARMA random process descriptions is discussed. Finally, it is pointed out that many common processes encountered in applied work (such as band-limited white noise) simply do not lend themselves very well to Kalman filter modeling.

INTRODUCTION

Kalman filtering is now well known, and tutorial discussions of the technique are given in a number of standard references [1,2,3]. The filter recursive equations are summarized in Figure 1 for reference purposes here. It should be noted that once the initial conditions and the \( \phi_k, H_k, R_k, Q_k \) parameters are specified, the die is cast and the way in which the measurement sequence is processed is completely determined. Thus, the specification of these parameters is especially important -- they are, in effect, the filter "model". The emphasis in this tutorial paper will be on the modeling aspect of Kalman filtering. To see where these parameters come from, we will now review the basic process and measurement equations.
THE DISCRETE PROCESS AND MEASUREMENT EQUATIONS

The starting point for discrete Kalman filter theory begins with the process and measurement equations. The random process under consideration is assumed to satisfy the following recursive equation

\[ x_{k+1} = \phi_k x_k + w_k \]  

where \( k \) refers to the \( k \)-th step in time, \( x_k \) is a vector random process, \( \phi_k \) is the transition matrix, and \( w_k \) is a Gaussian white sequence with a covariance structure given by

\[ E[x_k x_k^T] = Q_k \]  

The measurement relationship is assumed to be of the form

\[ z_k = H_k x_k + v_k \]  

where \( v_k \) is also a Gaussian white sequence, uncorrelated with \( w_k \), and described by the covariance

\[ E[v_k v_k^T] = R_k \]  

In words, then, the key parameters of a Kalman filter model can be described as follows:
(1) $P_k$ is the transition matrix that describes the natural dynamics of the process in going from step $k$ to $k+1$.

(2) $H_k$ is the linear connection matrix that gives the ideal (noiseless) relationship between the measurement $z_k$ and the process to be estimated $x_k$.

(3) $Q_k$ describes the additional noise that comes into the $x_k$ process in the $\Delta t$ interval between step $k$ and $k+1$.

(4) $R_k$ describes additive measurement noise.

It is important to note that the discrete model described by Eqs. (1) through (4) stands in its own right. It is not an approximation of some continuous system, nor does it have to be related to another continuous linear dynamical system in any way. Once the discrete model is assumed, the recursive estimation process given in Fig. 1 follows directly.

**IMPORTANCE OF THE GAUSSIAN ASSUMPTION**

We will digress for a moment and look at the Gaussian assumption used in Eqs. (1) through (4). If $w_k$ and $v_k$ are Gaussian white sequences, then $x_k$ and $z_k$ will be Gaussian processes. Even though the Gaussian assumption is often omitted in discussions of least-squares filtering, we make here with no apology. The reason for this is that minimizing the mean square error really does not make very good sense for non-Gaussian processes. To illustrate this, consider the two processes shown in Fig. 2. The first is a scalar Gauss-Markov process which has the general appearance of typical noise. The second process is the random telegraph wave which switches between $+1$ and $-1$ at random points in time. If the parameters of the two processes are adjusted appropriately, they can be made to have identical power spectral density functions. Yet, they are radically different processes! The least-squares prediction far out into the future is zero for both cases. This makes good sense in the Gauss-Markov case because zero is the mean and most likely value. On the other hand, it is ridiculous to predict zero in the random telegraph wave case. We know a priori that this waveform is never zero. We would be better off to predict either $+1$ or $-1$ and be correct half the time than to predict zero and be wrong all the time! Thus, the Gaussian assumption is a reasonable one in the least squares estimation theory, and to stray from it leads us into dangerous territory.
TRANSITION FROM A SPECTRAL DESCRIPTION TO A DISCRETE STATE MODEL

In Kalman filter applications, we frequently begin with a spectral description of the various random processes involved. The problem then is to convert this information to a model of the form specified by Eqs. (1) through (4). The general procedure for making the transition to the discrete model is as follows

(1) Look for a continuous dynamical system that yields the desired process when driven by white noise. (The white noise input assures that $w_k$ will be a white sequence.)

(2) Then write the dynamical equations in state-space form:

$$\dot{x} = Ax + Bu$$

(5)

(3) Solve the state equations for step size $\Delta t$ and obtain

$$x_{k+1} = \Phi_x x_k + w_k$$

(6)

(4) Determine the measurement equation from the particular situation at hand.

To illustrate the procedure further, suppose the $y$ process power spectral density function $S_y(s)$ can be written as a ratio of polynomials in $s^2$ (or $\omega^2$, where $\omega^2 = -s^2$). The spectral function can then always be factored into two symmetric parts, one with its poles and zeros in the left-half $s$ plane, the other with mirror-image poles and zeros in the right-half plane. This is called spectral factorization and is represented mathematically as
\[ S_y(s) = S_y^+(s) \cdot S_y^-(s) \] (7)

where \( S_y^+ \) and \( S_y^- \) are the left- and right-half plane parts respectively. \( S_y^+(s) \) then becomes the shaping filter that will shape unity white noise into a process \( y(t) \) with a spectral function \( S_y(s) \). (See Ref. [1] for further details.)

Now suppose that the shaping filter is of the form shown in Fig. 3. We seek a state-space model for that dynamical system. One way of achieving this is shown in block diagram form in Fig. 4. The state-space equations are then defined state variables as \( r, t, \bar{t}, \ldots \) where \( r \) is an intermediate variable.

\[
\begin{bmatrix}
\dot{x}_1 \\
\dot{x}_2 \\
\vdots \\
\dot{x}_n
\end{bmatrix} =
\begin{bmatrix}
0 & 1 & 0 & 0 & \cdots \\
0 & 0 & 1 & 0 & \cdots \\
0 & 0 & 0 & 1 & \cdots \\
\vdots & \vdots & \vdots & \vdots & \ddots \\
-a_o & -a_1 & \cdots & -a_{n-1} & 0
\end{bmatrix}
\begin{bmatrix}
x_1 \\
x_2 \\
\vdots \\
x_n
\end{bmatrix} +
\begin{bmatrix}
0 \\
0 \\
\vdots \\
1
\end{bmatrix} w(t) \tag{8}
\]
Control system engineers refer to this as the controllable canonical form, and it can always be achieved for the dynamical system as shown in Fig. 2. If \( y \) is the process that is actually measured, then the \( H \) matrix is just the row matrix of \( b \)'s given in Eq. (9).

**EXAMPLE**

Suppose we have a scalar Gauss-Markov process \( y(t) \) whose power spectral density function is

\[
S_y(s) = \frac{2\sigma^2}{s + \beta} \quad \text{(or} \quad \frac{2\sigma^2}{\omega^2 + \beta^2})
\]  

We first factor \( S_y \) as follows:

\[
S_y(s) = \frac{\sqrt{2\sigma^2}}{s + \beta} \cdot \frac{\sqrt{2\sigma^2}}{-s + \beta}
\]  

The shaping filter is then \( \sqrt{2\sigma^2}/(s+\beta) \) which corresponds to the dynamical equation

\[
\dot{y} + \beta y = \sqrt{2\sigma^2} w(t)
\]

This is a simple first order differential equation, so we only have one state variable. Call it \( x_1 \). Our state equation is then

\[
\dot{x}_1 = -\beta x_1 + \sqrt{2\sigma^2} \epsilon(t)
\]

The solution of this equation for a step size \( \Delta t \) is

\[
x_{k+1} = e^{-\beta \Delta t} x_k + w_k
\]

and \( e^{-\beta \Delta t} \) can be seen to be the transition matrix \( \phi_k \). The mean square value of \( w_k \) can be determined from random process theory [1], and it works out to be
The process model is now complete.

UNIQUENESS

We might pose a question at this point:

Are Kalman filter models unique?

The answer is an emphatic NO. We know from linear system theory that any nonsingular linear transformation on the state vector leads to another equally legitimate state vector. The choice of coordinate frame for performing the estimation process is purely a matter of convenience. Optimal estimates can be transformed freely from one coordinate frame to another (through a linear transformation) and still remain optimal estimates in the new frame of reference.

ARMA MODEL

Sometimes the random process model comes to us in the form of a difference equation rather than a continuous differential equation. For example, consider the auto-regressive moving average (ARMA) model that relates a discrete process $y(k)$ to an input white sequence $u(k)$.

$$y(k+n) + \alpha_1 y(k+n-1) + \cdots + \alpha_n y(k) = \beta_1 u(k+n-1) + \cdots + \beta_n u(k) \quad (16)$$

There is a close analogy between difference and differential equations, and it works out that this nth-order difference equation can be converted to vector form in much the same manner as for a differential equation. If we define an intermediate variable $y'(k)$ as the solution to Eq. (16) with just $u(k)$ as the driving function, and then define our state variables as

$$x_1(k) = y'(k), \quad x_2(k) = y'(k+1), \quad \text{etc.} \quad (17)$$

then the system of Eq. (16) translates into state-space form as

$$Q_k = E[w_k^2] = \sigma^2(1-\exp(-2B\Delta t)) \quad (15)$$
Note that our choice of state variables leads to the controllable canonical form, just as in the continuous dynamical case. Of course, we could have defined our state variables differently and arrived at a form different from Eqs. (18) and (19). We will not pursue this further other than to say the choice of state variables is (within limits) a matter of convenience for the situation at hand.

**PROCESSES DERIVED FROM IRRATIONAL SHAPING FILTERS**

The random process modeling procedures discussed thus far have been straightforward. They may be tedious for higher-order processes, but they do not call for much imagination. There exists, however, a whole class of processes where this is not the case. These are the processes that cannot be thought of as the result of passing vector white noise through a linear dynamical system of finite order. Such processes are commonplace in engineering literature. For example, bandlimited Gaussian white noise is a very useful abstraction in communication theory. It is Gaussian noise that has a flat spectrum in the baseband and then is zero out beyond the cutoff frequency. It can be thought of as the result of passing pure white noise through an idealized lowpass filter, but no such filter can be represented as a ratio of polynomials in s of finite order. (Note that a Butterworth filter can be made to approximate the ideal case, but not equal it.) The
idealizations of bandlimited white noise are often a convenience in communication theory; however, they are an obstruction in Kalman filter theory.

There is a theorem from linear systems theory that is useful at this point. Chen [4] gives us the following criterion for the realization of linear dynamical models.

A linear dynamical model of the form

\[ \dot{x} = Ax + Bu \]
\[ y = Cx + Du \]  
(20)

will exist for a system with an input-output impulsive response \( G(t,t) \), if and only if, \( G(t,t) \) is factorable in the form

\[ G(t,t) = M(t)N(t) \]  
(21)

\( M \) and \( N \) are finite-order matrices, so if \( G(t,t) \) is scalar (i.e., single-input, single-output), \( M(t) \) is a row vector and \( N(t) \) is a column vector. This theorem can then be used as a test to see if a dynamical system will exist for a corresponding impulsive response function. Furthermore, the factorization provides the necessary information for realization of the model. (See Chen [4] for further details.) We will use flicker noise to illustrate the use of Chen's theorem. Flicker noise is of special interest to the PTTI community because of its presence in precision frequency standards. It is characterized by a power spectral density function of the form of \( 1/f \) at the frequency level, or \( 1/f^3 \) when referred to the phase level [5,6]. A block diagram showing the relationship between flicker noise and white noise is given in Fig. 5.

![Figure 5 Block diagrams relating flicker noise to white noise](image)

Clearly, the transfer function relating input white noise to the output phase \( x(t) \) is \( 1/s^{3/2} \). The inverse transform of \( 1/s^{3/2} \) gives the impulsive response to an impulse applied at \( t=0 \). This is \( 2\sqrt{\pi}/\sqrt{\pi} \). Thus, for an impulse applied at \( t=\tau \), we have (in Chen's notation)
The question is, "Is \( G(t,\tau) \) factorable in the form \( M(t)N(\tau) \)?" It appears that it is not, although this is difficult to show in a rigorous sense. This being the case, Chen's theorem says that no linear dynamical system will exist that corresponds to the \( G(t,\tau) \) of Eq. (22). This is to say that no finite-order state model will exactly represent flicker noise! Of course, the state model is essential for Kalman filtering, so this leads to a dilemma when one attempts to include flicker noise in a Kalman filter clock model. This is the subject of a companion paper in these Proceedings [6], so we will not pursue this further here.

SUMMARY

Various aspects of Kalman filtering modeling have been discussed briefly in this paper. Perhaps the most important thing to remember is that the random processes under consideration must be modeled in vector state-space form. This can often be done with exact methods. If the exact methods discussed here cannot be used, as in the case of flicker noise, then one must seek approximate finite-order vector models in order to form a workable Kalman filter. The measurement model usually does not cause difficulty, because it simply depends on what state variables are being observed.
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QUESTIONS AND ANSWERS

VICTOR REINHARDT, HUGHES AIRCRAFT COMPANY: I think you are right about that not being able to be factored, and I think that I have a reason for that. You can show that flicker noise can be mathematically generated by the sum of an infinite number of gaussian processes where the beta term goes from zero to infinity. Therefore, there are infinite time constants in the process. So, you can't give a state vector at any one time, because the beta term goes from zero to infinity.

MR. BROWN: I agree with what you say. I think that it fits my intuition to think the same thing, and I have read that paper that you wrote on it. I think that it's a very nice paper, and a nice way to look at it.

Other people have also approximated flicker noise with a cascaded sequence of what we, in control system engineering, call lead or lag networks, which gives kind of a staircase sort of frequency response function, which, to a certain degree of approximation, drops off at ten dB per decade rather than twenty dB.

If you take any rational transfer function, or one that is written out in integer powers, and look at the Bode plot, the slopes go in multiples of twenty dB per decade. There are no thirty dB per decade, or fifty dB per decade slopes.

In the case of flicker noise, and consider the filter that shapes white noise into flicker noise, it requires an s to the negative one-half power in the transfer function. That would give a Bode plot that drops off at ten dB per decade instead of twenty. What you would do is approximate that ten dB per decade slope with a whole sequence of filters with alternating zeros and poles. You then end up with a staircase shape response which, on the average, has a ten dB per decade slope.

Incidentally, I think that this is a very good way to model flicker noise. The difficulty is that every time you put a new pole in the system you have a new state model. If you want get a reasonably accurate approximation of flicker noise that way, it involves escalating the order of the Kalman filter considerably. There is nothing wrong with doing it off-line for analysis purposes. I think that there are some on-line cases where it would not be accepted.

MR. REINHARDT: I think that some people have reported on a similar method where they used a finite number of filters and it worked very well in an operational case. If you try to limit that process though, what happens is that all the poles run together, and you end up with a branch line.

MR. BROWN: I guess my answer to that would be that, in any of these processes, in the case of flicker noise for example, at zero frequency and out at infinity, there are singular conditions for either case. If it drops off as one over f, the area under the curve out at infinity is not finite. You are talking about a process with infinite variance, which is physically ridiculous.

The same thing happens at the other end of the spectrum, the
area under the curve doesn't converge there, either. Physically it makes sense, if you want to be careful and talk about processes of finite variance, that you have to bound the power spectral density at the low frequency end and at the high frequency end. It has to roll off at least twenty dB per decade in order to have a process of finite variance.

It doesn't bother me to think of putting in a filter at the origin which will bound the frequency content at zero frequency, and also put one in at the high end and make it roll off at least twenty dB per decade.

Incidentally, that impulse response function is not original with me. Other people have written about that before, including yourself, I think.

JIM BARNES, AUSTRON, INC.: I have done a fair amount of simulation of flicker noise with polynomials, the lead-lag networks you mentioned, and have one comment in their defense: Three or four stages can do an amazing amount. You can cover as much as three to four decades of frequency with only three or four stages.

MR. BROWN: Oh, is that right? It isn't as bad as it appears at first glance then. I haven't used it, but would have imagined that you would need a fairly large number.

MR. REINHARDT: As another comment, even a single filter, which generates a random telegraph, will generate a flat Allan variance of about two orders of magnitude in tau, right around the peak. Then you really have to put a pole every order of magnitude or even every two orders of magnitude.

MR. BROWN: All of these are, of course, approximate models for the reasons which I just cited.

MR. ALLAN: I think, in practice, the problem with flicker noise is not a serious one, because it's only at the extremes, as you pointed out, at zero and at infinity that you have difficulties with one over f integration. In practice, that's not where the Fourier frequencies are. In reality, a few stages of the filter will work very nicely in describing, predicting or simulating a flicker process.

MR. BROWN: You need something like that though as far as the Kalman filter is concerned. You can't afford to have these fractional powers of s if you are going to do the state model. You have to have something where you only need to worry about integer powers of s, and if you can do that by only adding two or three poles, that would be a very feasible way to approximate it certainly.
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ABSTRACT

In this paper we construct a relationship between the Allan variance parameters ($h_2$, $h_1$, $h_0$, $h_{-1}$ and $h_{-2}$) and a Kalman Filter model that would be used to estimate and predict clock phase, frequency and frequency drift. To start with we review the meaning of those Allan Variance parameters and how they are arrived at for a given frequency source. Although a subset of these parameters is arrived at by measuring phase as a function of time rather than as a spectral density, they all represent phase noise spectral density coefficients, though not necessarily that of a rational spectral density.

The phase noise spectral density is then transformed into a time domain covariance model which can then be used to derive the Kalman Filter model parameters. Simulation results of that covariance model are presented and compared to clock uncertainties predicted by Allan variance parameters. A two state Kalman Filter model is then derived and the significance of each state is explained.
INTRODUCTION

The NAVSTAR Global Positioning System (GPS) has brought about a challenge -- the challenge of modeling clocks for estimation processes. The system is very reliant on clocks, since its navigation accuracy is directly related to clock performance and the ability to estimate and predict time.

The estimation processes are usually in the form of Kalman Filters, or variations thereof such as Square Root Information Filters. These filters range from the large Ephemeris Determination Filter in the Control Segment, to Navigation Filters in the User Equipment, to Positioning Filters for stationary positioning or for merely solving for time and frequency in a Time Transfer system. In all of these applications, clock states and thus clock models exist. Not all of the models are necessarily proper.

It is the purpose of this paper to shed some light on how to model clocks for Kalman Filters. The presentation of clock statistics as Allan Variances has frustrated systems engineers for some time now because they don't know how to interpret them or how they can be used to predict system performance. The problem is even compounded because flicker noise is not a rational process.

In the past, Dr James Barnes (1,2) and Dave Allan (1) had shed some light on the clock modeling problem, although some of it was well in the past (1966)(1). For some young modern day engineers, this work is hidden in old IEEE proceedings and NBS Technical Notes. Here, we are going to resurrect some of that work and form it into Kalman Filter models, but not without problems because of the flicker noise phenomenon.

Review of the Allan Variance Parameters

The Allan Variance parameters of an oscillator or atomic frequency standard are based on measurements of phase differences between that oscillator or atomic standard and a reference standard (which may be a low phase noise crystal oscillator for short term - high frequency measurements). These measurements are processed in two ways -- spectral analysis for higher frequency phase noise and time domain analysis for the relatively low
frequency variations. The single sided phase noise spectral density is converted to a single-sided spectral density of fractional frequency fluctuation of the form (1)

\[ S_y(f) = h_2 f^2 + h_1 f + h_0 + h_{-1} / f + h_{-2} / f^2 ; f_1 \leq f \leq f_h \]

where \( f_1 \) and \( f_h \) define the measurement system noise bandwidth, and where the \( h_a \) coefficients represent the following processes:

- \( h_2 \) - white phase noise
- \( h_1 \) - flicker phase noise
- \( h_0 \) - white frequency noise
- \( h_{-1} \) - flicker frequency noise
- \( h_{-2} \) - random walk frequency noise

Normally the spectral density of equation 1 is obtained from a combination of the measured single-sided phase noise spectral density in radians/squared/Hz by

\[ S_y(f) = \frac{f^2}{f_0^2} S_\phi(f) \]

for a nominal frequency \( f_0 \), and from the square root of the Allan two-sample variances, \( \sigma_y(\tau) \), which are computed as (3)

\[ \sigma_y^2(\tau) = \frac{(\bar{y}_{k+1} - \bar{y}_k)^2}{2} \]

\[ = \frac{1}{2(M-1)} \sum_{k=1}^{M-1} (\bar{y}_{k+1} - \bar{y}_k)^2 \]

where \( \langle \rangle \) is the expected value operator and

\[ \bar{y}_k = \frac{1}{\tau} \int_{t_k}^{t_k+\tau} y(t) \, dt = \frac{\phi(t_{k+\tau}) - \phi(t_k)}{2\pi f_0} \]

where \( \phi(t_k) \) are the measurements of the phase differences mentioned earlier.
When plotted, $\sigma_y(\tau)$, as shown in Figure 1, has the form (3)

$$\sigma_y^2(\tau) = \frac{h_0}{2} \tau^{-1} \tag{6}$$

$$\sigma_y^2(\tau) = (2\ln 2)h_{-1} \tag{7}$$

$$\sigma_y^2(\tau) = \frac{(2\pi)^2}{6} \tau h_{-2} \tag{8}$$

for white, flicker and random frequency noises, respectively. In this paper we will only consider those three processes in the time domain for the Kalman Filter model. However, the white and flicker phase noises will be considered later in the model of the Kalman Filter measurement noise.

As can be seen, the $h_a$ parameters can be obtained from two sources -- the single-side band (SSB) phase noise plot of a specification of an oscillator or frequency standard and its stability specification, which is given in terms of the Allan two-sample standard deviation. The SSB phase noise spectrum is usually given in dBc/Hz, or

$$S_\phi(f) = 20\log f_0 + 10\log[h_2 + h_1/f + h_0/f^2 + h_{-1}/f^3 + h_{-2}/f^4] \tag{9}$$

Also of interest in later discussions is the spectral density of time fluctuation $x(t)$ in seconds, where

$$x(t) = \Phi(t)/2\pi f_0 \tag{10}$$

so that

$$S_x(f) = \frac{1}{(2\pi f_0)^2} S_\phi(f)$$

$$= \frac{1}{(2\pi)^2} [h_2 + h_1/f + h_0/f^2 + h_{-1}/f^3 + h_{-2}/f^4] \tag{11}$$

in seconds squared per Hz.
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Transformation to a Statistical Covariance Model

Here, the work of Barnes and Allan (1) is expanded a bit to develop a covariance model that at least provides an "uncertainty" model one might use in a Kalman Filter.* An "uncertainty" model is defined here as one that has the variance propagation characteristics of a process, although the time autocorrelation properties may be wanting. This is not unusual in modeling for a Kalman Filter where large size state models are not feasible or when the process is not truly a definable stochastic process. For example, if we were to model position and velocity of a navigator in 6 states, where any acceleration excursions are considered an uncertainty in the change in position and velocity, that uncertainty is certainly not a "white noise" process by any means.

Barnes and Allan only addressed the statistical model of flicker frequency noise. However, the models for white and random walk frequency noise are straightforward. Just in brief, they derived a convolution integral that related the phase fluctuation due to flicker frequency noise to white noise,

where

\[ z(t) = \int_0^t h(t-u) n(u) du \quad (12) \]

where \( h(t) \) is an impulse response of a transfer function and \( n(t) \) is a white noise process. The secret is in the derivation of that impulse response, which they did for the flicker noise. To provide a more general derivation of that impulse response, let us back up a bit.

A theoretical definition of a white noise spectral density is a constant, such as the \( \omega_0 \) in equation 1. If it is possible, another spectral density can be related to a white noise spectral density as

*For a tutorial on Kalman Filter Models, refer to Reference 4 by R. G. Brown, which is the previously presented paper in this meeting.
where we define the white noise density to be unity. Let us do that for the
$h_0$, $h_{-1}$ and $h_{-2}$ processes defined in equations 1 and 11, converting first to
fractional frequency squared/radians/second and seconds squared/radians/second, and then to a two sided spectral density $S'$. Then,

$$S_z(\omega) = |H(j\omega)|^2 s_w(\omega)$$

$$= |H(j\omega)|^2$$

where we define the white noise density to be unity. Let us do that for the
$h_0$, $h_{-1}$ and $h_{-2}$ processes defined in equations 1 and 11, converting first to
fractional frequency squared/radians/second and seconds squared/radians/second, and then to a two sided spectral density $S'$. Then,

$$S_{y_0}(\omega) = h_0/2 \quad \text{(white frequency noise)}$$

$$S_{y_{-1}}(\omega) = \pi h_{-1}/\omega \quad \text{(flicker frequency noise)}$$

$$S_{y_{-2}}(\omega) = 2\pi^2 h_{-2}/\omega^2 \quad \text{(random walk frequency noise)}$$

and correspondingly, and respectively

$$S_{x_0}(\omega) = h_0/2\omega^2$$

$$S_{x_{-1}}(\omega) = \pi h_{-1}/\omega^3$$

$$S_{x_{-2}}(\omega) = 2\pi^2 h_{-2}/\omega^4$$

These can all be factored into the Fourier Transform of the impulse response
$h(t)$, where respectively,

$$H_{y_0}(j\omega) = \sqrt{h_0/2}$$

$$H_{y_{-1}}(j\omega) = \sqrt{\pi h_{-1}/\sqrt{j\omega}}$$

$$H_{y_{-2}}(j\omega) = \sqrt{2\pi^2 h_{-2}/j\omega}$$

$$H_{x_0}(j\omega) = \sqrt{h_0/2}/\omega$$

$$H_{x_{-1}}(j\omega) = \sqrt{\pi h_{-1}/(j\omega)^{3/2}}$$

$$H_{x_{-2}}(j\omega) = \sqrt{2\pi^2 h_{-2}/(j\omega)^2}$$
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Converting these to La Place Transforms \( s = j \omega \) and using tables from Reference 5, we have the respective impulse responses:

\[
\begin{align*}
  h_{y_0}(t) &= \sqrt{\frac{1}{2}} \delta(t) & 26) \\
  h_{y_{-1}}(t) &= \sqrt{\frac{1}{2}} \delta(t) ; t > 0 & 27) \\
  h_{y_{-2}}(t) &= \sqrt{\frac{1}{2}} \delta(t) ; t > 0 & 28) \\
  h_{x_0}(t) &= \sqrt{\frac{1}{2}} \delta(t) ; t \geq 0 & 29) \\
  h_{x_{-1}}(t) &= \sqrt{\frac{1}{2}} \delta(t) ; t \geq 0 & 30) \\
  h_{x_{-2}}(t) &= \sqrt{\frac{1}{2}} \delta(t) ; t \geq 0 & 31)
\end{align*}
\]

Where \( \delta(t) \) is the Dirac delta function and \( \delta(t) \) is the unit response function.

We can now derive the autocorrelation, variance and cross-correlation functions of these processes from the following:

The autocorrelation function is

\[
R(t, \tau) = \int_{0}^{t} \int_{0}^{t+\tau} h(t-u)h(t+\tau-v) E[\eta(u)\eta(v)]dvdu
\]

\[
= \int_{0}^{t} h(u)h(u+\tau)du ; \tau \geq 0
\]

Using the property that

\[
E[\eta(u)\eta(v)] = \delta(u-v)
\]

and that

\[
\int_{0}^{t+\tau} f(v) \delta(u-v)dv = f(u)
\]

\[
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provided that $0 \leq u \leq t + \tau$, which it is if we restrict $\tau$ to be greater than zero. The variance of a process is then

$$\sigma^2(t) = R(t, 0)$$

$$= \int_0^t h^2(u)du$$

Similarly, the cross-correlation function between two processes is

$$R_{xy}(t, \tau) = \int_0^t h_x(u)h_y(u+\tau)du ; \tau \geq 0$$

provided that they are driven by the same white noise process. (Otherwise $R_{xy}(t, \tau)$ is zero.)

For each process then

$$R_{y_0}(t, \tau) = \frac{h_0}{2} \delta(\tau)$$

$$R_{y_{-1}}(t, \tau) \text{ is undefined }$$

$$R_{y_{-2}}(t, \tau) = 2\pi^2 h_{-2} t ; \tau \geq 0$$

$$R_{x_0}(t, \tau) = \frac{h_0}{2} t ; \tau \geq 0$$

$$R_{x_{-1}}(t, \tau) = h_{-1} [(2t+\tau) \sqrt{t^2 + \tau^2} - \frac{2}{3} \ln[\frac{2t+\tau + \sqrt{t^2 + \tau^2}}{\tau}]]$$

$$R_{x_{-2}}(t, \tau) = 2\pi^2 h_{-2} \left(\frac{1}{3} t^3 + \frac{1}{2} t^2 \tau\right)$$

$R_{y_0}(t, \tau)$ does not exist because its impulse response (equation 27) is infinite at $t=0$. However, if one bounds the flicker noise spectral density to a frequency region of $f_1 \leq f \leq f_h$, such as suggested in Reference 2, a stationary process is defined and an autocorrelation function can be defined as the inverse Fourier Transfer of the spectral density as
\[ R_{y-1}(\tau) = h^{-1}\int_{\omega_{1}}^{\omega_{2}} \frac{2\pi f h \cos \omega t}{\omega} \, d\omega = h^{-1} \ln \frac{f}{f_{1}} + h^{-1} \sum_{n=1}^{\infty} \frac{(2\pi f h \tau)^{2n} - (2\pi f_{1} \tau)^{2n}}{2n(2n)!} \]  

which is a well defined function of \( \tau \).

Then, the variances can be derived as

\[ \sigma_{y_0}^2 = h_0^2 h_0 \]  
\[ \sigma_{y_{-1}}^2 = h^{-1} \ln \frac{f}{f_{1}} \]  
\[ \sigma_{y_{-2}}^2(t) = 2\pi^2 h_{-2} t \]  
\[ \sigma_{x_0}^2(t) = \frac{h_0}{2} t \]  
\[ \sigma_{x_{-1}}^2(t) = 2h_{-1} t^2 \]  
\[ \sigma_{x_{-2}}^2(t) = \frac{2}{3} \pi^2 h_{-2} t^3 \]

Here, \( \sigma_{y_0}^2 \) is defined for a limited bandwidth \( f_h \) and \( \sigma_{x_{-2}}^2 \) is derived from equation 36. Cross correlations between frequency and time of like processes are then

\[ R_{xy_0}(t, \tau) = \frac{h_0}{2} ; \tau = 0 \]  
\[ = 0 ; \tau > 0 \]  
\[ R_{xy_{-1}}(t, \tau) = 2h_{-1} \sqrt{t^2 + \tau} - h_{-1} \ln \left( \frac{2 \sqrt{t^2 + \tau} + 2t + \tau}{\tau} \right) \]  
\[ R_{xy_{-2}}(t, \tau) = \pi^2 h_{-2} (t^2 + 2t \tau) \]

or, for zero correlation time (cross-covariances).
Equations 44 through 49 and 53 through 55 could be used to define a covariance matrix at any time \( t \) describing the combined uncertainty in instantaneous time and fractional frequency. That is

\[
R_{xy} = \frac{h_0}{2} \quad 53)
\]

\[
R_{xy_{-1}} = 2h_{-1}t \quad 54)
\]

\[
R_{xy_{-2}} = \pi^2h_{-2}t^2 \quad 55)
\]

\[
\text{COV}[x(t), y(t)] = \begin{bmatrix}
\frac{h_0}{2}t + 2h_{-1}t^2 + \frac{2}{3}\pi^2h_{-2}t^3 & \frac{h_0}{2} + 2h_{-1}t + \pi^2h_{-2}t^2 \\
\frac{h_0}{2} + 2h_{-1}t + \pi^2h_{-2}t^2 & h_0 + h_{-1} + \frac{2}{3}\pi^2h_{-2}t^2
\end{bmatrix} \quad 56)
\]

However, discrete Kalman filters do not estimate instantaneous frequency, but an average fractional frequency over a Kalman filter time interval \( \Delta t \). Let that average fractional frequency be

\[
\bar{y}(t) = \frac{x(t+\Delta t) - x(t)}{\Delta t} \quad 57)
\]

Then, using equations 40 through 42 with \( \tau = \Delta t \), but first simplifying equation 41 to a steady state value (large \( \frac{t}{\tau} \)) of

\[
R_{x_{-1}}(t, \tau) = 2h_{-1}(t^2 + \tau) \quad 58)
\]

and equations 47 through 49, a new covariance can be computed, where

\[
\text{COV}[x(t), \bar{y}(t)] = \begin{bmatrix}
\frac{h_0}{2}t + 2h_{-1}t^2 + \frac{2}{3}\pi^2h_{-2}t^3 & 2h_{-1}t + \pi^2h_{-2}t^2 \\
2h_{-1}t + \pi^2h_{-2}t^2 & \frac{h_0}{2\Delta t} + 2h_{-1} + \frac{2}{3}\pi^2h_{-2}\Delta t + 2\pi^2h_{-2}\tau
\end{bmatrix} \quad 59)
\]
all of which is a well-balanced function of $t$, except the $2,2$ term that has terms as a function of $\Delta t$ that basically describe the Allan standard deviation (within $ln2$).

Transformation to a 2-state Kalman Filter Covariance Model

It should be noted that both $x$ and $\bar{y}$ are nonstationary random processes that grow with time. If we wish to obtain a measure of this growth over a $\Delta t$ interval, we simply let $t = \Delta t$ in equation $'t$ and obtain

$$
\text{Cov}[x(\Delta t), \bar{y}(\Delta t)] = \begin{bmatrix}
\frac{h_0}{2} \Delta t + 2h_1 \Delta t^2 + \frac{2}{3} \Delta t^3 & 2h_1 \Delta t \Delta t^2 \\
2h_1 \Delta t + \frac{2}{3} \Delta t^2 & \frac{\hat{h}_0}{2} \Delta t + 2h_1 \Delta t^2 + \frac{2}{3} \Delta t^3
\end{bmatrix}
$$

We now propose the following 2-state Kalman filter model. Let the state variables be defined as

$$x_1 = x \text{ (i.e., time as before)}$$

$$x_2 = "\text{Noisy" average frequency}$$

The precise meaning of $x_2$ will be made apparent presently. Now, following the usual notation of Kalman filter theory [4], we let the transition matrix for a $\Delta t$ interval be

$$
\Phi = \begin{bmatrix} 1 & \Delta t \\ 0 & 1 \end{bmatrix}
$$

and we let the $Q$ matrix be

$$Q = \text{Cov}[x(\Delta t), \bar{y}(\Delta t)]$$

as given by equation 60.
We also postulate that we will step the estimate of the state vector and its error covariance ahead via the usual projection equations.

\[ \hat{x}(t+\Delta t) = \Phi \hat{x}(t) \]  
\[ P(t+\Delta t) = \Phi P(t) \Phi^T + Q \]

We will now have a proper Kalman filter model except for the measurement equation. This portion of the model depends on the situation at hand, so we will omit further discussion of this here. (For example, the clock model might be imbedded in a larger state model as in the SPS application [6].)

We now need to explore more carefully the connection between our postulated state model and the \( x \) and \( \bar{y} \) statistics as dictated by equation 60. First, by choosing our \( Q \) matrix as exactly that of equation 60, we are assured of having the proper growth of uncertainty in our time and average frequency estimates in the \( \Delta t \) interval. This is necessary in order to generate appropriate filter gains with each step of the estimation process. However, we cannot have \( x_2 \) in our state model represent true average frequency, and at the same moment require the \( 1,1 \) term of the \( Q \) matrix to be nonzero. This is not compatible with the defining equation for average frequency. That is, equation 57 states

\[ x(t+\Delta t) = x(t) + \Delta t \cdot \bar{y} \]  

Whereas, our state model says

\[ x_1(t+\Delta t) = x_1(t) + \Delta t \cdot x(t) + w_k \]

We have defined \( x_1 \) to be \( x \), and thus \( x_2 \) must differ from \( \bar{y} \) by the additive discrete white noise term \( w_k/\Delta t \). We are comforted, though, with the fact that the average \( x_2 \) in the state model is equal to the usual average frequency.

It should be noted that the Kalman filter model proposed here is entirely self-consistent in terms of state-space theory. The transition matrix is legitimate in that it reduces to the identity matrix for \( \Delta t = 0 \); and \( Q \) is positive-definite for all \( \Delta t \) as it must be to be a legitimate covariance
matrix. The only inconsistency lies in the state model's connection to the \( x, \dot{y} \) processes are described by equation 59. In view of the remarks about flicker noise in the companion paper in these Proceedings [4], we should not expect to be able to make this connection exact. No finite-order state model will fit flicker noise perfectly! Thus, something has to give. We intentionally kept the identity of time exact in our model, i.e., \( x_1 = x \). We then circumvented inconsistency in the state model by letting \( x_2 \) be a noisy version of \( y \). The filter's estimate of \( x_2 \) is still a valid estimate of frequency, though, because the mean of \( x_2 \) is \( \bar{y} \).

An Example

Standard deviation plots of the time state \( x(t) \) of typical crystal oscillators are plotted in Figures 2 and 3, whose Allan variance characteristics are represented in Figure 4. Also shown in Figure 4 are plots of the standard deviation of time \( \sqrt{\tilde{\sigma}_{11}(t)} \) divided by - for comparison to the two-sample standard deviation. It has been suggested in the past that a procedure to estimate the standard deviation of time is to simply multiply the two-sample standard deviation by the elapsed time. These plots either verify that estimate or verify the validity of the derivation provided earlier.

Kalman Filter Measurement Noise

Suppose one uses a phase lock loop to track the phase difference between an oscillator and a reference frequency source as shown in Figure 5. The variance of the tracking error \( \psi \) in radians due to phase noise of the oscillator is given as

\[
\frac{\hat{\psi}^2}{\hat{\psi}} = \int_0^f S_{\psi}(f) \cdot |1 - H_{PLL}(j2\pi f)|^2 df
\]

where

\[
|1 - H_{PLL}(j2\pi f)|^2 = \frac{f^4}{f^4 + f^4_N}
\]
Figure 2

Standard deviation of time for a 5 parts in 10^10 crystal oscillator.

- Hundreds of nanoseconds
- Time standard deviation

h = 9.43e-20, 1.8e-19, 3.8e-21
FIGURE 3  STANDARD DEVIATION OF TIME FOR A 3 PARTS IN $10^{11}$ CRYSTAL OSCILLATOR
FIGURE 5: PHASE LOOP MEASURING OSCILLATOR PHASE
of a phase lock loop with corner frequency $f_N$ and damping ratio of $\sqrt{2}/2$, and $S_\phi(f)$ is the phase noise spectral density represented in equation 9. $\sigma^2_{\delta \phi}$ represents that part of the measurement error introduced into the Kalman Filter. It is usually affected mostly by the $h_2$, $h_1$ and $h_0$ terms of $S_\phi(f)$, depending upon the loop bandwidth.

In a laboratory environment, the measurement error whose variance is depicted in equation 69 may be the only measurement error of significance. However, in such systems as GPS, it is usually dominated by thermal noise and other system effects.

SUMMARY AND CONCLUSIONS

Because of flicker noise, good models of clocks for Kalman Filters can be elusive. In this paper we derived a two state model of clock characteristics that can be used in a Kalman Filter. It represents the characteristics of a clock described in terms of Allan variance parameters. We believe the models presented within this paper are a vast improvement over those used in most applications of the NAVSTAR GPS system, and that they could also be used in many other applications of time and frequency where real-time estimates and predictions of time and frequency are required.

ACKNOWLEDGMENT

The authors are indebted to Dr. James A. Barnes for his suggestion that the second state variable in our model should not be referred to as average frequency, which already has precise meaning in the PTTI community.
REFERENCES


QUESTIONS AND ANSWERS

VICTOR REINHARDT, HUGHES AIRCRAFT CO.: I have a comment on f sub h and f sub l. They are not really arbitrary, but real physical parameters that have to be set by the experiment. Just as with the white noise process, you have to set the bandwidth before you can define the amount of noise that's going to enter the system. The white noise process is another process that requires the definition of the high frequency limit, and flicker noise, a low frequency limit. I think that's real effect, because the Allan variance goes to infinity. So, those are real things that you have to define, they are not arbitrary. I do think that you can leave those parameters as things to be defined by the person using the model.

MR. BROWN: There was something that you said that I didn't understand. What is it that goes to infinity? The second difference is stationary, that is the reason that it is used.

MR. REINHARDT: I am talking about the effect of having a dead time in the Allan variance, when the dead time between samples goes to infinity. The variance does go to infinity then. Or, if you have N samples, the process goes to infinity as log N.

What this means is that there is definitely a low frequency cut-off parameter which has to be considered in your measurement process, which may not necessarily be associated with tau.

MR. ALLAN. I think that one can make a general statement about this whole argument. The Kalman filter concept is strongly model dependent, and no model is perfect. The fact that, in the case of flicker noise, we may need to approximate the state matrix with a few terms doesn't bother me at all, because the model is approximate anyway.

Whether you are talking about white noise or other noise, it's approximate at every leg of the trip, and you have to approximate for flicker noise or anything else. You have a finite measuring system bandwidth in the real world. You have low frequency and a high frequency cut-off, so these are only approximations to the ideal. I think that everything fits together rather well.

MR. BROWN: I certainly agree with that. In this particular model that Al and I have come up with, we were working especially hard to come up with a two state model, and there have to be serious approximations in that.

I do plan to have a student working on this through the winter doing some simulations to see which of the two state models, or which of these options will work out to be the best. Of course, we are not absolutely limited to a two state model. We thought that it would be nice, with all the other approximations that go into the thing, to just keep it a two state model.
DEVELOPMENT OF HYDROGEN MASERS FOR K-3 VLBI SYSTEM
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ABSTRACT

The Radio Research Laboratories of Japan (RRL) has developed two field operable hydrogen masers for the VLBI joint experiment conducted by the cooperation between RRL and NASA. They are now playing an important role as the time and frequency standard of the K-3 VLBI system, which has also been developed by RRL.

The masers consist of a physics package and an electronics package. The physics package is 84cm wide, 94cm deep and 160cm high. Four permalloy magnetic shields are set in a vacuum chamber and function also as thermal radiation shields. The standoffs which support the magnetic shields, the C-coil and the cavity are made of polyimide with low thermal conductivity. Thus the thermal isolation is greatly improved. Also set in the vacuum chamber are two aluminium cylinder ovens, and the cavity temperature stability of 1mK has been achieved without thermal isolators. The cavity cylinder is made of glass ceramics (NEOCERAH) with a thermal expansion coefficient of $-5.0 \times 10^{-7}$. Change of the mechanical stress on the cavity is absorbed by a Belleville spring. As a result, the temperature coefficient of the cavity frequency is reduced to $500 \text{Hz/K}$.

The electronics package consists of a receiver, a cavity auto tuner, and environment control circuits such as temperature controllers. The receiver uses a low noise preamplifier and an image rejection mixer, and has an overall noise figure of 4.5dB. The receiver front end and the phase locked frequency multiplier for the first local oscillator are temperature-stabilized within 5mK by a peltier module. The frequency of the standard signal is adjustable by a synthesizer with a resolution of $7 \times 10^{-13}$.

The frequency stability has been measured between the masers. The measured stability is $2 \times 10^{-13}$ at 1 second, $2.4 \times 10^{-13}$ at 30 seconds, and $1.4 \times 10^{-14}$ at 10^5 seconds. The external magnetic field sensitivity is $2.5 \times 10^{-13}/\text{G}$, which has been measured by adding a vertical magnetic field with a Helmholtz coil. The temperature sensitivity is $2.3 \times 10^{-14}/\text{K}$, which has been obtained by changing the room temperature.
1. Introduction

The Radio Research Laboratories (RRL) has developed the K-3 VLBI system [1],[2], which is compatible with the Mark III VLBI system of NASA, for the VLBI joint experiment between RRL and NASA [3]. As a part of this project two field operable hydrogen masers have been developed as the time and frequency standard of the K-3 system.

In a VLBI system a signal from a radio star should be down-converted to the video frequency without the loss of the coherence. Therefore the phase noise of the local oscillator of the VLBI system must be small enough. The phase stability required of the local oscillator, which is phase-locked to a hydrogen maser, depends on the noise temperature of the VLBI system and the signal source, and the sample time. In the K-3 system the phase fluctuation below $\pi/8$ radian for the sample time of 600sec and the observatior frequency of 8GHz was projected.

In a VLBI experiment several radio stars are observed and the delay time must be measured for each observation. Therefore the fluctuation of the system clock during the experiment must be smaller than the precision of the delay time measurement. In the Japan-USA VLBI experiment the precision of subnanosecond was required.

In order to satisfy the above requirements of the K-3 system the following frequency stability of the masers was projected as the minimum requirement.

$$\begin{align*}
\sigma_y(\tau) &< 1.0 \times 10^{-14} & \tau = 600 \text{sec} \\
\sigma_y(\tau) &< 2.8 \times 10^{-14} & \tau = 18000 \text{sec}
\end{align*}$$

This paper presents the design and the performance of the developed masers and some discussion on the external magnetic field disturbance on the maser which has been observed at Kashima Branch where the K-3 system is located.

2. Design of the masers

The masers consist of a physics package and an electronics package. The physics package is 84cm wide, 94cm deep, and 160cm high. It weighs 550kg. The electronics package is mounted in a rack, which is 175cm high and 57cm wide. In Fig. 1 the physics packages and the electronics packages are shown.

2.1 Physics package

In Fig. 2 the structure of the physics package is shown.
2.1.1 Magnetic shielding

The maser has four permalloy magnetic shields, all of which are 2mm thick and set in a vacuum chamber. This structure has two advantages.

One is that the conduit pipe which connects the ion pump and the resonant cavity can be eliminated. This enables us to make the aperture of the magnetic shields for the hydrogen beam path smaller, which results in better magnetic shielding. The diameter of the aperture is 40mm, while that of the laboratory type maser RRL which has a conduit pipe is 80mm. The magnetic shields also have small holes for the standoffs, which fix the shields, and for the driving axis of the cavity tuning post. The diameters of these holes are 16mm and 10mm, respectively. This structure has also enabled us to eliminate the heat-flow through the conduit pipe, and the thermal insulation can be improved.

The other advantage is that the magnetic shields function also as the thermal radiation shields, which contribute to improving the thermal isolation. The magnetic shields are degaussed by applying directly AC current of 50A [4].

2.1.2 Resonant cavity

As well known, the fluctuation of the resonance frequency of the cavity disturbs the oscillation frequency of the maser. The main causes of the fluctuation are the thermal expansion of the cavity material, the mechanical distortion of the cavity material, and the thermal fluctuation of the dielectric constant of the storage bulb. The last cause can be reduced by using a light storage bulb [5]. Fig. 3 shows the cavity structure.

The cavity cylinder and the upper end plate are made of glass ceramics (NEOCERAM) with a low thermal expansion coefficient of $-5 \times 10^{-7}$. Silver conductive composition is painted on the inner surface of the glass ceramics. The measured loaded quality factor is 50000. The coarse tuning is carried out by moving the upper end plate. The screwed axis for adjusting the upper end plate is made of molybdenum which has relatively low thermal expansion coefficient of $5 \times 10^{-6}$ [6]. The resolution of the coarse tuning is 1kHz.

In order to fix the cavity cylinder, a stress is given to the ceiling plate, which holds the coarse tuning axis. This stress distorts the ceiling plate and the distance between the cavity end plates is changed. In order to achieve the maser frequency stability of $1 \times 10^{-14}$, the fluctuation of the distance should be below 0.3nm. Therefore the cavity material should be highly rigid and the stress should be stable. The flexural rigidity of a plate depends on its
Young's modulus and the third power of its thickness \[7\]. The ceiling plate is made of alumina which has high Young's modulus of \(3 \times 10^6\) kg/cm². The base plate is 29mm thick and made of aluminium. The fluctuation of the stress is mainly caused by the thermal expansion of the cavity hold-down can. This stress change is absorbed by a Belleville spring \[8\], which is made of titanium. The characteristic of a Belleville spring is given by the following equations,

\[
P = \frac{C_1 E h^4}{r_0^5}
\]

\[
C = \frac{2(1 + \nu)(\frac{3}{2})}{(1 - \nu)(\frac{3}{2})}
\]

\[
C_1 = \frac{(1 - \nu^2)}{(1 - \nu)} \left( \frac{H}{h} \right) \left( \frac{H}{h} - \frac{\delta}{2} \right)^2 + 1
\]

where \(E\) and \(\nu\) are the Young's modulus and the Poisson's ratio of the spring material, respectively. \(\delta\) is the distortion of the spring and \(H\) is the free height of the spring. \(P\) is the load given to the spring. Other parameters are given in Fig. 4. The load of the spring of which \(H\) equals \(\sqrt{2h}\) becomes constant if \(\delta\) is \(H\). Using this constant-load characteristic the stress on the ceiling plate can be stabilized. As shown in Fig. 5 the change in the cavity frequency becomes very small when the spring distortion is between 1 and 2mm. The cavity can be stabilized by setting the spring in this region.

The storage bulb is spherical and made of quartz glass. Its diameter is 180mm and the weight is 260g. The overall thermal coefficient of the cavity frequency is \(500\) Hz/K.

2.1.3 Thermal control

The stability of the cavity temperature should be better than 1mK to achieve the maser frequency change of less than \(1 \times 10^{-14}\). The thermal control is carried out by double ovens. The cavity hold-down can on which heaters and thermistor control sensors are attached is used as the inner oven. The heaters are divided into two zones, each of which is independently controlled to minimize the thermal gradient. The outer oven is made of a thick aluminium cylinder with heaters and sensors and placed on the outside of the innermost magnetic shield. It is also divided into the cylinder zone and the base zone, each of which is independently controlled. Since the heat-flow through the conduit pipe is eliminated and the thermal radiation is shielded by the magnetic shields, the residual heat-flow paths are the cables and the standoffs which support the
cavity, C-coil, magnetic shields, and the ovens. The standoffs are made of polyimide (VESPEL) with low thermal conductivity of 0.28kcal/m.hr.°C. They are outgassed in a vacuum environment by being baked at 200°C for several hours before the assembly of the maser. This process is needed to achieve high vacuum. The cables are thermally connected to the base of the outer oven to prevent the heat from flowing directly into the cavity. Thus the cavity temperature stability of 1mK is achieved without any other thermal insulators.

2.2 Electronics package

2.2.1 Phase-lock receiver

Fig. 6 shows the block diagram of the phase-lock receiver. The output signal of the maser is amplified by the low noise amplifier, which is preceded by the varactor diode for the cavity auto-tuning and the 6db3 isolator. The noise figure of the low noise amplifier is 2.2dB and the overall noise figure of the receiver is 4.5dB. The signal is then mixed with the 1.40GHz local signal from the phase-locked multiplier in the image rejection mixer. The resultant 1st IF signal (20.405MHz) is again down-converted to 405kHz. The 2nd IF signal is phase-compared with the reference signal from the synthesizer (hp3336A). The resultant error signal is filtered by the low-pass amplifier and used to tune electronically the 10MHz voltage-controlled crystal oscillator (VCXO) to the maser frequency. The 10MHz output signal of the VCXO is distributed to the multipliers, the synthesizer, the second pulse generator, the cavity auto-tuner and the VLBI system, via the distribution amplifier with 120dB isolation.

The temperature fluctuation will cause the phase fluctuation of the receiver front end. Therefore the front end, which is enclosed by the broken line in Fig. 6, is thermally controlled by the peltier module to improve the phase stability. The stability of the temperature is 5mK. The front end is mounted in the physics package.

In the VLBI experiment the frequency difference between the local oscillators of the VLBI stations should be less than 1x10^-12 in order to suppress the phase rotation of the cross-correlation spectrum. Therefore the frequency of the 10MHz output signal is required to be finely adjusted. This can be carried out by the synthesizer of which the setting resolution is 7x10^-13.

2.2.2 Cavity auto-tuner

The maser is equipped with the cavity auto-tuner [9], of which the block diagram is shown in Fig. 7. The output signal of the low noise amplifier of #1 maser (1.426GHz) and the output signal of the
phase-locked multiplier of #2 maser (1.40GHz) are mixed in the image rejection mixer. The resultant IF signal (20.405MHz) is mixed with the IF signal of #2 maser and the beat signal between the masers is obtained. The beat signal is then divided and its period is measured by the counter. The hydrogen beam is modulated by the mechanical shutter, which is driven by the pulse motor. The CPU (Z80) calculates the difference between the beat periods at Hi beam and Lo beam, and generates the varactor control signals and the shutter control signals. The CPU also controls the loop gain, the measurement mode, and the other measuring parameters of the cavity auto-tuning.

If a miscount of the beat period happens, the varactor control voltage and, hence, the cavity frequency may be changed by a large amount. To avoid this miscount the CPU monitors the difference between the newly and last generated varactor control voltages. If the difference exceeds the preset limit, the CPU rejects the new value as abnormal and holds the varactor control voltage at the last value. Then the measurement is repeated again.

3. Frequency stability of the masers

The frequency stability of the free running masers was measured. The period of the beat signal from the cavity auto-tuner was measured by the counter (hp5300B) and \( \gamma' \) was calculated. The bandwidth of the measuring system was 2Hz. A C-field of 20mOe was added to one of the masers to offset the maser frequency by 1.2Hz. During the frequency stability measurement both masers were placed in the same thermal and magnetic environment. The room temperature was controlled within \( \pm 10^\circ \)C and the control cycle was about 1000 to 2000sec.

Fig. 8 shows the frequency stability obtained. It shows the \( \tau^{-1} \) characteristic between 1 and 20 sec and \( \tau^{-1/2} \) characteristic between 20 and 1000sec. In the VLBI experiment the observation period of a radio star is between about 10 and 20min. and the frequency stability in this region is the most important. The frequency stability obtained is better than \( 3 \times 10^{-15} \) for the averaging period between 500 and 5000sec and is \( 2.4 \times 10^{-15} \) for 830sec, which is enough for a VLBI experiment.

The long term frequency stability gradually deteriorates for the averaging period of more than 3000sec, and is \( 1.4 \times 10^{-14} \) for 10^2 sec. The main reason for the deterioration may be the relatively high C-field of 20mOe, which is added to one of the masers, and the inadequate stability of the C-field current source. The specification of stability of the current source is \( 5 \times 10^{-7} \)/day. This corresponds to the maser frequency stability of \( 7.8 \times 10^{-14} \)/day for the C-field of 20mOe, though the measured stability is \( 1.0 \times 10^{-14} \) for
one day. The real performance of the current source may be better than the specification, which explains the discrepancy between the values. However it is very probable that the long term frequency stability is restricted by the stability of the current source. In VLBI experiments the maser which distributes the standard frequency and time signal to the K-3 system is operated under the C-field of 0.2mOe and the fluctuation of the current source can be neglected. Fig. 9 shows the monitor record of the beat period between the masers and the 10MHz phase comparison among the masers and a commercial Cs clock.

4. Sensitivity to the environment

The frequency of a maser is disturbed by several environmental factors. They are the room temperature, the external magnetic field, the barometric pressure, and the mechanical vibration. The influence of the last two factors could not have been evaluated because the measurement facilities were not available.

As stated above, the temperature of the room where the masers are placed is controlled within 1°C and the control cycle is about 1000 to 2000sec. The maser frequency is not significantly disturbed by this temperature control, but is disturbed by a slower temperature change. In order to evaluate this influence the room temperature was changed by 6.5°C and the change of the beat frequency was monitored. The time constant of the temperature change was 3.9hours. During the measurement the laboratory type maser of which the cavity was auto-tuned was used as the reference maser. The reference maser was placed in another room and independent of the temperature change. The change of the beat period was measured 24hours after the temperature had been changed. It was $1.5 \times 10^{-13}$ and the temperature sensitivity of the maser is $2.3 \times 10^{-14}/°C$.

In order to evaluate the influence of the external magnetic field, a Helmholtz coil was wound on the vacuum bell jar and a vertical magnetic field of 1G was added. The maser was operated under the 1mOe C-field during the measurement. The measured magnetic sensitivity is $2.5 \times 10^{-13}/G$, and the magnetic shielding factor is 15000.

The above measurement was carried out at the RRL Headquarters, where the masers had been developed, and the measured value was considered to be good enough for the VLBI experiment under the usual geomagnetic circumstances. However, after the masers had been transported to Kashima Branch, where the VLBI station of RRL is located, frequency fluctuation of $4-5 \times 10^{-14}$ was observed only during the VLBI experiments. During the VLBI experiments a large parabolic antenna, 26m in diameter and 160ton in weight, was swung to track the radio stars. This movement of the antenna disturbed the
environmental magnetic field. The fluctuation of the magnetic field in the maser room, which is located about 20 m distant from the basement of the antenna, has been measured by using a magnetic flux gate meter. The results are shown in Fig. 10 and Fig. 11. Fig. 10 shows the variation of the magnetic field in the maser room when the azimuth of the antenna is swept. Fig. 11 shows the fluctuation of the magnetic field in the maser room during the VLBI experiment which was carried out at the end of August 1984. The magnetic disturbance amounts to more than 10 mG. During the VLBI experiment one maser was operated under the 0.2 mOe C-field and used as the time and frequency standard of the K-3 system, while the other maser was operated under the 20 mOe C-field and used as the reference maser. The magnetic variation disturbed the reference maser. Later the C-field of the reference maser was set to 6 mOe and the fluctuation of the maser frequency reduced to $1 \times 10^{-14}$.

Therefore it should be recommended to check the external magnetic field variation and to operate the maser under low C-field at VLBI stations. Especially at mobile VLBI stations the magnetic disturbance of the antenna may be large because the maser is placed very close to the antenna.

5. Conclusion

Two field operable hydrogen masers have been developed as the time and frequency standard of the K-3 VLBI system. The measured performance fully satisfies the requirements of the K-3 system, and they are now playing an important role as the time and frequency standard of the K-3 system at Kashima Branch.

The magnetic disturbance by the VLBI antenna tracking, which has been observed at Kashima station, suggests that it is necessary to check the magnetic environment in the maser room and to operate the maser under low C-field for VLBI experiments.
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Fig. 1
The hydrogen masers for K-3 VLBI system
Fig. 2 Structure of the maser for K-3 VLBI system
Fig. 3 Structure of the cavity

Fig. 4 Belleville spring

Fig. 5 Stabilization of cavity by Belleville spring
Fig. 6 Block diagram of the phase-lock receiver
Fig. 7 Block diagram of auto-tuner

Fig. 8 Frequency stability of the masers for K-3 VLBI system
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Fig. 9 Chart record of the beat period and 10 MHz phase comparison between the masers and a commercial Cs
Fig. 10 Change of the external magnetic field when azimuth of the antenna is swept

Fig. 11 Change of the external magnetic field during the VLBI experiment
QUESTIONS AND ANSWERS

LAUREN RUEGER, JOHNS HOPKINS: Did you have both of the field operable masers at the site in you operating mode, or did you have only one?

MR. MORIKAWA: We have two hydrogen masers at the VLBI station. We used the first maser as the frequency source, and the other is used as a monitor, but the second maser can, of course, distribute standard signals to the system if the first maser has some trouble.

ALBERT KIRK, JET PROPULSION LABORATORY: What is the output power of the maser?

MR. MORIKAWA: It depends on the flux of the hydrogen beam. The maximum power is minus 95 dBm.

MR. KIRK: For the data that you have shown on the graph, what is the output power while that data was taken?

MR. MORIKAWA: Minus 95 dBm.

MR. KIRK: How long do you expect the ion pumps to last?

MR. MORIKAWA: About two years or more. One maser operated about two years, at which time the ion pump went down, but it recovered.

MR. MCCOUBREY: And they operated continuously during this time?

MR. MORIKAWA: Yes.

VICTOR REINHARDT, HUGHES AIRCRAFT COMPANY: In the Allan variance data you showed, was the drift removed?

MR. MORIKAWA: It was not removed.

MR. REINHARDT: What was the frequency drift per day?

MR. MORIKAWA: A few parts in ten to the minus 14.
ATOMIC HYDROGEN MASER ACTIVE OSCILLATOR
CAVITY AND BULB DESIGN OPTIMIZATION

H. E. Peters and P. J. Washburn
Sigma Tau Standards Corporation
Tuscaloosa, Alabama

ABSTRACT

The performance characteristics and reliability of the active oscillator atomic hydrogen maser depend upon "oscillation parameters" which characterize the interaction region of the maser: the resonant cavity and atom storage bulb assembly. With particular attention to use of the cavity frequency switching servo (1) to reduce cavity pulling, it is important to maintain high oscillation level, high atomic beam flux utilization efficiency, small spin exchange parameter and high cavity quality factor. It is also desirable to have a small and rigid cavity and bulb structure and to minimize the cavity temperature sensitivity. In this paper we present curves for a novel hydrogen maser cavity configuration which is partially loaded with a quartz dielectric cylinder and show the relationships between cavity length, cavity diameter, bulb size, dielectric thickness, cavity quality factor, filling factor and cavity frequency temperature coefficient. The results are discussed in terms of improvement in maser performance resulting from particular design choices.

INTRODUCTION

In an atomic hydrogen maser, hydrogen atoms are produced in an RF discharge source from which they emerge and pass in a beam through a magnetic state selector, with atoms in the proper hyperfine energy level passing to a quartz storage bulb mounted within a cavity resonant at the hydrogen frequency wherein maser action occurs, producing a CW output signal at the frequency of 1,420,405,751.689,3xx Hz. Figure 1 illustrates the major elements of the physical structure of masers currently constructed at Sigma Tau Standards Corporation. Several of the advantages of this general configuration were described in Reference 1. The optimization of the cavity assembly through computer analysis of the relevant maser oscillation parameters will be the primary subject of this paper.
The cavity configuration used in the Sigma Tau hydrogen masers is illustrated in Figure 2. A copper cylinder and copper end plates form the cavity walls. A relatively thick circular cylinder of quartz is held by spring tension between the end plates, and the quartz atom storage bulb is secured to the quartz cylinder using quartz shims and hard epoxy. The quartz cylinder provides dielectric loading to reduce the outer diameter of the cavity as well as the temperature sensitivity, and at the same time provides rigid support for the bulb and a fixed spacing of the cavity end plates. The electromagnetic field mode is the TE011 mode of the usual hydrogen maser active oscillator. Figure 2 also illustrates the orientation of the electric and magnetic field lines.

Figure 3 shows a diagram of the cavity and bulb assembly which is the model used for subsequent computations. The region within the inner diameter of the storage bulb is Region 1 with the dielectric constant of vacuum. In computing the filling factors, integrations of the z axis magnetic field were performed numerically over the inside volume of the bulb. Region 2, with the dielectric constant of fused quartz, includes the quartz wall of the bulb as well as the wall thickness of the quartz cylinder. The approximation is used that the quartz wall of the bulb ends is equivalent to the effect of the extra wall thickness at the ends of the cylinder, and this is a very adequate approximation since the cavity fields are relatively weak in the end regions and the bulb wall is relatively thin. Region 3, with the dielectric constant of vacuum, extends from the quartz cylinder to the copper side wall of the cavity.

OPERATIONAL EQUATIONS OF THE HYDROGEN MASER

Reference (2) presented the basic operational equations for the hydrogen maser oscillator, and the maser equations presented herein will either be taken from or derived from that reference. By combining equations (15) and (9) of reference 2, the following equation is obtained for the relative power radiated by the hydrogen atomic beam:

\[ \frac{P}{P_a} = 1 - I/I_{th} - 3q - 2q^2 \left( \frac{I}{I_{th}} \right). \]

In this equation, \( P \) is the radiated power, \( P_a = \) the power available from the beam if the maser were 100 percent efficient, \( I \) is the beam intensity (atoms/second), \( I_{th} \) is the flux required for oscillation if spin exchange could be neglected, and \( q \) is the spin exchange parameter defined in Reference (2).

Spin exchange is due to collisions between hydrogen atoms within the maser storage bulb and is the main factor which limits the possible oscillation level and line Q of the hydrogen maser. Figure 4 illustrates the severe limitation on beam utilization efficiency as the spin exchange parameter becomes large. The dependence of the spin exchange parameter on the cavity assembly configuration may be expressed (from Ref. 2, Eq. 11) as:

\[ q = K I/(n' x Qc) \]
where \( K_1 \) is a constant (approximately equal to 1,000), \( Q_c \) is the loaded quality factor of the cavity, and \( n' \) is the "filling factor," which is defined as:

\[
n' = \frac{V_b}{V_c} \frac{1\langle H \rangle_b}{\langle H^2 \rangle_c}
\]

In the foregoing equation, \( V_b \) is the bulb volume, \( V_c \) the cavity volume, \( \langle H_d \rangle_b \) is the z-axis magnetic field averaged over the bulb volume and \( \langle H^2 \rangle_c \) is the average of the square of the magnetic field over the volume of the cavity.

Considering only those factors which depend on the cavity configuration, \( I_{th} \) may be expressed as:

\[
I_{th} = K_2 \frac{(b) \text{bulb dia.}}{n' x Q_c}
\]

Therefore both the spin exchange parameter and the flux required to oscillate depend upon the product of \( n' \) and \( Q_c \). The loaded quality factor of the cavity, \( Q_c \), is given by:

\[
Q_c = Q_0 / (1 + P_c / P_0)
\]

where \( P_c \) is the power coupled from the cavity which is available to the receiver input amplifier and \( P_0 \) is the power dissipated within the cavity.

In a practical hydrogen maser oscillator it is very desirable that the coupling of the receiver to the cavity be light to reduce cavity frequency dependence on receiver impedance changes or other external environmental effects, and so \( P_c / P_0 \) is typically a small fraction (of the order of .1 to .3). The above considerations indicate that it is highly desirable to maximize the product of \( n' \) and \( Q_0 \) to obtain an efficient and reliable maser oscillator.

**ELECTROMAGNETIC FIELD ANALYSIS**

The electromagnetic field analysis follows conventional procedures and will not be given in detail in this paper. In outline, we start from Maxwell's equations for the curl of the electric and magnetic fields in material media and use the expressions for the curl in cylindrical coordinates. The general known solution for the electric field is expressed in terms of Bessel's functions of the first and second kinds of orders \( 0 \) and \( 1 \), and by application of appropriate boundary conditions, differentiations and integrations, several simultaneous equations are obtained which describe the electric and magnetic field coordinate components in the separate cavity regions identified in Figure 3. A computer was then programmed to obtain subroutines for the fields and the subroutines were used in further calculations to obtain the data presented in the pages which follow.

Typical results for the field analysis are illustrated by Figures 5 and 6, which show the electric and z-axis magnetic fields for a cavity 12 inches long with a bulb 4.13 inches in diameter having several different thicknesses of quartz cylinder.
Q x n', CAVITY SIZE AND TEMPERATURE COEFFICIENT

In the curves which follow it has been assumed that the dielectric loss factor of quartz is 0.0001 and the dielectric coefficient is 3.75. Also, the electrical conductivity of copper = 2.0 microhm-cm and the expansion coefficient of copper = 1.7 x 10^-5. The length of the bulb for the 12 inch long cavities is 9.0 inches, and the assumed shape is a straight central section with hemispherical ends. This shape is not quite optimum, but is a practical approximation which more detailed calculations show is very close to optimum. For cavity lengths other than 12 inches, the bulb length was made proportionately greater or smaller. In calculating the cavity frequency temperature coefficients, both the expansion coefficient of quartz and the variation of the dielectric coefficient of quartz with temperature have been ignored since these have a small effect compared to the thermal properties of copper.

It is interesting to observe the separate behavior of the quality factor and the filling factor as the thickness of the quartz dielectric is increased. The general form of the curves for all cases considered is exemplified by the case of the 12 inch long cavity and 4.13 inch diameter bulb shown in Figure 7. While the quality factor continuously decreases with increased dielectric loading, the filling factor rises to a peak in the range of 0.5 to 1.5 cm before decreasing. Therefore the use of thin-walled quartz bulbs in conventional oscillating hydrogen masers is not in general the optimum configuration to obtain the highest value of (n' x Q).

Figure 8 illustrates the variation of (Q x n') and cavity radius for several different lengths of cavity and one bulb diameter. This figure shows that there is a significant improvement in these parameters with longer cavities, and also that the optimum conditions occur with a relatively thick quartz cylinder. Figures 9 through 13 show the effect of use of different diameter bulbs and different thicknesses of quartz in cavity lengths of 18, 14, 12, 10 and 8 inches.

One of the motivations for adding quartz dielectric loading to the cavity is to reduce, as much as possible, the cavity frequency temperature sensitivity. Figures 14, 15, and 16 show the cavity frequency temperature coefficient as a function of dielectric thickness for several interesting cases. Figure 14 shows the temperature coefficient for a fixed cavity length of 12 inches and three different bulb radii. For reference, a copper cavity without loading would have a temperature sensitivity of approximately 24.0 KHz/Degree C. Figure 15 shows the result for a bulb radius of 5.25 cm and two different cavity lengths, and Figure 16 shows the result for a 4.25 cm bulb and three cavity lengths.

DISCUSSION OF RESULTS

The analysis and results presented in this paper were undertaken to optimize the hydrogen maser cavity and bulb design based upon the general configuration represented in Figures 1, 2 and 3. A primary consideration
has been that successful use of the cavity frequency switching servo technique requires very good maser output signal to noise ratio and the best possible efficiency in use of the power available in the state selected atomic hydrogen beam. It is evident that these goals can be achieved in masers with different application requirements.

For example, if small size and portability are not too important, and the highest possible line Q and smallest wall shift are desired, a large diameter bulb and long cavity would be the logical choice. As shown in Figure 9, with an 18 inch long cavity and a 6.75 cm radius bulb the best \((Q \times n')\) value occurs for minimum quartz thickness. The minimum practical bulb wall is approximately .15 cm, and using a relatively thin quartz cylinder of .25 cm wall, the cavity radius would be about 12.5 cm (9.85 inch diameter cavity), and \((Q \times n') = 27,000\). Using a cavity coupling coefficient of .25 one would calculate from the equations previously given that the spin exchange parameter \(q = 0.046\). This would be a very efficient maser oscillator, and with the exception of the high Q copper cavity is very similar in size and bulb volume to masers constructed in the past at NASA, Goddard Space Flight Center (3).

To make somewhat smaller size masers without compromising efficiency or stability significantly, one might choose a 12 inch long cavity. It is seen in Figure 8 that the improvement in \((Q \times n')\) is not great when increasing the length beyond 12 inches. For a 5.25 cm radius bulb (4.13 inches diameter) and .5 cm dielectric thickness, the resultant cavity radius would be about 12.2 cm (9.6 inches diameter) and the calculated spin exchange parameter with .33 cavity coupling is .039; these are the dimensions and parameters for the masers reported in Reference 1. These masers have extremely good efficiency, and are the first hydrogen masers to successfully use the cavity frequency switching servo technique to control cavity pulling. As cavities shorter than 12 inches are chosen, there is an increasing penalty in both \((Q \times n')\) and cavity diameter. For the larger bulb sizes in short cavities the maser becomes less efficient, and if the cavity wall material has a realized electrical conductivity much less than that of copper, a very borderline oscillator will result.

The use of copper as the cavity wall material has important advantages from several points of view. In addition to good electrical conductivity, giving high cavity Q, it has high specific heat which results in relatively large thermal mass. Systematic thermal perturbations are a most important consideration in attempts to improve stability for measuring intervals of about 1,000 seconds and longer, and the large thermal capacitance reduces the rate at which the cavity frequency can change, and also relaxes the required response time of thermal control systems or automatic cavity tuners.

The cavity frequency temperature coefficients illustrated in Figures 14, 15 and 16 are relatively low in comparison to an unloaded metal cavity. In practice, the average cavity frequency is controlled in our present designs by changing the temperature; this has the advantage of a relatively wide, linear and smooth cavity frequency control range, and the cavity, coupling loop, and cavity frequency switching varactor are automatically held at constant temperature by the control servo. If the cavity were made of a low expansion material such as silvered fused silica, it would be necessary
to control the average cavity frequency with a varactor; not only would this result in a non-linear and narrow frequency control range, it would introduce the possibility of changing the cavity Q's or receiver coupling coefficient when modulating the cavity frequency. So the use of a metal cavity with the cavity frequency switching servo is strongly indicated, and the temperature dependence shown by the figures is well suited to the requirements of cavity tuning.

CONCLUSION

The results presented in this paper provide guidelines for the design of cavity and bulb assemblies for hydrogen masers in an optimal fashion which are well adapted to use of the cavity frequency switching servo technique, as well as information which should be of more general interest for consideration of alternative maser cavity assembly design approaches. The two hydrogen masers described in Reference 1 were the first masers constructed using the new configuration. These masers also demonstrated the first use of the cavity frequency switching servo, and the stability results obtained show that unprecedented stability as well as the other advantages discussed in this paper can be realized. An example of the long term stability obtained in recent maser comparisons is illustrated in Figure 17. This figure shows the fractional frequency change for a thirty day period between the two hydrogen masers described in Reference 1. The slope of the frequency differences over this period is 5.8 x 10^{-16} per day, so the effect of drift on the daily frequency fluctuations is negligible. Figure 18 shows the measured stability in a "Sigma Tau" plot using the two sample "Alan Variance" for intervals from one second to ten days. There has been no drift term removed, nor other modifications made to the data.
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QUESTIONS AND ANSWERS

Jacques Vanier, National Research Council: In your proposed design, would it not be simpler to remove the bulb and use the dielectric loading as a bulb itself?

Mr. Peters: Yes, that's very conceivable. I have been thinking of getting pieces of quartz ground out.

Mr. Vanier: But there is no purpose for the bulb at the present time?

Mr. Peters: I haven't analyzed it completely, but I think that you need to improve the filling factor a little more by filling in the top section slightly.

Stuart Crampton, Williams College: I would like to say that the last is not true when you take into account the way in which you are changing the volume of the bottle. You are better off than having those ground pieces.

Mr. Vanier: You wouldn't increase the filling factor.

Mr. Peters: I think that even if you increase the bulb to the full length, that should be filled in with quartz, not make the bulb the full length of the cavity.

Mr. Vanier: I see. But my question is this: You would gain in simplicity by removing the bulb completely, and use up to the end as a bulb. You would lose a little in filling factor, but so what?

Mr. Peters: You could lose something else very important though, the facility with which you could coat the bulb in a nice, clean, dependable way.

Albert Kirk, Jet Propulsion Laboratory: Can you tell me the aging rate of the cavities before you apply the thermal corrections?

Mr. Peters: These are relatively unstable cavities. They are a thin wall of copper on the outside, compared to a much more thermally massive cavity. But they are still fairly respectable in that respect. One of them is going at about two to three parts in ten to the fourteen per day and the other one is about seven parts in ten to the fourteen per day.

However, we tune continuously. All the stability data is taken with the autotuner system working, and there is no degradation in either the short term or the long term stability if you leave the cavity servo on. The cavity servo is really a thermal control system, so in that sense they don't drift.

Mr. Kirk: What is the time constant of the servo system?

Mr. Peters: It's just about fast enough to come in where thermal perturbations start to become important. That is between one
thousand and ten thousand seconds.

MR. McCOUNBREY: If I followed your discussion, you indicated that the long narrow cavity was advantageous with respect to the cavity Q and filling factor. Did you also consider the effect of the declining effectiveness of the magnetic shields that you put around all of this? The long narrow shields are less effective.

MR. PETERS: I think that they are more effective. The larger cavity diameter and the larger shield are shorter, and it's mostly the axial field that gives you trouble. The transverse shielding factor hardly ever gives any effect in measurement. The longer and narrower shield gives more space on the ends than we had in the past, so you get a better shielding factor with a small diameter and also more space for thermal insulation, and vacuum and things like that.

MR. ALLAN: Is the last data point on your sigma-tau plot ten days?

MR. PETERS: I stopped it at ten days. It was only thirty days worth of data.
HYDROGEN MASER OSCILLATION AT 10 K

S. B. Crampton, K. M. Jones, G. Nunes, and S. P. Souza
Williams College, Williamstown, Massachusetts 01267

ABSTRACT

We have developed a low temperature atomic hydrogen maser using frozen atomic neon as the storage surface. The maser has been operated in the pulsed mode at temperatures from 6 K to 11 K and as a self-excited oscillator from 9 K to 10.5 K.

INTRODUCTION

As soon as some unpolarized hydrogen atom gas had been successfully stored at 4.2 K in a bottle coated with frozen molecular hydrogen, it was clear that the new low temperature hydrogen storage techniques might improve atomic hydrogen maser frequency standards. The most likely improvement is in the short term frequency noise, which is proportional to the radiative decay rate $1/T$, times the square root of the thermal noise divided by the averaging time and the power radiated by the atoms. There is a dramatic decrease of the cross section for relaxation due to electron spin exchange collisions between the radiating atoms. Because of collisions the radiated power is quadratic in input atomic beam flux and has maximum value proportional to the inverse of the spin exchange cross section squared. The potential improvement in radiated power is large, given sufficient beam flux. Fortunately, low temperature techniques can also provide a large gain of clean, state-selected beam flux. In addition, thermal noise power in the maser cavity and receiver first stage can be greatly reduced by cooling, and substantial improvements in radiative decay rates are anticipated. These factors should combine to produce an improvement by several orders of magnitude in the short term frequency noise of hydrogen maser standards.

Low temperature techniques may also offer substantial improvements in the long term frequency stability of hydrogen maser standards. Stability to one part in $10^{18}$ requires temperature stability to 7.3 mK, difficult to achieve at room temperature but routinely achieved at low temperatures. Stability to one part in $10^{16}$ requires stability of the cavity geometry equivalent to about $\lambda$ in the linear dimensions; mechanical creep is literally frozen out at low temperatures. Magnetic field homogeneity and stability can be improved by using superconducting magnetic shields.
APPARATUS

Figure 1 is a schematic of the apparatus we have built to test these ideas. The apparatus is immersed in liquid helium held in a 6" ID superinsulated dewar. Molecular hydrogen is fed through a 1 cm OD pyrex tube inside a stainless steel "source dewar" separating the helium bath outside from a liquid nitrogen bath inside. The liquid nitrogen cooled 180 MHz rf discharge dissociates molecules to atoms, which pass downwards through an "accommodator" where they are cooled to 5 K and are then focused by a six pole state-selecting magnet to a 5 cm OD quartz storage bottle. The storage bottle is surrounded by a 4" OD 1420 MHz microwave cavity, a set of three 0.005" thick magnetic shields, and a vacuum tight can containing helium exchange gas, which allows the cavity and bottle to be heated uniformly to temperatures above the temperature of the liquid helium bath.

Figure 2 is a more detailed schematic of the hydrogen source and cavity assembly. Dissociated atoms pass from the discharge through a thin 2 mm ID orifice into the 5 mm ID by 1.5 cm long copper accommodator coated with solid molecular hydrogen. Semicircular baffles prevent atoms or impurities from getting through the accommodator without making about 100 collisions with its cold solid hydrogen surface. The accommodator is heated by recombining atoms or by an external heater, and it is cooled by a copper heat conduction path to the liquid helium bath. Slow moving H atoms are efficiently focused by a 1.3 cm bore by 10 cm long six pole permanent magnet through a 12 cm long by .75 cm ID entrance tube to the storage bottle. The cavity provides a uniform rf magnetic field over the storage bottle and has unloaded Q as high as 20,000 at 4.2 K.

The inside surface of the storage bottle and its entrance tube are coated with several hundred thousand layers of solid molecular hydrogen or atomic neon, frozen out from the gas phase as the apparatus is cooled initially. Care is taken to control the gas pressure and temperature so as to form some liquid first, then the solid coating. Below the threshold for oscillation a short pulse at the \( \Delta F = 0 \) hyperfine transition frequency sets the atoms radiating on that transition, and the decaying cavity rf field is sampled by a coupling loop, converted to an audio frequency signal, and fed to the A/D converter and computer storage. The frequency and radiative decay rate are fitted directly from the signal, and level population recovery rates \( 1/T \), are determined from signals in response to multiple pulses. The signal amplitude, multiplied by \( T_1 \), is proportional to the input flux of \( F=1, m_F=0 \) hydrogen atoms.

Figure 3 shows the input flux of state-selected atoms plotted against the temperature of the accommodator as measured by a carbon film thermometer. The open circles represent fluxes obtained by varying the input of atoms to the accommodator. As the flux into the accommodator increases, heat due to atoms recombining on the solid hydrogen accommodator surface warms that surface. The accommodator temperature and output flux both rise with input flux and accommodator temperature until the accommodator temperature reaches about 5.3 K, where the saturated vapor pressure of \( H_2 \) over the surface becomes high enough to impede the flux. Above 5.3 K the accommodator temperature continues to rise, but the output flux actually decreases with increasing input flux. The crosses represent fluxes obtained by leaving the input flux at the level
Figure 1  Schematic of the Apparatus
Figure 2 Schematic of Hydrogen Source and Cavity Assembly
Figure 3  Flux of $F=1, m_F=0$ Hydrogen Atoms
that produced the flux at the solid circle and then increasing the accommodate temperature using an external heater. The coincidence of the output fluxes within errors suggests that the output flux is saturated with respect to input flux. Increasing the input flux to the accommodate will not increase output flux at the same accommodate temperature. A design requiring fewer collisions with the accommodate surface would improve output flux, but even these present fluxes compare favorably with the fluxes in room temperature hydrogen masers, and the beam is almost certainly cleaner.

SOLID MOLECULAR HYDROGEN SURFACES

We began by investigating solid molecular hydrogen wall coatings because they are the easiest coatings to make at temperatures between 4 K and 15 K and because we had already studied them over the lower temperature range from 3.5 K to 4.5 K using an earlier apparatus. Figure 4 shows some results for the wall shifts for hydrogen atoms stored over these solid hydrogen surfaces at temperatures between 4.2 K and 5.5 K. The solid line has been fit by eye with slope 35.8 K equal to the value we obtained for the binding energy of H to H₂ at the somewhat lower temperatures in the earlier work. Theoretical calculations of the binding of H to solid H₂ indicate that there should be a single bound state for motion perpendicular to the surface and almost complete freedom to move laterally. Theory predicts that for this kind of "two dimensional gas" binding the variation of wall shift with temperature should be such as to produce a straight line in Figure 4. Within errors we find that the behavior we observed at lower temperatures extrapolates well up to the highest temperatures at which we obtain signals. The data does not go higher than about 5.5 K for the same reason that the output from the accommodate drops off to very low values at accommodate temperatures above 5.5 K: the H₂ vapor over the surface of the entrance tube prevents the state-selected H beam from entering the storage bottle. At 5.5 K the lowest wall shift observed is about 50 Hz, a factor of 1000 higher than wall shifts in room temperature hydrogen masers having Teflon wall coatings. If we could go higher in temperature, the wall shifts would be dramatically lower, but the high H₂ vapor pressure prevents that.

Relaxation processes other than the dephasing while adsorbed that produces the large wall shifts can be investigated using multiple pulses to measure the level population recovery rate 1/T₁. These rates, less the contribution from escape through the entrance, are plotted in Figure 5. A line with slope 35 K has been drawn as a guide to the behavior that would be expected for a relaxation simply proportional to the mean surface dwell time. It appears that the relaxation rates are falling off somewhat faster than at the higher temperatures. Again, if we were able to go to higher temperatures, we would expect very low relaxation rates.

To summarize the results for H₂: This pulsed resonance experiment is an interesting probe of atom-surface interactions in a particularly simple system, but it is not a candidate for precision frequency metrology because of the high H₂ vapor pressure at temperatures where the wall shifts and relaxation rates would be low.
Figure 4  Molecular Hydrogen Surface Wall Shifts
Figure 5  Molecular Hydrogen Surface Relaxation Rates
Neon atom gas has much less saturated vapor density than H₂ at the same temperature. Its electric polarizability is less than that of H₂, so that the force between a hydrogen atom and one neon atom in the surface is less than for H₂. Unfortunately, solid neon has less zero point motion than H₂ and so is more compact. The result is that the binding energy of H to a solid neon surface is predicted to be about the same as the binding of H to a solid molecular hydrogen surface. Figure 6 displays wall shifts we have observed for H stored in bottles with solid neon wall coatings, plotted as in Figure 4. The slopes are the same from one surface preparation to another, indicating a consistent surface binding energy in good agreement with the theoretical predictions. The intercepts vary considerably, indicating variability of effective surface area from one surface preparation to another. These data do not show indications of thin spots or contamination by some heavy impurity; both effects would shift the slope upwards as well as the intercepts. We obtain data only up to about 11 K, where the saturated vapor pressure of neon in the entrance tube prevents atoms from getting into the bottle. The wall shift at 11 K in this 5 cm diameter bottle is about 1 Hz.

The relaxation rates vary much more than the wall shifts from one surface preparation to another and even from one time to another for a single surface preparation as the surface evaporates. Evidently, the relaxation rates and the effective surface area are very sensitive to surface structure, but the binding energy is not. Within errors, T₁ = T₂, indicating that the relaxation process is predominantly one that removes atoms rather than relaxing them through some magnetic interaction. We have observed relaxation rates as low as 1 sec⁻¹ greater than the rate of escape through the entrance, but we have also observed relaxation rates a hundred times higher. The fault lies with the high cohesive energy of solid neon, which tends to freeze into an open, snowy structure into which H atoms diffuse and eventually recombine. We believe that much more uniform and stable surfaces can be made by growing them very slowly at the temperature at which they are used and by maintaining over them the saturated vapor pressure of neon gas, but that will require a new apparatus.

MASER OSCILLATION AT 10 K

We have several times produced surfaces with low enough relaxation rates to support self-excited maser oscillation at temperatures ranging from 9 K to 10.5 K at fluxes of order 10¹¹ state-selected atoms sec⁻¹ and cavity Q's as low as 3500. The radiated power at this Q has been of order 10⁻¹² watts. The linewidth of about 3 Hz has been dominated by the rate of escape through the bottle entrance. The short term frequency noise is less than that of our room temperature comparison maser, but we have not yet been able to measure the short term noise precisely. This first experimental apparatus is not optimized for temperature stability or magnetic field stability or even for surface stability. Although the wall shifts using solid neon wall coatings at 10 K are relatively high compared to the wall shifts in conventional hydrogen maser standards, the physics of the surface is much simpler. Whether the reproducibility and stability of the solid neon surfaces can be made to compensate for the higher wall shifts remains to be seen.
Figure 6  Solid Atomic Neon Surface Hall Shifts
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QUESTIONS AND ANSWERS

JACQUES VANIER, NATIONAL RESEARCH COUNCIL: In view of these results, would you care to comment on the last line you had there on helium surfaces? Do you think that it's better to use helium?

MR. CRAMPTON: I would like to say two or three things about that. First, for the same geometry, that is, the same ratio of surface area to volume, the wall shift for neon surfaces are about ten times those of helium. Second, that liquid helium experiment geometries are naturally rather small. Although Hardy and Berlinsky gave their data extrapolated to a fifteen centimeter diameter storage bulb, it's not likely that someone is going to hang a fifteen centimeter diameter storage bulb from the mixing chamber of a dilution refrigerator, whereas it's no big deal to scale our bottle up from five centimeters to fifteen centimeters. So, you can get a factor of five just from the geometry. The main thing to look at is that you are talking about entirely different physics. In one case you are talking about a temperature of 10K, and a solid surface which is fairly quiet at that temperature. In the other case you are talking about a liquid helium surface at half a K. It's a factor of twenty in temperature. It's a superfluid film. That's great for temperature uniformity within the film, but liquid helium films creep towards the warmest place they can sense. Then they evaporate and reflux back. The density of helium gas is going to be proportional to the local temperature in that region. The problems are just completely different in the two cases. What should be done is that both things should be tried to see what the physics is in these two different regimes.

MR. McCOURBREY: You pointed out that the wall shifts are relatively large on the hydrogen and neon surfaces compared to the wall shifts on teflon at room temperature. I missed what you said about the model. Is the model not appropriate at room temperature?

MR. CRAMPTON: No, it is not appropriate. The binding energy is high enough so that you are going to have binding, I think, at localized sites. At least one and a half dimensional gas binding. On this model the wall shift would go to zero as you went up in temperature, whereas with teflon it goes right through zero and goes positive. The physics is very different and, of course, is very messy with teflon surfaces.
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ABSTRACT

A low noise synthesizer has been developed for use in hydrogen maser autotuning and performance evaluation. This synthesizer replaces the frequency offset maser normally used for this purpose and allows the user to maintain all masers in the ensemble at the same frequency.

The synthesizer design utilizes a quartz oscillator with a B.V.A. resonator. The oscillator has a frequency offset of $5 \times 10^{-8}$. The B.V.A. oscillator is phase-locked to a hydrogen maser by means of a high gain, high stability phase-locked loop, employing low noise multipliers as phase error amplifiers. A functional block diagram of the synthesizer and performance data will be presented.

INTRODUCTION

The Johns Hopkins University Applied Physics Laboratory has been involved in the research, development and fabrication of Hydrogen Masers since 1975. The NR (NASA Research) Hydrogen Maser, developed at JHU/APL has several innovative features which greatly enhance its performance. One of these features is the ability of the NR maser to tune itself by making frequency difference measurements between itself and a reference signal, offset in frequency by $5 \times 10^{-8}$. The best autotune performance is obtained when the offset reference signal is obtained from another hydrogen maser. Unfortunately this method mandates that the reference maser be offset $5 \times 10^{-8}$ thus removing a valuable maser from the on-frequency clock ensemble. Clearly it would be desirable to operate all masers on frequency and to have a synthesizer phase locked to the maser to provide the offset frequency reference signal. To be an adequate replacement for the reference maser, the synthesizer should not degrade the maser performance in autotuning, and it should be small and rugged enough for maser field repair and alignment operations.
DESIGN APPROACH

The offset generator is basically a single frequency indirect synthesizer using a multiply-mix - phase locked loop approach. (Please refer to Figure 1). For clarity of presentation, the synthesizer is divided into three parts: the fixed frequency, the phase multipliers and the phase locked loop. The fixed frequency section contains a very stable, spectrally pure VCXO which is operated at 5 MHz + 5 x 10^-8. The VCXO is manufactured by Oscilloquartz using a B.V.A. resonator. The VCXO has excellent short term stability, below 1 second. The phase error multiplier section contains two low noise multipliers which multiply the 5 MHz outputs of the offset VCXO and the Maser to 1 GHz. The 1 GHz signals are then mixed to produce a 50 Hz signal which has 206 times the phase information as the original 5 MHz signals. The frequency of the 50 Hz signal is dependent on the fractional frequency difference between the offset VCXO (5 MHz + 5 x 10^-8) and the reference maser. The 50 Hz signal has a frequency sensitivity of 1 x 10^-9 per Hz. The phase locked loop section contains a Motorola MC 4044 phase lock loop I.C., a divide by 100,000 circuit, and a mixer-low pass filter. The 50 Hz signal resulting from the two 1 GHz outputs which contains the Offset VCXO vs maser phase data is compared with a reference 50 Hz signal which is divided down from the maser input. The comparison is made using a Motorola MC 4044 digital phase detector used in the quadrature mode. The resulting error signal is translated and filtered and used to lock the offset VCXO. The 5 x 10^-8 offset signal from the VCXO is the output of the synthesizer.

PERFORMANCE DATA

The data presented in Figure 2 was taken at JHU/ APL and shows the results of comparing two masers together (NRX and NR9) in two configurations. The bottom trace is a sigma tau plot of the NRX maser compared to the NR9 maser with NR9 offset in frequency 5 x 10^{-8}. The top trace shows a sigma tau plot of the same two masers except in this instance the masers are running at the same frequency. NR3 was placed back on frequency and the offset generator was phase locked to the NRX maser thus producing the 5 x 10^{-8} offset. Note there is very little difference between the two traces and that for all practical purposes the offset generator performs as well as the maser which was intentionally offset in frequency.

The offset generator was also performance tested in the field at the Mojave Base Station, Goldstone California, in the following manner. Five NR masers were autotuned using the offset generator. Later one of the masers was offset and used to evaluate the other four masers tuned with the offset generator. The agreement was found to be within 1 x 10^{-13} tau.

CONCLUSION

The design features of a low noise single frequency synthesizer used to provide a 5 x 10^{-8} offset signal for tuning NR hydrogen masers has been presented. Test data presented indicate that there is a negligible performance penalty when using the offset generator in place of an offset maser for providing the 5 x 10^{-8} offset reference signal used for frequency difference measurements and tuning of NR masers.
Fig. 1 Low noise synthesizer for autotuning and performance testing of hydrogen masers.
Fig. 2 Stability performance of low noise synthesizer.
QUESTIONS AND ANSWERS

MR. McCUBREY: You point out that the use of this synthesizer permits you to operate all the masers in an assembly at the same frequency. I had always understood that when you got a number of identical oscillators close to the same frequency, they tend to pull each other and, therefore, become not all independent, which you like them to be if they are to operate in an ensemble. Is that a problem?

MR. INGOLD: I haven't seen that in the Time and Frequency lab at Johns Hopkins. Maybe Lauren Rueger could answer that.

MR. RUEGER: We have enough isolation in the instrument that we can readily see pulling if it occurred, and we do not. We look at phase plots with resolution of something on the order of one picosecond and see no evidence of pulling. We can move the C fields up and down through the resolution values and see no effect at that point.

MR. McCUBREY: So you introduce controllable shifts and actually look for this?

MR. RUEGER: Exactly.

MR. McCUBREY: It's very important to do that. As they get closer and closer, the difference is in the denominator, and you ultimately get them so close that even an extremely small coupling will influence the situation.

MR. RUEGER: We have isolation, in the closed loop system, of about 120 dB, and we have an additional isolation of an initial 120 dB. That's about the leakage through solid coax cables.

MR. McCUBREY: Ultimately 200 dB.

MR. PETERS: Actually the receivers are mounted in very intimate contact with the top of the cavity, so they have enormous isolation. Besides that, we have synthesizers which have a resolution of 5 times ten to the minus seventeenth. With eleven digits, you can run the maser frequency through another one, through any frequency you wish, and you will never see any pulling phenomenon whatsoever. Unless you take the receiver apart, or put in a high power signal at or near the maser frequency, there is no signal in existence which will effect it.

MR. McCUBREY: Apparently this has been looked at in depth.

VICTOR REINHARDT, HUGHES AIRCRAFT COMPANY: What you have to realize is that what you are doing in a hydrogen maser when you change the synthesizer is just to move the VCO, but not moving the maser frequency. You can still see effects if you are not careful. They don't effect the maser, but they do effect the VCO, and you can sometimes see interactions and beats between the crystals if you are not careful.
You have to remember that the two masers are always running at 1420 megahertz regardless of what you do with the synthesizers.

MR. RUEGER: They are not really the same frequency.

MR. McCOUNBREY: Yes. If the C fields are off, the frequencies will be slightly different.

ALBERT KIRK, JET PROPULSION LABORATORY: Have you actually measured the noise contribution of the offset generator itself?

MR. INGOLD: Yes, we have measured that. It's approximately one part in ten to the thirteenth, tau to the minus one-half. This was for a maser with the external synthesizer compared to another maser.

MR. KIRK: Yes, but have you tried taking one maser and offsetting it and then comparing it against itself?

MR. INGOLD: Yes, it's about one part in ten to the thirteen, tau to the minus one-half.

MR. ALLAN: To the minus one?

MR. REINHARDT: To the minus one-half. Why is it tau to the minus one-half?

MR. INGOLD: I can't explain it.
ATOMIC HYDROGEN MASER MEASUREMENTS
WITH WALL SURFACES OF CARBON TETRAFLUORIDE
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1. INTRODUCTION

The principal objectives of the SAO cold maser research programs are:

1. To understand the behavior of the atomic hydrogen wall collision process and find better wall coating materials or processes.

2. To develop hydrogen masers of improved stability taking advantage of the following low temperature properties:

   a) Lower thermal noise per unit bandwidth (kT). Both the signal-to-noise ratio of the output signal and the intrinsic stability limit vary as T^4.

   b) Smaller spin exchange cross section for atomic hydrogen. At 40K this cross section is about 200 times smaller than at room temperature. For a given rate of spin exchange quenching at room temperature we can obtain 200 times greater power output and thus reduce the signal-to-noise in the output signal.

   c) Slower speed of the atoms (proportional to T^4), which reduces the wall collision rate.

   d) Better mechanical and thermal stability of materials at low temperatures. Superconducting magnetic shields can also be used at sufficiently low temperatures.
The work we report here is aimed principally at understanding more about the interaction of hydrogen atoms with wall coatings of fluorinated ethylene propylene (Dupont Teflon FEP-120 co polymer) and of carbon tetrafluoride (CF\(_4\)). The principal measured quantity in these experiments is the "wall shift" of the maser's output frequency. To relate the present data to the study of cold Teflon surfaces made by Michel DeSaintfuscien,\(^1\) we calculated the wall shift per atomic collision from the measured wall frequency shift. As will be seen later, this assumes that the wall surface area is smooth on a molecular scale.

We calculate the average phase shift \(\Delta \Phi_g\) per geometrical collision determined from the dimensions of the storage bulb:

\[
\Delta \Phi_g(T) = \frac{2\pi \Delta \nu_w(T)}{\nu_c(T)}
\]

where \(\nu_c\) is the rate of atomic collisions with the storage bulb wall and \(\Delta \nu_w(T)\) is the frequency shift owing to wall collisions. \(\nu_w\) is obtained by measuring the maser output frequency \(\nu_{\text{out}}\) and correcting it for second-order Doppler shift, second order magnetic field dependence, and cavity resonator frequency offset pulling as follows:

\[
\nu_{\text{out}} = \nu_o + \frac{3KTV^2}{2mc^2} - 2752H^2 - (f_c - \nu_o) \frac{Q_c}{Q_L} + \Delta \nu_w(T)
\]

Here \(\nu_o\) is the unperturbed hyperfine separation frequency of atomic hydrogen,\(^2\) \(H\) is the static magnetic field strength in the storage volume, \(m\) is the hydrogen atom mass, \(f_c\) is the cavity resonance frequency, \(Q_c\) is the cavity \(Q\), and \(Q_L\) is the atomic line \(Q\).

Each measurement required a determination of the output frequency at several known cavity frequency settings. The output frequency data were fit to a straight line as a function of cavity frequency \(f_c\), and the frequency \(\Delta \nu_w\) corresponding to \(f_c = \nu_o\) was calculated in order to eliminate the effects of
From the average velocity of the atom, \( \bar{v} = \frac{kT}{m} \), and the geometrical surface-to-volume ratio of the storage volume \( A_g/V_g \), we determine the average collision rate, \( \bar{v}_c \).

\[
\bar{v}_c = \frac{\text{average velocity}}{\text{mean free geometrical distance}} = \frac{\bar{v}}{\frac{A_g}{V_g}} = \frac{1}{\bar{v}_c}
\]

Following Hardy and Morrow[3] we assume a model for the hydrogen wall surface interaction where some fraction of the wall collisions result in momentary binding of the atom in a potential well characterized by energy \( E_b \). While in the well the atoms have the properties of a two-dimensional gas. The time spent in this state is very much smaller than the mean time between collisions, \( \bar{v}_c \). The ratio of \( \bar{v}_b \), the time spent bound to the wall, to \( \bar{v}_c \), the time between these events, is given by[3]

\[
r = \frac{\bar{v}_b}{\bar{v}_c} = \frac{A_e}{V} e^{E_b/kT}
\]

where \( A_e = \frac{h}{(2\pi m kT)^{1/2}} \) is the thermal de Broglie wavelength.

Since an atom does not bind to the wall on each impact, the time \( \bar{v}_b \) may involve many collisions. The probability of binding per collision is represented by the fraction \( \alpha = \frac{\bar{v}_b}{\bar{v}_c} \). During a binding collision the phase of the hyperfine interaction is retarded an amount

\[
\Delta \phi = 2\pi \bar{v}_b E_b
\]

where \( E_b \) is the frequency change of the atom while in the bound state. The wall collision frequency shift is

\[
\Delta \nu = 2\pi \frac{E_b}{\bar{v}_c} = \frac{h}{(2\pi m kT)^{1/2}} \frac{A_e}{V} e^{E_b/kT} \Delta \phi
\]

and the average phase shift per collision is
\[ \Delta \Theta_g(T) = \frac{V_g}{A_g} \frac{A \Delta h}{V kT \Delta A} \]  

(6)

We note in this expression that \( A/V \) is the actual area to volume ratio and \( A_g/V_g \) is the geometrically determined area to volume ratio. \( A \) is the effective surface area of the storage region coating, which may be microscopically rough, while \( A_g \) is the area of the storage region assuming perfectly smooth walls. Because the surface roughness has negligible effect on the storage volume, for practical purposes \( V = V_g \).

2. EXPERIMENTAL PROCEDURE

The cryostat shown in Fig. 1 was equipped with a \( \text{TE}_{111} \) mode cavity[4] whose interior surface was coated with FEP-120 Teflon and that had a Teflon FEP septum 0.25 mm thick. The atomic hydrogen source is cooled by contact with the copper shroud, and operates at about 800K. Liquid helium admitted via a control valve into the sample holder cools the cavity.

The maser was operated in the range of 700K to 500K with the bare Teflon surface. After completing the data runs for bare Teflon, the system was stabilized at about 600K and gaseous \( \text{CF}_4 \) was beamed toward the cavity entrance aperture by a nozzle located in the shadow of one of the pole tips of the hexapole magnet. The system pressure rose to about \( 10^{-3} \) torr and was kept there for about 4 minutes by the flow of \( \text{CF}_4 \).

The wallshift was measured and the coating process was repeated a second and third time. No further shift in frequency was observed. We conclude that we had completely and thoroughly coated the surface using this procedure.
3. **Experimental Results**

Figure 2 shows the average phase shift per collision based on the geometrical surface to volume ratio of the storage volume. For Teflon we include the entire data set of 1983 and 1984 and the data point at 17.4K made by DeSaintfuscin in 1976.[1] The carbon tetrafluoride data were obtained within 30 minutes of the time of injection of CF₄. The system was then cooled at a rate of 5°K per hour to 52°K, was allowed to equilibrate at 52°K for about 40 minutes, and was then again cooled at 5°K per hour until the cavity reached 45°K. We paused for equilibration for 20 minutes before cooling steadily to 33.6°K at a rate of about 4°K per hour. Frequency measurements were made with the continuously oscillating maser. Measurements at each temperature were made for three or more cavity frequency settings. Each data set was made within a two-minute time interval to minimize errors owing to the constant slow cooling of the cavity.

We found that the temperature gradient between the sample holder and the cavity caused magnetic quenching, probably due to thermoelectric currents. To keep the maser oscillating the field coil current was raised to produce a magnetic field as high as 27 x 10⁻³ gauss. The usual field setting was 12.8 x 10⁻³ gauss; when gradients were small, data were successfully taken at 2 x 10⁻³ gauss.

The plot of -£θg(T) vs 1000/T shown in Fig. 3 was calculated from measurements taken between noon and 7 P.M. on October 15, 1984. The straight line is a least squares fit to -£θg(T) = 0.42x10⁻³e£54.6/T. Measurements made at 43°K, 44°K and 46°K on October 16 fell into the spread of the October 16 data set. Measurements made on October 17 at 53°K and 55°K and on October 18 at 60°K lie well below expected values. We can perhaps conclude that at the higher
temperatures the CF$_4$ surface sublimes away. The jagged edges and prominences of this surface would disappear first, leaving a progressively smoother surface until all of the CF$_4$ had been pumped away. This behavior upon warming the CF$_4$ surfaces has been observed on at least three previous occasions. To date, we have not been able to find reliable values of the CF$_4$ vapor pressure for temperatures below its melting point of 890K. From the pressure behavior observed when we warm up the system, we believe that the vapor pressure is significant, perhaps on the order of $10^{-5}$ torr, at temperatures around 600K and that at higher temperatures the surface is sufficiently volatile to change its structure significantly in an interval of several days.

We have recalculated $-T\Delta G(T)$ vs 1000/T using DeSaintfuscien's data, our 1983 and 1984 Teflon data, and the October 15 data of Fig. 3. The results are plotted in Fig. 4.

From this plot we conclude that the interaction energy of atomic hydrogen on carbon tetrafluoride is 154.60K, and that of FEP-120 Teflon is 143.40K. These differ by only about 8 percent, and lead us to the conclusion that the surface interaction of hydrogen colliding with a fluorine atom bound to carbon does not significantly depend on the internal carbon structure. However, we observe a significant difference between the magnitudes of the phase shift per collision for Teflon and CF$_4$. There is about three times less phase shift per collision for frozen-in-place CF$_4$ than for Teflon.

From Equation 6 we see that the terms that govern this shift are the actual surface area and the hyperfine frequency shift of the hydrogen atom while in the bound state, $A_a$. Calculations of the hyperfine shift[5] have been given with reasonable agreement with experiments using the assumption that the inter-atomic hyperfine shift is proportional to the interaction potential. When the
The hyperfine shift is calculated for collisions with an aggregate of atoms, such as a Teflon molecule, the actual structure of the surface must be modeled in the same way. This micro model of the collision process where hydrogen is considered to interact with, say, 10 fluorine atoms bound to a carbon core must be contrasted with a macro model where the surface is irregular on a much greater scale involving, say, tens of millions of atoms. The situation involving the latter scale can be represented in terms of surface area-to-volume and related to free molecular flow collision processes. In either case it is a question of the actual physical configuration of the fluorine atoms encountered by the impinging hydrogen atom.

We must remember that our plots of log [TΔΩg(T)] vs T^{-1} are normalized to a collision rate estimated from geometrical surface and volume. We have used equation 6 to show the connection between DeSaintfuscin's data and ours; we see from this equation that, in principle, ΔΩg(t) is independent of A/V.

A more realistic way to plot the data is to use equation 5, plotting log[TΔΩw(T)] vs T^{-1}. This has the same slope as the TΔΩg(T) data, and the prefactor contains A/V and Δq.

We conclude from the close agreement between DeSaintfuscin's data and ours that the FEP-120 Teflon dispersion has produced a fairly reproducible surface in these two applications.

From the similarity in the experimental terms shown in the FEP-120 and CF₄ data plotted in Figure 4, we see that the energy of interaction is very similar for these two surfaces. The question of the three-fold to four-fold disparity in the wall shift remains.
Fluorine, the most electronegative of all elements, forms extremely stable carbon compounds (fluorocarbons) whose molecular attraction (as well as repulsion) are entirely governed by fluorine. The long chains of the CF$_2$
(tetrafluor-ethylene) homopolymer (TFE Teflon) or the shorter branched chains of the FEP co-polymer (fluorinated ethylene-propylene) have substantially similar structure in that they can be either crystalline or largely amorphous, depending on their condition after melting, i.e. whether slowly annealed or quenched. There are substantial differences in wallshift between these two physical states[6,5,7], and these differences have been associated with the surface structure. The crystalline surface has the larger wallshift owing to the growth of platelets that produce a rougher surface on a macroscopic scale and to microscopic textural effects of the platelets when pictured as a stack of cordwood where the Teflon chains (logs) of various lengths protrude from the sides of the generally well organized stack.

The homopolymer is obtained in the form of a water dispersion of particles about 0.22 micro meters average diameter stabilized with a soap-like substance to prevent coagulation. The co-polymer has 0.1 micro meter sized particles and is also available in a water dispersion. These dispersions are cast on the surface to be coated, the water evaporated, and the particles sintered or melted together to form a film. The homopolymer has a high viscosity of about 10$^{11}$ poises in the melted state. Its consistency is "more like a frame than a liquid".[5] The co-polymer has melt viscosity of about 10$^6$ poises and flows more easily. In 1978, the surface of thin films, say 0.002 inches in thickness, were found to be porous from tests made at the U.S. Naval Research Laboratory using electron scattering and low energy electron diffraction techniques.[8] This has led us to increase the coating thickness of our films from about 1 milligrams per cm$^3$ to well over 3 milligrams per cm$^3$ by applying successive coatings of the
Dupont FEP-120 co-polymer. Whether or not the density of the films has been improved is open to question. What has probably happened under these multiply coated conditions is that we have piled up more and more platelets but still have a porous and, to the hydrogen atom, macroscopically rough surface.

The threefold decrease in apparent surface area by freezing CF₄ probably results from the smoothing of the Teflon surface by a build-up of CF₄ "frost" on the interior of the storage chamber. That this "frosted" CF₄ surface "sniff" is not as smooth as it could be is strongly evidenced by the further reduction in wallshift when the surface is warmed to 60⁰K. Here we envisage further smoothing of the surface either by melting, or more probably, by sublimation where the pointed peaks are first to go, leaving a smoother surface that lasts as long as there is CF₄ available.

The fact that the Teflon surface is porous and that the collision rate apparently can be reduced by a factor of as much as four times leads us to reconsider the present status of wall coatings created by fusing granules of Teflon applied from a water dispersion. This is a difficult process to control and has a great deal of variability.

The importance of wall coatings is crucial to the hydrogen maser storage technique, where the linewidth of the oscillator is limited by the wall relaxation process. Remarkably little has been done to improve wall coatings since the invention of the maser by Kleppner, Goldenberg and Ramsey in 1969. With support from the Office of Naval Research included as a small part of a contract with the U.S. Naval Research Laboratory (N00014-75-A-0110-0003) an attempt was made in 1975-1976 by our group to grow to obtain bulbs coated with Teflon polymerised in place using CF₄ monomer gas. The technique was developed by the Laboratoire Suisse de Recherches Hologem (L.S.R.H.), Neuchâtel.
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Switzerland in 1975 and patented in the U.S.A., France, Japan and Germany. SAO engaged the L.S.R.H. to coat two quartz bulbs with a film of 1000Å to 3000Å thickness made from polymerized C2F4, using ultraviolet surface photo polymerization. This was to be done along with samples of glass and KB, for analyses by pyrolysis to determine molecular weight, and other measurements to determine molecular structure and film thickness.

One bulb was received and tested in December 1975. Samples tested at L.S.R.H. by infrared spectroscopy showed proper Teflon polymer lines. The high temperature pyrolysis test showed no deterioration over 34 hours at 220°C, indicating satisfactory molecular weight. As part of the contract, a complete report of the coating process from L.S.R.H. was received. Tests run at SAO on the bulbs initially showed excellent line Q results, but in less than a week the coating had failed.

While the maser was oscillating we measured the wallshift and found it to be in the range of normal values for P.T.F.E. Teflon. However, in a few days the line Q diminished steadily from a relatively high value of 1.5x10⁹ to well below 1x10⁹. We took the maser apart to examine the bulb and found that its surface had deteriorated and was very easily wetted, and that a loose powder appeared on the surface of the water drop we had introduced. We concluded that the film on the bulbs was not the same as on the test samples. L.S.R.H. agreed to recoat the bulbs after testing their system with other bulbs. This work was not done and we were forced to conclude our contract with L.S.R.H. in August of 1977.

To the best of our knowledge, no further work on Teflon-like coatings for hydrogen masers has been done since this date. The present results with frozen C2F4 suggest that another attempt at polymerizing C2F4 in place would be
worthwhile. The prospect of a possible fourfold improvement in storage time and developing a controllable means of coating hydrogen maser bulbs is a strong motivation for this renewed effort.
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Figure 1
QUESTIONS AND ANSWERS

SAMUEL WARD, JET PROPULSION LABORATORY: Are you ready to make a commitment as to which of these two things is causing the pulling?

MR. MATTISON: I think that both things are going on. In the beginning of the life of the maser when you have just assembled it, the joints between the end plates and the cylinders of the cavity tend to grow together. After a while that stops, or slows down, and what you see is the shrinkage of the bulk material.

MR. WARD: My second question is: We returned a VLG-10 to you, serial number 6, last year for service, and when it came back to us -- we have had it on-line for a year now -- there has been no measurable drift. What happened?

MR. MATTISON: I am glad to hear it. I don't know what happened, but if the cavity was not disassembled, I would expect it to drift very little. The answer is that I am happy to hear it, but I can't give you a reason right off.

MICHEL TETU, LAVAL UNIVERSITY: Have you considered, as a possible influence on the change in tuning of a maser, the change in the characteristic of the tuning of the varactor with time as a possible source?

MR. MATTISON: No, but it's a possibility.

VICTOR REINHARDT, HUGHES AIRCRAFT COMPANY: This is a question really for the questioner. Have you observed that phenomenon?

MR. TETU: No, I haven't.

ALBERT KIRK, JET PROPULSION LABORATORY: What was the actual net difference in daily drift between what you measured against NBS, I guess, and what you determined by cavity tuning? I notice that they don't exactly agree. What was that disagreement?

MR. MATTISON: My recollection is that the drift measured by cavity tuning was on the order of four in the fifteens per day, and the observed drift rate was, approximately, comparable. The difference would be a couple of parts in the fifteens per day, but the cavity tuning measured rate was an estimate, you can see the change in the slope of the curve. I can't say exactly to what extent they disagree.

MR. KIRK: Would you say that virtually all of the drift is due to the cavity, or is there a possibility that one or two parts per day drift is due to something other than the cavity?

MR. MATTISON: I think that most of it seems to be consistent with the cavity frequency change. I would expect some change in the wall properties, some long term change in the wall shift, but that doesn't show up because you can't separate the two.
MR. McCOURBREY: This initial drift, the relatively rapid drift, does it take place when the masers are first assembled? Does it start when the masers are first assembled, or when they are first turned on?

MR. MATTISON: You can't observe it until you turn them on.

MR. McCOURBREY: But they appear to start when the operation first began at the Naval Observatory, from the data you showed us.

MR. MATTISON: Those masers were built several months before that, and we had tracked that drift prior to the installation at the Observatory. We had observed it in several masers also; you have a drift that starts fairly large, and decreases over time, from the time that they are assembled.

MR. McCOURBREY: If you turn them off for a while, and then turn them back on, you would not expect to see that initial drift again?

MR. MATTISON: The drift would not go back to the original value.
In 1983, two VLO-11 masers were delivered to the U.S. Naval Observatory by the Smithsonian Astrophysical Observatory. Last year the short-term stability of these masers was reported and the effect of this short-term stability on timekeeping performance was discussed by G.M.R. Winkler.\cite{1} Since the date of installation, 13 September 1983, data on the masers' long-term performance have been accumulated. Figure 1 from reference \cite{1} shows the Allan variance, $\sigma^2(\tau)$, of the relative frequency between the masers. This variance reaches a minimum of about 4 parts in $10^{18}$ at averaging times of $5 \times 10^5$ seconds and rises at longer averaging times due, at least partly, to systematic frequency drift.

In this paper we discuss the systematic frequency drift, expressed as $\frac{1}{f} \frac{df}{dt}$ and given in units of fractional frequency difference per day.

Figure 2 is a plot of $\frac{1}{f} \frac{df}{dt}$ in units of $10^{-18}$ per day versus calendar day starting in September of 1983 and continuing through October of 1984. Table 1 is a chronology of activity involving BAO VLO-11 masers P18 and P19.
Table 1

Chronology of VLO-11 Maser Activity at U.S.W.O.

13 Sept. 1983 Power to masers turned off at SAO.
Masers shipped to the U.S.W.O. by truck.

14 Sept. 1983 Masers arrive at U.S.W.O. Power turned on
-- both masers oscillating. P19 degausseed.

22 Sept. 1983 $\Delta f/f$ (P18-UTC USNO) = -1.13x10^{-12}
$\Delta f/f$ (P19-UTC USNO) = 0.93x10^{-12}
$\Delta f/f$ (P18-P19) = -2x10^{-12}

(This, with synthesizer set at 1420405751.68700,
which was our best estimate for UTC at SAO
via Loran "C". Our probable error in UTC
is $\pm 5x10^{-12}$.)
Conclusion: Shipment did not alter the cavity
frequency significantly.

26 Sept. 1983 Both P18 and P19 were tuned.
After tuning $\Delta f/f$ (P19-P18) = 0.11x10^{-12}
Masers cavity frequency shift was found to have
been as follows:
$\Delta f_c$ (P18) = +40.1 Hz., $\Delta f_c$ (P19) = +24.68 Hz.

27 Oct. 1983 $\Delta f/f$ (P19-P18) = 3.03 x 10^{-12}
After tuning P19 $\Delta f/f$ (P19-P18) = 1.08x10^{-12}
$\Delta f_c$ (P19) = +34.55 Hz.

30 Jan. 1984 $\Delta f/f$ (P19-P18) = 3.9x10^{-12}
After tuning P19 and P19 $\Delta f/f$ (P19-P18) = 0.8x10^{-12}
$\Delta f_c$ (P18) = +28.9 Hz, $\Delta f_c$ (P19) = +59.2 Hz.

27 Feb. 1984 Power of P18 for several hours for installation
of U.S.W.O. Master Clock System.

24 Mar. 1984 Power off P19 for several hours for installation
of U.S.W.O. Master Clock System.

$\Delta f_c$ (P19) = +46.4 Hz.

16 May 1984 $\Delta f/f$ (P19-P18) = -0.6x10^{-12}
After tuning P18 $\Delta f/f$ (P19-P18) = +2.4x10^{-12}
$\Delta f_c$ (P18) = +25.4 Hz.

From the drift rate plot shown in Fig. 2, we see that tuning the masers had
no apparent effect on the drift rate. From the chronology we see that the
cavity resonator frequency of both P18 and P19 required systematic frequency
corrections to lower frequencies. The cavity frequency shifts obtained from the tuning data are shown in Fig. 3. From these data and our knowledge of the line Qo of the masers we can predict an average drift rate of the maser output frequency. For P19 we have 7x10^{-18} per day and for P18 we have 4x10^{-18} per day, between September 1983 and August 1984. This is in reasonably good agreement with drift data in February 1984, when P19 drifted +9x10^{-18} per day and P19 drifted 4x10^{-18} per day. The mistuning rate of the cavity, if ascribed to a change in axial length of the cylindrical cavity, requires a change of length for P18, \( \frac{\Delta l_{18}}{\Delta t} = -1.9x10^{-6} \) cm/day and for P19, \( \frac{\Delta l_{19}}{\Delta t} = -3.8x10^{-6} \) cm/day.

To relate this scale of dimensions to something very small, we note that a hydrogen atom has a diameter of about 10^{-10} cm. From the drift behavior and cavity frequency measurements we note the following:

1. The frequency change of the cavity is the dominant effect on the masers' frequency.
2. The early drift rate appears more severe than the later drift and the overall drift rate seems to be asymptotically approaching zero.

The properties of ultra-stable materials and the behavior of optically contacted surfaces in extremely stable materials have been described by S.F. Jacobs[2] from observations made using an iodine stabilized laser to measure length changes.

Figure 4, reproduced from reference 1, shows the settling of optically contacted surfaces in very high stability materials. The cavity cylinder and end plates of the BAO VLQ-11-series masers are made of Cer-Vit C101[3]. After being ground to shape they are stress relieved by being etched in the surface microcracks[3] created in the grinding process. The mating surfaces are then optically polished and the cavities assembled under clean conditions so that
white light fringes are observed over the circumference of the joints between
the cylinder and the endplates.

The cavities were assembled in May of 1983, and it is likely that the
settling of the end plates was still in progress during late 1983, and early
1984. The settling behavior we observe with the polished surfaces of these
cavities is at a much smaller rate than the previously observed settling
behavior of cavity joints that were made with surfaces ground to a roughly 16
micro-inch finish. The settling rate was about 1 r.m.s. surface roughness
distance in the first 40 days. The present surfaces are at least 10 times
smoother and flatter, and the amount of initial mistuning after assembly has
been substantially reduced.

The long-term dimensional behavior of structures made of extremely high
stability material can be described in terms of \( \frac{1 \Delta f}{f \Delta t} \), the "creep rate".
Measurements of creep were made by B.F. Jacobs\(^2\) in terms of optical path
changes detected using a stabilized laser. His data give \( \frac{1 \Delta f}{f \Delta t} \approx 5 \times 10^{-16} \) per day
for Cor-Vit\(^*\) (Cor-Vit C101 - Owens Illinois). Other materials, such as Zerodur\(^*\)
(Heraeus-Schott), Ultra Low Expansion Titanium Silicate\(^*\) (Corning), Homosil\(^*\)
fused silica (Heraeus-Schott), and Corning\(^*\) 7940 fused silica have creep rates
between \( 5 \times 10^{-10} \) and \( -5 \times 10^{-10} \) per day.

If we ascribe the laser frequency drift of the later months shown in Fig. 2
to cavity mistuning from material creep we obtain a rate of about \( -1 \times 10^{-16} \) per
day for Cor-Vit.

This agrees in magnitude with Jacobs' measurement on stable materials. It
is opposite in sign for his creep rate for Cor-Vit, but agrees with his data for
the other materials, which all have negative creep rates. This difference in
sign for Cor-Vit may result from variations from sample to sample or from our
700°C cavity silvering process.

The performance of these masers indicates that the long-term stability of today's masers is chiefly governed by properties of the cavity materials. Electronic systems that stabilize the cavity resonance frequency beyond these levels must be capable of maintaining the maser frequency to better than a few parts in $10^{15}$ per day for long periods of time.
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Figure 4
QUESTIONS AND ANSWERS

JACQUES VANIER, NATIONAL RESEARCH COUNCIL: What was the line Q that you observed in the VLG-11?

MR. MATTISON: The line Q that we used to get was on the order of 1.1 to 1.3 times ten to the ninth. More recently we have been getting values on the order of 1.8 to 1.9 times ten to the ninth.

MR. VANIER: I believe that there is a large gain to be made there. Simply a redesign of the bulb and of the collimator, so that you can increase that by a factor of three or four. Then the drift that you were talking about before, due to the creeping of the cavity, would be diminished dramatically. That would be fantastic.

MR. MATTISON: You are referring to changing the design of the collimator?

MR. VANIER: Yes. Because you can make it for a very long time constant, and it will still work very beautifully, so that you would be limited by the wall then.

MR. MATTISON: I does get limited by the wall. That increase in line Q that you observed has been due to our method of applying the teflon. We haven't changed the design at all.

MR. McCOURBREY: My impression is that with the advances you are making, there is going to be more and more interest in the actual structure and morphology of those surfaces. Maybe some of the polymer scientists would have to play a role in this, because I would expect that whatever happens with this teflon, and how it rearranges itself is something that they have looked into, and probably understand fairly well these days.

MR. MATTISON: Our method of applying teflon has changed. It is essentially a black art. All we know is that there is a recipe, and we apply it according to the recipe, and it works. If we do it a different way, it may work better.

MR. McCOURBREY: It sounds like there are some really interesting possibilities.
A brief historical review of time transfer techniques used during the last twenty years will be presented. Methods currently used will be discussed in terms of cost effectiveness as a function of accuracy achievable. Future trends will be discussed in terms of projected timekeeping capabilities.

INTRODUCTION

Within the last 20 years, we have seen improvements of several orders of magnitude in our ability to keep time. This has brought forth a number of sophisticated, timed navigation and communications systems and led to a dramatic improvement in the timekeeping capabilities of many laboratories and observatories. The timekeeping community has always been interested in transferring time between cooperating laboratories and in improving time transfer techniques as timekeeping capabilities improved. Obvious operational economies can be achieved through coordinated and synchronized systems.

Twenty-five years ago, timekeeping at the major observatories and laboratories of the world was between the 25-100 microsecond level. Fifteen years ago, it was at the 5-25 microsecond level. Up to about 5 years ago, it was down to the 1-10 microsecond level. Today, 1 microsecond timekeeping is achievable with a modest amount of effort. In fact, the major timekeeping centers are keeping sub-microsecond level timing, in the 5-200 nanosecond range. Soon, we can expect nanosecond or, even, sub-nanosecond timekeeping. However, it will not be easily achieved or come cheaply.

These statements concerning timekeeping require certain assumptions and understandings. "Timekeeping capability" as used here is neither rigorously defined nor is there a generally accepted consensus on what it means. Some would justifiably say that if they can make sub-nanosecond measurements in a laboratory, they then have sub-nanosecond timekeeping. However, it may not be possible to predict how that time scale will compare with some accepted standard at some future epoch. This view provides the basis for the definition used in this paper. This definition takes into account a "standard" of comparison and includes the duration of the measurement. Therefore, in assessing timekeeping capability for a somewhat realistic case, it should include the ability to maintain a reference clock to within some prescribed tolerance to either a time scale determined by averaging a number of clocks or some external reference over some period of time. In this context, then, a 1 microsecond (us) timekeeping capability would mean that a laboratory could maintain a reference clock to within 1 microsecond of a mathematically derived time scale or some external reference, such as maintained by some navigation system for a reasonable period of time. In order to be concerned with operational systems, a reasonable period of time would be four weeks.

In regard to the earlier mentioned developments in timekeeping, it is obvious that the
introduction of the commercially available cesium beam frequency standard was a significant milestone which caused the first major improvement noted some 20 years ago. Improvements to the cesium beam frequency standard (improved tube), improvements in the computation of local time scales and improved monitoring and measurement systems contributed to the next two rounds of improvements. During the next 10 years, we can look forward to the introduction of several new devices, such as stored ion frequency standard's and optically pumped cesium beam frequency standards, into our timekeeping systems to spearhead the next round of improved capabilities. In order to utilize these devices in a practical way, more robust statistical techniques and improved, more stable measurement systems will also have to be introduced. Table I summarizes in tabular form, while Figure 1 presents in graphical form the progress made in "timekeeping" over the last 20 years and projects forward an estimate of what can optimistically be expected during the next 10 years.

TIME TRANSFER TECHNIQUES

Very frequently, after a timekeeping system has been inaugurated, it becomes desirable to intercompare it with another system or systems. This desire may be based on real need, such as a requirement to maintain a system to within some specified tolerance, or intellectual curiosity, such as an interest in seeing the performance of one system with respect to another. It should be emphasized that this latter case is also a real need, for example, one can be trying to intercompare laboratory type cesium beam frequency standards as a basis for the definition of the System International (SI) second.

A time transfer comparison is usually achieved by the one or two-way exchange of timing data. One-way time transfer data is based on receiving a timed signal from some transmitting system, such as a satellite disseminating time signal or a navigational system. Usually, one is concerned with simultaneous reception of the same signal. In order to use these signals for precise time transfer, one must first carefully evaluate the propagation path delay from the transmitter and all electronic component delays of equipment used in the receiving system. One usually neglects delays in the transmitting system because all measurements are usually referenced to the time the signals leave the transmitting antenna. However, this does not rule out the need to know the delays through the transmitting equipment. Once the delays have been carefully estimated, they usually remain fixed until components are changed. The received signals are usually referenced to some local time standard. Two-way time transfer depends on the mutual exchange of some timed signals between the two stations involved. Because the mutually exchanged signals travel through the same atmosphere, propagation path delays do not affect the results as they are common to both sets of measurements and usually drop-out of the final comparison of the two-clocks. If there is some relaying device, such as a satellite, between the two stations, then it must be carefully investigated whether each signal suffers the same delay as it propagates through the relaying devices. For satellites, this means careful pre-launch calibration.

Obviously, the precision and accuracy of Time Transfer Techniques should be comparable with the accuracies of the timekeeping capabilities of the systems we are comparing. If not, it could take an inordinately long period of time to make the comparison. A measurement precision of 1 ns will yield a frequency measurement good to 1x10-12 in just 1000 secs (17 min). A measurement system good to 1 microsecond will need over a day to attain the same precision in frequency.

The capabilities and usage of several Time Transfer Techniques over the last two decades will be traced in order to develop a picture of future expectations in the field of Time Transfer. An historical approach to the categorization of the techniques (CCIR, 1982)
will be used. These categories include geographic area of coverage, frequency domain of the technique, and major system categorization, such as, navigation or communications systems.

One of the simplest methods of classification is through the specification of the frequency used to exchange timing data, such as radio or optical. In the former, we usually find sub-groups such as very low frequency (VLF), low frequency (LF), high frequency (HF), very high frequency (VHF) or microwave. Optical methods usually include laser pulses or optical fiber techniques. Various systems developed for special purposes such as navigation or communications can also be used for time transfer. These systems can be either land-based or satellite-based. The most obvious ones are the navigation systems, such as Loran-C, Transit, Omega and the Global Positioning System (GPS) and the communication systems, such as geostationary commercial communications satellites and the Defense Satellite Communications System (DSCS). Very Long Baseline Interferometry (VLBI), because it requires highly precise frequency standards which are used as a local reference oscillator and clock, can be used as a time transfer system over intermediate to intercontinental distances. Time transfer techniques which are local in coverage include both radio (TV, microwave, satellite systems) and optical (laser pulses and optical fibers). Methods which are intermediate in coverage include LF, HF and satellite systems. Hemispheric or intercontinental coverage in time transfer can be achieved through VLF or satellite systems. The latter are used for greatest precision. The satellite systems can be at either radio or optical frequencies.

During the last 20 years, the various systems mentioned above have been used in varying degrees by the timekeeping community to effect time transfers. Some systems have enjoyed more use than others, some have recent popularity. The choice of system is based on requirements and available funding. The popularity of some systems rests on the fact that over the years, they have shown an ability to increase system performance with time and use. Some systems have not and tend to be bounded in their time transfer capabilities. Hence, their usage quickly becomes limited. As it is with timekeeping systems, progress is marked by one of three items:

a) introduction of new devices, i.e. new technique;
b) improvements to fundamentals of technique, i.e. improved propagation theory or hardware;

or
c) technical improvements in ancillary or support systems, i.e., improved measurement components (SITREM modems).

As the capabilities of these systems for time transfer are traced over the last 20 years, the various factors which have caused enhancements in their capabilities will be mentioned as well as the factors which limit the technique.

RADIO TECHNIQUES FOR TIME TRANSFER

While optical methods, such as the dropping of a time ball at noon, dominated the early history of time transfer, their area of coverage was a limitation to their use. The introduction of the telegraph for time distribution brought about a major revolution in time transfer. The area of coverage of a time transfer system was greatly expanded. A significant increase in accuracy of time transfer was also achieved compared to the dropping of the time ball. We have here the case of an increase in time transfer capability through the use of a new technology.

A. VLF and LF Techniques
In 1904, the use of VLF transmissions from a U.S. Navy communication station for time distribution brought about another revolution in time transfer capabilities. A whole new region of the spectrum and a whole new technology was quickly seized-upon to effect intercontinental time transfer. By 1964 (Blair, 1974), time transfer techniques using VLF transmissions were good to about 50 us. in accuracy. The primary usage of VLF signals which has evolved over the last 20-30 years has been as a means of frequency control and stability measurement. Propagation path variations have proven to be the largest limitation to their use as a source of time. These variations are of a periodic nature, which can be modeled to a large extent, and a non-periodic nature, such as Sudden Ionospheric Disturbances (SID's) and Polar Cap Absorptions (PCA's), whose amounts can not be predicted. It was thought that the introduction of the Omega Navigation System, which used several VLF transmissions, would allow time to be recovered to about 1 us through the use of two-frequency techniques. More will be said about this in a later section. In any event, the non-predictable variations in both the periodic and non-periodic portions of propagation path variations have proven to be a limitation to the use of this technique to better than 10 us in accuracy. Extreme care and ideal laboratory conditions and equipment might reduce this number by 30-60 percent.

LF transmissions are subject to the same limitations in accuracy as the VLF systems. Dispersion, caused by the difference in the phase and group velocities of the VLF and LF waves, must be taken into account. As mentioned earlier, the primary effects in the VLF region are in the ionosphere. While in the LF region, the primary effects are caused by ground conductivity variations.

B. HF Techniques

The HF standard time and frequency transmissions have proven to be the most extensively used timing signals. While unmodelable ionospheric variations tend to limit their accuracy to about 0.2 ms., they are the most widely used and cost-effective means of time transfer. Their lack of great accuracy has not hampered their popularity and frequency of use because there are a large number of users who need time only to the accuracy necessary for everyday life, 1 sec. In fact, these HF signals are necessary for the initially setting most high precision time transfer systems in order to set their observing windows.

C. TV Techniques

While more limited in geographical coverage than other RF techniques, TV time transfer systems are capable of reasonably high degrees of accuracy and precision. The original experiment of Tolman et al (1967) and its immediate applications were limited to about 100 ns in accuracy primarily because of receiver noise. Improved hardware has now reduced that number to about 10 ns. The atmosphere now seems to be the limiting factor for this technique. Geographic coverage is limited to primarily line-of-sight by the fact that the path the signals take are subject to large and unpredictable variations in order to compensate for the source of some network programming. Table 2 summarizes the development of the RF techniques for Time Transfer during the last 20 years.

NAVIGATION SYSTEMS FOR TIME TRANSFER

During the last 20 years, navigation systems have been the primary means for time transfer where wide geographic coverage and a relatively high degree of accuracy are required (Klepczyński, 1983). The four major systems in use for this purpose are Omega, Transit, Loran-C, and the Global Positioning System (GPS). In all but the Transit system,
the navigation signals emanating from their respective transmitters are controlled by redundant cesium beam frequency standards. This assures the reliability and stability of the signals.

The importance of these navigation systems to the timekeeping community cannot be overstated. Loran-C has been the primary vehicle which has allowed the Bureau International de l'Heure (B.I.H.) to compute International Atomic Time (TAI) based on international representation. By noting the difference of contributing cesium clocks with respect to locally received Loran-C signals, it is possible to form a semi-global time scale through somewhat sophisticated averaging techniques (Granveau and Guinot, 1976). The degree to which the various Loran-C chains can be coordinated (Charron, 1981) determines the geographic extent of contributing laboratories. The use of GPS for this purpose has been growing. Because of its precision and accuracy and because it is a truly global system, GPS can contribute significantly to this task. In fact, GPS timing receivers are now located on four continents and are allowing many more laboratories to contribute to the formation of TAI. It is thus becoming a truly international time scale.

A. Omega

As mentioned earlier, Omega suffers from the same limitations that affect all VLF transmissions. Initial experiments with dual frequency timing receivers indicated that it was possible to build a receiver that could achieve a microsecond precision in timing. Unfortunately, ionospheric variations significantly degraded the transmitted signals to the 1-5 us level. More significantly, the frequency difference used in the experimental dual frequency timing receivers was not found among the frequencies actually transmitted by the operational Omega system, including the four navigation and one unique frequency transmitted by each member of the system. Thus, while Table 3 indicates a limit of 5 us for Omega time transfer, it cannot be achieved in practice.

B. Transit

The navigation solution in the Transit system analyzes the received Doppler shift of the signal transmitted from the spacecraft. The stability requirements of the transmitted navigation frequency translates into a timing requirement of about 500 us. These requirements can be met by a high quality crystal oscillator. However, the ground stations which control the spacecraft oscillator, all make their measurements with respect to cesium beam frequency standards. Thus, control of the spacecraft oscillator is operationally maintained at a higher level than required by the navigation requirements. In fact, Transit timing receivers can attain a precision of 25 us in their time transfer capabilities. The new Nova satellite, which was launched into orbit in 1982, contains a significantly better oscillator control system than the older Oscar satellites, consequently time transfers utilizing the Nova spacecraft can achieve a precision of between 3-20 us. In addition, the Nova spacecraft has built into it a PRN code modulation scheme which has the inherent capability to improve Transit time transfers to the sub-microsecond level. Unfortunately, this capability has not been operationally implemented.

C. Loran-C

Each of the 3-5 transmitting sites making up the stations of a Loran-C chain has 4 cesium beam frequency standards governing the timing of the transmitted pulse. Synchronization within a chain can be kept within 20 ns. However, this is a relative synchronization and relates to navigation. It does not pertain to time transfer accuracy. It is a measure of the ultimate accuracy limit for time transfers if all
systematic effects can be taken into account. The initial time transfer receivers developed for Loran-C were very awkward to use, requiring an oscilloscope and excellent judgement in locating the third zero crossover of the first pulse of the series of navigation pulses. The early seventies saw the emergence of the Austron 2000C Loran-C timing receiver. While it was not a completely automatic receiver and still a little cumbersome to use, it did help make the process of locking the receiver to the Loran-C signals a little easier. A good technician, with a little training, could set one up within an hour. However, the process still required the use of an oscilloscope and good judgement in locating the third zero crossover.

Our knowledge of the perplexities of the propagation path delay computations has improved. Computer programs, which computed the propagation path delay, began to take into account the conductivity of the surface over which the signals travelled. Thus, it became possible to achieve microsecond time transfers using Loran-C in certain parts of the world. With the advent of the Austron 2100, a microprocessor based Loran-C timing receiver in the early 80's, many of the problems associated with setting up a Loran-C timing receiver disappeared. The primary one being the selection of the third zero crossover. Inspection of time transfer data taken with these new receivers indicate a root mean square error of about 20-30 ns. Unfortunately, comparison of Loran-C time transfers with other techniques, in particular communication satellite time transfers (Costain et al, 1979) are supporting the conjectures that there is an annual variation in the propagation path delays on the order of about 1 us.

D. GPS

The GPS system is a satellite-based navigation system which will give 24 hour, worldwide, three dimensional position fixing capability to two levels of accuracy, 10m and 100m, respectively. The navigation signals transmitted from each of the 18 satellites in the final configuration will be controlled by cesium beam frequency standards or a rubidium frequency standard. GPS system time, which is based on the time kept at a ground station which has been designated as the master clock for the system, is physically kept to within 1 us of UTC(USNO). In addition, a set of coefficients is transmitted with the navigation message which allows the user to derive UTC(USNO) to within 100 ns.

Two portable clock verification trips in the mid-seventies showed that the GPS system would prove to be the major time distribution and time transfer system of the future. The first involved the acceptance testing of a single frequency time transfer unit (Putkovitch, 1979) which showed that the set was capable of an accuracy of 50 ns. The second verified the time transfer capabilities of a specially modified dual frequency navigation receiver (Roth et al, 1979). This series of experiments showed an accuracy of 27 ns in time transfer capability. That these tests verified the time transfer capabilities of the GPS system at such an early stage of its development, indicated that the system had great potential.

Allan and Weiss (1980) pointed out the advantages of using common-view time transfer measurements. In this way, the limitations in precision of present single frequency GPS Time Transfer Units can be better overcome. By looking at the same satellite at the same instant, two stations could reduce the error budget in their time transfers by a significant amount because all errors common to the spacecraft clock and most of the error due to poor ephemerides would be eliminated from the measurements. The primary errors left in the measurements would be that due to the differential, unmodelled ionospheric path delays between the two stations. The differential unmodelled tropospheric corrections should be about a nanosecond or smaller, provided that the
tropospheric models are correct. Portable clock visits, which are also necessary for system calibration, have demonstrated that common-view GPS time transfers show a consistency of between 5-10 ns. Table 3 summarizes the development of navigation systems for Time Transfer during the last 20 years.

SATELITE SYSTEMS FOR TIME TRANSFER

Besides the satellite-based navigation systems, there exist a number of satellite-based communications systems which are extremely effective for time transfer. The use of geostationary communication satellites for time transfer goes back to 1962 when clocks at USNO, NPL and RGO were compared to an accuracy of 1 us using two-way exchange of 5 us long pulses through the Telstar satellite (Steele et al, 1964). During the late 70's, a three-year long link was established between North America and Europe using the Symphonie satellite (Costain et al, 1979) at C-band (4/6 GHz). At the same time, experiments using the Hermes/CTS satellite at K-band (12/14 GHz) were commenced between USNO, NBS and NRC (Costain, 1979). Sub-nanosecond precision and accuracies of 20-50 ns were obtained by these techniques. Recently, a new PRN modem (SITREM), specially designed for time transfer (Hartl et al, 1983 a), has been used in some experiments (Hartl et al, 1983 b). While precisions in time transfer achieved with this PRN modem are comparable to those achieved in the latter Hermes/CTS experiments, i.e., 600 ps, the main advantage of these modems lies in their simplicity of use and small power requirements. Only 1 watt of transmitting power is required. Because of the PRN coding technique and low power, the signals are non-interfering.

If care is not taken to carefully calibrate and measure all delays in the satellite being used before launch, these techniques suffer in attainable accuracy. Hence, portable clock trips are necessary to remove systematic errors between cooperating stations. Because these techniques use two-way exchange of signals, many common errors drop out of the time transfer mathematics. However, non-reciprocal delays through the channels and transponders of the satellite do not drop out, as well as differential ionospheric and tropospheric delays. The use of DSCS for time transfer is similar to that of using commercial communications satellites, in principle. Because of operational requirements, there are some technical differences in how the time transfers are made. However, the results are comparable.

The GOES satellite is primarily a weather and environmental monitoring platform. The data down-linked from the satellite contains a time code provided by and referenced to the NBS (Hanson et al, 1979). The system is used as a time distribution system in North America. If the user applies corrections for his location, an accuracy of 1 ms can be attained. If the user also applies corrections for the position of the satellite, an accuracy of 30-50 us can be achieved. Table 4 compares the capabilities of some satellite systems over the last 20 years.

SPECIAL SYSTEMS FOR TIME TRANSFER

While navigation and communication systems are significant contributors to the timekeeping field, several other systems, such as VLBI, laser ranging and Portable Clocks, also contribute significantly. There is no single unifying theme which brings these three techniques under one category. VLBI requires highly precise frequency standards at each station in a network. The VLBI correlation process, itself, determines the offsets in both epoch and frequency of the clocks within the network. Thus, a VLBI network is a self-contained synchronized network (but not in real-time). Very short laser pulses can form the basis of a highly precise time transfer system, because the time of arrival of a coded sequence of extremely short laser pulses can be unambiguously and
precisely determined. Portable clocks are included in this category, because they have been the ultimate technique for verification and calibration of all other techniques. VLBI has shown itself to be an extremely precise time transfer system. Over the years, the data recording techniques used in various VLBI systems has grown and evolved into the present wide band system known as the Mark III system. The original Mark I system had a bandwidth of only 2 KHz. Allen Rogers (1976) has shown that the ultimate capability to synchronize two VLBI tapes is based on their bandwidth and S/N ratio of the observed sources. For the Mark I system, this is about 150 ps. For the Mark II system, whose bandwidth is 4 MHz, this number is typically about 100 ps. These numbers refer to the inherent precision which the correlation process can attain. However, there are many systematic effects which must be removed in order to achieve accuracy. Several experiments have attempted to verify the VLBI intrinsic capabilities by carefully calibrating and evaluating the many delays through the elements of a VLBI system (Clark et al., 1979; Spencer et al., 1981; and Johnston et al., 1983). The best results which have been obtained to date are those of Spencer et al. (1981) and Johnston et al. (1983) where verification was done at the 3 ns and 2 ns levels, respectively. It has become rather obvious that at these levels, present day verification and calibration techniques are marginally adequate. The ultimate limitation to VLBI time transfer appears to be the atmosphere and will limit the accuracy of VLBI time transfers to about 60 ps (Crane, 1976).

The two-way exchange of laser pulses should prove to be an extremely precise and accurate method for time transfer. When used to synchronize two ground stations over a distance of 35 km, a precision of 600 ps was achieved (Alley et al., 1982). Intercontinental time transfer, as proposed by the Lasso Program (Leschiutta, 1979), using a satellite with a retro-reflector and an on-board event timer should achieve similar results. However, this experiment has not been done as yet because the satellite planned for this purpose never made it into orbit. Use of very short laser pulses assure that the time of reception will be precisely recorded. Use of a reflecting surface, as opposed to a relaying transponder in the radio region, assures a reciprocal path. The differential variations in the propagation path delay during two-way exchange of laser pulses would become the limiting factor to the accuracy of this method. Thus, it seems that this technique should prove to be the verification and calibration system of the future. Unfortunately, laser stations which have sufficient capability both in regards to manpower and equipment are very few and very expensive to operate.

For the moment, the portable clock is the primary, although somewhat limited, verification and calibration system for certifying the accuracy of time transfers. Over the years, the capabilities of portable clock trips has improved. Initially, in the early 60's, one could only expect 1-5 us as the resulting accuracy of a PC trip. This improved dramatically with the introduction of the cesium clocks with the high performance beam tube. Since the early 70's (Putkovich, 1981), several factors have contributed to the further improvement in the accuracy attained with PC trips. Improved monitoring of the PC before and after the trip and care in minimizing the duration of the trip have helped the situation. For special critical experiments, an ensemble of clocks (Hafele & Keating, 1972 and Spencer et al., 1981) has been used. Presently, the best performance that can be expected from a PC trip is about 1 ns. This means a short trip and use of more than one PC. Table 5 shows the capabilities of these special systems during the last 20 years.

COST FACTORS OF VARIOUS TIME TRANSFER TECHNIQUES

Many factors enter into the choice of selecting a time transfer system to meet a requirement. Very often, cost is the single most important factor. Table 6 is presented in order to give a comparison of costs versus accuracy of technique. There is a general trend of
increased precision meaning increased costs. However, on considering GPS, it can be seen that for about twice the cost of a Loran-C timing receiver, one gets 8-10 times the performance. It should be pointed out that within a few short years, GPS timing receivers have dropped in price from their initial offering of about $55K to about $25K in 1985. It is expected that this trend should continue. It is also interesting to note that at $25K, GPS timing receivers are less than the price of a cesium beam frequency standard. The sub-nanosecond techniques, at this point in time, are still expensive. In order to utilize commercial communication satellites, an Earth station is needed. It would cost about $105K to outfit one. However, this may not be a significant problem as many laboratories almost have this capability if resources with sister institutions are combined. The use of VLBI requires the equivalent of a radio astronomical observatory. The cost of establishing one would be in excess of $1000K. A local, high-precision laser ranging system could be established for several hundreds of thousands of dollars. To expand to an intercontinental time transfer system would require the establishment of an observatory quality facility at a cost in excess of a million dollars. However, one should not look at askance at these techniques. It may not be necessary to commit these vast resources to utilize these techniques. Several observatories already participate in VLBI networks. Consequently, the building blocks for nodes in an organized time transfer system exist. As timekeeping capabilities evolve and there becomes a greater need to perform super-precise and accurate time transfers on a regular basis, the use of existing resources in a cost-effective manner will evolve.

DISCUSSION AND CONCLUSIONS

It does not seem that in the next ten years we will have any significant changes in time transfer instrumentation. Existing technology, with improvements, can probably keep up with timekeeping improvements, which will be based upon the introduction of hydrogen maser devices into time scales and also other new standards such as stored ion devices. Unless some serendipitous discovery allows a new type of technology to be applied to timekeeping, there appears to be no major quantum leap in time transfer technology capabilities in prospect. Most likely, we will witness a gradual evolution in the improvement of precision and accuracy of current techniques, some of which are in their developmental stage, i.e., laser-ranging. Most likely, these improvements will lead to the 10-100 ps range in time transfer capability. Satellite communications systems will play a larger role in time transfer techniques. These systems will go to higher frequencies with greater system bandwidths. Hopefully, we will see better pre-launch calibration in order to improve their accuracy. We will probably see the development of an intercontinental laser-ranging time transfer system. In order to utilize resources in a cost-effective manner we will see a developing hierarchy where some laboratories or observatories will become important nodes in an integrated time transfer network.

GPS will play a major role in worldwide time transfer. It will become one of the most cost-effective systems for a majority of users, in spite of the cloud of Selective Availability and Denial of Accuracy which hangs over the community of civilian users. There are effective ways to overcome some shortcomings, perhaps not in real time and perhaps not attaining all of the present day’s precision attainable with the Standard Positioning Service. However, it still will be a viable cost-effective system. In the coming decade, there could arise a need for satellite-to-satellite time transfers. This would evolve from a need for the worldwide exchange of data through satellites or be driven by scientific reasons such as interferometry in space. There may be a demand for medium precision time transfer in order to synchronize networks of computers. The future will offer many challenges.
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Table 1

TIMEKEEPING IN BETTER TIMEKEEPING LABORATORIES

<table>
<thead>
<tr>
<th>Year</th>
<th>Interval</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1984</td>
<td>1-100us</td>
<td>Commercial cesium just introduced (HP5060). Crystals start to be phased out.</td>
</tr>
<tr>
<td>1974</td>
<td>50-1000ns</td>
<td>High Performance Cesium Beam Tube introduced</td>
</tr>
<tr>
<td>1984</td>
<td>5-200ns</td>
<td>Time scale algorithm improved. Improved measurement and control systems. Active hydrogen masers introduced. Laboratory type cesiums being run as clocks.</td>
</tr>
<tr>
<td>1994</td>
<td>0.1-5ns</td>
<td>Improved optically pumped Cs tubes Stored Ion Devices Passive Hydrogen masers Cooled active hydrogen masers Robust techniques for algorithms Improved measurement systems</td>
</tr>
</tbody>
</table>

Table 2

RF TECHNIQUES FOR TIME TRANSFER

<table>
<thead>
<tr>
<th>Year</th>
<th>VLF</th>
<th>LF</th>
<th>HF</th>
<th>TV</th>
</tr>
</thead>
<tbody>
<tr>
<td>1964</td>
<td>500us</td>
<td>50us</td>
<td>1ms</td>
<td>-</td>
</tr>
<tr>
<td>1974</td>
<td>10us</td>
<td>40us</td>
<td>0.2ms</td>
<td>100ns</td>
</tr>
<tr>
<td>1984</td>
<td>10us</td>
<td>20us</td>
<td>0.2ns</td>
<td>10ns</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Sources of Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>VLF</td>
</tr>
<tr>
<td>500us</td>
</tr>
<tr>
<td>10us</td>
</tr>
<tr>
<td>10us</td>
</tr>
</tbody>
</table>

Variation in propagation path delay due to ionosphere

<table>
<thead>
<tr>
<th>Sources of Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>LF</td>
</tr>
<tr>
<td>50us</td>
</tr>
<tr>
<td>40us</td>
</tr>
<tr>
<td>20us</td>
</tr>
</tbody>
</table>

Variations in propagation path delay due to ionospheric variations and ground conductivity variations

<table>
<thead>
<tr>
<th>Sources of Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>HF</td>
</tr>
<tr>
<td>1ms</td>
</tr>
<tr>
<td>0.2ms</td>
</tr>
<tr>
<td>0.2ns</td>
</tr>
</tbody>
</table>

Propagation delays

<table>
<thead>
<tr>
<th>Sources of Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>TV</td>
</tr>
<tr>
<td>-</td>
</tr>
<tr>
<td>100ns</td>
</tr>
<tr>
<td>10ns</td>
</tr>
</tbody>
</table>

Atmosphere
Table 3

NAVIGATION SYSTEMS FOR
TIME TRANSFER

<table>
<thead>
<tr>
<th></th>
<th>1964</th>
<th>1974</th>
<th>1984</th>
<th>COMMENTS</th>
</tr>
</thead>
<tbody>
<tr>
<td>LORAN-C</td>
<td>5-10us</td>
<td>0.5-5us</td>
<td>40-700ns</td>
<td>Seasonal Term</td>
</tr>
<tr>
<td>OMEGA</td>
<td>-</td>
<td>5us</td>
<td>5us</td>
<td></td>
</tr>
<tr>
<td>TRANSIT</td>
<td>500us</td>
<td>25us</td>
<td>3-20us</td>
<td>Dependent on satellite used</td>
</tr>
<tr>
<td>GPS</td>
<td>-</td>
<td>100ns</td>
<td>5-40ns</td>
<td>Best results with common view</td>
</tr>
</tbody>
</table>

Table 4

SATELLITE SYSTEMS FOR
TIME TRANSFER

<table>
<thead>
<tr>
<th></th>
<th>1964</th>
<th>1974</th>
<th>1984</th>
<th>COMMENTS</th>
</tr>
</thead>
<tbody>
<tr>
<td>GOES</td>
<td>-</td>
<td>50us</td>
<td>30us</td>
<td>Time distribution system</td>
</tr>
<tr>
<td>DSCS</td>
<td>-</td>
<td>100ns</td>
<td>50ns</td>
<td>Measurement System limited</td>
</tr>
<tr>
<td>Commercial Communication Satellite</td>
<td>1us</td>
<td>10ns</td>
<td>200-600ps</td>
<td>Spread Spectrum PRN modems</td>
</tr>
</tbody>
</table>
Table 5

SPECIAL SYSTEMS FOR
TIME TRANSFERS

<table>
<thead>
<tr>
<th>Method</th>
<th>1964</th>
<th>1974</th>
<th>1984</th>
</tr>
</thead>
<tbody>
<tr>
<td>Portable Clocks</td>
<td>1-5us</td>
<td>30-1000ns</td>
<td>5-500ns</td>
</tr>
<tr>
<td>Limited by duration of trip</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>VLBI</td>
<td>-</td>
<td>150ps(15ns)</td>
<td>60ps(3ns)</td>
</tr>
<tr>
<td>Ultimately limited by atmosphere to about 60ps accuracy; values in parenthesis indicate verification</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Laser-Ranging</td>
<td></td>
<td>200-600ps</td>
<td></td>
</tr>
</tbody>
</table>

Table 6

COSTS OF VARIOUS
TIME TRANSFER TECHNIQUES

<table>
<thead>
<tr>
<th>Method</th>
<th>Cost for System (Receiver)</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>1) GOES</td>
<td>$7K</td>
<td>20us</td>
</tr>
<tr>
<td>2) TRANSIT</td>
<td>$12K</td>
<td>15us</td>
</tr>
<tr>
<td>3) LORAN-C</td>
<td>$10K (receiver)</td>
<td>40-100ns</td>
</tr>
<tr>
<td></td>
<td>$3K (micro-processor)</td>
<td></td>
</tr>
<tr>
<td>4) Portable Clock</td>
<td>$43K</td>
<td>10-100ns</td>
</tr>
<tr>
<td>5) GPS</td>
<td>$20-32K</td>
<td>5-40ns</td>
</tr>
<tr>
<td>6) Comm. Satellites</td>
<td>$30K (antenna)</td>
<td>Ins</td>
</tr>
<tr>
<td></td>
<td>$15K (PRN Modem)</td>
<td>Ins</td>
</tr>
<tr>
<td></td>
<td>$60K (other electronics)</td>
<td>Ins</td>
</tr>
<tr>
<td>7) VLBI</td>
<td></td>
<td>Ins</td>
</tr>
<tr>
<td>8) Laser Ranging</td>
<td></td>
<td>Ins</td>
</tr>
</tbody>
</table>
Figure 1  Range of values expected in timekeeping capabilities at better laboratories. The values for 1984 are author's estimates.

Figure 2  Range of Time Transfer capabilities. The values for 1984 are the author's estimates.
Figure 3  Composite of Figures 1 and 2

ORIGINAL PAGE IS
OF POOR QUALITY
QUESTIONS AND ANSWERS

BOB BAKER, VANDENBERG AIR FORCE BASE, FEDERAL ELECTRIC CORPORATION, ITT: Would you say a few words about selective availability for GPS, please.

MR. KLEPCZYSKII: That is a difficult subject. Right now the plan or policy is that, eventually at some time, when the system becomes operational, the current capabilities of the system for the CA code will be degraded to about a 100 meter precision for navigation purposes, which would mean that it would go down to about 300 nanoseconds for time transfer.

However, the common view mode would eliminate some of these problems.

In addition, not all of the satellites which are in orbit now would have that capability, would not be able to have the selective availability applied to them. It's only the last one or two satellites which have been launched which have that capability, as well as the future ones. Those already in orbit will still provide that capability for five or ten years -- their lifetime. There are some clouds on the horizon, but it's not that bad. The system will evolve and, I think, keep going.

MR. BUISSON: Let me add one thing. The selective availability capability will exist, but there is a chance that it will never happen.

MR. BAKER: Thank you. I have another question: On your commercial satellite, you didn't list the cost of the satellite usage.

MR. KLEPCZYSKII: That is difficult to get a handle on. Some of the new techniques, in particular the spread spectrum modem, only need one four megahertz wide voice channel. You don't need the number of channels that you need for a TV broadcast or anything like that. Time costs about fifty dollars per hour or less but, for time transfer, you wouldn't be on the air for an hour. All you would have to be on would be five or ten seconds, or maybe five minutes if you wanted it to be really good.

That part of the cost is relatively minor. It's the initial capital cost which would be the biggest problem.

SAM WARD, JET PROPULSION LABORATORY: I think it should be emphasized also that, although highly precise, the laser and VLBI techniques carry a heavy burden in the a priori level of time synchronization that must be established before you can use the technique.

MR. KLEPCZYSKII: There is no question about it. That's why I indicated that there are going to be very few centers with that capability.
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ABSTRACT

Telecommunication networks of time division switches, interconnected by
digital transmission are being put into place. At each switch, each
incoming bit stream is brought into its own buffer. Then the clock in
the switch "reads" each buffer to re-establish phase. Care must be
taken to keep frequency differences between various clocks from becoming
too large, otherwise buffers will under/over flow at an unacceptably
high rate. Based on empirically defined data transmission requirements,
one major network has determined that fractional frequency inequality
between switches should be no worse than 1.7X10^-9.

A network needs near frequency equality between its own switches, and
also between its switches and other networks with which it interfaces.
Frequency accuracy - per se - is not required, but as a practical
matter, the best way to achieve needed frequency equality is for each
network to have master clock with an accuracy which is at least as good
as 1X10^-10. To be certain that this accuracy is achieved the
master clock in each network should be based on a signal from a cesium
source.

Cesium sources for the purpose of providing master clock, fall into two
categories:
1) Cesium standard on site.
2) Cesium based signal distributed via some transmission medium.

Concerns of systems designers are that:
A) The master signal be tied to a properly functioning cesium
standard.
B) If master signal is lost, the secondary clocks be of
sufficiently low aging that they free-run at least a week before
their accuracy degrades below 1X10^-9.

The accuracy of a properly functioning commercial Cs beam standard is no
worse than about 1X10^-11. The master/secondary system must be
designed such that the accuracy of the master can be verified.

The paper discusses the relationship between the master and the
secondary clocks. The questions of master clock accuracy and precision
and the free-running capability of the secondary clocks will be
examined.
INTRODUCTION

Until recently, the time and frequency (T&F) requirement of the commercial communications industry was almost totally limited to quartz oscillators of low to medium quality. This situation is changing very rapidly. There now exists a significant need for atomic standards and high-quality quartz oscillators. There are two reasons for this:

1. Vital portions of most major networks are now, or soon will be, digital.

2. The breakup (divestiture) of the Bell System and associated changes in the industry.

The breakup of the Bell System is a major additional step in the federal government's encouragement of competition in the telephone industry. This general encouragement plus one very specific aspect of the divestiture decision are of great importance in the industry's needs for T&F capability. Divestiture specifically requires "Equal Access." What this means is that, for any carrier, the cost of access to a long-haul (long distance) network and the quality of that access must be equal to that of any other carrier.

So competition and specifically, Equal Access, press for a widespread improvement in T&F capability and specific characteristics of digital communications define the quantitative requirement.

In most, if not all, existing and planned commercial networks, buffer interfaces are used on each incoming trunk of a digital switch. That is, it is not a totally synchronous network--phase is re-established at each switch. So even though the networks will be digital, the use of buffers at each switch means that it is only frequency equality (near equality) that is needed. (We think that this may not be true in the future because there are advantages to a totally synchronous system.)

Since the network will be digital, the requirement is that, as they pass through the switches, the various bits must have a definite time (phase) relationship to one another. This is achieved at each switch by the local clock in the switch that sequentially "reads out" the buffers. If the rate of this local clock is not equal to that of the incoming bit stream, then the buffers will gradually under/over flow.

By empirical tests, the Bell System determined that data customers incurred unacceptable degradation if slip rates (buffer over/under flow rates) went beyond about one T-1 frame in 20 hours. ¹ (A T-1 signal is communications traffic in a certain digital format whose rate is 1.544 Mb/s and whose frame length is 193 bits (125 microseconds) long.) This corresponds to an end-to-end fractional frequency difference of $1.7 \times 10^{-9}$. Assuming that the frequencies of the nodal clocks are randomly distributed about some nominal value, the probable offset is about $1 \times 10^{-9}$ to cause slippage at the level where corrective action needs to be taken.
Frequency accuracy, per se, is not required. But, as a practical matter, achieving frequency accuracy is the most cost-effective means of achieving the needed frequency equality. If all users take this approach, which they seem to be doing, then each one will achieve both compatibility and autonomy.

If compatibility is to be achieved, every node (switch) in a given network which is to interface with a node in another network must have fractional frequency accuracy of at least $1 \times 10^{-9}$. From a metrology viewpoint, one would like to have a reference whose accuracy is of the order of ten times better than those devices which are to be controlled/measured, i.e., about $1 \times 10^{-10}$.

FURTHER CONSIDERATIONS
ON NETWORK FREQUENCY REQUIREMENTS

For most users of T&F equipment, their major business is something else, e.g., telephony—and they want to keep it that way. This means that ideally, all equipment should arrive from the manufacturer on frequency, and it should stay within one part in $10^9$ for many months. When recalibration is required, it should be performed at low cost by people who have no particular expertise with T&F technology.

The reality of the situation is that a quartz oscillator whose aging rate is about $1 \times 10^{-10}$/day will be out of frequency tolerance in a few weeks if left to free-run. Such an oscillator (known in the telephone industry as a Stratum 2 oscillator) is near the top of the line in commercially available quartz oscillators. As a practical matter, this means that in any major network, there must be a minimum of at least one atomic frequency standard. We believe that these sources should be based on cesium. That is, it should be a cesium standard on site, a GPS (Global Positioning System) receiver, or a loran-C receiver. With one such cesium master clock and suitable transmission lines to the other nodes that interface with the outside networks, an autonomous network of minimal frequency capability can be assembled. The remainder of this paper is a discussion of what is meant by "suitable transmission lines" and "minimal frequency capability." What we will sketch out is that the design of an optimum T&F network, based on the criterion of overall communications network profitability, is a rather general systems problem. One significant factor in the analysis is to try to account for the general unease of the telephony industry at having to deal with sophisticated T&F considerations.

Figure 1 is intended to make three points:

1. In a big network (e.g., a network covering most of the U.S.) some switches can be adequately slaved off a given master, but not all. In the figure, the solid lines joining nodes/switches are short-haul (local distribution) paths that typically are less than 100 miles long. The broken paths are long-haul, for example, a satellite path. Whether a path is suitable to transfer master clock depends on four things—the
quality of the slave oscillator; the instability that the path adds to the transmitted signal; the cost of using a portion of the bandwidth of that path for sending the T&F signal; and the realibility of the path.

It is not our purpose to discuss these things in detail, both because of lack of space and because it could only be hypothetical since the optimum solution for each link of a given network depends on the present and future competitive situation for that network. It is useful, however, to give an example: Assume that the link between two nodes say, switches 1 and 2 of Network E, is a satellite path. If "clock" is to be passed from switch 2 to switch 1, then the slave clock at switch 1 must have a sufficiently low aging rate to average out the doppler shift due to satellite motion. The motion is approximately periodic with a period of one day. If the goal is that the clock at switch 1 never be more than 1X10^-10 away from the master then its aging rate will have to be better than 1X10^-10/day. The reason is that the lock-loop time constant cannot be shorter than one day.

In summary, one of the major considerations in deciding whether to slave a clock located at the end of a given transmission path is to examine the trade-off between slave-clock quality/cost and stability/reliability of the path.

2. The figure is drawn to indicate that it is unadvisable for one major network to take its master clock from another major network. For example, with the connections as shown, consider what would happen if Network A took its clock from either Network B or C. If the signal goes away (for whatever reason) Network A will not be able to serve its own internal needs or have a connection of adequate quality to the still-functioning "other" network. We believe that every major long-haul network should have its own (autonomous) cesium-based master clock at at least one node.

3. We believe it will be very common for a switch of a large private network to be interconnected with two or more long-haul carriers. (See "Customer 4" in the figure). Such a customer may or may not wish to take clock from one of these commercial carriers. In any event, it again points up the need for good frequency equality between all parties--private as well as commercial.

What about the quality of the slave clocks? In the commercial networks, any digital switch site that directly interfaces with (no intervening switch) a digital switch of a competing carrier should have a clock that ages no worse than 1X10^-10/day, that is, a Stratum 2 clock. With a slave of this quality, if the master is lost, frequency accuracy at least as good as 1X10^-9 will be maintained for at least one week. This will probably be sufficient time to restore the master.
We turn now to the idea of "minimal frequency capability" raised earlier. We said there that a single source of "cesium" at just one site was minimal. Later we indicated that, in a very large network, several sites would probably need their own master clock. We also think that, for at least one site in each of these networks, it will prove very valuable to have a dual "cesium" source.

The need for dual cesium is based on the idea that the master clock needs to be indisputably accurate. If Master clocks of any two switches, of different networks, are interconnected with one another, accuracy probably will be in question.

There are four major types of master clocks that are likely to be found. They are:

- Cesium Standard(s) on site
- The ubiquitous 1.544 Mb/s digital signal in the format known as DS1
- GPS receiver
- Loran-C receiver

The DS1, GPS, and Loran options are all, of course, based on cesium standards but the users' site is typically very remote from the source. Also, the signal arrives in a form (a format) which requires processing in order to extract the frequency of the cesium standards that lie behind them. (The T&F signal broadcast by Station WWV of the National Bureau of Standards is also used in some cases. But, due to the nature of the signal, the averaging time needed to achieve the required precision will be longer than is convenient for most users.)

But, for a while at least, the means of obtaining master clock will probably divide into two major categories:

1. The Bell System Reference Frequency Network (BSRFN) and

2. Other, where "other" consists of on-site cesium, or GPS, or Loran, or some combination of these three.

The BSRFN, which is owned and operated by AT&T Communications, has been discussed in detail in other places."1,2) It is important, however, to summarize its essential characteristics: It is based on a triad of cesium standards located in a single geographical location. The signal is transported in sinusoidal form to approximately 100 sites throughout the U. S., where it is terminated.

These sites are locations of #4ESS switches (the very large digital toll switches of the AT&T long-haul system). This signal becomes the master clock for each switch and, as such, its frequency is embedded in the DS1 traffic streams that emerge from these switches. Finally, some of these DS1 streams terminate in other digital switches which are part of the conventional telephone operating companies (these companies include the Bell Operating Companies (BOC's) and what, prior to divestiture, were known as the "Independents.") The 0 kHz Fourier component of these streams becomes the master clock for these switches.
So now we have the situation of a great many BSRFN-derived master clocks interconnecting with each other and the "other" based clocks in neighboring networks, such as MCI and Sprint.

There have been and will be cases where there is—or appears to be—an out of tolerance frequency difference between switch pairs. It will not be easy to determine which, if either, of the switch clocks is in error. This is because the measurement needs to be made to an accuracy of at least $1 \times 10^{-10}$ (and $1 \times 10^{-11}$ at international gateway sites). And it is because each and everyone of these master clocks will have been transformed at least once in its pathway from its originating cesium standard. (Almost without exception it will only be via an incoming DS1 traffic stream that a switch will be able to access the frequency of its neighbor.) The noise which accompanies these transformations, and the associated transmission processes, will require appropriate averaging times—typically from one to eight hours—to achieve a precision of $1 \times 10^{-11}$.

We contend that, for at least one node in each major network, it will prove very cost effective to have a means of easily—unambiguously—determining the accuracy of your own and your neighbor's clock. The way to do this is with dual cesium capability of either the Cs/GFS or the Cs/Loran variety, and a DS1 interface that extracts the clock from the incoming traffic stream.

If the intercomparison of such a dual cesium system shows a fractional frequency difference not much larger than $1 \times 10^{-11}$ then, to a very high probability, both sources are accurate approximately $1 \times 10^{-12}$. A check of the incoming clock against one of the members of the duo will then complete the tests. All-in-all, the resources spent to create a high-quality frequency reference system for a communications network will, in the long run, prove to be very cost effective.
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NEW GOES SATELLITE
SYNCHRONIZED TIME CODE GENERATOR

by

D. Earl Fossler and Roger Olson
TRAK Systems, a Division of TRAX Microwave Corp.
Tampa, Florida

ABSTRACT

This paper describes the TRAK Systems' GOES Satellite Synchronized Time Code Generator. TRAK Systems has developed this timing instrument to supply improved accuracy over most existing GCSS receiver clocks. Integrating a classical time code generator with a GOES receiver combining the best of both.

INTRODUCTION

During the last few years, several GOES Satellite Time Receivers have been designed by various manufacturers. All output time with accuracies of 2 milliseconds or better (at least one has a reported accuracy of better than 100 microseconds) when locked to the satellite signal but all lack several features desired by many users. All known designs cannot output a usable time signal between power turn-on and signal acquisition. When synchronization with the satellite signal is lost, the accuracy of the time outputs degrades rapidly in many designs. The 1PPS output in several designs exhibits significant jitter during various microprocessor activities. Output options are very limited and special outputs are not economical.

There has been a significant interest to correct these deficiencies by providing a manually presettable time code generator which can operate as a stand alone generator or fully synchronized to the satellite signal. Until now this could only be accomplished by purchasing two separate units from two suppliers. As a result of these problems, TRAK has designed a new timing instrument to correct these deficiencies in a single timing unit.
TRAK Systems Model 8600 Satellite Synchronized Generator is a precision time signal generator with an internal GOES satellite receiver used to synchronize the generator. The single 1-3/4-inch high rack mountable instrument provides for both a satellite synchronized time signal generator or a manual front panel settable time signal generator.

This Synchronized Generator was designed to provide an accurate time source when synchronized to the GOES Satellite. It also will function as a local time source when synchronization is impossible.

This unit generates time by counting down either an external 1 MHz input or using its internal temperature controlled oven crystal oscillator. When synchronized to the satellite signal, these count down registers are continuously synchronized to the satellite 100 Hz reference. In this mode, the time of day accumulator will be set and periodically updated using the satellite data. Initial setting may also be done manually to provide usable time outputs before the satellite data is acquired.

The only required set-up mode parameters are Latitude and Longitude of the receiver site. These values are inputted via the front panel switches and stored in a non-volatile RAM. Time zone offset may also be entered to display and output local time.

The UHF receiver is a completely shielded coherent synchronous digital dual conversion receiver with automatic tuning for reception of both the GOES East and GOES West satellites. The receiver is fully enclosed in a metal case and located within the generator chassis. Signal enhancement and data detection is accomplished outside the receiver. Data and clock are inputted to the microprocessor for frame synchronization and data processing.

A microprocessor is used to control various operations of the unit. It is used to examine the detected satellite data, provide frame synchronization, test data for bit errors, select good data, calculate path delays, correct data for actual path delay, synchronize clocking frequency to the satellite clock, provide for synchronous time update and provide for interface with RS232 and IEEE 488.

Path delay calculations are performed on initial acquisition and each time a change of satellite position is observed. The signal path delay is calculated with a resolution of one microsecond and with an accuracy of better than 10 microseconds.
The time of year accumulator, its minor scaler (frequency dividers), the parallel time outputs and the serial time code generator(s) are all hardware to provide maximum time signal accuracy and coherency. The 1PPS is generated by a hardware divider chain from either the external 1 MHz or the internal temperature controlled oven crystal oscillator. A 100 Hz digital phase lock loop is corrected one microsecond at a time to maintain phase lock with the satellite 100 Hz signal.

Time signal outputs provided are:
- Fully synchronizes 1PPS output
- Parallel BCD with strobes
- IRIG B Modulated time code
- IRIG B DC time code
- IEEE 488 I/O interface
- RS 232 I/O interface

Optional outputs include:
- Additional serial time codes
- Parallel binary codes
- Additional precision rates

A list of features are given in Table 1 with a general specification following. A block diagram is in Figure 1.
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TABLE 1

Model 8600 Satellite Synchronized Generator key features:

- Continuous Path Delay Correction
- Fully Synchronized 1 PPS Output
- Internal Drop-In Receiver
- Microprocessor Controlled
- Receiver Location Entered as Latitude and Longitude
- Hardware Frequency Divider, Time Accumulator and Time Code Generation Logic
- Displays UTC or Local Time
- Displays All Set-Up Parameters
- IRIG B Output
- Optional Additional Time Code Outputs
- Parallel BCD Time of Year Output
- Optional Special Parallel Outputs
- IEEE-488 and RS232 I/O Ports
- Single 1-3/4" Chassis
- Antenna Supplied
- Satellite Status Outputs

RECEIVER: Internal drop-in coherent synchronous digital UHF dual conversion receiver with automatic tuning for the reception of satellite generated signals at 468.8250 MHz and 468.8375 MHz.

ANTENNA: Outside mast mounted antenna furnished with unit.

SYSTEM SENSITIVITY: The sensitivity is suitable for proper operation when the viewing angle exceeds seven degrees above the horizon under normal conditions.

OPERATION MODES: A CPU section supervises internal operation and allows the Receiver to synchronize the generator only after analyzing the received data for acceptable content. Once synchronized, time is
continuously and smoothly corrected by tracking the received 100 Hz signal and by making path corrections based on received data. Three operating modes are provided:

SETUP (SU): Permits entry of setup data such as latitude, longitude, time zone, preset time.

GENERATE: Unit generates time, including all rate, time code, and computer outputs, without satellite time synchronization. Time accumulation starts from the time entered during SETUP.

SYNC: Same as GENERATE except that Receiver provides time and frequency updates to the Generator once the Receiver is processing acceptable data.

TIME BASE: The Model 8600 has an internal crystal oscillator and may also be operated from an external 1 MHz standard.

INTERNAL FREQUENCY STANDARD:

Frequency: 10 MHz
Aging rate: ±2×10⁻⁹ per day
Temperature stability: ±5×10⁻⁸ (0 to 60 deg C)

EXTERNAL STANDARD INPUT:

Frequency: 1 MHz
Impedance: 50 ohms
Amplitude: 0.5 to 10 volts peak-to-peak
Waveshape: Sinewave or squarewave.

TIME/DATA PRESETTING: Front panel thumbwheel switches allows for presetting the time in seconds through days. Latitude, longitude, and time zone correction data are also entered by these switches.

TIME/SETUP/DISPLAY: Nine high-intensity 0.6 inch planar LED indicators display time of year in days, hours, minutes, and seconds. In the Setup mode, these decimal indicators display setup parameters. Decimal points are used to indicate operating modes and status.

TIME CODE OUTPUT:

Format: IRIG B 122
Mark/space ratio: 2:1 to 6:1 adjustable
Levels/DRIVE: Adjustable 1 to 5 VPP into a 50 ohm level.

1PPS OUTPUT:

Fully synchronized to satellite data clock
Duty cycle: 10%, positive-going at on time
Levels/Drive: TTL levels into a 700 ohm load.

Parallel BCD Outputs:
Format: BCD time of year in hundreds of microseconds through hundreds of days
Levels/Drive: TTL levels into a 700 ohm load.

Built-in Monitor:
A built-in monitor program provides data outputs via both IEEE-488 and RS-232 ports. The available output data are:
- Time in milliseconds through days
- Time of last synchronization
- Last delay calculation
- Current data being received from satellite

RS-232 Interface:
IEEE-488 Interface: (IEEE-488-1978 Conventions)

Power:
105 to 125 VAC 48 to 440 Hz, 30 Watts

Physical:
- Width: 19 inches standard rack mount
- Height: 1-3/4 inches
- Depth: 19 inches
QUESTIONS AND ANSWERS

BOB HESSLBERTH, SPECTRACOM: What's the price?

MR. FOSSLER: The introductory price is $7,500. If everything goes well, we expect that price to drop. That includes the antenna.

MR. BUISSON: When you switch from the east satellites to the west satellites, do you have to adjust the antenna?

MR. FOSSLER: There are two ways to handle the antenna. If you are in the eastern part of the United States, and point it in the right direction, you get both satellites. If you are in the central or western part, we give you a second antenna and you would switch with a coaxial relay at the time when you switch satellites.
THE TIME AND FREQUENCY COMPARISONS VIA LORAN - C
AND NATIONAL TV NETWORK IN YUGOSLAVIA

Zoran M. Marković and Stijepo Hajduković
Federal Bureau of Measures and Precious Metals
Mike Alasa 14, 11000 Belgrade, Yugoslavia

ABSTRACT

Many years comparison results of the cesium clocks, which are done in the Laboratory of Federal Bureau of Measures and Precious Metals are presented in this paper. Regional standard frequency and time signals dissemination is over National TV network by so-called active TV system. International comparisons are performed via Loran-C system and by clock transportation.

The way of calculation and approximation of the time signal propagation delays in the aim of the clocks comparisons is given. Settled comparison results of the cesium clocks via TV network, Loran-C, both of them and by clock transportation are also discussed in this paper.

The aim of comparison and synchronisation is to form and maintain the Yugoslav time scale. The presented values of the UTC - UTC(YUZM) show the stability of frequency comparisons of $10^{-13}$ for the presented period.

INTRODUCTION

In the Laboratory of Federal Bureau of Measures and Precious Metals the Yugoslav primary standard of time and frequency is maintained for more than eight years. It consists of cesium beam tube standard and a rubidium gas cell standard as a backup. Comparisons of our primary standard is carried out with the international clocks as well as with the cesium clocks owned by certain
institutions in Yugoslavia. These comparisons are via Loran-C system, National TV network and by clock transportation.

The measurement process of comparisons is fully automatised by using the microcomputer which is for our purposes made in Yugoslavia. In that way the measurements of appropriate time intervals have been carried out every day a year.

The TV studio Belgrade, Yugoslavia began over ten years ago the experimental transmission of time and standard frequency signals by using the so-called active TV system, which secures the Time of Coincidence every second. In this system, second pulses, standard frequency and the coded time of day are all derived from the cesium clock which itself is located within the TV studio premises. The principles of this system was reported on IX PTTI, November 1977. [1]

CLOCK COMPARISONS

For our UTC time comparison we used the signals transmitted from the master station of Mediterranean Sea chain of Loran-C system in Sellia Marina, Italy. In our everyday work we compare the clock in our Laboratory and the clock in TV studio Belgrade (TVB) with master clock of Mediterranean Sea chain, Figure 1, via Loran-C system. Also, via TV network our clock is compared with clock in TV studio Belgrade.

Figure 2. shows Coordinated Universal Time of our Laboratory UTC(YUZM) relative to UTC(BIH) for 1000 days at the intervals of ten days as it would be sent to BIH.

The origin of Coordinated Universal Time (UTC) Scale of the Federal Bureau of Measures and Precious Metals of Yugoslavia UTC(YUZM) is determined with the direct measurement by clock transportation in Geneve, Switzerland on December 21, 1981 (MJD 44959.59).

The second direct measurement of UTC(OP) - UTC(YUZM) by clock transportation was in Paris, France from June 26, 1984 (MJD 45877.8) till June 29, 1984 (MJD 45880.4). The time difference on MJD 45877.8 was UTC(OP) - UTC(YUZM) = -61.9 μs. With this direct measurement the calculated value of the total timing delay of Loran-C signals has been experimentally proved again. For the period of our experimental work, before the clock transportation to Geneve we used the calculated value of total timing delay for Loran-C signals which has been calculated in our Laboratory using USNO recommendations and Millington method for secondary phase corrections. [2]

To the data obtained by the time interval counter measurements we applied the corrections from USNO daily phase values and time differences Series 4 of UTC(USNO-MC) - Mediterranean Sea chain and from BIH Circular D of UTC - UTC(USNO-MC). Also, we subtracted the value of total timing delay with the assumption that the propagation delay between the Loran-C transmitter and our receiver are
constant for the time of observation.

The data plotted on this figure include the relative phase variations of received Loran-C signals and the frequency drift of our clock. From that data one can observe the seasonal variations of the phase of the received signals, which is the most stable in summer. The maximum value of the time difference between the plotted data and the approximated mean is 2.5 $\mu$s, and for the last year it is typically less than 0.5 $\mu$s. From this it is obvious that the long-term stability is better than $10^{-13}$.

In this paper the comparison of cesium clocks using the time transmission of the active TV system is also analysed. The differences of time transmitted by TV Belgrade relative to the UTC(YUZM) for 1040 days are shown in Figure 3. The value of frequency drift of the clock in our Laboratory is removed from the data, and the drift shown on this figure is of the clock in TV studio Belgrade.

Together with the every day comparisons of our clock with the clock in TV studio Belgrade via TV network, clock transportations in certain time intervals (once a year) is used. The origin of time scale which is transmitted via TV network is determined by clock transportation. During the comparisons by clock transportation certain step time corrections are introduced in order to maintain the transmitted time within the $\pm 30$ $\mu$s relative to the UTC(YUZM). By clock transportation the calculated value of total timing delay of TV signals is experimentally proved.

Data for $\Delta T$ are plotted at the intervals of ten days and they include the relative phase variations of the signals received via TV network.

Comparisons of the clock in TV studio Belgrade using the Mediterranean Sea chain of the Loran-C system and the National TV network obtain the difference of UTC - UTC(TVB). Figure 4. shows the time difference of UTC(TVB) relative to UTC(BIH) for 1000 days. To the data plotted at the intervals of ten days are applied the corrections from USNO Series 4 and BIH Circular D in the same way as it is previously described. The introduced steps in transmitted time were removed from the data by calculation in order to make easier observation of relative phase variations of the signals received via Loran-C and TV network. On this data there is no influence of the performance of the clock in our Laboratory, and the known drift is of the clock in TV studio Belgrade.

On that way, by simultaneous comparisons of clocks over each transmitting path, the particular performance of each cesium clock can be distinguished as well as the influence on stability of the particular transmitting path. The standard deviation ($\sigma$) measured by the counter is typically $10 - 18$ ns for the comparisons via Loran-C and TV network, $7 - 11$ ns for the comparisons via Loran-C system and $7 - 10$ ns for the comparisons via TV network. Due to the change of our TV receiver set with the newly
designed one this standard deviation for the comparisons via TV network is now 3 - 6 ns. Hence, it can be distinguished which transmitting path has the greater uncertainty.

CONCLUSION

In Federal Bureau of Measures and Precious Metals the international comparisons of our cesium clock are performed via Loran-C and by the clock transportation, and via National TV network it is compared with other cesium clocks in the country. The results of these comparisons for the time of observation from year 1981 till now are good enough for the maintaining of the Coordinated Universal Time Scale UTC(YUZM). Under such conditions it is possible to start sending our comparison results to and introduce our country in Bureau International de l'Heure.
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Figure 2. Coordinated Universal Time (UTC) Scale of Y2K Laboratory Relative to UTC(BIH)
Figure 3. Comparison of Time Transmissions of TV Belgrade Relative to the UTC(YUZM)
Figure 4, Comparison of Coordinated Universal Time (UTC) Scales via Loran-C and National TV Network
The Deep Space Network (DSN), managed by the Jet Propulsion Laboratory for NASA, must maintain time and frequency within specified limits in order to accurately track the spacecraft engaged in deep space exploration. The DSN has three tracking complexes, located approximately equidistantly around the earth. Various methods are used to coordinate the clocks among the three complexes. These methods include Loran-C, TV Line 10, Very Long Baseline Interferometry (VLBI), and the Global Positioning System (GPS). The GPS is becoming increasingly important because of the accuracy, precision, and rapid availability of the data; GPS receivers have been installed at each of the DSN complexes and are used to obtain daily time offsets between the master clock at each site and UTC (USNO/NBS). Calculations are made to obtain frequency offsets and Allan variances. These data are analyzed and used to monitor the performance of the hydrogen masers that provide the reference frequencies for the DSN Frequency and Timing system (DFT). This paper contains: (1) a brief history of the GPS timing receivers in the DSN, (2) a description of the data and information flow, (3) data on the performance of the DSN master clocks and GPS measurement system, and (4) a description of hydrogen maser frequency steering using these data.
I. INTRODUCTION

The Deep Space Network (DSN), managed by the Jet Propulsion Laboratory for NASA, is a network of three complexes of antennas used to track spacecraft. These complexes are located approximately equidistantly around the earth at Goldstone, California; Canberra, Australia; and Madrid, Spain. Each of the complexes contains a frequency and timing system which provides the required frequencies and timing pulses throughout the complex. These three subsystems are a part of a network-wide DSN Frequency and Timing System (DFT).

The process of tracking spacecraft engaged in deep space exploration requires a highly accurate and stable timing system. Navigation parameters such as spacecraft range and relative velocity are obtained by measuring a radio signal's round-trip light time and the doppler frequency shift of the received signal. Since the long spacecraft distances involved result in long round-trip light times, one complex may need to hand over tracking to the next complex before these measurements are completed. In addition, Very Long Baseline Interferometry (VLBI) and the ongoing study of radio signal perturbations due to various causes (planetary occultations, solar wind electron density fluctuations, gravitational waves, etc.) necessitates further requirements for a highly synchronized and syntonized DFT.

Presently, DFT requirements are to maintain time to within ±20 microseconds with a knowledge of ±10 microseconds, and to maintain frequency to within ±1 x 10^-12 Δf/f with a knowledge of ±3 x 10^-13 Δf/f. In addition, time synchronization must be maintained between the DSN and Universal Coordinated Time (UTC) to ±20 microseconds, with a knowledge of ±5 microseconds (see Fig. 1). The anticipated need of the DSN for 1986-1990 is for time synchronization of 10 nanoseconds between the stations (Ref. 1). While this may not be realizable, it seems possible to have knowledge of the time offset to within 10 nanoseconds. In general, the DFT should be able to provide a value of time and frequency offset for any given past date. (Date is defined here as a specific point on a time scale; e.g., 1 January 1972, 0 h, 0 m, 10 s UTC is a date on the UTC time scale.) Therefore, the DFT must continually estimate the time and frequency offsets as well as keep past estimates and data archived.

II. FREQUENCY AND TIMING CONTROL SYSTEM DESCRIPTION

Historically, the DFT has consisted of three fairly independent systems, each located at one of the three complexes. Various traditional methods (clock trips, VLBI, and Loran-C) were used in an attempt to keep these three systems synchronized and syntonized with respect to each other. In 1983, using the GPS timing receivers, a tighter control system was designed (see Fig. 2). The system consists of GPS measurements, an analysis of the output of daily offsets, and, if needed, a frequency adjustment and/or clock reset. Using the GPS receivers, the DFT is capable of identifying changes in frequency on the order of 1 x 10^-13 Δf/f in a matter of a few days.

The GPS receivers are queried weekly and a TWX message is issued with the calculations of time and frequency offset. The time offset of the Goldstone complex with respect to UTC realized at the National Bureau of Standards
[UTC (NBS)] is obtained from NBS so that a calculation of the other complexes with respect to UTC (NBS) can be made. The information is distributed about a week later. These data, as well as VLBI, Loran-C, and other measurements, are used to determine what action should be taken to keep the master clocks within their specified operating parameters.

III. GPS INSTALLATION AND COORDINATION

In 1982, JPL installed two GPS timing receivers in the DSN. The receivers were located in Goldstone, California and Madrid, Spain. The results of this installation were reported in the Proceedings of the 14th Annual Precise Time and Time Interval Applications and Planning Meeting (Ref. 2). Mutual view observations were made and the time offsets were compared to those offsets derived from VLBI measurements. (In the mutual view technique, two or more receivers take time offset data from a spacecraft at the same time; ideally, the elevation of the spacecraft above the horizon is the same when viewed from all of the receivers involved.)

In 1983, a receiver was installed at the Deep Space Station near Canberra, Australia. The plan was to use the Madrid receiver in Australia and provide only a single leg again, but the Madrid receiver proved so useful it was decided to lease a receiver from NBS so the two JPL-owned receivers could be deployed overseas. By early 1983, JPL had an operating worldwide network of GPS receivers. The primary 1983 effort was to evaluate the California-Australia line. The results of this effort were reported in the 15th Annual Precise Time and Time Interval Application and Planning Meeting (Ref. 3). Because of the great distances involved, both mutual view and flyover techniques were used, and comparisons were made using both VLBI and clock trips.

The GPS timing receivers at the complexes receive a timing pulse from the station's master clock, which is referenced to station time by the receiver. Each of these receivers has a modem attached which may be queried remotely; at JPL a Hewlett Packard desk calculator (HP 9845) interfaces to a modem. (In the continental United States the regular phone system is used to query the receivers; the intercontinental queries are made using the voice communication system operated by NASA.) This calculator is used to store the receiver data on tape and to generate the weekly report of time offsets between the station clocks and between Goldstone and UTC (NBS).

JPL uses the NBS time coordination service (Ref. 4) to relate the station time at Goldstone, California to UTC (NBS). These data are obtained in two forms—NBS provides a monthly report, and daily offsets are available by telephone from a computer at NBS. The NBS service provides the raw measurement data, a daily filtered estimate, a monthly filtered estimate, Allan variance plots, and other useful data about the performance of the JPL clock. This service eliminates the technical need for regular clock trips between JPL and NBS. The regular clock trips are still maintained, but they may be eliminated as operational confidence is gained in the performance of the GPS timing receivers.

In order to ensure that a time and frequency offset can be estimated for any past date, all of the data taken from the receivers are archived. Presently, the data accumulation rate amounts to about 2 megabytes per year. It is
estimated that a maximum rate would be 6 to 8 megabytes per year. This small amount of data is easily handled by a personal computer, while several years of data can be stored on a hard disk and backed up using either flexible diskettes or magnetic tape.

All of the data presented in this paper were taken using the common view technique. For the data taken between Goldstone, California and NBS (located at Boulder, Colorado), the elevation angles of the spacecraft were above 60 degrees. The Goldstone, California to Madrid, Spain angle was usually 40 to 45 degrees elevation—still quite high above the horizon. On the other hand, the mutual view between Goldstone, California and Canberra, Australia was approximately 18 degrees above the horizon, which presents a substantial problem with respect to variations in group delay due to the earth’s atmosphere. While these problems could be largely overcome by using a flyover or long-arc technique (Ref. 3), because of computational difficulties, this method was not used as a normal procedure in 1984.

As Fig. 3 demonstrates, the application of a Kalman smoother filter substantially improves the standard deviation for shorter sampling times on the short baseline (less than 1000 km) between Boulder, Colorado and Goldstone, California. The longer baselines between California and Spain and between California and Australia promise to show the same sort of improvement with the application of appropriate Kalman smoothers.

Fig. 4 shows a comparison of the Allan variance of the data between California and Australia and California and Spain. At 8 days both of the standard deviations are near in value to that of the shorter Boulder–Goldstone baseline. Presumably, the greater amount of noise associated with the California to Australia measurement is caused by the low observation angles. An analysis shows a substantial amount of white phase noise, which implies that a Kalman smoother should help considerably.

IV. ANALYSIS

The synchronization and syntonization of the DSN master clocks is accomplished by analyzing the time offset data obtained from all available sources. These sources include the GPS, VLBI (interstation), Loran-C (Goldstone and Madrid), TV line 10 (Canberra), and the local backup clocks at each station. (Time offset rates are also obtained from the GPS and VLBI measurements, but are not discussed in this paper.) These unfiltered time offset data and the data provided by the NBS Time and Frequency Bulletin, the USNO Series 4 Bulletin, and NATMAP Bulletin E are entered into a computer database at JPL. Any events, whether occurring at the station, NBS or USNO, are noted in the data files.

Estimates of frequency offsets for the clocks with respect to each other and to UTC (NBS/USNO) are made on a regular basis. These offsets are calculated by a least-squares linear fit on segments of the raw time offset data. The average time offset rate over the length of the fit segment is taken to be the relative frequency offset between the clock oscillators. The standard deviation of linear fit residuals is also calculated to determine the confidence of the calculation. Second-order effects (frequency drift) are estimated by the changes in the average time offset rate over a period of time; this is more
difficult to determine because it requires relatively long periods of unperturbed clock operation. Because there have been both explainable and unexplainable perturbations in the hydrogen maser operating frequency at all of the stations, accurate determination of frequency drift has not yet been possible.

The results of the measurements and calculations are studied to determine how the master clocks are performing with respect to the specification requirements. All known events are taken into account for this appraisal. For any unexplained time steps or frequency shifts, the station personnel are asked to provide any additional information which may help to uncover the reason for the behavior. Based on all of this information, time and/or frequency adjustments are proposed.

The decision to change the output frequency of a hydrogen maser is made by JPL personnel in charge of the standards. The method and the procedures to offset the frequency by the desired amount are determined using the history of that particular maser. The station activity schedule is consulted to find a time when there will be minimal impact on operations, then a TWX containing information on the proposed adjustment is issued to the station and to interested JPL personnel. This TWX includes a brief summary of the performance which prompted the action, the instructions for accomplishing the frequency adjustment, and the station clock reset instructions (if any). After the work has been completed, the station confirms the operation by TWX. The clock performance is watched closely after the procedure to determine hydrogen maser adjustment parameters and verify accuracy.

The results of the maintenance of time and frequency in the DSN using the GPS may be seen in the time offset data shown in Figs. 5 through 8. The particular timespan chosen (December 11, 1983 through June 28, 1984) is representative of what has been accomplished with this system. All events and the results of the linear fits on the time offset data are presented in Tables 1 through 3. [UTC (KHS) was chosen as a reference so that the events at each station may be seen more clearly.] As is evident from the data, the hydrogen maser frequency standard clock at each complex has been maintained to within the synchronization and syntonization requirements with respect to both an external time scale and to the other clocks in the DSN.

One goal in the implementation of the GPS was to allow more stringent frequency controls on each hydrogen maser. The results of four planned frequency adjustments may be seen in Table 4. As is discussed under clock correction methods, only a synthesizer adjustment will vary the operating frequency by a precisely known amount. Therefore, the results seen in the table were considered successful.

Of particular interest to JPL hydrogen maser standards personnel is the sensitivity of the standards to environmental changes in the field. The parameters most likely to vary and cause a disturbance are room temperature and the local magnetic field. Although the Deep Space Stations provide a controlled environment, there are occasional disturbances which are either unforeseeable or unavoidable. The events occurring at Goldstone on the 75th day of 1984 (84075) and at Madrid (84080) are examples of this. There was an unplanned temperature increase in the maser room at Goldstone, accompanied by
extensive equipment movement in the adjoining room, which may have affected the magnetic environment. At Madrid, a modification kit was installed in the maser and a cesium clock was removed from a neighboring rack. There was also some activity in the room in Canberra which may have affected maser behavior, although the effects are not as definite. As more data are collected and correlated to the changes in the operating environment, effects can be predicted and appropriate steps can be taken to prevent disturbances. Planned upgrades to the frequency standards rooms and more strictly limited access to these areas will improve these situations.

The maser failure in Madrid (84054) is fortunately a relatively rare occurrence. In this case, the problem was found to be a marginally low hydrogen pressure setting. After the pressure was increased, the maser returned to normal operation with no frequency change. Currently, the DSN has only one hydrogen maser at each site; backup is provided by a cesium standard. An additional hydrogen maser is planned for each location, and this will minimize the impact to data quality in the event of a prolonged maser failure.

The behavior of the hydrogen maser in Canberra is least understood. During this timespan there were no known events which would have produced frequency changes except for the frequency adjustments at NBS. This particular maser had undergone work at the Smithsonian Institution Astrophysical Observatory (SAO) and was returned to the station on 83320. From the GPS data, it appears to have decreased in frequency until approximately 84120. (In the past, the usual aging rate seen in an SAO maser was +3 to +5 x 10^{-15}/day.) Even with a frequency aging rate of only +1 x 10^{-15}/day, the frequency offset should have reached zero in about 60 days. But the time offset data and the associated linear fits show that it took approximately 150 days for this to happen, which would correspond to an aging rate of only +0.4 x 10^{-15}/day. When the NBS adjustments are taken into account (they were made in the negative direction for the most part), they show an even lower aging rate for the Canberra maser. Table 5 shows the relative frequency offsets when the NBS changes are removed. The results of this calculation show that the maser is not exhibiting the usual aging seen in this type of maser, at least not during this time period. It is possible that aging effects are appearing after 84122, but it is difficult to determine without comparison to another external standard.

The relative frequency offsets obtained by the calculations described above are complicated by several factors. First, it is essential that all time steps must be properly noted so that a fit is not made over any discontinuities. Second, the fit timespans must be chosen carefully so that misleading information is not obtained because of frequency shifts. Both the low and high frequency noise on the data will cause different frequency offset results, depending on the period chosen for the fit (see footnote 2, Table 2). This is especially important when determining the effects of any environmental changes on the operating frequency. There are situations where no cause can be found to explain a change in the maser frequency (such as the case in Madrid after the frequency adjustment on 84146) but the data cannot be included as part of the previous fit segment. Future GPS time synchronization
data should make it possible to see the more subtle changes in the behavior of a hydrogen maser. This information will allow more detailed analysis, leading to the development of a more accurate time and frequency system to meet more demanding future requirements.

V. FREQUENCY ADJUSTMENT METHODS

An important parameter when using the hydrogen maser to drive the complex clock is its long-term stability (over several months). Due to cavity aging, most hydrogen masers have a small amount of long-term drift; drift due to a change in wall shift may add to or cancel part of the cavity drift. In addition, there are perturbations to the output frequency that are caused by changes in the ambient temperature, magnetic field, barometric pressure, humidity, etc. Constant monitoring and precise control of the maser's environment are essential to meet the \( \text{rfT} \) specifications.

Once a maser is installed in its environment, the magnetic field bias and receiver offset synthesizer are set to previously determined calibration values. The maser cavity is then carefully tuned by the spin exchange method and the frequency offset from UTC (NPS) is measured. The cavity frequency is then offset by a specified amount in the opposite direction of the drift (Fig. 9). This not only maximizes the frequency correction interval but also maintains the best average cavity frequency. Constant monitoring will then determine if nonscheduled frequency corrections are required.

The output frequency of a hydrogen maser may be changed by (1) cavity frequency adjustment, (2) receiver synthesizer offset adjustment, and (3) magnetic field bias adjustment. The range and resolution of the magnetic field adjustment are adequate to steer the output frequency. This adjustment is generally not used for this purpose because of its difficulty. Rather, an optimum magnetic field bias is initially determined and maintained for calibration. This adjustment offsets the hydrogen line frequency.

The receiver offset synthesizer adjustment is easily performed and does not disturb continuous operation of the maser if done in small increments (no phase steps are introduced). Resolution and range varies among maser types. The synthesizer is used to initially calibrate the maser's output frequency. Depending on the various systematic frequency offsets such as wall shift, each maser will have a unique synthesizer calibration setting. This adjustment offsets the receiver output from the hydrogen line frequency.

The cavity frequency adjustment is easily performed in the field and continuous operation of the hydrogen maser is not affected. Resolution is \( 2 \times 10^{-16} \) to \( 2 \times 10^{-14} \), depending on the maser type. Range is \( 1 \times 10^{-10} \) to \( 5 \times 10^{-10} \). Frequency change is instantaneous with varactor types or has a 5- to 24-hour time constant with thermal types. The cavity adjustment has a pulling effect on the line frequency (pulling factor \( \text{Q-cavity/Q-line} \)).
As previously mentioned, the cavity is initially tuned by the spin exchange method and the hydrogen maser is calibrated. Subsequent changes in hydrogen maser output frequency have been found to be due primarily to cavity aging and environmentally induced cavity shifts. Thus, it makes sense to correct a maser's frequency by readjusting the cavity only.

During 1984, the method described above was used to steer the hydrogen maser with reference to UTC (NBS) using the GPS. Spin exchange tuning was performed about once a year in order to determine total cavity shift and long-term behavior of the hydrogen line with respect to UTC.

VI. PROBLEMS ASSOCIATED WITH THE PRESENT CONTROL SYSTEM AND PROPOSED SOLUTIONS

A major problem is caused by noise factors and associated inaccuracies in the data. The GPS timing measurements have noise associated with them for several reasons. First, there is well-known noise that is intrinsic to the GPS (such as ephemeris errors, ionospheric errors, etc.). In addition, there is noise caused by the operation of the receivers; i.e., poor estimates of time offset are caused by an inexact mutual view, differences in elevation angles for the spacecraft at different receivers, and missing readings or readings averaged incorrectly. If a system of receivers is to be used to exploit the intrinsic accuracy and precision of the GPS, more accurate coordination among the receivers is required and more sophisticated analysis of the data is needed.

Over the course of the past year, about 20% of the days have had no GPS estimate of clock offset between the complexes provided by the GPS. The most common cause of missing data was power outages at the complexes. The receivers normally store less than a week's data in the failsafe memory, so if they are queried only once a week and there is a power failure, some of the data will probably be lost. The Goldstone receiver was relocated to a temporary location while major reconfigurations were being made at the Complex. This situation has now been changed and the receiver is presently in its permanent location, powered by an uninterruptible power system, as are the master clock and the frequency standards. It has become obvious that control must be improved over temperature and magnetic variations in the frequency standards environment. Security must be improved to limit personnel access to the area, and movement of equipment near the frequency standards.

VII. CONCLUSIONS

The GPS timing receivers have proven to be a cost-effective and reliable method to coordinate time and frequency to meet the requirements of the DSN. The performance of the master clocks was monitored on an almost daily basis. Frequency shifts and time jumps that were unexpected and in some cases unexplained were observed in the clocks. The hydrogen masers responded to frequency adjustments within the expected limits of knowledge of their performance behavior. Control of the time and frequency offset of the clocks was established to within the limits of the performance requirements of the DSN. It appears that with improved techniques the hydrogen maser master clocks can be controlled to much closer tolerances.
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<table>
<thead>
<tr>
<th>Event</th>
<th>Timespan (YYDDD)</th>
<th>Δf/f (x 10^-13)</th>
<th>Sigma</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>83345-84008</td>
<td>2.36</td>
<td>0.04</td>
<td>Start</td>
<td></td>
</tr>
<tr>
<td>1 84009-84011</td>
<td>6.41</td>
<td>0.30</td>
<td>Backup cesium standard online during maser frequency adjustment (spin exchange tune); time step due to switchover</td>
<td></td>
</tr>
<tr>
<td>2 84012-84030</td>
<td>0.13</td>
<td>0.05</td>
<td>Maser prime and clock reset</td>
<td></td>
</tr>
<tr>
<td>3 84030-84060</td>
<td>0.20</td>
<td>0.02</td>
<td>NBS frequency adjustment of +0.88 x 10^-14</td>
<td></td>
</tr>
<tr>
<td>4 84061-84072</td>
<td>0.02</td>
<td>0.02</td>
<td>NBS frequency adjustment of -1.41 x 10^-14</td>
<td></td>
</tr>
<tr>
<td>5 84075-84091</td>
<td>2.58</td>
<td>0.12</td>
<td>Temperature change in maser room and equipment movement in adjoining room</td>
<td></td>
</tr>
<tr>
<td>6 84092-84113</td>
<td>2.81</td>
<td>0.07</td>
<td>NBS frequency adjustment of -2.31 x 10^-14</td>
<td></td>
</tr>
<tr>
<td>7 84115-84121</td>
<td>3.39</td>
<td>0.08</td>
<td>Maser maintenance in response to frequency change on DOY 75 (magnetic field bias adjustment); time step due to switchover</td>
<td></td>
</tr>
<tr>
<td>8 84122-84123</td>
<td>---</td>
<td>---</td>
<td>NBS frequency adjustment of -2.31 x 10^-14</td>
<td></td>
</tr>
<tr>
<td>9 84124-84152</td>
<td>5.65</td>
<td>0.04</td>
<td>GPS clock resynched to station clock (at this site only, the GPS uses a different frequency counter than the station)</td>
<td></td>
</tr>
<tr>
<td>10 84153-84163</td>
<td>6.68</td>
<td>0.10</td>
<td>NBS frequency adjustment of -2.31 x 10^-14</td>
<td></td>
</tr>
<tr>
<td>11 84167-84173</td>
<td>-1.33</td>
<td>0.06</td>
<td>Maser frequency adjustment (cavity) and clock reset</td>
<td></td>
</tr>
</tbody>
</table>
Table 2. Canberra versus UTC (NBS) Relative Frequency Offsets

<table>
<thead>
<tr>
<th>Event</th>
<th>Timespan (YYDDD)</th>
<th>Δf/f (x 10⁻¹³)</th>
<th>Sigma</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>83346-84015</td>
<td>-0.61</td>
<td>0.03</td>
<td></td>
<td>Start</td>
</tr>
<tr>
<td>1</td>
<td>84033-84060</td>
<td>-1.34</td>
<td>0.05</td>
<td>NBS frequency adjustment of +0.88 x 10⁻¹⁴</td>
</tr>
<tr>
<td>2</td>
<td>84061-84091¹</td>
<td>-1.51</td>
<td>0.09</td>
<td>NBS frequency adjustment of -1.41 x 10⁻¹⁴</td>
</tr>
<tr>
<td>3</td>
<td>84092-84121</td>
<td>-1.69</td>
<td>0.06</td>
<td>NBS frequency adjustment of -2.31 x 10⁻¹⁴</td>
</tr>
<tr>
<td>4</td>
<td>84122-84152²</td>
<td>-1.22</td>
<td>0.05</td>
<td>NBS frequency adjustment of -2.31 x 10⁻¹⁴</td>
</tr>
<tr>
<td>5</td>
<td>84153-84172¹</td>
<td>0.19</td>
<td>0.07</td>
<td>NBS frequency adjustment of -2.31 x 10⁻¹⁴</td>
</tr>
</tbody>
</table>

¹Maintenance work was done on the backup cesium clock located in the same vicinity on days 83-86 and 157. The effect on the maser is unknown.

²The following is an example of how the results depend on the timespan chosen for the fit:

<table>
<thead>
<tr>
<th>Timespan (YYDDD)</th>
<th>Δf/f (x 10⁻¹³)</th>
<th>Sigma</th>
</tr>
</thead>
<tbody>
<tr>
<td>84122-84129</td>
<td>-0.86</td>
<td>0.17</td>
</tr>
<tr>
<td>84136-84141</td>
<td>-2.25</td>
<td>0.32</td>
</tr>
<tr>
<td>84146-84152</td>
<td>-0.49</td>
<td>0.44</td>
</tr>
</tbody>
</table>
Table 3. Madrid versus UTC (NBS) Relative Frequency Offsets

<table>
<thead>
<tr>
<th>Event</th>
<th>Timespan (YYLDD)</th>
<th>Δf/f (x 10^{-13})</th>
<th>Sigma</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>83345-83360</td>
<td>7.19</td>
<td>0.04</td>
<td>Start</td>
</tr>
<tr>
<td>1</td>
<td>83364-84030</td>
<td>-0.15</td>
<td>0.04</td>
<td>Maser frequency adjustment (cavity) and clock reset</td>
</tr>
<tr>
<td>2</td>
<td>84033-84053</td>
<td>-0.08</td>
<td>0.10</td>
<td>NBS frequency adjustment of +0.88 x 10^{-14}</td>
</tr>
<tr>
<td>3</td>
<td>84055-84060</td>
<td>---</td>
<td>---</td>
<td>Maser source failure; maser restarted and clock reset</td>
</tr>
<tr>
<td>4</td>
<td>84061-84072</td>
<td>-0.15</td>
<td>0.04</td>
<td>NBS frequency adjustment of -1.41 x 10^{-14}</td>
</tr>
<tr>
<td>5</td>
<td>84080-84091</td>
<td>1.34</td>
<td>0.10</td>
<td>Maser modification kit installed; cesium standard removed from nearby rack</td>
</tr>
<tr>
<td>6</td>
<td>84092-84121</td>
<td>2.76</td>
<td>0.14</td>
<td>NBS frequency adjustment of -2.31 x 10^{-14}</td>
</tr>
<tr>
<td>7</td>
<td>84122-84142</td>
<td>2.83</td>
<td>0.19</td>
<td>NBS frequency adjustment of -2.31 x 10^{-14}</td>
</tr>
<tr>
<td>8</td>
<td>84146-84152</td>
<td>-1.74</td>
<td>0.28</td>
<td>Maser frequency adjustment (cavity)</td>
</tr>
<tr>
<td>9</td>
<td>84153-84173</td>
<td>-0.23</td>
<td>0.05</td>
<td>NBS frequency adjustment of -2.31 x 10^{-14}</td>
</tr>
</tbody>
</table>
### Table 4. Results of the Hydrogen Maser Frequency Adjustments
(Change in Relative Frequency with Respect to NBS)

<table>
<thead>
<tr>
<th>Date (YYDDD)</th>
<th>Complex</th>
<th>Goal</th>
<th>Result ($x 10^{-13}$)</th>
<th>Method of Adjustment</th>
</tr>
</thead>
<tbody>
<tr>
<td>83362</td>
<td>Madrid</td>
<td>-8.5</td>
<td>-7.3</td>
<td>Cavity frequency</td>
</tr>
<tr>
<td>84009</td>
<td>Goldstone</td>
<td>-3.0</td>
<td>-2.2</td>
<td>Magnetic field, receiver synthesizer, and cavity frequency (spin exchange tune)</td>
</tr>
<tr>
<td>84144</td>
<td>Madrid</td>
<td>-5.0</td>
<td>-4.6</td>
<td>Cavity frequency</td>
</tr>
<tr>
<td>84166</td>
<td>Goldstone</td>
<td>-8.4</td>
<td>-8.0</td>
<td>Cavity frequency</td>
</tr>
</tbody>
</table>

### Table 5. Effect of the NBS Frequency Adjustments on the Canberra Hydrogen Maser Relative Frequency Offsets

<table>
<thead>
<tr>
<th>Timespan (YYDDD)</th>
<th>NBS Adjustments Included $\Delta f/f$ ($x 10^{-13}$)</th>
<th>NBS Adjustments Removed $\Delta f/f$ ($x 10^{-13}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>83346-84015</td>
<td>-0.61</td>
<td>-0.61</td>
</tr>
<tr>
<td>84033-84060</td>
<td>-1.34</td>
<td>-1.25</td>
</tr>
<tr>
<td>84061-84091</td>
<td>-1.51</td>
<td>-1.56</td>
</tr>
<tr>
<td>84092-84121</td>
<td>-1.69</td>
<td>-1.97</td>
</tr>
<tr>
<td>84122-84152</td>
<td>-1.22</td>
<td>-1.73</td>
</tr>
<tr>
<td>84153-84172</td>
<td>+0.19</td>
<td>-0.06</td>
</tr>
</tbody>
</table>
Figure 1. DFT System Functional Block Diagram

Figure 2. Frequency and Timing Control System
Figure 3. Allan Variances of Goldstone-UTC (NBS) Before and After Kalman Filter

Figure 4. Allan Variances of Spain-California and Australia-California
Figure 5. Time Offset, Goldstone versus UTC (NBS)

Figure 6. Time Offset, Cant versus UTC (NBS)
Figure 7a. Time Offset, Madrid versus UTC (NBS) Showing Frequency Adjustment and Clock Reset (Note the Different Ordinate Scale)

Figure 7b. Time Offset, Madrid versus UTC (NBS)
Figure 8. Time Offset, DFT System versus UTC (NBS), Showing All Three Stations

Figure 9. Frequency Correction Intervals Based on Known Cavity Drift and Allowable Limits
QUESTIONS AND ANSWERS

DAVID ALLAN, NATIONAL BUREAU OF STANDARDS: What was the temperature change, Phil, when you saw that frequency change on the Goldstone maser?

MR. CLEMENTS: Two degrees Celsius.

ANDY JOHNSON, U.S. NAVAL OBSERVATORY: Could you please tell the audience what kind of environment your masers are in?

MR. CLEMENTS: The masers are in a very well temperature controlled environment. There is a separate air conditioner that keeps the temperature to 22 degrees Celsius, plus or minus 0.1 Celsius.

MR. BUISSON: You presented mostly frequency. On the time aspect of it, do you have any feel, when you weren't adjusting frequency, how good your time comparisons would be between, say, Australia and Goldstone?

MR. CLEMENTS: That's hard. We made a clock trip last year, and reported it here. We had very good agreement, to within 25 to 50 nanoseconds.

What we are trying to do now -- Sam Ward will talk about it next -- is to use the weekly VLBI between the stations to check the accuracy of our time transfers.

ALBERT KIRK, JET PROPULSION LABORATORY: I didn't understand the last question. Could you explain?

MR. BUISSON: He showed a lot of plots of slopes of phase, and I was looking for absolute accuracy from a phase/time comparison.

MR. WARD: The filter data shows a rise in noise at a period of five days. What caused that?

MR. CLEMENTS: I don't know.

MR. BUISSON: That's an honest answer.

DAVID ALLAN, NATIONAL BUREAU OF STANDARDS: The Kalman smoother isn't a Kalman filter, it's really a smoother. We measure the characteristics of the propagation, the GPS noise if you will, and then we assume certain models for the clocks. These models are not perfectly well known. If you are not modeling the clock perfectly, you can get that kind of a hump in the sigma-tau plot, which may or may not be true to the clock. It's a model dependent characteristic. I wouldn't put too much stock in that humping.

I might mention that there have been several portable clock trips between the Goldstone clock and the Boulder clock, and they agreed -- and you can correct me if I am wrong -- by five nanoseconds.
MR. CLEMENTS: Yes, we make regular clock trips between the National Bureau of Standards and Goldstone, every two months supposedly, and we take the readings directly from the GPS receiver. We have come to within a few nanoseconds.

MR. BUISSON: That bothers me. Mr. Klobuchar talked yesterday. He talked about the difference in the ionosphere, and the holes, and having comparison that far with different times. Even though it's common view, you are looking at different parts of the sky, and it's hard to imagine that you are really down to the five nanosecond level if his drift rates are true, using a CA only code.

MR. CLEMENTS: We don't get down to the five nanosecond level with the overseas stations, only between NBS and Goldstone, which is less than a thousand kilometers.

MR. KLEPCZYSKI: In regard to GPS time transfer, if you look at the data files that we have in the computer -- and I just did this a few days ago to compare Japan to the U.S.N.O -- if you take 780 second average points, for three or four days -- this is between Japan and the Observatory where you have a daytime situation on one end and a nighttime situation on the other -- you see a scatter of 40 to 50 nanoseconds between the points, which was right on the mark with the numbers that were quoted by Klobuchar yesterday.

MR. CAPLAN, NAVAL RESEARCH LABORATORY: Your graphs show that there were several apparent discontinuities in frequency. Did you correlate the data between the three stations in the network to try to isolate the cause of these changes in frequency?

MR. CLEMENTS: Yes, we compared the data and this clock was the only one with the change, so it was not in GPS.
To facilitate the navigation of spacecraft to the outer planets, Jupiter and beyond, the JPL-NASA Deep Space Network (DSN) has implemented three ensembles of atomic clocks at widely separated locations (Goldstone, California/Canberra, Australia/Madrid, Spain). These clocks must be maintained, syntonized, to within a few parts in 10$^{13}$ of each other and, the entire group must be maintained, to a lesser degree, in synchronism with UTC (NBS/USNO).

Over the last 1 1/2 years the DSN has been using Global Positioning Satellites (GPS) and Very Long Baseline Interferometry (VLBI) technology to perform these critical Frequency and Time (F&T) synchronization tasks. Both techniques are required because: 1) Though VLBI techniques permit direct F&T measurements on widely dispersed clocks, it is relatively insensitive to drift. Drift of the group away from UTC and second order drift of individual member clocks. 2) The present constellation of GPSs is quite sensitive to clock offset from UTC and to second order drift but simultaneous direct measurements on widely separated clocks (Australia to Spain) cannot be made.

This report covers a year of F&T synchronization data collected from the intercomparison of 3 sets of cesium and hydrogen maser driven clock ensembles through the use of GPS and VLBI techniques. Also covered, are some of the problems met and limitations of these two techniques at their present level of technology.
INTRODUCTION

In order to meet the increasingly higher accuracy demands of spacecraft navigation to the outer planets (Uranus and Neptune), Deep Space Network (DSN) Operations is implementing and testing improved and more accurate frequency and time (F&T) technology. These F&T requirements are an order of magnitude more stringent* than they were for the Jovian planetary encounter. The three hydrogen maser (HMA)/cesium (CS) driven clock ensembles were syntonized to each other and to UTC (NBS) in late 1980 [1,2]. Employing a technique developed by the author that first transfers the C\textsubscript{133} hyperfine line to the hydrogen line then, all subsequent syntonization is accomplished through the use of the hydrogen hyperfine line [3]. The syntonization, so established, is being maintained through the combined use of five techniques (GPS, LORAN, TV, Traveling Clocks and VLBI). This paper reports the results from one years GPS and VLBI F&T data use to maintain syntonization via direct frequency measurements and, by the integration of time domain measurements.

The Larger Frequency and Time System

For the purposes of this report/study the Very Long Base Interferometer (VLBI) Time Sync System has been integrated into the Frequency and Time System. I refer the reader to Figure 1 which is an illustration of DSN's VLBI Time Sync Data System. At the present time, the Global Position Satellite (GPS) receivers are under an evaluation study as a high precision F&T data gathering system. Figure 2 illustrates how the GPS F&T software was configured during the period covered by this report. The design was to provide for regular and routine F&T data collection, provide communication pathways to data reduction centers, provide for the distribution of the reduced data, in the form of "quick look reports" via TWXs to the collection points, to the F&T Network Operations Analyst (NOA) and to the F&T System Cognizant Operations Engineer (SCOE).

The 6 Month Test

Beginning early January, 1984, through mid-August a test was conducted for the purpose of: 1) Measuring the minimum level of effort required to meet the sigma level of the four most critical F&T parameters (mutual syntonization between pairs of oscillators; syntonization of oscillators to the UTC rate; mutual synchronization between pairs of clocks; synchronization of clocks to the UTC epoch). These are listed in descending order of difficulty to meet and maintain. 2) Evaluating the comparative effectiveness of the GPS and VLBI techniques to measure these four F&T parameters.

First each of the three HMA were tuned (microwave cavity adjusted) in situ to the hydrogen line to bring the group into mutual syntonization. Next, each HMA synthesizer was adjusted to lower the output frequency to nullify the expected positive frequency pulling caused by accumulated cavity ageing. Last the master clock of each ensemble was reset to bring it within ±1 microsecond of the UTC (USNO) epoch.

* The clock rates of the three globally distributed ensembles are to be maintained syntonized to the UTC rate within ±1.7×10^{-13}. At Jupiter this requirement was implied to be within ±1×10^{-12}.
Syntonization Tests

The mutual syntonization between the three pairs of oscillators was measured using both time domain and direct frequency domain measurements; employing both the GPS and VLBI instrumentation. The GPS time domain derivation of clock rate data (TABLE 1) were taken on multiple spacecraft in the pseudo simultaneous mutual view mode, and, is the 12 minute observation each sidereal day, averaged over the PERIOD indicated. The VLBI time domain derivation of clock rate (TABLE 1) is taken on multiple (6 to 20) Extra Galactic Radio Source (EGRS) observations taken every 6 to 10 days. The smaller values of STD DEV for the GPS data are more a reflection of the larger sample size than they are of instrumentation quality. The clock rate derived by the two techniques are always within less than 1 sigma variance over any common period.

If is significant to note that, since these are time domain data, they contain the noise of two clocks in addition to the noise of the two oscillators. The clock driven by oscillator #5 is significantly noisier than the others. This clock noise has adversely affected the VLBI data. But, since the GPS data on osc. #5 does not employ this clock (see Figure 2) there is no degradation from this cause. The data indicate we can meet the requirement within 2 sigma.

TABLE 2 contains oscillator vs oscillator syntonization data collected by direct frequency measurements of frequency (clock rate) by both the GPS and VLBI techniques. The GPS direct frequency data (TABLE 2) were taken only when one or more spacecraft were in true simultaneous mutual view. Note, that the measurement noise of the GPS data is more than an order of magnitude greater than that on the VLBI data.

TABLE 3 contains oscillator syntonization to UTC (NBS/USNO) data derived from time domain measurements. The VLBI time sync technique cannot measure this parameter therefore the table contains only GPS measurements. The data were derived from the relationship:

\[(UTC(NBS) - UTC(GPS) - (OSC/CLK - UTC(GPS)) = UTC(NBS) - OSC/CLK)\]

The data were collected using the pseudo simultaneous mutual view technique. And so, the results still contain uncorrelated UTC(GPS) noise, uncalibrated path delays (Australia more noisy than Spain or USA) and, of course, the OSC/CLK noise. The largest contribution is that caused by OSC/CLK behavior. (i.e., unreported clock perturbations or resets and/or changes in the local magnetic or temperature environment* in which the oscillator is placed).

The 2ND ORDER DRIFT term data has not been filtered to remove the clock noise or, the effects of environmental changes. By use of eyeball integration upon the data presented in Figures 3, 4 and 5, the reader can easily detect non-linear oscillator performance. However, as the value of oscillator frequency offset decreases becomes \(10^{-13}\) it becomes progressively more difficult to determine the 2nd order term (frequency drift) because the GPS measurement noise (approximately \(3\times10^{-14}\)) dominates the process.

* On 2 occasions (one in Spain April 1984 and one in USA March, 1984) local area environmental changes (magnetic and temperature) caused a step change in the oscillator frequency. These are visible in Figures 3 and 5.
### Table 1

**Time Domain Measurements Oscillator vs Oscillator**

<table>
<thead>
<tr>
<th>(1) Oscillators</th>
<th>Measurement Technique</th>
<th>Period</th>
<th>Av Clk Rate Offset</th>
<th>Mean Std Dev Offset</th>
<th>2nd Order Drift</th>
</tr>
</thead>
<tbody>
<tr>
<td>#14 - #5</td>
<td>VLBI</td>
<td>5559-5651</td>
<td>1.3</td>
<td>20</td>
<td>14.1</td>
</tr>
<tr>
<td>#14 - #5</td>
<td>GPS</td>
<td>5564-5585</td>
<td>3.6</td>
<td>2.5</td>
<td>-1.55</td>
</tr>
<tr>
<td>#14 - #5</td>
<td>GPS</td>
<td>5591-5645</td>
<td>5.89</td>
<td>3.0</td>
<td>21.5</td>
</tr>
<tr>
<td>#6 - #5</td>
<td>GPS</td>
<td>5706-5714</td>
<td>-0.299</td>
<td>2.9</td>
<td>-30</td>
</tr>
<tr>
<td>#6 - #5</td>
<td>VLBI</td>
<td>5712-5840</td>
<td>0.0952</td>
<td>14.6</td>
<td>-3.0</td>
</tr>
<tr>
<td>#6 - #5</td>
<td>GPS</td>
<td>5732-5810</td>
<td>-2.48</td>
<td>4.3</td>
<td>-7.1</td>
</tr>
<tr>
<td>#6 - #5</td>
<td>VLBI</td>
<td>5840-5860</td>
<td>NOT USEABLE</td>
<td></td>
<td></td>
</tr>
<tr>
<td>#6 - #5</td>
<td>GPS</td>
<td>5814-5861</td>
<td>-6.1</td>
<td>8.5</td>
<td>-4.8</td>
</tr>
<tr>
<td>#6 - #5</td>
<td>VLBI</td>
<td>5861-5914</td>
<td>2.79</td>
<td>3.7</td>
<td>-57.5</td>
</tr>
<tr>
<td>#6 - #5</td>
<td>GPS</td>
<td>5866-5896</td>
<td>0.9</td>
<td>8.7</td>
<td>-25.2</td>
</tr>
<tr>
<td>#7 - #5</td>
<td>VLBI</td>
<td>5511-5583</td>
<td>-0.824</td>
<td>39</td>
<td>14.5</td>
</tr>
<tr>
<td>#7 - #5</td>
<td>VLBI</td>
<td>5587-5691</td>
<td>1.82</td>
<td>30</td>
<td>3.4</td>
</tr>
<tr>
<td>#7 - #5</td>
<td>GPS</td>
<td>5587-5644</td>
<td>4.5</td>
<td>13</td>
<td>1.6</td>
</tr>
<tr>
<td>#7 - #5</td>
<td>GPS</td>
<td>5654-5694</td>
<td>3.74</td>
<td>2.6</td>
<td>24.6</td>
</tr>
<tr>
<td>#7 - #5</td>
<td>GPS</td>
<td>5706-5715</td>
<td>-0.324</td>
<td>0.76</td>
<td>-9.5</td>
</tr>
<tr>
<td>#7 - #5</td>
<td>VLBI</td>
<td>5721-5937</td>
<td>0.446</td>
<td>12.4</td>
<td>-0.26</td>
</tr>
<tr>
<td>#7 - #5</td>
<td>GPS</td>
<td>5727-5865</td>
<td>-1.20</td>
<td>12.8</td>
<td>-5.0</td>
</tr>
<tr>
<td>#7 - #5</td>
<td>GPS</td>
<td>5867-5897</td>
<td>-0.675</td>
<td>1.78</td>
<td>-7.4</td>
</tr>
<tr>
<td>#7 - #6</td>
<td>GPS</td>
<td>5587-5645</td>
<td>-3.06</td>
<td>3.0</td>
<td>3.9</td>
</tr>
<tr>
<td>#7 - #6</td>
<td>GPS</td>
<td>5654-5691</td>
<td>3.96</td>
<td>4.6</td>
<td>42.2</td>
</tr>
<tr>
<td>#7 - #6</td>
<td>GPS</td>
<td>5732-5897</td>
<td>0.944</td>
<td>6.06</td>
<td>8.5</td>
</tr>
</tbody>
</table>

### Table 2

**Direct Frequency Measurement - Oscillator vs Oscillator**

<table>
<thead>
<tr>
<th>(1) Oscillators</th>
<th>Measurement Technique</th>
<th>Period</th>
<th>Frequency Offset</th>
<th>Mean Std Dev Offset</th>
</tr>
</thead>
<tbody>
<tr>
<td>#14 - #5</td>
<td>VLBI</td>
<td>5533-5660</td>
<td>10.0</td>
<td>7</td>
</tr>
<tr>
<td>#14 - #5</td>
<td>GPS</td>
<td>5533-5675</td>
<td>59</td>
<td>140</td>
</tr>
<tr>
<td>#6 - #5</td>
<td>GPS</td>
<td>5721-5889</td>
<td>-19.8</td>
<td>470</td>
</tr>
<tr>
<td>#6 - #5</td>
<td>VLBI</td>
<td>5816-5861</td>
<td>-0.28</td>
<td>7.5</td>
</tr>
<tr>
<td>#7 - #5</td>
<td>VLBI</td>
<td>5529-5679</td>
<td>6.5</td>
<td>7.9</td>
</tr>
<tr>
<td>#7 - #5</td>
<td>GPS</td>
<td>5584-5631</td>
<td>287.5</td>
<td>19</td>
</tr>
<tr>
<td>#7 - #5</td>
<td>GPS</td>
<td>5713-5895</td>
<td>64.5</td>
<td>104</td>
</tr>
<tr>
<td>#7 - #5</td>
<td>VLBI</td>
<td>5822-5903</td>
<td>-6.6</td>
<td>7.5</td>
</tr>
</tbody>
</table>

**Note:** (1) All oscillators are Smithsonian Astrophysical Observatory hydrogen masers. Serial numbers 5, 6 and 7 are model VLG-10B and #14 is model VLG-11. Serial #6 and 14 were located in Australia, serial #5 in California and serial #7 in Spain.
<table>
<thead>
<tr>
<th>OSCILLATOR</th>
<th>MEAS. TECHNIQUE</th>
<th>PERIOD</th>
<th>AV CLK RATE OFFSET</th>
<th>MEAN STD DEV</th>
<th>2ND ORDER DRIFT</th>
</tr>
</thead>
<tbody>
<tr>
<td>VLG-10B#5</td>
<td>GPS</td>
<td>5629-5659</td>
<td>-2.95 x10</td>
<td>3.6 x10</td>
<td>45.7 x10</td>
</tr>
<tr>
<td>VLG-10B#5</td>
<td>GPS</td>
<td>5673-5710</td>
<td>-2.4 x10</td>
<td>4.8 x10</td>
<td>-10.7 x10</td>
</tr>
<tr>
<td>VLG-10B#5</td>
<td>GPS</td>
<td>5727-5813</td>
<td>-1.14 x10</td>
<td>2.3 x10</td>
<td>-5.4 x10</td>
</tr>
<tr>
<td>VLG-10B#5</td>
<td>GPS</td>
<td>5814-5870</td>
<td>-3.97 x10</td>
<td>10.2 x10</td>
<td>6.74 x10</td>
</tr>
<tr>
<td>VLG-10B#5</td>
<td>GPS</td>
<td>5889-5897</td>
<td>-1.94 x10</td>
<td>3.7 x10</td>
<td>7.94 x10</td>
</tr>
<tr>
<td>VLG-11B#14</td>
<td>GPS</td>
<td>5622-5653</td>
<td>5.37 x10</td>
<td>82.7 x10</td>
<td>-2.73 x10</td>
</tr>
<tr>
<td>VLG-11B#14</td>
<td>GPS</td>
<td>5654-5659</td>
<td>NOT USEABLE</td>
<td>0.35</td>
<td>2.77 x10</td>
</tr>
<tr>
<td>VLG-11B#14</td>
<td>GPS</td>
<td>5675-5694</td>
<td>0.35 x10</td>
<td>2.77 x10</td>
<td>9.69 x10</td>
</tr>
<tr>
<td>VLG-11B#14</td>
<td>GPS</td>
<td>5706-5714</td>
<td>0.50 x10</td>
<td>2.94 x10</td>
<td>46.7 x10</td>
</tr>
<tr>
<td>VLG-11B#14</td>
<td>GPS</td>
<td>5732-5870</td>
<td>0.49 x10</td>
<td>8.68 x10</td>
<td>3.15 x10</td>
</tr>
<tr>
<td>VLG-11B#14</td>
<td>GPS</td>
<td>5673-5694</td>
<td>-5.22 x10</td>
<td>2.25 x10</td>
<td>12.7 x10</td>
</tr>
<tr>
<td>VLG-11B#14</td>
<td>GPS</td>
<td>5706-5715</td>
<td>0.084 x10</td>
<td>1.04 x10</td>
<td>4.1 x10</td>
</tr>
<tr>
<td>VLG-11B#14</td>
<td>GPS</td>
<td>5727-5870</td>
<td>-0.568 x10</td>
<td>9.5 x10</td>
<td>0.34 x10</td>
</tr>
<tr>
<td>VLG-11B#14</td>
<td>GPS</td>
<td>5883-5897</td>
<td>0.054 x10</td>
<td>2.6 x10</td>
<td>0.534 x10</td>
</tr>
</tbody>
</table>

**Note:** (1) All oscillators are Smithsonian Astrophysical Observatory hydrogen masers. Serial numbers 5, 6 and 7 are model VLG-10B and, #14 is model VLG-11. Serial #6 and 14 were located in Australia, serial #5 in California and, serial #7 in Spain.
Time Synchronization to UTC

Neither the National Bureau of Standards nor the U.S. Naval Observatory is presently equipped to provide traceability to the UTC (NBS/USNO) epoch via the VLBI technique. Therefore all UTC referenced time sync data was acquired through the use of the GPS technique. The algorithm used for the Australian Clock sync measurement was:

\[((\text{NBS-GPS})-\text{(USA CLK-GPS)})-((\text{AUS CLK-GPS})-(\text{USA-GPS}))]=\text{NBS-AUS}\]

This algorithm differs from that used for Spain’s clock sync measurement, in that the (USA CLK-GPS) measurements, in the first half of the equation is not made at the same time as the (USA-GPS) measurement in the second half. However, the same CPS spacecraft is used for both measurements. This scheme had to be adopted because the large angular separation between the N.B.S., @ Boulder, Colo. and the Australian clock @ Tidbinbilla, Australian Capitol Territory (A.C.T.) makes mutual view very unlikely.

Figure 3 is a 150 day history of the time offset of the designated DSN Master Clock located @ Goldstone, California, USA. The permanent change in clock rate was induced by a permanent change in the local frequency standards room environment. The change in the magnetic environment appears to have also caused a change in the secondary drift term. The three steps in clock offset were all operator induced and were not caused by mechanical failures.

Figure 4 is a plot of the performance of the DSN’s Tidbinbilla Clock, located in the Australian Capitol Territory (A.C.T.). There are no microsecond level clock steps. There appears to be no secondary drift and the random wandering of the clock rate is due to lack of tight environmental* control.

Figure 5 is a plot of the performance of the DSN’s Robledo Clock, located near Madrid, Spain. There were two “unrecovered” submicrosecond** level steps. Both were caused by FTS hardware failures. There were the occasions when the clockrate changed. The first change was caused by a failure of the HMA. The second and third were induced by changes*** in the magnetic environment. It appears that the secondary drift term is the same, in magnitude and sign, as that visible in Figure 3.

The data presented (Figures 3, 4 and 5) clearly shows that the three clocks (DSN Master Clock, Tidbinbilla Clock and Robledo Clock) maintained synchronization to the UTC (NBS/USNO) epoch within less than 6 microseconds over the test period.

Clock to Clock Synchronization

Both GPS and VLBI techniques were used to measure and maintain the synchronization between DSN clocks. Since there was but a single VLBI measurement

* A special frequency standards room, with very precise environment controls, has been constructed. But, the frequency standards cannot be moved until mid 1985.

** The design of the DSN’s clocks is such that they can only be set to the nearest cycle of phase @ 1 MHz.

*** Hardware was removed from the frequency standards room and, later on, hardware was added.
on the Robledo/Tidbinbilla pair, all the data presented in Figure 8 was derived from the GPS technique. The VLBI and GPS time sync data points are from instrumentation connected directly to the DSN station Reference Clock, except @ Goldstone, California. Here the GPS time offset is taken from a phantom DSN Master Clock located in a building approximately 200 meters away (Figure 2), that is driven at the same rate as the DSN Master Clock, and, is synchronized to it through use of coaxial cables and a portable cesium clock.

Figure 6 is a plot of a 200 day history of the synchronism between the Tidbinbilla Clock and the DSN Master Clock as measured by both techniques (GPS and VLBI). The convention used is: Tidbinbilla minus the DSN Master. The large offset* between the two sets of data prior to Julian Day 5820 resulted from the lack of a convenient** means to synchronize the phantom clock in real-time.

Figure 7 is a plot of a 200 day history of the synchronism between the Robledo Clock and the DSN Master Clock as measured by both techniques (VLBI and GPS). The causes of the time offset prior to Julian Day 5820 are the same as for the Tidbinbilla vs DSN Master sync offset. The convention used is: Robledo Clock minus the DSN Master Clock.

Figure 8 is a plot of a 200 day history of the synchronism between the three pairs (Tidbinbilla vs DSN Master, Robledo vs DSN Master and Robledo vs Tidbinbilla) of DSN clocks. All three data sets were collected using the GPS time sync technique. The conventions used were: Robledo minus Tidbinbilla, Robledo minus DSN Master and Tidbinbilla minus DSN Master.

The data indicate that mutual time synchronization between all possible pairs of clocks has been maintained within less than 6 microseconds over the 200 day test period.

* The GPS time sync data reports are distributed within 14 days of the oldest measurement point date. The VLBI Time Sync System was in the process of a major block upgrade and the reporting lag sometimes approached 90 days. Therefore the offset was discovered long after the test began. The phantom clock was adjusted but, the problem of maintaining sync in real-time remained.

** The DSN Master Clock is "operationally" maintained 24 hours/day, every day. The phantom clock was maintained 8 hours/day, 5 days/week.
SUMMARY

Using GPS technology the frequency offset of four SAO VLG series hydrogen masers were measured to be within a part in 10 to the 12th of the UTC(NBS) rate, and remained so for the entire test period of 200 days.

Using both GPS and VLBI technology the mutual synchronization between the 3 pairs of hydrogen masers was measured to be within 2 parts in 10 to the 12th, and remained so over the entire test period.

Using GPS technology the time offset of three globally separated clocks were maintained within less than 10 microseconds of the UTC(NBS/USNO) epoch over the 200 day test period.

Using both GPS and VLBI technology the three pairs of globally separated clocks were maintained in mutual synchronization within 6 microseconds over the entire test period.

The tests revealed 3 problems: 1) The need to continually synchronize the phantom clock 2) The need for prompt reporting 3) The need for more stringent control of the frequency standards room environment. Problem #1 will go away when the GPS system is transferred from "experimental" to "operational" status. Problem #2 has at present lessened considerably (VLBI data turn around time is now 48 hours).
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QUESTIONS AND ANSWERS

DAVID SHAFFER, INTERFEROMETRICS: what VLBI system are you using, and what frequency? Was it S band or X band at Goldstone and did you try to remove the ionosphere by using both frequencies?

MR. WARD: We haven't removed the ionosphere nor the cable drift problems since we don't have our calibrator yet.

We are using both X band and S band. The VLBI system that we are using is about a Mark 2, or 1.5. During most of these observations we are using our Block Zero, which collects the data on wideband video tape. The rest of it used our Block One, which sends the data in digital form on wideband data lines back to the correlator in Pasadena.

GERNOT WINKLER, U.S.N.O.: Why these long delays in getting the VLBI data when you have transmitted the data back on wide band links?

MR. WARD: There is a big gap between doing things in the laboratory, and routinely doing it in the field. There is this business of getting procedures approved, and signed off, and getting software released.

MR. WINKLER: It is not a technical problem then, but an administrative one?

MR. WARD: Correct.

MR. WINKLER: The next question is: You show consistently that the GPS obtained values are very small in precision and, conversely, the VLBI's scatter about ten times more. Yet, when you show the rates, that is reversed. That is, the VLBI rates are much smoother from day to day than the GPS rates. I think that this is inconsistent.

MR. WARD: That again is part of the operations problem. There have been two occasions when the two systems were running on different clocks.

MR. ALLAN: I think that the reason for the difference is that if you average GPS over 12 minutes, as Klobuchar has shown in some work that he has done, you can be affected by multi-path. It's an excellent time point, but it's not a very good frequency measure over a few minutes. The scatter can be quite high. The frequency should be determined from day to day not over that short sample.

MR. WINKLER: I can't understand that, because GPS time values, day after day, are smooth. If you derive, from the time values, the rates -- or do you derive the rates directly from GPS?

MR. ALLAN: That's right.

MR. WINKLER: That's crazy!
MR. WARD: This is an evaluation period for us with GPS, and I just tried this to see which data type produced the greatest precision and accuracy. For instance VLBI has the greater precision, but it doesn't have the accuracy. Also, before you can use the VLBI, you have to use some other method to make sure that the two stations are within ten microseconds of each other to cut down the processing time at the correlator. It requires a priori synchronization and syntonization.

MR. REINHARDT: There is a very good reason for the big difference in VLBI between the rate data and the time data. There are two separate outputs in the VLBI processing. One is the fringe rate output, and one is the fringe output. They go through very different processing. I suspect the time data is highly contaminated by the fact that they don't have a cable calibrator.

My question is: Can you comment on the source of the large scatter in the time data? What do you think is causing it in the system, and do you expect that to be cleaned up?

MR. WARD: That is mostly an operational problem. That's strictly a matter of maintaining the clocks.

MR. REINHARDT: The scatter that I saw was a good fraction of a microsecond, and that is many orders of magnitude larger than you would expect from VLBI. You say that's not from the VLBI system?

MR. WARD: What you saw from the VLBI system is what the clocks were really doing, and the location of the equipment at Goldstone at Station 12 was an interim location while they were doing the antenna repair and upgrading the equipment at the 64 meter site.

MR. KLEPCZYNSKI: To calibrate the VLBI process, there are two areas you have to calibrate. One is cable delays in the system and the other is equipment delays. In addition, there is a very important delay with regard to the formatter. That's the device that takes the time from your local clock and puts it on the tape, so that you can tell when each bit of data was taken.

If the Block One or Block Zero system is similar to the Mark II system that is used elsewhere, it is an undetermined delay, which is very difficult to calibrate according to the clock time on the magnetic tape. Every time you start and stop your equipment, or turn it on from scratch, this delay changes. Unless you can calibrate every single time when you start your experiment, you can easily get delays of several microseconds.
A SIMPLIFIED GPS C/A RECEIVER FRONT END WITH LOW NOISE PERFORMANCE
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Time and Frequency Division
National Bureau of Standards
Boulder, Colorado 80303

ABSTRACT

A redesign of the antenna electronics package for the NBS/GPS C/A receiver has resulted in significantly reduced cost and improved performance. Major improvements include a simplified and more reliable multiplier/mixer, elimination of all twelve piston trimmer tuning capacitors in the original design, elimination of expensive bandpass filters, less expensive antenna and a simplified packaging scheme.

BACKGROUND

Very early in the design of the NBS/GPS receiver (in 1979), we decided to include the first mixer and some IF amplification at the antenna. A local oscillator (LO) signal at 100 MHz, along with +15 Vdc, was sent to the antenna package on one cable. The LO was multiplied to 1500 MHz, and mixed with the GPS signal at 1575.42 MHz, generating an IF of 75.42 MHz. After amplification and filtering the IF signal is sent down to the receiver on a second coax cable.

Down conversion to the IF at the antenna package allows us to have almost unlimited cable lengths between the receive and antenna. Cable suitable for 75 to 100 MHz is inexpensive and easy to work with. Several NBS/GPS receivers are operating with RG-58 cables over 60 meters long. In contrast, a 60 meter cable suitable for operation at 1575 MHz would be a "semirigid" air dielectric type and would not be easy to pull through raceways and ducts.

Unfortunately, down conversion at the antenna creates other problems, in that in addition to an RF amplifier, we have added a LO multiplier chain, mixer, and IF amplifier that must operate reliably from -25°C to +60°C. We have had some problems with the original multiplier chain design which convinced us that a complete redesign of the antenna package was necessary.

PHYSICAL PACKAGING

A comparison of the new and old antenna packages is shown in Figure 1. Both are drawn to the same relative scale. The new package is rectangular, 23 cm x 23 cm x 10 cm (9" x 9" x 4"). The package consists of the 10 cm high aluminum cover with antenna and dome attached, with a 2.5 cm high inside fitting aluminum lid inserted in the bottom. A single fiberglass-epoxy G-10 printed circuit board is mounted to the lid with standoffs.
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Figure 2 shows the major elements of the physical construction. One primary goal was to minimize cost of the antenna package while maintaining a rugged, reliable, reproducible unit.

The single G-10 printed circuit board with rf shields mounted on it where needed is much less expensive than the milled aluminum cases used in the original package. In fact, any one of the 3 milled aluminum cases in the original design was more expensive than the complete new physical package. The sections of aluminum heat sink extrusions used for rf shields require a minimum of machine work. The total cost of 4 shields and 3 covers is less than $20 per package, based on fabrication of 15 antenna packages.

No attempt was made to hermetically seal the antenna package, since our past experience indicates that water can always get in, and once inside, it stays. Rather, edges of the inside fitting lid were sanded with a belt sander so the lid was a loose fit in the cover. This allows the case to breathe and maintain the inside at ambient humidity. The lid is inset slightly so that water running down the sides of the cover will not "wick up" around the lid. All aluminum surfaces were given a protective chromate conversion surface treatment and sprayed with an aluminum metal sealer. After all components were mounted, the PC board was also sprayed with two coats of sealer, which also provides moisture proofing and fungus protection. All outside surfaces of the aluminum cover were sprayed with two coats of white epoxy paint.

ELECTRONICS

The electronics package shown in Figure 3 provides about 65 db of gain from antenna to IF output. All rf circuitry at 750 MHz and above is fabricated as microstrip on the main circuit board except for the single Ga As FET low noise amplifier. Since this stage determines the noise figure of the system, we decided not to attempt to build it on the relatively lossy G-10 circuit board. Our original intention was to fabricate the FET stage on a separate glass-teflon circuit board, but our second "point-to-point" wired prototype LNA board worked so well that we decided to use that approach. Because of the relatively simple construction a technician can easily fabricate ten LNA boards in one day.

The overall noise figure of the front end is adjusted by bending a small inductor in series with the gate of the LNA. The noise figure for the first ten units is between 1.0 and 1.25 dB, measured from LNA input to IF output. The noise figure is degraded 0.2 dB by losses in the cable connecting antenna and LNA.

One of our primary goals was elimination of all tuning capacitors in the new antenna package. Elimination of RF piston trimmers which cost a total of $160 in the old package also helps improve reliability. We avoid tuning of the 750 MHz and 1575 MHz microstrip bandpass filters by designing for 10% filter bandwidth. Our primary concern with the 1575 MHz filter is to insure that response 3 down at least 16 dB at the 1425 MHz IF image, so overall noise figure will not be degraded. Ultimate rejection of the stripline filter is a modest 30 dB which is not
nearly as high the $200 commercial lumped element filter used in the original antenna package. However it has proved adequate in this application.

All tuned circuits in the multiplier chain (50 MHz and 150 MHz) as well as the 75 MHz (±12 MHz) IF band pass filter are adjusted by bending the air wound coils. No mechanically adjusted tuning slugs are used in any circuit. All coils are wound using AWG-22 heat strippable wire, and are self-supporting on the circuit board. Besides cost reduction and improved reliability, we feel elimination of variable capacitors helps improve stability over the operating temperature range.

Group delay of the antenna package, an important parameter in a time transfer receiver, is primarily determined by the 75 MHz IF bandpass group delay of approximately 30 ns (total group delay for the RF section is under 5 ns). We have tested the IF section for changes in group delay over a temperature range of -25°C to +50°C and found the variation to be less than 1 ns. We hope to verify the overall group delay variation with temperature in the next few months, but expect that it will differ little from the I.F. group delay variation.

The multiplier chain and twin diode second harmonic mixer have been trouble free in this design. Use of this mixer cuts performance requirements of the multiplier chain substantially. First, the injection frequency is half that normally required by a mixer, 750 MHz in this case rather than 1500 MHz. Second, the power level required for the 750 MHz can be as low as -3 dBm, rather than the typical +6 dBm required by most double balanced mixers. Other than limited maximum signal level (-30 dBm) and limited bandwidth (20%) restrictions, the twin diode mixer is an excellent, low cost choice for a mixer. A more complete description can be found in the references [1].

The multiplier chain provides all necessary power gain at relatively low frequencies where gain is easy to obtain. The +15 dBm drive level at 150 MHz to the X 5 multiplier varies less than 1 dB as the 50 MHz input level is changed from +6 dBm to -15 dBm. The 150 MHz drive level is also constant (within 1 dB) over the full temperature range.

The X 5 diode multiplier was derived from the design of a similar multiplier in a Pay-TV down converter. The Pay-TV converter used a IN914 switching diode to multiply to 1100 MHz. We chose to use a more recent vintage switching diode, the IN4153, which worked very well in this circuit. Conversion efficiency is about 10%, including almost 3 dB loss in the 750 MHz bandpass filter.

The IF amplifier uses three wideband (dc to 400 MHz) integrated circuit gain blocks. Each circuit has a gain of 14 dB, providing a total of 42 dB gain. Low pass (150 MHz) filters before the first and after the second gain block, along with the bandpass filter between the first and second IF stages result in complete circuit stability with no tendency for spurious oscillation.
The antenna used with the new front end is a commercial implementation [2] of the volute or quadra-spiral helix, popularized by Kilgus [3]. It is relatively small (2.5 cm diameter by 5 cm high) and inexpensive to construct, consisting of three pieces of AWG-16 wire and one piece of miniature semi-rigid coax, the same diameter as AWG-16 wire. The radiation pattern response is right circular with near hemisphere coverage. Over a narrow frequency range near resonance (± 20 MHz) the VSWR is less than 1.4:1; however it becomes highly reactive outside of this narrow range.

Since the LNA, when adjusted for lowest noise figure, is not unconditionally stable at all frequencies up to the 60 GHz cutoff frequency of the FET, oscillations can occur due to the widely varying impedance of the antenna away from its resonant frequency. However, by carefully controlling the length of the cable connecting the antenna to the LNA, it is possible to present a stable set of source impedances. The same cable length has worked with all units, but a change in cable length of 2 cm will guarantee oscillation. A more elegant solution would be to provide a ferrite isolator in the LNA input, but this would both increase cost and degrade noise figure.
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NEW PACKAGE

- PARTS COST: $200
- NOISE FIGURE: <1.5 dB
- REPRODUCIBLE: YES
- TEMPERATURE RANGE: OPERATES FROM 
  
OLD PACKAGE

- PARTS COST: $1000
- NOISE FIGURE: >2 dB (typical)
- REPRODUCIBLE: VERY DIFFICULT
- TEMPERATURE RANGE: SEVERAL FAILURES AT LOW TEMP

Figure 1. Comparison of Old and New Antenna Packages
Figure 3. Antenna Electronics
QUESTIONS AND ANSWERS

VICTOR REINHARDT, HUGHES AIRCRAFT: That mixer that you used, is there any place where data is available on it?

MR. ALLAN: I am glad that you asked that question. In fact, the reason that we presented this paper, since N.B.S. is a standards laboratory service organization, we have had several requests for the circuit. Rather than give it out on a one at a time basis, we decided to go ahead and make it available to the public. Anyone who desires to have copies of it, we are now making it available, and we are changing out our old receivers with it as we have the opportunity. Certainly you are welcome to it. There is a fee in terms of labor and cost of parts and costs. It's very reasonable.

GEORGE RESCH, JET PROPULSION LABORATORY: What kind of scheme did you use in the last slide to correct for the ionosphere?

MR. ALLAN: It's the Klobuchar model that's in the data word.
PERFORMANCE TEST RESULTS
OF A LOW COST GPS
TIME AND FREQUENCY MONITOR

Ron C. Hyatt and Javad M. Ashjaee
Trimble Navigation
1077 Independence Avenue
Mountain View, CA 94043

ABSTRACT

Final prototype and pilot production performance test results will be presented on a single channel C/A code GPS receiver that has been optimized for time and frequency applications.

Timing accuracy and stability test results will be presented, as well as position determination results.

Summary of these results are as follows:

Timing accuracy: better than 100 nsec
Timing stability: better than 10 nsec rms for 10 sec averaging
Frequency stability: better than 1 part in the eleventh for 10 sec averaging
Position accuracy: better than 50 meters when GDOP less than 8 and upload less than 5 hours old
Position stability: Better than 10 meters rms when GDOP less than 8 for two minute averaging

This paper not received for publication.
QUESTIONS AND ANSWERS

DAVID ALLAN, NATIONAL BUREAU OF STANDARDS: do you know, Al, if the highest satellite lock condition can be overridden, if you wished, to lock it to a lower satellite?

MR. RISLEY: I am not familiar with the unit, but Mr. Mitchell will answer the question.

MR. MITCHELL: The answer to the question is yes. Any of the automatic features can be overridden in the manual mode. It's simply a matter of selecting one control key on the front panel unit. That outputs you into a sub-menu.

You use the satellite-select for the particular satellite that you want to view. You can also override the automatic feature for the initial search. You could go to a sky search for a satellite that you know is in view to you, rather than letting it go through its entire catalog of satellites to set time.

You can also select the satellites that you want to do the positioning on. It will automatically go to the best satellite in view if you are in the automatic mode. You can override the automatic mode, and select the four satellites that you want to do the positioning on.

MR. KLEPCZYNSKI: Will the pricing structure which was announced for the Trimble receiver also be maintained by Datum and FTS?

MR. MITCHELL: The price is somewhat higher. Datum has purchased the exclusive rights to the unit. We don't feel that the price is that much different from the Trimble offering because we have made considerable improvements over the time since Trimble initially offered them at their introductory price. Trimble never sold any of them at the introductory price, by the way.

We do not consider the software updates to be an option, so it is included in the price. That way you have software updates for the next four years to protect you from any changes that might be made in the program, as well as to get any improvements that we find are necessary in the updating of the software to improve the operation.

The new price also includes the RS 232 and some other improvements. The unit is being introduced at around 25K.

MR. BUISSON: How many receivers are in the field?

MR. MITCHELL: Of the first production run of ten, I took the first unit to ITC. The second unit is here at this show. Two of the units are at the Plans meeting in San Diego this week, and four units are being delivered to Patrick in the next two or three weeks, and one unit is being delivered to Ampex, and the last unit goes to the Coast Guard. The second production run of ten is going into test this week. I believe that five of those units are already spoken for.
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