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SUMMARY

An Ultrarehable, Fault-tolerant, Control-System (UFTCS) concept 1s described using a systems design
philosophy which allows development of system structures containing virtually no common elements.
Common elements limit achievable system relability and can cause catastrophic loss of fault-tolerant system
function The UFTCS concept provides the means for removing common system elements by permitting
the elements of the system to operate as independent, uncoupled entities Multiple versions of the
application program are run on dissimilar hardware Fault tolerance 1s achieved through the use of static

redundancy management

INTRODUCTION

The use of redundant concepts enables fault-tolerant
systems to be developed which are significantly more reliable
than their sumplex counterparts Unfortunately, no system
can be developed which can be shown to be entirely free
from design error Latent design faults which exast i system
functions which are held in common between redundant
elements will ultimately cause system failure The advent of a
system failure caused by a common latent design fault repre-
sents an unpredicted event in the hife of any fault-tolerant
system The first attempt to launch the Space Shuttle
Columbia was aborted as a result of a latent design fault 1n
a common system feature, namely, the computer synchroni-
zation scheme Fortunately, the failure was not catastrophic
However, 1t was costly n terms of financial loss, schedule
delay, and prestige

Fault-tolerant systems which do not contain features
common to redundant elements are mnherently more reliable
than system designs which do contain common features The
effect of common elements on fault-tolerant performance
generally are not considered when the rehability of a given
system 1s calculated The difference between concepts con-
tamimg common elements and those not containing common
elements will become apparent when the reliability of the
operational system 1s assessed

Common features are not required in systems where the
redundant elements operate independently These features
prohferate 1n fault-tolerant systems concepts which are
popular today and can be generally categorized as (1) use of
global redundancy management schemes, (2) use of redun-
dancy synchronmization, (3) cross-channel communication
between redundant elements, (4) replication of identical
hardware, and (5) replication of identical application
programs

PROJECT HISTORY

The postulate that UFTCS systems could be developed
from completely independent elements came from research
begun in the mid-1970s at NASA Ames Research Center
Dunn and Meyer recognized that sigmificant increases in the
computational power of microelectronics, coupled with
similar decreases 1n their cost, size, and weight would permit
the development of ultrareliable fault-tolerant system designs
(ref 1) They developed a system structure which uses an
efficient blend of hardware and software to achieve fault
tolerance based upon independent redundant elements The
resulting UFTCS system concept consisted of asymptoti-
cally stable independent control elements in a paralle],
cross-strapped system environment Fault tolerance was
achieved through the use of static redundancy management
(ref 2)

Static-redundancy management 1s modeled after biologi-
cal systems which compensate for continuous failure without
any global fault-handling mechanism This method of
accommodating the falures experienced in mndividual redun-
dant elements was previously impractical because of the
enormous penalties of cost, size, weight, and power incurred
in N-module (replicated) redundant systems Because of thus,
the SIFT (ref 3) and FTMP (ref 4) fault-tolerant programs
concentrated on hardware-conservation techniques based on
dynamic redundancy management Both trade off hardware
size for software and general system complexity The current
computational power available in today’s mucroelectronic
technology makes possible the use of N-module, static
redundancy mn fault-tolerant system concepts

Using the ongmal work as a basis, the authors have
developed laboratory facilities, stmulators, and an operating
experimental test bed capable of examining the fundamentals
of the theoretical work The laboratory has the capacity to
synthesize and analyze ultra-rehable fault-tolerant systems
concepts The experimental test bed provides a real-ttme
implementation of a UH-1H helicopter control system and
1s used to examine the characteristics of independently
operated fault-tolerant elements It consists of autonomous
elements configured to operate independently, in parallel,



and can be arranged in quadruple, triple, or dual-redundant
configurations The UH-1H control algorithm implemented
1s asymptotically stable (refs 5 and 6)

An ultrareliable fault-tolerant control system (UFTCS) 1s
one which, possessing virtually no common elements, will
deliver 1ts theoretical reliability Thus report describes the
development of a design philosophy from which ultrarehable
fault-tolerant control systems (UFTCS) can be generated
The basts for the concept employs the use of independent,
uncoupled redundant elements to elumnate the need for
common elements in the system structure A properly
configured UFTCS system will have the following charac-
teristics and attributes (1) a structure that 1s relatively free
of common elements, (2) probability of failure less than
10713 /hr 1in the helicopter environment, (3) survivability
from externally motivated physical damage caused by
the dispersion capacity of the redundant elements,
(4) independent operation of control tasks and redundant
elements, (5) autonomous, nomdentical elements, (6) static,
nonreconfiguring local fault management, (7) task replication
and voting processes which are transparent to the application
designer

The theoretical and experimental objective of our work 1s
to provide proof that fault-tolerant systems based upon
independent operation of redundant elements are a practical
alternative for fault-tolerant system designs To this end,
laboratory stmulations were developed which allowed investi-
gation of the responses of various control-system structures
in the fault-tolerant environment, and the structuring and
analysis of redundant data-management (voting) schemes A
typical example of a UFTCS was constructed, using the
architecture proposed by Dunn and Meyer (ref. 1), to allow
investigations nto the theoretical and practical bases of the
concept 1n conjunction with the operational hardware and
software The control system implemented 1n this expen-
mental test bed was that of a UH-1H helicopter Some results
of the experimental research are presented which establish an
empirical basis mdicating that ultrarehiable systems which
employ independent, uncoupled-redundant elements can
be produced

ULTRARELIABLE CONCEPTS

Ultrareliable Fault Tolerance — A Defimnition

Ultrarehability can be achieved 1n a fault-tolerant system
by ehmunating the potential of system failure caused by
latent design errors which exist mn functions held “mn
common’ among the redundant elements As no system
design can be shown to be completely free of latent design
error, these latent faults can be assumed to exist in fault-
tolerant systems which contamn common features Reliability

analyses of fault-tolerant systems do not account for the

presence of the latent design error (some general work has,
however, been accomplished 1n this area (ref 7)) Therefore,
the demonstrable reliability of a fault-tolerant system which
contains common faillure modes will be less than the calcu-
lated reliability because of the presence of latent design
faults which exist in any common features However, fault-
tolerant systems which contamn virtually no common
elements can be structured These systems are predicated on
the concept that the redundant elements must exast as inde-
pendent, autonomous entities Ultrarehable fault tolerance
can be defined as “a concept which produces ultrareliable
systems that have the capability of delivering expected
rehiability ” Because of the simplicity of the designs which
evolve from the concept, these systems are extremely reliable
with probabilities of farlure less than 107! 3 /hr of operation
in environments as adverse as the helicopter environment

Ultrareliable Fault Tolerance — The Criteria

Historically, the development of fault-tolerant systems has
been motivated by the persistent need of the user for ever-
mcreasing system reliability Numerous fault-tolerant system
concepts have been developed to satisfy this need Each
fault-tolerant structure 1s constructed attempting to satisfy
two basic criteria

(1) the redundant system elements must be independent,

(2) the redundantly generated outputs must be

unambiguous

It 1s the relative compliance with these two criteria which
determines the inherent reliability of a given fault-tolerant
structure In the past, 1t has not been possible to comply
completely with both criteria for reasons which are discussed
later Usually, a satisfactory compromuse between compli-
ance and system structure will be reached which satisfies the
second criterion, but only partially satisfies the first

On muitial consideration, 1t appears that these two criteria
are mutually exclusive The first condition establishes that
the redundant elements must be independent and totally
autonomous with no common features But the second
criterion requires that the outputs produced by the indepen-
dent redundant elements cannot be ambiguous For function-
g elements, the output values which are generated must be
close enough mn value throughout time so that logical com-
panisons can be made These comparisons are performed by a
portion of the system, usually known as the “voter,” which
1s responsible for determining the failure status of the redun-
dant elements

Independent Elements — A Historical Perspective
It would seem that independent elements executing, for

example, a flight-control algonthm would not produce
control values which could be logically voted for any length



of time Under certain conditions, this has been expenimen-
tally shown to be the case The ongnal system architecture
of the AFTI-F16 triplex, fault-tolerant system was structured
such that the elements were mdependent However, tests of
the system, as described by Mackall (ref 8) disclosed signifi-
cant differences between redundantly generated control
values The magnitude and unpredictability of the discrep-
ancies made channel selection and fault detection virtually
impossible In attempting to comply with the first fault-
tolerant criterion, 1t became immpossible to fulfill the second
Steps to correct the problem were implemented A second
case, described by Osder (ref 9) disclosed the results
obtained from experimental hardware-in-the-loop simulations
of tri/quadraplex fault-tolerant systems employing indepen-
dent elements As with the AFTI-F16 control-system expe-
rience, significant differences existing between independently
generated redundant data were recorded and a method was
devised to correct for the differences It 1s interesting to note
that both systems solved the divergence problem by imple-
menting a form of cross-channel communication to force the
control values generated to conform to each other The first
used equalization to balance the integration terms directly
in each control law processor thus bringing the generated
redundant values into accord The second system used equali-
zation to obviate differences 1n the values generated by each
control law processor Regardless of the technique employed,
the itent of cross-channel commumnication between the
redundant elements 1s the same Osder (ref 9) properly
describes the need “to correct static or long-term differences
(between the control law processors) so that the channels
track

However, the use of cross-channel communications to
force the generation of votable, redundant, output sets
violates the first premise upon which ultrareliable concepts
are based The system elements must be independent Cross-
channel communications are needed only 1if static or long-
term differences between redundant elements exist Both
requirements for the development of ultrareliable fault-
tolerant systems are met by a systems concept which con-
tains independent elements whose outputs do not produce
long-term differences In the next section, the mechanism
through which these differences are produced 1s demon-
strated Several simple techniques which may be employed to
cause long-term differences between redundant element out-
puts to effectively disappear without resort to cross-channel
communication 1s then displayed 1n a later section

Sources of Common Elements

The generation of fault-tolerant system concepts based
upon mdependent elements requires the implementation of
certamn philosophies which mamtain the mdependent rela-
tionship By specifying that the redundant elements must be

independent, systems are produced which are common-
element free Common elements can reside not only 1n the
hardware, but also in the application programs that are
embedded 1n the hardware and in the philosophies mvolving
redundancy management All three areas of the system struc-
ture contain the human element The sources of common-
ality 1n fault-tolerant systems are (1) use of global redun-
dancy management schemes, (2) use of redundancy syn-
chronization, (3) cross-channel commumnication between
redundant elements, (4) replication of identical hardware,
and (5) replication of 1dentical application programs

Common-Element-Free Concepts

Unsynchromized operation— The need for tight syn-
chronization of the redundant elements 1s predicated on the
requirement that the output values generated by these
elements be votable Synchromzation, i conjunction with
cross-communication of the mnput state variables, 15 used to
force the redundant elements to march in lockstep, trans-
ducing input state variables at the same time and providing
computed outputs for voting simultaneously Synchroniza-
tion 1s used because 1t forces the redundant channel outputs
to track, thereby making the voting process stmple Thus,
synchronization fulfills the criterton that the generated out-
puts must be unambiguous However, a synchromzed fault-
tolerant system violates the criterion that the redundant
elements must be independent Because of this, the syn-
chronized system cannot fulfill projected reliability as the
synchronization scheme (hardware, software, and human
element) represent an uncalculated common element 1n
which a latent fault will cause total loss of system function
Further, synchromized systems tend to contain other sources
of common elements such as the use of cross-channel com-
munications, 1dentical hardware, and identical application
programs To make the resulting system more relable,
unsynchronized redundant elements should be used

Multiple-version redundant elements— The same reasoning
can be mvoked to discuss the use of (1) identical hardware,
(2) 1dentical application programs, and (3) cross-channel
communication All three methods of implementing redun-
dancy violate the independence criterion The human
element 1s mvolved with the development of each They can,
therefore, contain latent faults embedded into the design as a
result of human error which, when disclosed, could lead to
catastrophic loss of system function The use of cross-
channel communication 1s unnecessary if the outputs pro-
duced are unambiguous The use of 1dentical hardware and
apphication programs should be supplanted with the use of
dissimilar redundancy for each item The voting techniques
implemented need not be identical Dafferent voting philoso-
phies may be used



Static redundancy management— Independent operation
of system elements obviates the use of the global or dynamic
forms of redundancy management The philosophy of static
redundancy management 1s employed instead Static redun-
dancy management eliminates the interelement coupling
found 1n fault-tolerant systems which employ dynamic or
analytic redundancy management The static method of
redundancy management may best be described as manage-
ment where Nothing of system wide significance occurs to
the system structure on the advent and detection of elemental
failure

Static redundancy management elimninates the need for
global redundancy managers performing dynamic reconfigu-
ration of the system Statically managed systems do not have
the common element represented by the global management
scheme and are therefore more reliable Moreover, static
redundancy management does not require system-wide
knowledge of how the system can fail, global knowledge of
the current fault status of the system, or development of
any system-wide reconfiguration strategy The static-fault
managers (‘“voters) are autonomous entities which neither
share fault status nor cause any external activity when failure
of system elements are detected Basically, 1t 1s the function
of the voter to control the flow of redundantly generated

A AND B ARE TASKS
V IS VOTING PROCESS

REDUNDANT DATA

data from “Task A” to “Task B” as shown i figure 1 Each
redundant task member has 1ts own autonomous voter Each
voter recerves independently generated, redundant data from
each member of the previous task Here the mmcoming data
sets are correlated and only uncorrupted data reach the
task.

Software development and validation in fault-tolerant
systems which are statically managed 1s highly modular The
control process 1s distributed into several tasks Each task
may be built as a separate entity and linked into the whole
through proper definition of the data flow between tasks
As data arnving at any task have been evaluated for correct-
ness by the voter, the applications programmer does not
have to deal with the technicalities of redundant-data
mamipulation The task application programs are developed
separately from the programs involving the voting process in
a statically managed system

In conclusion, fault-tolerant systems employing mdepen-
dently redundant elements controlled through static redun-
dancy management and whose system elements perform
different verstons of the application programs (both process
and redundancy management) in dissimilar hardware are
mherently more reliable than those which do not

CORRELATED
DATA

//
B -
N \\

Figure 1 — Static redundancy management using independent elements



Sources of Channel Divergence

Ultrarehable systems can only be generated if the ele-
ments which perform redundant processes are functionally
independent and the outputs they produce are unambiguous
However, the system design practices which have currently
attamed mdustry-wide acceptance do not allow for indepen-
dent operation of the redundant elements The need to
produce unambiguous results has led industry to develop
methods which obviate the sources of “channel divergence
These methods also cause the redundant elements to become
highly coupled and dependent It 1s clear that other methods
need to be found which allow for both unambiguous output
and mdependent elements But 1t 1s first necessary to fully
understand the ongins of channel divergence and the effect
that each source has upon the magnitude of the divergence
between channels One important vaniation in philosophy
will be mntroduced which takes the criterion of unambiguous
results literally In the fault-tolerant system, 1t 1s not neces-
sary that the agreement between results, as determined by
the system voting elements, be perfect It 1s only necessary
that the results not be ambiguous It 1s acceptable to relax
the voting cntena to one which, for example, will tolerate
long-term (10+ sec) channel differences of 1% full scale, and
short-term differences (300 ms) of 3% or 4% of full scale
Thus relaxation has hittle or no effect on field reliability

Vanation between personal clocks— As shown 1n figure 2,
each redundant computer contains a source of “personal
time > The base of this time 1s usually a crystal-controlled
oscllator within each computer It 1s a practical 1mpos-
sibility that the relative passage of personal time noted by
Computer 1 will be identical to that noted by Computer 2
or Computer N at any mstant With all other factors equal,
results of computed functions which are based on personal
time will vary from computer to computer Digital integra-
tion 1s a process affected by the computer’s perception of
time Time differences between computers appear as 1f the
constant of integration 1s varted between the N computers
For processes which are cyclic (roll or pitch control, etc ),
the divergence between results peaks when the cycle peaks
and returns to zero when the cycle returns to 1ts null pont.
Channel divergence does not accumulate, and can be made
small through proper specification of the time accuracy
between redundant computers For integration processes
which are not cyclic, such as are found in navigation, the
perceived differences in time accululate Given sufficient
time, channel divergence (caused by various channels wanting
to be m different places at the same instant of real time) will
grow until channel failure 1s declared by the voter If mission
time 1s short compared to the intercomputer time drift rate,
this effect can be ignored If mussion times are long, such as
in autonavigation spaceflight, this variation must be taken
nto account

Personal clock inaccuracies— The personal clocks shown
in figure 2 not only vary relative to each other, but dnft
relative to the value of real time If the application program
presumes a knowledge of real time (e g, a Euler first-order
mtegration used for navigation purposes) and the real tume
differs from presumed time, output varations from proper
outputs (those generated 1f the presumed time were equal to
real time) occur from the pomnt of view of the system As
above, integration errors caused by cyclic operation of the
system return to zero when the system returns to its imtial
condition, and noncyclic errors accumulate

Buas, scale, and nonlinear factor vanations— The sampling
interfaces shown 1n figure 2 are replicated and independent
As physical devices, 1t 1s not possible to produce N samplers
with 1dentical properties Therefore, even 1f the state variable
set was transduced at exactly the same moment 1n real
time, 1t can be assumed that each independent computer will
subsequently not contaimn exactly identical digital values for
each of the vanables The differences appear as bias, scale,
and nonlinear vanations i the sampled input data sets from
computer to computer When the application program
operates on different data, different results will be recorded
by the voter When the control law contains free integrators,
the effect 1s pronounced as the effect 1s summed from cycle
to cycle

Sampling skew and sampling rate— These two related
parameters have the most pronounced effect on the channel
divergence State variable dynamics, sampling rates (the data
are processed between samples), and varyng sample skews
will combme to produce situations where the channel diver-
gence varies mn what would seem a random manner However,
if all of the system variables were known, the process 1s actu-
ally deterministic A simple timung diagram, figure 3, displays
a possible relationship of the N imdependent computers
shown 1n figure 2 Note that in independently operated
redundant elements, both the sample skew and sample rate
may vary with time

If redundant processes do not sample dynamic-state
variables at the same instant of real time, variations between
redundantly computed outputs will be recorded by the
voter Samphling skew 1s the difference in time between input
state variable samples taken by one redundant computer
relative to the sample time of any other The sample skew
relationship can be fixed or can vary as a function of the
loop time of the application program Presume, for example,
that Computer 1 and Computer N have exactly the same real
time sampling rate (say 20 ms) and are 1dentical mn all other
ways except that Computer N always samples data 9 3 ms
after Computer 1 As the value of the mput data 1s changing
from mstant to mstant, Computer N will “see” different
values for sampled vartables than will Computer 1 If a
particular parameter 1s increasing in value, then Computer N
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will see a larger value than will Computer 1 As the output of
the computational process 1s based upon the value of the
mput parameters, the redundant computers must produce
output values which are different The nstantaneous amount
of channel divergence recorded at the voter 1s dependent
upon the absolute difference of the vanable value between
the time 1t 1s evaluated by Computer 1 and Computer N
(how fast the parameter 1s moving), and how the parameter 1s
used by the control law

Two factors dealing with sampling rates affect channel
divergence the absolute real-time sample rate and the relative
sampling rate of one computer to another The furst factor, 1n
conjunction with sampling skew, determines the absolute
difference between the value sampled by Computer 1 and the
value sampled by Computer N for state varntables which are
dynamic For a given vaniable dynanucs and sampling skew,
increasing the sampling rate for all of the redundent compu-
ters will cause the absolute value difference between samples
to decrease. Regardless of mter-computer skew, the amount
of channel divergence decreases as sampling rate mcreases

If the redundant channels have different or dynamic (e g,
data driven programs) sample rates, the sampling skew of
Computer 1 to Computer N will vary with time The closer
the times are to each other, the slower the skew varies This
can affect channel divergence by causing the relationship of
the redundant channels to change with increasing time
Depending on the dynamcs of the sampled data, this can
erther increase or decrease channel divergence

Use of freentegrators— “Integral Control” 1s an extremely
useful tool to the control systems designer Its main use 1s to
control long-term vanations i or compensate for incomplete
definmition of the state of the plant being controlled It pro-
vides zero-error, steady-state control of the plant Integrators
also contam the sum of all past events occurring at the input
to the integration process If the control laws processed by
the redundant computers of figure 2 contain free integrators,
then the sampling, skew and personal time differences will
cause the output values produced by the integrators to vary
effectively in a random fashion For instantaneous mnput
differences, the same may be said for lead/lag or constant-
gamn crcuits The difference with the pure integrators 1s that
when the mput difference goes to zero, the difference
between the mntegrator outputs will not The integrator will
“remember” the past history and maintam the difference
mndefinitely Given that the process of channel divergence
owing to mtegration s effectively a random one, scenarios
can be easily constructed wherein the integrators cause the
channel divergence to increase to indefinitely large values
Lead/lag and constant-gain elements do not contnbute to
long-term or steady state channel divergence

NULLIFYING CHANNEL DIVERGENCE —
A METHODOLOGY

The factors which cause channel divergence are a function
of the practical constramnts 1 producing redundant (repli-
cated) elements, and the skew/sampling relationship between
them These involve the method of mput data collection of
each redundant member In cycling through the transfer
function, which must be identical from redundant computer
to redundant computer, output values are produced which
are predicated on the sampled value of the imnput At any
given instant, the redundant values produced by indepen-
dently operated redundancy will be different To produce
unambiguous results, the tracking error must be kept within
acceptable limits Unambiguous means, for example, that the
channels track to within 1% of full scale on average and the
instantaneous varnations cannot exceed 4% of full scale
Also the time to declare a fault can be extended from one or
two frames to several seconds of disagreement Nothing 1s
lost through relaxation of the failure-detection parameters
The fault-tolerant structure will not propagate improper or
faulty data What 1s gamed 1s a relaxed failure criterion which
permits the fault-tolerant system designer to employ design
techmques that do not require common elements mn the
system structure As the results do not have to agree exactly,
different application programs, different voting routnes,
dissimilar hardware, and independent redundant elements
may be employed Common latent design faults will not then
exist if the concept of static redundancy management 1s
also used

Use of Asymptotically Stable Controllers

The differences which are mnherent between indepen-
dently operated redundant computers cannot be allowed to
cause channel divergence which exceeds a reasonably small
time/magnitude threshold at the voter The threshold need
not be static, but can be varied as a function of the dynamics
of the voted varniables Instantaneous differences caused by
the mechanics of data sampling and time generation can be
mimmized by specifying sufficiently tight tolerance on the
hardware that constitutes these functions This specification
1s the one 1item over which the designer has good control
Free, pure integration terms cannot be allowed in the control
system design However, the integration terms can be
approximated by lead/lag elements with long time constants
What 1s lost 1s the steady state zero tracking error feature of
control loops which employ free integrators What 1s gamned
1s that the lead/lag element will “forget” the short-term
differences between redundant channels Instantaneous dif-
ferences will still exist, but their effects on channel output
will be reduced to zero as time passes



A laboratory sumulator has been developed which provides
msight into the mechanics of the mndependently operated
fault-tolerant processes It 1s a computer model of a dual-
redundant, fault-tolerant system Redundant-element cycle
times, mnitial skews, control-system parameters, and more
may be varied by the operator The simulator outputs as an
x-y plot the current state of the input (Input) and plant
(System Output), the values produced by the redundant
control elements (Output A, Output B) and the difference
between the outputs of the two elements (Error A-B) versus
time mto each run Currently, only two simple voting
algonthms have been modeled (1) Voter Output equals
Channel A Output, and (2) Voter Output equals the average
of the current values of Channel A and Channel B outputs.

Two models of a simple redundant control system run
on the simulator are displayed in figure 4 The plant being
controlled in this example 1s represented by a 1/S+1 term
A variety of waveforms may be input to the system. The
control system 1s built as a umty-gain feedback system with
two redundant controllers and one voter Each controller
consists of two control elements in the forward loop — the
first a stmple constant gain term The second may be a free-
integration term (1/S) or a lag term (1/S+¢) as determuned by
the operator Plots of system responses to varying parameters
of loop times, skews, voting algonithms, and nput wave
shapes were made The performance of the control elements
using free mtegrators 15 compared to the performance of the
control elements which use lag elements (note that this
controller 1s asymptotically stable) In the asymptotically
stable control system, channel divergence which results
from the redundant channels responding to different mput
data will disappear with the passage of time However, a price
must be paid for the improvement in performance. The
steady state error 1s not zero Typical values for KO, K1,
and € are, respectively, 21,02, and 001 or 28,40, and
01 This will leave the system with a 0 5% to 2 0% steady-
state error Ths steady-state error 1s sufficiently small that 1t

1s within the overall accuracy of most flight systems Addi-
tionally, new control system designs can be structured to
compensate for the error

Plots are presented to show the response of the two types
of control systems to various inputs These plots demonstrate
the effect which sample skew and sample rate, and bias,
scale, and nonlinearities of the sampling interface have on
channel divergence The response of the integral control
system to a step wmput is shown i figure 5 The voting
philosophy adopted here 1s “choose Channel A ” Channel A
sees the step first and produces an output for the plant
The state value for the plant, which has started to move,
decreases the magmitude of the error signal seen by Chan-
nel B when 1t samples the variable 20 ms later Because
Channel B always samples 20 ms after Channel A (therr
clocks are highly accurate and are running the same applica-
tion program), Channel B consistently sees smaller values for
the error signal during most of the transient response time
When the system has achieved its steady state, a constant
channel divergence of about 15% of the step size has been
mtroduced 1nto the system At 10 0123 sec, the value of the
mput 1s returned to zero The relationship of sample time to
system dynamucs 1s important. If the mput 1n figure 5 had
been returned to zero at exactly 10 000 sec, the steady state
channel divergence generated by the step mnput would go to
zero However, using the scenario of figure 6, bringing the
mput back to zero causes an increase in the steady-state
channel divergence to 30% of the amphitude of the original
step Notice that the system has returned to 1ts oniginal null
state, but the output values of the redundant channels have
become highly divergent The steady-state channel diver-
gence 1s due solely to the presence of the integrator term
(40/S) “rememberning” the different sequence of mput
events as seen by each channel

Now, compare the response of figure 5 to that of figure 6
Exactly the same conditions and sequence of events were
established for this simulation, except that the integrator has
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Figure 4.— Fault-tolerant system using integral control.
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been replaced by a (4 0/S + 0 1) term The response of this
term 1s slightly slower than that of the integrator, and the
steady-state gain has decreased from infimity to 40 0 — but
notice the sigmificant effect this slight modification to the
integration term has made The channel divergence generated
by the asymptotically stable controller at Time = 0 0+ 1s
much less than that generated by the integral control system
Further, the channel divergence decays to zero as Channel B
“forgets™ the different sequence of mnput events and begins
to operate solely on the currently available information The
response of the plant (system output) to the two controllers
(integral versus asymptotic) 1s virtually mdistinguishable At
20 0 sec, the asymptotically stable redundant controllers have
reduced the channel divergence to 0 0% of the value of the
step (versus 30% for the mtegral control system). The voter
must tolerate mnstantaneous channel divergence which may
be very large (three units for the first 20 ms after the advent
of the step in figure 6) The average channel divergence for

asymptotically stable redundant controllers, however, can be
made very small

Figure 7 shows the response of the asymptotic system to
notse impulses of umt amplitude This ampltude could repre-
sent sensor noise with magnitude equal to one or two bats of
digital resolution The sample times for the two channels was
set at 50 ms with Channel B sampling 20 ms later than
Channel A The simulation was run such that only Channel A
sampled the noise impulses, which occurred every 500 ms
The voting philosophy employed was “Choose A ” The chan-
nel divergence, which was zero at the start of the simulation
has reached a limut of about O 8 unit, or less than the size of
the noise impulses The channel divergence of the mntegral
system (not shown) increases by 0 01 unit at each impulse
The size of the integral channel divergence would eventually
trip the failure threshold of even the most relaxed voter
Figure 7 demonstrates that even 1f the impulse differences
enter the asymptotically stable, fault-tolerant system faster
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Figure 7 — Asymptotic controller-impulse-noise response
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than the asymptotic stability can wash them out, the channel
divergence will reach a ltmit and will not grow without bound
Notice that an “intelligent” voter could successfully deter-
mine that neither channel has failed As the channel diver-
gence 1s constant, the mtelligent voter could deduce that the
wave shape of the redundant channels must be identical and
logically assume that neither channel 1s moperative or failed
Instantaneous change in the channel divergence 1s agamn
excepted Note that even if the channels were totally syn-
chronous, the channel divergence caused by the varation 1n
sampling interfaces cannot be avoided without cross com-
munication of the mnput data, which thus destroys channel
independence

Increase Sampling Rate

As stated earher, the channel divergence which can be
expected from independently operated redundant elements 1s
heavily dependent upon the dynamics of the input relative to
the sampling rates of the redundant elements if the samples
are not taken concurrently This 1s brought forth in figure 8
and figure 9 In the former, the sampling rate of both redun-
dant elements 15 50 ms with Channel B’s sampling time
skewed 20 ms after Channel A The voter algonthm 1s
“Choose A A smusordal mput 1s myjected nto the system
The dynamucs of the input and plant are sufficient to cause
the channel divergence to oscillate about zero with a peak
magmtude of about 025 umit Notice that as the rate of
change of the input decreases, the value of the channel diver-
gence decreases thus clearly demonstrating the sensitivity of
channel divergence to mput dynamics The simulation shown
1n figure 9 1s equivalent to that of figure 8 except the sampling
period of the redundant elements has been decreased to
10 ms Notice that decreasing the sampling period to 10 ms
decreased the channel divergence to20% of 1ts original value
This demonstrates that the channel divergence 1s also
sensitive to the sampling rate

Control Time

The time at which state variables are sampled 1s of utmost
importance to the amount of channel divergence which will
be experienced To a lesser extent, the relative varnation in
timekeeping between elements will also affect channel diver-
gence Obviously, if the redundant channels can be made to
sample at nearly the same time, channel divergence will be
created only as a result of the varnations in the sampling
interfaces discussed above This can be accomplished without
resort to cross communication between channels Each
redundant element can be given access to a redundant clock
whose time data enter the system in exactly the same way
as any sensed variable If the redundant elements are pro-
grammed such that state variables are to be sampled at each

50-ms boundary and if the latency of the redundant time
data 1s small, 1t can be shown that the sampling time of the
redundant elements can be made to approximately converge
The comcidence of the sampling would depend solely on the
uncertainty in each element of the actual value of time
Controlling time will ehmmate the dnft of time between
computers for long-duration missions The application pro-
grams would return to bemng frame-based However, the
redundant elements are still independent entities Channel
divergence 1s significantly decreased and the use of asympto-
tically stable controllers 1s still required

EXPERIMENTAL RESULTS

A working example of a UFTCS system has been con-
figured and tested at NASA Ames Research Center It 15 a
mucroprocessor-based, quadraplex-redundant control system
configured with independently operated redundant elements
Sampling times were deliberately made highly asynchronous
with cycle times of the application program being data driven
and varying from 35 to 52 ms Total real-ttme control of all
four axes of a UH-1H helicopter 1s provided both n simula-
tion and flight test

Laboratory and manned simulation testing of the device
have proven highly successful Several hundred simulated
“flight” hours have been logged to date The four channels
have demonstrated acceptable, votable levels of channel
divergence Figure 10 shows an expanded view of the four
redundant controls for the pedal axis durtng 18 sec of a
500-sec flight in the manned flight sumulator The voting
algorithm employed was a version of midvalue select The
control theory employed was that described by Meyer and
Cicolam1 in reference 6 As can be seen, the redundant
control values generated remam well with 005°of each
other Over the entire flight, and other flights, the redun-
dantly generated control values for each of the four axes
remain within 0 1° of bemg consistent Detailed information
concerning the test system structure and operation 1s the
subject of a following report

Calculated Reliability of the Test System

A detailed rehability analysis of the UFTCS structure
was conducted by Curry/Frey of Search Technology and
VanderVelde of MIT (ref 10) The hardware developed for
the test system was used as a model, and the study con-
sidered potential configurations combming quadruplet,
pentad, and hexad members Voting philosophtes considered
that simple voters would allow the system to fail to two
operating, and “smart” voters could allow the system to fail
to one remaining operative
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Figure 10 — UH-1H yaw control valves

The results of the analysis show that the probability of
system failure for the first 10 hr of a helicopter flight using
a pentad UFTCS (excluding the unreliability of sensors and
actuation hydraulics) with simple voters 1s 8 6X107!! The
system 15 based on microcomputer technology with the total
volume of a pentad UFTCS controller being less than a small
suitcase, with the elements dispersable throughout the con-
trolled environment In the air-transport environment,
under the same conditions, the probability of system failure
1s 29X107'! In space applications, such as the Space
Station, the two week unattended probability of failure 1s
24X1077 As the system contams virtually no common
elements and 1s not subject to latent common design failure,
the delivered reliability of a UFTCS system should approach
the calculated figures

CONCLUSIONS

Fault-tolerant control systems can be configured from
independent, autonomous, redundant elements Made from
dissitmilar hardware, processing different versions of applh-
cation programs, and controlling system-fault status through
the use of static redundancy management, these systems
assume the property of ultrareliability Systems so structured
do not possess sources of latent common-design faults,
and their demonstrated field rehiability will approach pre-
dicted system reliability

Channel divergence normally encountered 1n fault-tolerant
systems using independent redundant elements 1s caused by
sampling and time differences between channels and the
use of ntegral control theory Based on experimental evi-
dence, channel divergence can be decreased to levels which
readily voted through (1) the use of asymptotically stable
control laws, (2) sampling rates which are adequately rapid
relative to the frequency response of the total system, and
(3) forcing sampling times to converge

Ames Research Center
National Aeronautics and Space Administration
Moffett Field, Califormia, 94035, August 22, 1984
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