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ABSTRACT

Receiver timing synchronization of an optical PPM communication system
can be achieved using a phase-locked loop (PLL) if the photodetector output is
properly processed. The synchronization performance is shown to improve with
increasing signal power and decreasing loop bandwidth. Bit error rate (BER) of
the PLL synchronized PPM system is analyzed and compared to that for the
perfectly synchronized system., It is shown that the increase in signal power
needed to compensate for the imperfect synchronization is small (less than 0.1l

dB) for loop bandwidths less than 0.1 %Z of the slot frequency.
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l. INTRODUCTIOM

e

M-ary Pulse Position Modulation (M-PPM) has been shown to be an effective
modulation technique for direct detection optical cormunications. In M-ary PPM
systems, each word frame is divided into M time slots and the data are encoded by
transmitting a single laser pulse during one cof the M time slots. The perior-
mance of optical PPM systems has been well documented [1,2,3]. However, most
studies were based on the ausumption of perfect timing synchronization between
the receiver and the transmitter. For a practical communication systea, tuis

condition is not always satisfied.

In the presence of timing error, some of the signal puotcus that are trans-
mitted in the signal time slot will be counted in the adjacent slots. This
effectively reduces the signal-to-noise ratio and, consequently, increases the
probability of decoding error [3]. Accurate timing synchronization is needed
to minimize the decoding error at the receiver. In general, timing synchroni-
zation can be achieved by either transmitting a separate timing signal along
with the data, or by acquiring synchronization directly from the received signal.
For applications where the transmitter power 1is limited, the latter method is
preferred. Phase-locked loops (PLLs) provide an easily implemented method for
recovering the transmitter timing. The applications of phase-locked loops in
radio frequency systems have been studied extensively [4,5]. The use of phase-
locked loops for timing synchronization in optical communication systems have
also been studied in recent years {6,7,8]. Gagliardi and Haney [6] and Snyder
and .orrester [7] analyzed the probability demsity of tracking error for a PLL
under shot noise input. Mengali and Pezzani [8] studied the phase error variance

of a PLL driven by photodetector current in an optical pulse amplitude modulation
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(PAM) system. These studies have shown that that PLLs can be used to track the
transmitter timing provided that the transmitted signal contains a frequency
component at the desired lock-in frequency. In related work, Gecrghiades [9]
and Georghiades and Snyder [10] studied the problem of obtzining frame and word
synchronizations of a PPM system using a coding technique, with the assumption

that slot synchronization has been achieved.

In this paper, it 1is shown that for a PPM system which transmits square
pulses occupying the entire signal slot, phase-locked loops cannot lock onto the
photodetector output directly because the detected signal does uot contain a
spectral component at the time slot fIrequency. However, with proper preproc-
essing of the phostodetector output, namely, squaring the detected signal, PLLs
can be vsed to lock onto the transmitter slot frequency. The performance of the
PLL using the preprocessed PPM signal 1is then analyzed using a perturbation
method [8], and an expression for phase error variance is derived. Finally, the
error performances of phase-locked loop synchronized PPM systems are evaluated and

compared with perfectly synchronized systems.



2. SIGNAL AND NOISE AT THE PHOTODETECTOR OUTPUT

The output current £ the photodetector can be modeled as the sum of a signal
shot noise and a Caussian thermal noise. Furthermore, the signal shot noise can
be modeled as a filtered point process in which the output is the superposition
of the detector response to each detected photon [l11]. The detect r output can
be written as

i(t) = 18(:) + 1th(t) = g G e« h(t - 1
b

g) * 1 (0) (1)

where 1s(t) and ith(t) are the signal shot noise and the thermal noise current,
respectively, h(t) is the combined pulse response of the detector and subsequent
amplifier-filters, G is the photodetector gain (assumed to be constant), and Tj
is the arrival time of the jth photon. For simplicity, it is assumed that the
internal gain of the photodetector is large so that the eflects of the thermal
noise can be neglected. The principal source of noise at the detector output 1is
therefore the signal shot noise, which is due to the stochastic nature of the

photon counting process.

The photocount statistics at the photodetector, conditioned on the received
optical power, can be shown to be Poisson distributed with count rate A(t),

which is related to the received optical power [2].
A(t) = nPo(t)/hv° . (2)
n is the quantum efficiency of the detector, Po(t) is the total received power

at the detector surface and hvo is the photon energy. The total optical power

incident on the detector surface is the sum of the received signal power and



the power of the background radiation. The photocount rate A(t) is therefore
the sum of the background rate and the count rate due to the signal. For an

M-ary PPM system, the photocounc rate can be modeled as
A(e) = Ay * E Ag p(t - kT - ck'rs) (3)

where As is the photocount rate due to the signal, A 1is the constant photocount

b
rate due to the uniform background radiation, Tw is the word trame period, Ts is
the time slot width, which equals Tw/M, Ck is the kth codeword which takes on

the integer values (0,l,...,M-1), and p(t) is a unit square pulse of width Ts.

Since the transmitted data {Ck} are random, A(t) is a stochastic process.
The output of the photodetector can therefore be regarded as a sample function
of a doubly stochastic filtered Poisson process [12]. The statistics of this
process can be evaluated by first taking the expectation conditioned on the
received photocount rate A(t), using the fact that the conditioned process is a
filtered Poisson process. This conditioning can then be removed by taking the
expectation with respect to the transmitted data. The expectations of the
filtered Poisson process can be obtained by differentiating its characteristic

function [12], given by

o(m) - E[e-JmiS(t)]

=] Wh(t"E)_l)

= exp[ [A(E) (e dg] . (4)

The first and second moments of the detector output, conditioned on the

detector photocount rate, are given by



E[1(t) |A] = GA(t’ *h(t) (5)

E[12(e) ] = GELACE)*hE(e) + (A(E)*n(e))?] . (6)

The uuconditioned moments of the detector output can be obtained by taking the
expectations of Equations (5) and (6) with respect to the data {Ck}. 1f {Ck}
are independent and uniformly distributed, the resulting unconditioned moments
of the detector output are given by
Ag
E[1(t)] = G(a + —,LE_.”“ = 2T.) )xh(t) (7

x Ag
El13(e)] = ¢2 (O 2 p(t - 2T ;*h (&) + [(x +— 2 p(t = &T ))*h(t)]

ls-u ==
L, 25 2_1_ 7 " h KT = VT
+3 A L [h(t)ap(t = 2T )] —2- { } h(t)xp(t - - vT))
g=—wm k=== =0
v=0
x h(t)xp(t - KT - “Ts)] (8)

where p(t)xh(t) denotes the convolution of p(t) and h(t). ~Notice that by taking
the expectation with respect to the transmitted data, the expected moments of
the detector output now contain periodic terms with period Ts' Phase-locked

loops can then be used to lock onto these signals and generate timing references.



3. SIGNAL PREPROCESSING

In an optical M-ary PPM signaliug system that tcansmits equally likely
codewords, the optimal receiver [1,2] compares the recelvesd photocount in each
of the M time slots and chooses the time slot with the largest photocount. This
decoding operation cannot be achieved without timing synchronization between the
receiver and the transmitter. For this reason, i. 1s important for the receiver
to maintain a local timing reference which iden:tifies *ue beginning of each
transmitted time slot. With proper preprocessing, phase-locked loops can be

used to generate this local timing reference from the photodetector output.

A block diagram of a typical phase-locked loop [4,5] 1is shown in Figure 1.
It consists of a voltage controlled oscillator (VCO), a low pass filter and a
phase detector, which generates an output voltage as a function of the phase
difference between the VCO output and the incoming signal. In order to schieve
effective phase synchronization, the input signal to the PLL must contain a

strong periodic component at the lock-in frequency.

Frca Equation (7), it is seen that if the transmitted pulse p(t) 1s a square
pulse of width Ts' the expected output of the photodetector is a constant

XS

A ©
s
E[1(e)] = (Ay + g)*h(t) = (A + ﬁ‘)'{uh(f)dt . (9)
Therefore, the detector output does not contain a periodic component at the
slot frequency. This fact is also seen by examining the signal power spectrum.
Based on the model of the photodetector output given in Equation (1), the power
spectrum of the detector output for an M-ary PPM receiver can be shown to be

(Appendix A):
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A
S(w) = cz-la(w)lz-Bxb + -M-‘l) + 21|6(w)(kb2 * =)

2
A i o
t2 0 - R B+ o pwl? e sw-2] 4O
w w k== s
where
Mol —jueT
R(w) = E[exp(-jCkas)] = %- ] e Jukle (11)

2=0

and P(w) and H(w) denote the Fourier transforms of the pulse shape and the
impulse response of the detector-filter, respectively. If the transmitted pulse
shape is a square pulse with width Ts’ its Fourier transform P{w) will be zero
at all integer multiples of the slot frequency, 2"/Ts' In this case, it is seen
from Equation (10) that no dl=crete frequency components at the slot irequency
or its harmonics exist in the detector output spectrum. Consequently, the phase-
locked loop cannot track the output of the photodetector directly. Preprocessing
of the detector output 1is necessary to generate a frequency component at the

slot frequency.

Only nonlinear processing ne2ds to be considered, because any linear filter-
ing will simply amount to multiplying the power spectrum in Equation (10) by the
magnitude square of the filter transfer function, and will not affect the absence
of the spectral component at the slot frequency. One approach is to filter the
signal and then square the filter output as depic ' in Figure 2. The output

of this preproce~.ing circuit can be written as

1,() = 1%(e) = [ ] Geh(e - 1)1 (12)
lT
3
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where h(t) now denotes the combined impulse response of the detector and the
preprocessing filter. The expected output of this preprocessing circuit is
given by Equation (8). By examining Equation (8), it is seen that the third term
at the right-handed side is periodic with period Ts and, unlike the photodetector
output, does not have a vanishing Fourier transform at the slot frequency. The
output of the preprocessing circuit can therefore be regarded as the sum of a

periodic signal s(t) and an additive noise term n(t), related by

iz(t) = g(t) + n(c) (13)

where from Equation (8)

2
WA =
s(6) = ¢ ] [p(t)nCe - o)1
a(e) 2 1,(e) - s(t) . (14)

The power spectrum of the preprocessed signal is quite complicated. Hewever,
the expression for the power spectrum can be simplified considerably if it is
assumed that H(w) blocks the dc component of the signal, and that both Pf{w) aad
H(w), the Fourier transforms of p(t) and h(t), are slowly varying functions of
frequency compared to R(w), defined in Equation (ll1). The first assumption is
made because the dc component of the detector output contains no timing informa-
tion and will only contribute noise to the squared signal. Therefore, 1t is
desirable to remove the dc component from the photodetector output. The second
assumption hoids for higher-order PPMs. Because, in general, h(t) and p(t) are
pulses of width comparable to Ts, their Fourier trausforms will have supports on

the order of Wy = Zn/Ts. The support for R(wm), on the other hand, is on the



order of ms/M, where M is the PPM order. Therefore, for high-order PPM, the
assumption that P(w) and H(w) are slowly varying compared to R(w) usually holds.
For high signal counis, the power spectrum of the preprocessed signal 12(t) near

the slot frequency can be approximated under these assumptions by (Appendix B)

Sz(w) = Ss(m) + Sn(w) (15)
vwher:z

4

5_(w) = Tii ¢ e g [RGB [0 6C0 = u) (16)
A 3 4 * *

§ (w) =4 =2-6 +_1 [ 2u)P(u")P(u' = w*)H(0")H(w - 0" ) w")

n T
w (2n)

*
x dlw - w")de'dw” . (17)
The power spectrum of the preprocessed photodetectoar output car be separated
igto two terms. Ss(m) is due to the sinusoidal signal compoient s(t) in the
preprocessed signal, and Sn(m) is the power spectrum of the add:itive noise,

n(t), which is the random component of the preprocessor output. From Equation

(16), s{(z) can be written a3
( = @
sft) = A sin(ut + 6))

23 _“e
A=—3

- | 3= [ PC" )P, = w"B(u = u')da'| (18)

where w, = 21r/Ts is the frequency of the sinusolid, which is equal to the slot

frequency, and A and 8, are the amplitude and phase, respectively.



4. PLL ANALYSIS

The presence of the sinusoidal comp 1ent witih slot frequency at the preproc-
essor output indicates that PLL can now be used to track the transmitting timing.
The PPL depicted in Figure 1 has the equivalent baseband model shown in Figure 3
[4,5]. In reducing the PLL to its baseband model, it is assumed that the input
consists of a sinusoidal signa® s(t) with frequency wg and amplitude A, and an
additive noise term n(t), and that the VCO has gain constant K; and free-running
frequency Wy which differs from wg by an amount Q, the frequency detuning.

From the baseband model, it is straightforward to show that the phase errcr ¢

between the VCO output and the incoming sinusoid satisfies

%f -q- va(t)*[% sing + n(t) cosu t + 8 = )] (19)

where f(t) 1is the impulse response of the loop filter, and es is the initial
phase of the incoming signal. In general, Equation (19) is a stochastic integro-
differential equation that is difficult to solve. However, if the noise term
n(t) is small, we can make a perturbation expansion of Equation (19) [8]. The
result, after expansion, is a series of equations that can be solved recursively.

The first two terms of the expansion satisfy the equations

ey A

d_t— = Q - 7 va(t)*sin¢0 (20)
a9y A

T —va(t)*(i¢lcos¢o + n(t)cos(mst + 6, - ¢0)) . (21)

The phase error at the VCO output can then be approximated by

¢(t) = ¢0(t) + ¢1(t) . (22)



Qt+e

(1)

.(.P s PeSin ) ~-

n(t)Cos(wst +8—¢)

do
dt

F(s)

&2 . o -kF(p) { ASing +n(t)Coslust +8-¢)}

Figure 3. Baseband model of the phase-loccked loop.



The solution of Equation (20) gives the phase error as a function of time

when no noise appears at the input. In the steady state, ¢0 tends to

. T

A
3 KF(0)

QO(o) = sin-l( (23)
where F(s) is the transfer function of the loop filter, which is related to the
impulse response f(t) by a Laplace transform. When noise is present at the
input to the PLL, higher-order solutions to the phase error must be included to
account for the noise effects. The first-order equation, Equation (21), contains
a stochastic driving term n(t) on the right-hand side. Consequerntly, its solu-
tion will also be stochastic. In the steady state, the solutlon to Equation (21)

is given by

9,(t) = %’g(t)*[n(t)cos(mst +0_ - 4] (24)

where g(t) is the inverse Laplace transform of the loop transfer function G(s)

defined as

G(s) = 5 KF(s)/ (s + 5 KF(s)cosgy) - (25)

Equation (24) states that the first-order solution of the phase error is the

filtered output of the stochastic driving term

v(t) = n(t)cos(wst + es - 0.) . (26)

0

The autocorrelation function of the phase error R¢(t.r) can therefore be related

to the autocorrelation of the process v(t) by

R¢(t,r) = Rv(t,r)*g(t)*g(r) (27)



from which the variance of phase error can be calculated. In general, ¢(t) is
not stationary. In fact, it can be shown that for PPM transmission, n(t), and
consequently v(t), are cyclostationary with period T;. It follows that the vari-

ance of phase error 002 is also periodic with period Tw’

However, when the loop bandwidth is small, it is found that ¢$ is actually a
wide sense stationary (WSS) process [13]. More specifically, ¢ is WSS if the

loop transfer function satisfies

w
m S
|G(m)l "Ofol.'m)'l:ﬂz—M (28)

In this case, the variance of 4§ can be written as

2 1 4 2
o = E;‘;f [ 6w " Sx(w)duw (29)

where S;(m) is the power spectral density of the WSS process W(t) derived from
v(t) by randomizing its initial phase, i.e., letting W(t) = v(t + x) with x, the
initial phase, to be uniformly distributed over (O’Tw)’ In practice, for the
PLL to have a sufficiently small phase error, the loop bandwidth should be much
smaller than the time slot frequency. Consequently, Equation (28) 1is almost

always satisfied.

The power spectrum S;(w) can be evaluated in terms of the nolse power spec-
trum, which yields

Sx) = (S (u + w) + S (0= 6))

® T
+ptmgr [ e 3T [R (6,6 + Dcos(u (2t + 1) + 26 - ¢ )dedr  (30)

T+ -0 -T
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where S[(u) and Rh(t,r) are the time-averaged power spectrum (Appendix A) and
the autocorrelation function of the noise, respectively. Fcr the PPM signaling
scheme, the last term in Equation (30) is negligible compared to the first two

terms. The variance of phase error in Equation (29) can then be written as

2 11 2
oy =g LI (5,00 + 0 + 500 = ) )aw Ut

Equation (31) can be further simplified if the bandwidth of the loop transfer
function is sufficiently small so that Sn(m) is approximately constant over the
support of G(w). Using the fact that Sn(-w) = Sn(u), Equation (31) can be
approximated by

2 B
g ~

1
N 'Zi; Sn(ws) (32)

o}

where p = Azn/(sn(ms)BL) can be interpreted as the signal-to-noise ratio of the
synchronization signal within the effective loop bandwidth BL (radians/second),

defined as

B, e IﬂlG(m)lzdm. (33)

By substituting the expression for noise power spectrum from Equation (17)
and the expression for signal amplitude from Equation (18) into Equation (32),

the following expression for the variance of phase error is obtained:
M
0. =g4=) { (34)
s ¥

*
ZTS ff P(m')P(N")sz' - 0")H(w - w')sz“)Hzm = " Vda'du

|P(m)H(m)*P(m)H(w)|2 W= ug



where Ks is the zignal count per word, M is the order of the PPM, BL is the
equivalent loop bandwidth, w is the slot frequency, and y is a dimensionless
parareter, which depends only on the pulse shape and the preprocessing filter
transfer function. The values of y for some choices of preprocessing filter
transfer functions are listed in Table 1. For a given pulse shape, the transfer
functiou of the preprocessing filter can be chosen to minimize the value of Y.
One choice is to model H(w) as an ideal low pass differentiator with bandwidth
Bo. Figure 4 is a plot of the value of y versus the bandwidth of the differenti-
ator for the case vwhere p(t) 1s a square pulse of width Ts' It is shown that

the value of y is minimized (y =~ 3.2) for B, = 1.3ms. Also shown in Figure 4 is

c
the value of y evaluated using the preprocessing filter which consists of a low

pass Gaussian filter with rms bandwidth B, followed by an ideal differentiator.

O)
It is seen that the minimum values of y obtained using both preprocessing filters

are similar.

Equation (34) shows that variance of the phase error is inversely propor-
tional to the signal power (i.e., signal photocount Ks) and is proportional to
the number of time slots M and the loop bandwidth. It should be noted that the

loop bandwidth B , defined in Equation (33), actually increases with increasing

L’
signal amplitude. 1In order to accommodate a wide dynamic range of input signals,
it is the usual practice to precede the PLL by either an automatic gain control
(AGC) circuit or a limiter. The effect of the AGC or limiter is to dynamically
scale the input signal so that its amplitude remains essentially constant and,
therefore, the loop bandwidth also remains constant. By using an AGC or limiter,

it is seen that the performance of the PLL will improve inversely with the

signal strength.



Values of y for Various Cholices of Preprocessing Filter

Table 1

PREPROCESSING FILTER Y
h(t) = sin(2nt/Tg) 0 <t < Tg 3.58
0 elsehwhere ‘
H(w) = jw lw] < wg
0 elsewhere 6.97
H(w) = jwexp(-uw?/wg?) 3.70

18



Figure 4.
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20
5. COMPUTER SIMULATION

As was shown in the previous section, the timing reference generated by the
PLL synchronizing cirzuit is in general a random variable with variance o¢2,
which is inversely proportional to the signal photocount, and is proportional to

the order of PPM and the loop bandwidth.

In order to verify the expression of the variance of the phase error, a
computer simulation of the phase-locked loop was developed. First, the output
of the photodetector was generated as a Poisson arrival process with the count
rate given by Equation (3). This photodetector output was then filtered and
squared to simulate the effect of the preprocessing circuit. The output of the
preprocesaing circuit was then fed to the phase-locked loop simulator written
in Advanced Continuous Simulation Language (ACSL) running on a CYBER-175. The
simulator, modeled after the PLL in Figure 1, had the characteristics listed in

Table 2.

Several simulations were carried out for different signal levels, each for
a time period equal to 10,000 time slots, with the effective loop bandwidth,

B., held constant for each simulation by adjusting the photodetector gain. The

L’
simulator calculated and recorded the phase error at the voltage controlled
oscillator at the beginning of each time slot. The phase error variance of the

VCO was then calculated from the simulated data. The results of the simulation

are shown in Figures 5 through 7.

Figure 5a shows the power spectrum of the photodetector output before pre-

processing. Notice the absence of the spectral peak at the slot frequency.



Table 2

Characteristics of the PLL Simulator

Normalized Signal A -1
Amplitude 2
1
Loop Filter F(s) = 70s + 1

VCO Gain Constant

Ky = 0.33, 0.04

BL 1
Loop Bandwidth o =7 MK,
s
Photodetector Gai G2 = v :
ector Gain *
s 2 [P(w)H(w)*p(wH(w) |
s W= ug
h(t) = sin 21 ¢ 0 ¢t <T
Preprocessing Filter { o s A aniinfe
Background Signal K =0
Level B




Figure 5t shows the spectrum of the preprocessed signal in which the spectral
component at the slot frequency 1is clearly seen. Figures 6 and 7 contain »lots
of the variance of the phase error versus the signal count rate and the PPM
order, respectively. The results show that the variance of phase error is pro-
portional to the order of the PPM and is inversely proportional to the signal

count rate. These results are in general agreement with Equation (34).
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Figure 5a. Power spectrun »f the simulat2dA photodetaztor output for a 4~ary
PPM system whici. transmits square pul'ses occupying the entire
signel slot. Nc spectral peak is present at the slot frequency.
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6. PERFORMANCE OF PLL SYNCHRONIZED M-ARY PPM SYSTEM

The probability of word error (PWE) of a perfectly synchronized, shot noise
limited M-ary PPM receiver using a photon counting detector has been shown to be

(1,2]

Syl o+Mk)_ (Oc 1 k (K +K)
PWE(K_,K ,M) = 1 = ge "'s = {k-Zlﬁ(K°+Kb) P Y

L

k-1 - M
<[ ) e Kb]M-l (1 +a)-l

120 L! ( Mea )}

K

. 1 (35)

k! kil (Kbl)

=0 !

= T = c
where Ks xs > and Kb Xst are thc expected photocounts per slot due to the
signal and background radiation respectively. The PWE given in Equation (35)
is difficult to evaluate because of the large number of summations. For PPM
systems with a large signal-to-noise ratio, the union bound can be used to give

a good approximation of the PWE,
PWE(KS,Kb,H) < (H—l)-PWE(Ks,Kb,Z) . (36)
PHE(KS,Kb,Z) is the PWE cf the binary PPM system, which is given by [14]
Al . = o o
PWE(K ,K ,2) = 7 (1 + Q2K , /2K ) - Q/2K, /2K)) (37)
where Q(a,B8) is Marcum's Q function, defined by

@ 2 2
Q(a,B) = [ e-(a +x)/2 Io(ax)-xdx . oy
R
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The union bound of the PWE for a 4-ary PPM system is plotted along with the
exact error rate evaluated by Equation (35) in Figure 8. The result shows an

excellent agreement for large signal levels.

In the presence of receiver timing error, signal photons that are transmitted
during the signal interval may be counted in the adjacent background slots,
thereby increasing the probability of decoding error. For a fixed timing offset
AT at the receiver, the expression for the PWE is very complicated and difficult
to evaulate. However, if the amount of timing error is small, the union bound
can again be used to aporoximate the PWE. Since the effects of the fixed timing
error are to decrease thc expected photocount in the signal slot 2n? to inccease

the expected photocount in one of the two adjacent slots, we can wr.te

PWE(K_,K ,M;e) = PWE(K_',K ',2} + (M-2)PWE(K_',K, ,2) (39)

where we have expressed the timing offset AT in terms of che normalized timing
error ¢ = AT/TS, and Ks' = ((1 - e)xs + xb)Ts and Kb' = (exs + Ab)’l‘s are expected
counts in the signal and affected adjacent slots, respectively. The first term
on the right-hand side of Equation (39) is the error rate of the binary PPM
system consisting of the signal time slot and the "contaminated” background slot,
and the second term is the error rate of the (M-2) binary PPM systems composed
of the signal slot and one of the remaining background slots. Figure 9 is a
plot of the PWE of a 4-ary PPM system versus the fixed timing error, e. The

degradation of PWE with incre.sing e is clearly seen.

Equation (39) gives an upper bound for PWE in the presence of a fixed timing

error. For receivers employing dynamic phase synchronization circuits such as
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a PLL, the receiver timing e.ror would in general be random. The exact proba-
bility distribution of the timing error is complicated to derive. From Equation
(24), it is seen that the exact distributlon of the timing error depends on the
detailed statistical properties of the noise. However, when the loop bandwidth
is small compared to the word frequency, the phase error can be regarded as a
weighed average of the noise v(t), given in Equation (26), over many periods of
the transmitted word. Because v(t) is essentially uncorrelated over different
transmitted words, it 1is seen that the probability distribution of the timing
error will be approximately Gaussian. A similar problem was studied by Gagliardi
and Haney [6], in which they show that the phase distribution for a “LL driven

by a shot noise limited synchronization channel was given by

| - explacos¢] ,
N = ey i L L

where I0 is the modified Bessel function of order zero, and a is the average

number of sync-signal counts occurring in the time period IIZBL. For a well-

synchronized system, ¢ is small, and P¢ can again be approximated by a Gaussian.

For a PLL synchronized system, the timing error rematus essentially constant

over a given word because the loop bandwidth B  1is usually much smaller than the

L

word frequency. The unconditioned error probability for such a system is there-
fore the expectation of Equation (39) with respect to the distribution of ¢, which
is approximately Gaussian,

2,0 2
PWE(KB'Kb'M) - : f WE(KS,Kb,H,e)e-e /zae de @B

Y2n0 -0
€
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Equation (41) is difficult to evaluate in a closed form. In general, numerical
integration is required. Figure 10 is a plot of the PWE versus the expected
signal count, Ks, for a 4-ary PPM system in which the rec2iver timing error is
assumed to be Gaussian distributed. The result shows a severe degradation of

receiver performance with increasing timing error variance.

The timing error variance 062 for a PLL synchronized M—-ary PPM systcm can be

related to the phase error variance o¢‘ derived in the previous section by

Ly ars

(Zn)2 szs Tsz

oez = o¢2/(21r)2 =

(42)

Combining (41) and (42), the PWE of a PLL synchronized PPM system can now be
expressed as a function of Ks, Kb’ M, BL' and y. The effect of these parameters
on the performance of the PLL synchronized PPM system can then be studied and

compared to the perfectly synchronized system.

When comparing the performance of different communication systems, it is
usually desj.able to express the error probability in terms of the probability

of bit error (PBE). For M—ary PPM, the PBE is related to the PWE by
1 , M
P i i) w .
PBE = 2 (37 PWE (43)

Numerical evaluation of PBE has been carried out for various signaling condi-
tions and receiver loop bandwidths. The results are shown in Figures 11 through
14, Figure 11 is a plot of the PBE versus signal count for various loop band-
widths., It is seen that for small loop bandwidths (BL/ms<10-3), the performance

of the PLL synchronized system is almost identical to that of the perfectly
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synchronized system. For large loop bandwidths (BL/ms>10-2)’ however, higher
signal levels are needed to compensate for the effects of synchronization errors.
Figure 12 is a plot of the PBE versus signal count for various background noise
levels and loop bandwidths. Again, it is seen that when the loop bandwidth is
sufficiently small (BL/ws<lo-3)' only small increases in signal power are needed
to achieve the same performance as the perfectly synchronized system. The
increases in signal power needed to comjensate for the imperfect synchronization
can be described in terms of a system loss factor. Figure 13 is a plot of the
loss factor versus the loop bandwidth at a fixed PBE of 10-9 for a 4-ary and
a 8-ary PPM system. It is seen that for small loop bandwidths (BL/ms<10-3),
the imperfect synchronization accounts for only 0.1 decibel loss in system
performance, while at higher loop bandwidths (BL/ws = 10—1), the loss can be

significant.

The effect of increasing PPM order on the performance of the PPM system was
also studied. The PBE of a perfectly synchronized PPM system decreases with
increasing PPM order. For PPL synchronized PPM systems, however, the variatioa
of PBE with PPM order is more complicated, because the timing error is also a
function of the PPM order. Figure 14 is a plot of the PBE versus PPM order for
various loop bandwidths and background count rates with the number of signal
photons per bit and the equivalent bit ,.e-iod kept constant. It shows that for
small loop bandwidths (BL/m8 = 10-4), the performance of the PLL synchronized
PPM system 1s almost indistinguishable from the perfectly synchronized system at
low PPM orders (M<10). At higher PPM orders, however, because “he phase error

variance increases with PPM order, the degradation in performance will become
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more apparent. In addition, since the synchronization error increases with PPM
order, it is expected that the PBE will become an increasing function of PPM
order at higher order PPM. Consequently, an optimal order of PPM exists that
will minimize the PBE. Figure 14 shows that for a PPM system operating with a
received signal level of two photons per bit and a background count rate of one

photon ber bit interval, the PBE is minimized at M = 100.



39

7. CONCLUSICON

Phase-locked loops can be use¢ to synchronize slot timing for an optical PPM
system by preprocessing the photodetactor output. With a gain control circuit
or limiter at the inpui to the PLL, the synchronization performance is shown to
improve with increasing signal power and decreasing loop bandwidth. Equation (10)
shows that the requirement for preprocessing can be removed if the transmitted
pulse shape does not have a vanishing Fourier transform at the slot frequency.
In which case the power spectrum of the detector output would contain a component
at the slot frequency that can be tracked out by PLLs. However, the preprocessing
approach is preferred since non-square pulse:; usually require higher transmitter

bandwidths and higher peak powers for the szme number of photons transmitted.

The performence of the PLL synchronized system was studied and compared to
that for the perfectly synchronized system. It is seen that higher signal levels
are necessary to compensate for the imperfect synchroniza:ion due to the PLL.
However, the loss in signal power is less than 0.1 decibel for loop bandwidths
less than 0.1% of the slot frequency. This relatively small loss suggests that
phase-locked loop synchronization PPM systems can be used to achieve reliable

communications at a small increase in signal power.
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APPENDIX A: POWER SPECTRUM OF THE PHOTODETECTOR OUTPUT

The output of the photodetector can be modeled as a filtered Poisson process,

i(t) = J h(t - Tj) (A.1)
g

where h(t) is the impulse response of the detector filter. In general, the output
of the photodetector defined above is not a stationary process. In fact, it is
known that for PPM signaling, the output of the photodetector is cyclostationary
with period Tw’ where Tw is the word period. Consequently, the powar spectrum
of the photodetector output cannot be defined a2s the Fourier transform of its
autocorrelation function. Nevertheless, the power spectrum remains a useful
concept when discussing the frequency response of the system. We :hall therefore

define the time-averaged power spectrum for a nonstationary process as [1,10]

S(w) = ﬁ':% E[IIT(m)zll
where
¥ =-Jwt
L(w) = [ i(t)e Jutge (A.2)
-T

Substituvting the definition of IT(m) into S(u), we can rewrite (A.2) as

S(w) = %i:'%f E[f i(t)i(r)e-jw(t - T)dtdrl
= Me Lk ([ ele)io [ae 19 T Daear) . (A.3)

n taking the joint expectation of the photodetector output, we first take

the expectation conditioned on the detector photocount rate x(t), and then remove
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the condition by taking the exnectation with respect to A. The conditional
expectatior of the filter Poissur process can be derived by differentiating the

joint characteristic function o(ul.mz), given by
O(ml'mz) = exp[f A(E)[e-j (wlh(t - E) + th(T = E)—l)dE]

The result is

l 32’
E[1(t)i(x)|A] = - — !
dw,dw, - ©
1772 1

'u2=0

= [ a(gh(t - g)h(r - £)dE + [A(EIA(n)h(t - E)h(t - n)dEdn .

(A.4)

By substituting Ec.-tion (A.4) into (A.3) and carrying out :he Fourier trans-

form, the - ower spectrum 2f the thotodetector output can pe written as

s = M® L Jucay|? E(a0) + a0 %)

Tso 2T (A.S)

T =
where AT(u) = f A(t)e jmtdt is the Fourier transform of the received photocount

rate. For the PPM signaling scheme, AT(w) is given by

sinwT

Ap(w) = 2T( oT ) Ay + A Plw) § o JulkTy +CyTs)

k

(A.6)

where xs, Xb’ and Ck's are defined in Equation (3), and P(w) is the Fourier trans-

form of the pulse shape p(t). The expectation in Equation (A.5) is now taken

with respect to the information sequence C.- Using the sum rule y=1+7] and
1,j 1=] 1#]

the fact that Ck's are indepencent for nonoverlapping codewords, the expectation

in Equation (A.6) can be evaluated. The resulting power spectrum is



A
s(@) = B |2+ [ + 5D + 2087 +

+ %—: xsz . |p(u)|2 E 8w = 2nk/T )}

where
M-1
o) = eIty - L7 o,
2=0

and we have used the fact that

2im

Tro

sinwT

2T ( o ) = 2786(w)
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2
ZAst

A
—B) 4 2 o) (1 - [RGw) [%)
w

(A.7)

(A.8)

(A.9)
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APPENDIX B: POWER SPECTRUM OF THE PREPROCESSED SIGNAL

The output of the signal preprocessing circuit is the square of the filtered

Poisson process
2
1,(2) = (I Bt - 1)) (B.1)

where h(t) is the combined impulse response of the preprocessing filter and the

photodetector response function.

By substituting Equation (B.l) into (A.3) and taking the expectation of the
filtered Poisson process, the power spectrum of the preprocesed signal can be

written as

s(w) = gtm 3 B [f 3 7 D r aon’e - 0p’(x - 0d

T

+ (A(t)*hz(t)) (x(r)*hz(r)) + [ A(x)A(y)h(t - x)h(t - y)h(1 = x)h(7 = y)dxdy
+2(A(0)* ©)) [ AGOR(E - x)h2(1 - x)dx + 2(ACO*h(D) ) [ Ay)h(~ - y)hZ(t - y)dy
+ 4(ACE)*h(E)) (ACO*h(1)) [ AGORCE - (T - x)dx + (A(E)*h2() ) (A )*h(D) )2

+ (A0*2(0) (AO*)? + (A*(0)? (AD*(0 ) Jdedd . (8.2)

Here the expectation is taken with respect to the photocount rate A(t).
Inspection of Equation (B.2) shows the complexity of the power spectrum. Notice
that only terms involving Aa and A3 are significant, since all terms will be
negligible in the limit of a large photocount. Equation (B.2) can therefore be
simplified by dropping terms corresponding to lower order \'s. Carrying out the

Fourier transform on the remaining terms, the power spectrum can be written as
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2im 1

S(w) = . 77 El20(w)H () - (AT(w)H(m)*A.r(u)H(m))*

+ 20 () () (AgCw)HCw)* A w)Cw))

* *
4 ALuA N = u")B)H - o)El"Ele - ")du'du”
+ IAT(w)H(m)*AT(m)H(w)lzl

where

By(w) = [ hi(e)e I %ar . (B.3)

The expectation is now taken with respect to AT(m), the Fourier transform of the
photocount rate. By substituting Equation (A.6) into Equation (B.3) and taking

the expectation of the variables C 's, the power spectrum of the preprocessed

k
signal can be obtained. This power spectrum is very complicated and further
simplifications are needed. First, it is assumed that the preprocessing filter
blocks the dc component of the signal, which is due largely to the uniform back-
ground count rate and contains no timing information. Next, note that after

taking the expectation with respect to Ck’ the expression of the power spectrum

contains integrals of the following form
2
I= [RCw*) |© » 6(w")dw’ (B.4)

where R(w) is given by (A.7), and G(w') is some function of H and P, the Fourier
transforms of h(t) and p(t). A plot of the function R(w) shows that the magni-
tude of R is appreciable only in the vicinity of w = 2nk/Ts. Therefore, if the

function G(w) 1s slowly varying over the region where R is appreciable, we mey

B |
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approximate the function |R(m)|2 under the integral sign by a train of delta

functions,
2 2
|RCw) |© = T y 8(w - 27k/T) (B.5)
s
w k
2n/Tg

where T /2% = glk(m)lz dw is the area under each peak of |R(m)|2. The width of

each peak of Ik(u)l2 is the order of ms/H, where M is the order of the PPM and

wg = 21/'1‘8 is the slot frequency. For most cases of interest, H(w) and P(w) are

slowly varying with respect to R such that the approximations holds. Finally,
3 4

since Ag » xb for most cases of interest, only terms involving As and As in the

power spectrum will be retained.

With these assumptions, the power spectrum of the photodetector output can

be approximated. The result, after lengthy calculation, is given by

1": 2
S(w) = 5-» ;;15 |P(w)H(w)*P(w)H(w) | - g 8(w = 2mk/T )
w
X3
+ (2:)2 Ts_ f P(m')Pzw")sz' - 0")H(w")H(w - m')HZw")HZN - w")dw'de” .

(B.6)
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