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ABSTRACT

The High-Efficiency Crystalline Silicon Solar Cells Research Forum was
held on July 9-11, 1984, in Phoenix, Arizona. The Research Forum addressed
high-efficiency concepts, surface-interface effects, bulk effects, modeling
and device processing. These topics were arranged into six interactive
sessions, which focused on the state-of-the-art of device structures,
identification of barriers to achieve high-efficiency cells and potential ways
to overcome these barriers. The Forum arrangement was intended to enable and
encourage interaction and discussion among participants. Promising technical
areas of future research are presented in these Proceedings.
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FOREWORD

The High-Efficiency Crystalline Silicon Solar Cells Research Forum
was held at The Pointe Hotel in Phoenix, Arizona July 9 through 11, 1984. It
is my pleasure to introduce to you the papers contained in these Proceedings.
All of the papers were invited (not submitted) from the best of a wealth of
suggestions put forward and discussed by experts in the field and the
Organizing Committee.

The objectives of the Forum were to address theoretical solar cell
conversion efficiency limitations, the state of the art of device structures,
jidentification of barriers to achievement of high-efficiency cells, and
potential ways to overcome the barriers, and to provide the opportunity for
unrestricted technology exchange among those attending. The format used to
achieve these nbjectives involved six intensive sessions.

The discussion sections have been edited with the intent of
enchancing the clarity and continuity of each discussion. This procedure
makes these Proceedings a most veluable reference document containing
definitive work by some of the best solar-cell experts in the world.

This excellent collection of papers, and the success of the Research
Forum it reports, result from the efforts of a large number of dedicated
people. I wish to record my gratitude to the Organizing Committee, the
authors, the session chairmen, and many other supporting people for their hard
work and friendship.

Ram Kachare,
Chairman of the Forum
and Proceedings Editor
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INTRODUCTORY REMARKS

KOLIWAD: My name is Kris Koliwad. I am from the Flat-Plate Solar Array
Project. It is my pleasure this morning to welcome you all to this Forum
on High-Efficiency Crystalline Solar Cells on bzhalf of the FSA Project
at the Jet Propulsion Laboratory, and of the Department of Energy. 1If
you go through the agenda, you will notice that this is indeed an
impressive gathering, and we are fortunate to have you at this meeting.

I will say a few words about the driving force for this Research Forum
and the other Research Forums we have held covering different subjects
relevant to our Project objectives.

The driving force for this workshop is, of course, the goals stated in the
Five-Year Research Plan of the Department of Energy, which succinctly
states that the five-year goal of flat-plate collector research is to
establish technologies by 1988 that industry can apply to the production
of 15%-efficient crystalline silicon modules. Among other things, this
goal is coupled with $90/m? silicon sheet.



SESSION I
OVERVIEW

M. Prince, Chairman



SESSION 1
OVERVIEW

M.B. Prince
U.S. Department of Energy

PRINCE: I want to thank the organizers for inviting me to attend this meeting.
It has given me an opportunity to get back and read some of the literature
again, which I haven't done as thoroughly, perhaps, as I should have done
during the last few years. 1In fact, I have here a whole stack of reports
that indicate that high efficiency is extremely interesting to many of us
here —- and I see that many of the authors of these reports are here
today. There are a few who are not here, but I am sure that if we need
them we can call upon them for some help.

Before getting into our program, I thought I should make a couple of com-
ments to you about the 1985 budget, which many of you are concerned about.
Two weeks ago, Congress finally got together and compromised on the
recommendations from the Appropriations Committee. They compromised by
going to the lower of the two numbers between the House and the Senate.
So this puts us in a bind this coming year. The Administration asked for
$47.5 million, and the House agreed to the $47.5 million with a provision
that $2 million of that be spent on the Residential Experiment Stations.
The Senate, on the other hand, took what we presented and upped it by $4
million, which would include $2 million on the Residential Experiment
Stations. So the net result is that we have a Program operating budget
of $46.5 million, a capital-equipment budget of $1 million, and a con-
struction budget of $9.5 million for the SMUD project. So we are going
to end up with about $2 million less than we had expected from the
President's budget, and this is putting a squeeze on all three of the
main laboratories, that is, SERI, Sandia, and JPL. We are working this
out now trying to find out how we meet our budget, how we perhaps extend
contracts into the next figscal year so we don't have to reduce as much we
might have to. You will hear more about that from the various labora-
tories over the next six months as we keep revising the budget and we
will finally end up by the first of October or the first of November with
a final budget.

This session will run until 11:55. We have three speakers, and this will
give us plenty of time for discussions, questions, answers, and other
comments that anyone wants to make.

I was originally going to start off the session with a historical review
of the efficiency problem, where it started and where it is going, but on
reading the abstracts, I see there are a couple of other papers on the
subject, so I am just going to let those speakers cover it. Joe Lindmayer
has a little bit in his and Martin Wolf has some in his abstract. So I
thought what I would do today is give some general background so that
those people who are not familiar with solar cells specifically, and there
are several in the audience, would have a reference point as to what the
terminology is that we use. Perhaps we can establish some terminology




that will allow us to talk consistently during the next three days.

On the first slide I show a general schematic of how the solar cell is
composed; we have the material to start with, the diffused emitter or a
p-n junction, and for this particular diagram I assumed n-on-p material.
You put contacts on the back. We usually have some sort of an oxide omn
the top surface and an antireflective coating. We usually have some gort
of a grid metal contact. I used the dimension w as the depth of the dif-
fugsed or emitter region, and d is the thickness of the device.
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BOUNDARY CONDITIONS
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o . FACTORS AFFECTING EFFICIENCY

MECHANICAL FACTORS

Depth of Junction (w)
Thickness of Wafer (d)

Series Resistance (contact geometry)

DEVICE FACTORS

Surface Recombination Velocity (front,
back, under contacts)

Reflecting Back Surface

Front Surface Roughness (light trapping) AR Coating

Contact Shadowing
Operating Temperature

PHYSICAL FACTORS

Base Resistivity
(Tn' Dn.pgns Lns np)
Emitter Impurity Distribution
(Dot Pt Prett.)

Back Surface Impurity Distribution

Recombination and Scattering Centers
in Base and Emitter

I hope this will give you some
can see that there are so many

High Eg Window (oxide, etc)
Series Resistance
Shunt Resistance

Reverse Saturation Current
(1)

idea of the complexity of the problem. I
variations possible, and many of us have

worked on a whole bunch of these, but to my knowledge very few of us have

looked at the overall picture.
couple of papers there that do

That gives you some background
three talks today that we have
tion, and that is that we want
very narrow window for lunch.

In review of the abstracts, there are a
cover a huge number of these parameters.

and I would like to get started with the
in this session. We have only one limita-
to break around 11:55 because we have a
In this period we will be very flexible in

the time that we use for presentations, and for questions and answers,
and I hope we will have quite a few questions and answers from the floor.

We have asked Joe Lindmayer to

give us the first paper this morning,

because Joe made a major contribution in the space program back in the
late 60's and he developed a purple cell that gave us a step-function
increase in the efficiency we can get with space-type cells. He is going
to talk to us on a historical perspective of barriers to achieving high-

efficiency silicon solar cells.
Corp. in Rockville, Maryland.

Joe founded and is still with the Solarex




J. Lindmayer's abstract is presented here. His paper and visual material were
not presented for publication.

HISTORICAL PERSPECTIVE OF BARRIERS TO
ACHIEVING HIGH-EFFICIENCY SILICON SOLAR CELLS

J. Lindmayer
Solarex Corp. Na 5 - 3 1 6 l 6
Rockville, Maryland

Early silicon solar cells were made of metallurgical-grade silicon with very
low efficiency; this was accomplished before the p-n junction theory was
understood. The single-crystal silicon introduced in the mid-50's abruptly
increased the efficiency to the 5% to 10% region. Throughout the 1960s
significant research money was spent to establish the technology of the

2 x2cmor 2 x 4 cm space solar cell with 10% efficiency. At this point a
certain plateau has developed.

In the early 1970s work related to the violet cell upset the status quo and
space solar cells and cells in general became significantly more efficient.
The rest of the decade became characterized by establishing a terrestrial
photovoltaic technology to support the development of a new industry. Costs
per watt became the dominant consideration and frequently the efficiency was
compromised. This mentality is present even today as the terrestrial
photovoltaic indugtry continues to develop. Attempts to introduce new
materials and other forms of silicon dropped the efficiency and it is now a
state of mind that accomplishing 10% efficiency with some alternatxve
combination is regarded as success.

Silicon solar cells are clearly capable of delivering efficiencies much
greater than 10%. As the photovoltaic industry will show signs of
stabilization, the attention will once again focus on achieving the
manufacturable higher efficiency solar cells.



DISCUSSION

PRINCE: As everyone here knows, you have been very forthright in pursuing
semicrystalline silicon, and I am just wondering what your feelings are
as to the ultimate potential efficiency that one can obtain from such
materials? Have you given much thought to this? ‘

LINDMAYER: I think that very frequently the efficiency is somewhat lower than

wy pnormpl oginglB-grystal Czochralski material. In getting into this kind of

%‘% Idﬂszahi?a & gﬁybody who works with it will know that it creates a
whole set of new unanswered questions. But I think the efficiency is just
a little bit, maybe just 5% or 10%, lower than normal single-crystal at

this time.

LESK: Joe, in Kris Koliwad's introductory remarks, he indicated that the
objective was 15% efficiency in a module -~ it wasn‘t on the slide —- but
then he said the price has got to be a lot lower than it is now. His
price projects to $90/m?2 of substrate in the module, if you allow per-
haps half of that for the cast polysilicon substrate. Do you feel it
will ever get to that price, considering that we still lack 15%
efficiency? ‘

LINDMAYER: This is a difficult question. Right now I think we are running a
gap to start with. I think if we had wmuch better personnel, or much
better-educated people in the production lines and among those running
production lines —- there is a gap of maybe 12% to 13% already and that
15% would be possible to achieve. After all, many of us sit down in the
lab and generate solar cells that are 15% or better. But somehow the
production line never does it. So I think the 15% goal is achievable,
definitely in the lab, anyway. But production is something else.

PRINCE: I think we should bring up one other pcint before we go on. In order
to get this 15% module that Kris mentioned, we need to have cells that
are about 18% efficient because you have losses in assembling these cells
into the module, and covering the module with some protection, and lost
area, and so forth. So when we talk about 15% modules, it means about an
18% cell in production, which may mean a 20% cell or a 21% cell in the
laboratory. I do remember from an early experience that if you can do it
in a laboratory, you can transfer to very good production people, then
you can then produce exactly the same quality in the production line.

LINDMAYER: Yes. This is an important point. A 15% panel efficiency requires
very much higher-efficiency cells.

LOFERSKI: I am surprised that you are saying that the problem is with the
education level of people on the production line. It seems to me that if
you have a good production line going, it has to be do-able with all the
kinds of people that you have presently on production lines, basically.
If you want to hold the price down, you can't have Ph.D.'s making solar
cells, so I think it is not in the education of the people but rather in
the industrial engineering that is involved or in manufacturing engineer-
ing, carrying things from the laboratory into production. We have to be
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able to make that transition. After all, when Arnie asked you about the
price at that 15% module efficiency, $90/m?, it means $0.60 per peak
watt and we can't even make the current 10% efficient cells at $0.60 per
peak watt, so there is a lot to be done; there is a big gap between where
we are now and what is required by 1988. But anyway, I would like your
comment on this business of who is on the production line now. I am
surprised at that comment that you need better people.

LINDMAYER: Well, I was merely referring to middle management. True Ph.D.'s
cannot run a production line. They have never succeeded. I am not advo-
cating that there should be more Ph.D.s on the production line. The
workers themselves do routine work, so it is the middle management in
technical capacities that is really missing. But with respect to the
other goal, getting down to $90/m2, I think it is going to be hard.

DYER: It is interesting that in the early 1950s, when Mark Shepard was head
of Texas Instruments' production of semiconductor devices, he wrote an
article, "Ph.D.'s on the Production Line," and the results are evident.
I think what you are saying, Joe, is that in the early stages, that is
what you need. Once it becomes a mature product, you can't afford it.
But to get it going right, there is nothing wrong with it.

PRINCE: Are there any other questions? Yes, Gene.

RALPH: Joe;, I think I see a conflict between what you practice and what you
preach. Not just you but other companies as well. I think there is a
definite feeling that making something cheaper means going to simpler and
less sophisticated approaches, and I put the contacting systems, the use
of the Semix type of materials, in that category. You give away effi-
ciency in the hope of getting lower-cost processing, and of getting
immediate gains that way. But you say now that you agree that the 15%
module goal is really the right thing to go to. Now, it sounds to me as
though your middle management or even your top management has to be edu-
cated then in the difference —— getting immediate cost gains by going to
simple, cheap processing that gives you lower efficiency, versus very
sophisticated processing that has to be automated or robotized or whatever
it is to get the cost down. Are you saying that you are ready, or you
would see management —- see that new approach to 15% being the right way,
or are we going to go back to the old way?

LINDMAYER: Any technology change results in some efficiency drop but can be
mmediately observed as climbing up again in time as people begin to
master that technology and understand its details. So sometimes it is
very difficult to tell in advance that a technology change is automati-
cally compromising efficiency. I think it is just a philosophical point.

MILSTEIN: I would like to comment that in the way our high-efficiency program
has been conducted over the past year or two we have not, as we stated in
the RFP that we issued in 1982, considered the matter of cost reduction.
That is something that we feel is best left to industry. The point of
doing that, though, is that it allows a researcher to investigate tech-
niques that at the present time may be extremely expensive, but that



may lead to understanding or additional capability. They then may be
re-engineered or reconfigured in some way to be done for less expense at
the time you want to put them into production. In that sense, the con-
ception of artificially holding down the cost, if you apply it to
research, may simply prevent you from looking at techniques that you
would otherwise be able to examine. You may miss something.

LINDMAYER: I don't think we have any real conflict here. Dr. Koliwad
carefully put the emphasis on the cost because, as the industry is now,
industry has put in more private money than the government has put into
this program. And it is going to be doing more of this.

LANDSBERG: The discussion has prompted me to ask you a question, Mort, about
the DOE program. You mentioned two figures, the $90/m2 and the 15%
efficiency. Why not just give the $90/m2? Why is the efficiency con-
straint given as well? I mean, you have a very cheap amorphous cell that
does better than $90/m2 but is less than 10% efficient. What do you
say about that?

PRINCE: It is very straightforward, Peter. If you have a 5% cell versus a
15% cell or module, you need three times the area; the land cost, the
wiring cost, and so forth. There are many other costs that go up, and
that is why you need the combination of both parameters.

LINDMAYER: I also believe, if I could add to this, that maybe it is more
appropriaste for DOE to set up technology and scientific goals than R&D
goals and economic goals at this point in time.

WOLF: Joe, you mentioned that it is often advantageous to introduce a somewhat
cheaper process and take a loss in efficiency, and the efficiency may come
back as we gain experience. This in some cases may happen. On the other
hand, the opposite can also easily be the case: you move a step to higher
efficiency, but at a higher cost, and then you are learning as your pro-
duction teaches you how to do this more and more cheaply. 1In fact, it
seems to me if you go the other way, you also have to be very careful in
evaluating whether the cheaper process does not have a limit that doesn't
permit you to get back more efficiency.  You mentioned metallization

- gereen printing. You use relatively expensive metals, but you never get
low resistivity, you always end up with a higher resistivity in the center
of materials, it seems. So you have a penalty. It seems you cannot get
through nartower lines with the screen printing process than you can with
some other processes. You may have to -- toward the beginning -- say yes,
it would give me a cheaper process, but I don't see where it can get me
back to the higher efficiencies. T think you have to evaluate it care-
fully before you make a decision of this sort.

LINDMAYER: I agree with you that there are two sides of this equation.
PRINCE: I think we have to be careful that we don't get off into the cost
aspects of silicon cells and modules. This meeting is about efficiency,

g0 unless you have a gpecific question relating to efficiency and not
cost, please hold them for a discussion during the coffee break.
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SCHWUTTKE: Joe, I would like to pick up on that comment you made, that we need
better education in manufacturing. I look at it in a different way. I
don't think we really need better education in manufacturing. We are
confronted by a situation where you have relatively, and I say relatively,
little or indifferent education on one side, and on the other side, the
Ph.D. side, we have relatively too much education. You really are con-
fronted with a problem; you are dealing with two different types of
people, and this is the problem you have. It is a communication problem;
the manufacturing guy does not respect the Ph.D. guy, the Ph.D. guy does
not respect the manufacturing guy, so what you end up with is the follow-
ing situation (I have seen this over the years over and over and over
again): you have two efforts running parallel and these two characters
never talk to each other, the manufacturing guys want to outdo the
Ph.D.'s, and the Ph.D.'s want to outdo the manufacturing people. I think
what we need is not better education; we need better communication, and
that could save us an awful lot of money.

LINDMAYER: Very good point.

SIRTL: Mort, I come back to your comment about "let's not talk about economy,
let's talk about high efficiency." I think it can be a dangerous atti-
tude, at least in part, because an 18% solar cell, even in space tech-
nology, is not reality today on a 10 x 10 em? substrate, and if we talk
about the best we could do sbout making high-efficiency cells at present,
we have to talk about float-zone material. It may be very nice to explore
the best material available -~ some mechanisms we don't understand — but
I think we should be careful not to emphasize too much that kind of in-
vestigation alone. After all we have learned to date, float-zone material
would not be a good material as a basis for economical production, so we
may be forced to switch too late to other systems that offer a much more
economical background for making the solar cells. I just wanted to bring
up that point because the float-zone defect situation, for instance, is
much different from any kind of polycrystalline material or whatever else
you may choose.

PRINCE: You have a very good point there. In fact, I talked with Ted Ciszek
specifically sbout this problem: can we produce float-zone material at a
similar cost to Czochralski material; he has given me some positive indi-
cation that it is possible. I don't know whether we should make comments
about this at this time, or later.

SCHUMACHER: I would like to know if anyone has ever built a module that would
give you 15% efficiency regardless of whether it was done by Ph.D.'s or
who have you, and if not, why wouldn't that be a good objective -- just
to assemble the best team you could and build the very best module you
ever could — and then you can begin as a second priority to go after
reaching this cost objective. ‘I happen to think that single-crystalline
silicon would be a very nice thing to use in these solar cells. I would
think you would try to get the very most out of it that you could, and I
think that would be the ideal approach.

LINDMAYER: I think that at least small panels have been made that are good,
but not 1 m2. This was really just done in the lab.

11



ASPECTS OF SILICON BULK LIFETIMES

Univerls)::Lf).r Ezngiziﬁimpton, NS 5 - 3 1 6 1 7

Southampton, S09 5NH, England.

Abstract

Following some general remarks about (a) high efficiencies and (b)
recombination lifetimes, two specific questions are considered. First, an
analysis is made of the best lifetimes which have been attained for bulk
crystalline silicon as a function of doping concentrations. This is done by
adopting a separability assumption that the dopants which set the Fermi level
do not contribute to the recombination traffic which is due to the unknown
defect. This defect is assumed to have two charge states: neutral and
negative, the neutral defect concentration being frozen—in at some temperature
T.. It is essential for the higher doping concentrations to include the band-
band Auger effect by using a generalisation of the Shockley-Read-Hall (S.R.H.)
mechanism. We infer single-electron band trap recombination coefficients of
order 1072 cm®s™! and an unknown defect level near mid-gap. Some speculations
concerning its nature are also offered. Secondly, the above-mentioned
generalisation of the SRH mechanism is discussed in detail by giving relevant
formulae and quoting recent comparisons with experiment. This formulation gives
a straightforward procedure for incorporating both band-band and band-trap Auger
effects in the SRH procedure. There are two related questions which arise in
this context: (a) It may sometimes be useful to write the steady-state
occupation probability of the traps implied by SRH procedure in a form which
approximates to the Fermi-Dirac distribution. It is shown how this can be done.
(b) Some brief remarks about the effect on the SRH mechanism of spreading Ne
levels at one energy uniformly over a range of energies will also be made.

~
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1. Introduction

In this talk I want to discuss two topics of importance for the improve-
EEnE cﬁ g}Llcon solar ‘cells. The first (£4), relates to the problem of the
residual defect in silicon. Working backwards from the measured lifetime -
doping relationship, we shall ask if there is some single level with some
capture probabilities which can account for the best lifetimes. The answer
turns out that there seems to be such a level, but to identify its precise
nature requires more experiments. The second topic is the identification of
Auger trap and/or Auger band coefficients by an analysis which closely
resembles that familiar from the Shockley-Read-Hall (SRH) statistics. With
the increasing importance of heavy doping in devices, this rarely used
procedure is worth noting and it will be described in some detail. Although
not new it has been used only once or twice,; and it ought to be more widely
known.

As this is an "overview" talk, the work indicated above is preceded by
general remarks on high efficiencies (§2) and lifetimes (§3).

2. General remarks : efficiencies

The achievement of 18%+ efficient solar cells based on terrestrial
conditions and single crystal silicon hgs recently been reported. A key
element in the design is a thin (20-50 &) Si09 layer to passivate those n¥t
silicon surface regions which are without a contact (1), A first question
to be raised is if one knows that Si0O2 is the ideal layer. One knows that other
layers can be used, for example in MIS structures(2) ; it would be interesting
and important to know their effect on device performance. [There are of course
other ways of attaining high efficiencies, for example by the use of ion
implantation, high resistivity silicon and using surface passivation(3)]. This
is the first problem to which I want to direct attention.

A second potential method of obtaining high efficiencies is to employ
several cells of different energy gaps in one unit (or even in separate units
so that there are four or more terminals). If one envisages black-body
radiation at 6000K and a very idealised model,a two gap tandem cell might push
the efficiency up from a theoretical one-gap value of 31% to a two-gap value
of 42.9%(4,5), Scwe idea of the fall-off of efficiencies for non-optimal
band gaps is obtained from Figure 1(5). More realistically,one can study
tandem cells based on, for example, a combination of amorphous and crystalline
silicon as has been done at M.I.T. Figure 2 shows the results of such a =
calculation assuming optimised gaps, silicon properties for all gaps, one
sun and room temperature cperation. A four-terminal arrangement is seen to be
best, but in this calculation, one finds only a modest improvement of 30%
efficiency over the ideal 27.5% for a single junction crystalline cell. This
makes the additional complication arising from a second junction of doubtful
benefit(6), An additional problem with tandem cells is that an optimal
ad justment of a tandem cell for one spectrum is upset if the incident
spectrum is changed by cloudiness. The investigation of such matters
represents a second problem to which I want to direct attention. Note that
these high theoretical efficiencies for tandem cells have not even been

14
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realised approximately in practice. Presumably surface problems and
recombination at surfaces are among the difficulties which have impeded
progress.

Multi-gap structures entirely based on amorphous silicon have also
been considered. For a three-gap structure in series (Eg = 2.0, 1.7, 1.45 eV)
a 7% efficiency was attained, compared with a theoretical 24% (7). Our main
interest here is, however, in crystalline silicon.

There is an additional step which can be taken, namely to raise the
mobility of the current carriers by confining them to a well in the conduction
band produced by growing different materials on top of each other. 1In this
kind of multi~hetero junction scheme the electrons travel in a two-dimensional
well. They have dropped into it from a region containing the original dopants.
These are thus left behind leaving to the electrons a region relatively free
of ionised impurity scattering. The need to pursue these ideas, is my third
problem. A start has been made with it at the Sandia National Laboratorylgj.

3. General remarks : Lifetimes

Properties of a silicon wafer may be specified by giving details concerning:

Electrical properties (resistivity, conductivity type, lifetime,

etc.)

Mechanical properties (thickness, vacancy and interstitial densites,
etc.)

Chemical properties (chemical impurity concentrations, stoichiometry,
etc.)

Surface properties (surface scratches and roughness, etc.).

Of all these many parameters I shallhere been concerned only with the lifetime
T against recombination. Because it is normally larger than the dielectric
relaxation time Tp one keeps up a non-equilibrium steady state between
electrons and holes and can have lifetimes and diffusion lengths which are
greater than zero. [The opposite situation T &T. characterises the so-called
relaxation semiconductor in which the Fermi levels are locally coincident.]

In order to improve solar cells one has to increase T further.

Lifetimes may be improved by gettering metallic impurities like Au,
Fe, Cu which provide deep recombination centres, using a mixture of 02 and HCL.
Dislocations help to getter most impurities but unfortunately they provide
recombination sites themselves, particularly in the presence of vacancies.

During processing the high temperatures induce the formation of thermal
defects (vacancies, interstitials, etc.) some of which are quenched into the
final material and cannot be annealed out altogether. Particularly when
dislocation-free material is used, and dislocation gettering is therefore not
available, these mechanical defects tend to agglomorate and to give rise to
aggregates of defects (some are known as "swirls") which also shorten life-
times. This problem presents a "point defect dilemma"(9).

16



It should be remembered that a good understanding of lifetimes is desirable
rot only because one wants long lifetimes in solar cells. One additiomnal
reason is that lifetime monitoring is important in device processing. It is
used for example in neutron transmutation doping in which the uniformly
distributed isotope 30Si is converted into phosphorus dopant which is
therefore also uniformly distributed:

30
si - 31P+ Bray.

Lifetime measurements designed to assess the quality of the starting ingot

is also in use(10,11), A second additional reason for understanding lifetimes
is that for some device applications lifetime reduction is required, notably
for fast-switching bipolar transistors. This reduction may be achieved

(after fabrication) by electron beam irradiation, or (during fabrication)

by introducing "killer centres'" such as Au and Pt.

4. The residual defect in silicon

If one looks at measured silicon lifetimes as a function of doping, one
finds the jumble of points shown in Figure 3.

However, one may consider only the best lifetimes for given doping on
the argument that these crystals have attained some ideal lifetime, limited
only by a particular, but unknown, defect. This defect could be mechanical
(interstitial), chemical, or an association of several of these. In this view
the dopants help to set the Fermi level, but do not participate in the
recombination traffic which limits the lifetime. The recombination defects,
on the other hand, although of low concentration, are included in the Fermi
level equation. This is a kind of "separability assumption” for Fermi level
and lifetimes and it will be adopted here. What are the characteristics of this
"residual" lifetime limiting defect?

To answer this question we have added to the separability assumption,
secondly,the hypothesis that the defect has only one recombination level
and that if it is occupied it is negatively charged; otherwise it is neutral.
A third assumption is that the concentration of neutral defects is that which
is "frozen in" at a temperature Tf with an activation energy Ea, so that(13)
b4 3

NT = (5«x 1022) exp (-Ea/ka) cm °.

d (1)

The numerical factor is the atomic density of silicon.
The procedure now is to regard (1) as giving the maximum solubility of

the neutral defect as Tg. This is independent of the location in the material
and of Fermi level. The defect has a negative charge state linked to N§ by

- X _
N, / N, = exp [(F Ed)/ka].
Hence an increase in n-doping, by raising the Fermi level, raises N; and so
raises ‘
X -
= + N._.
Ng = Mg+ 1y
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This leads to a lowering of T _ (Np) with doping. However, increase in p-
doving lowers the Fermi level™ and hence Ng. This leads to longer lifetimes
Th(NA) with doping until these lifetimes are pulled down again by the band-
band Auger effect%14) as shown in Figure 4. Assumption 2 concerning the
charge on the unknown defect enables therefore the model to reproduce the
asymmetric behaviour observed experimentally as regards 1, compared with tp.

The lifetime curves for the correct concentration Ng of defects, as
calculated at Tg, are used at the lower measurement temperature T, assuming
a generalised Shockley-Read mechanism(15),  They follow roughly (Ng)-! with
doping, until they are both pulled down by band-band Auger effects.

The notation for the recombinaticn constant is shown in Figure 5. We use
BS, By, By for band-band recombination and T§, TS, T3 ..... Ty for
recombination involving traps(14). A superfix S"indicates a single-electron
(non-Auger) transition, the other symbols refer to Auger effects. Following
Fossum et al(13,15) gpe can neglect T3, Tos T3, T4 and BS and adopt
B, = 25, = 2x10 " cn® st
1 ° 9 X s .
S

As to T%, T,, one may regard them as fitting parameters, along with Tg¢ and
E;. The inferred values are then found to be

S 9 3 -1

S —
o
2T1 T2 5 x 10 cm s

E

1.375 eV, T_. = 620 K. (2)
a £

Position of defect level : 45 meV above mid-gap.
The resulting fit is shown in Figure 4.

We are left with two matters of controversy : (1) What is Tf in equn.(1)?
(2) What is the nature of the defect specified in (2)?

As to the first question, recall the early quenching experiments on
silicon which led to a relation of the type(17)

1
~ = C exp (-Ea/kTq)

where the activation energy was found to be 0.6 eV, t was the minority carrier
lifetime and Tq was the temperature from which the sample was quenched.
Data enabling one to find C was given later for these thermally generated
recombination centres:

' 13 -

cn 2,13 x 10 s 1, Ea = 0.9 eV.

[18; note that the captions of Figures 8 and 10 should be interchanged]. More
recently a thermally generated donor density

= U -
\V C' exp ( Ea/kTq)

2 - ‘
was found with C'n. 8 x 10 3 cm 3, E, =2.5eV in "pure" p-type silicon.
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The appropriate level was located 0.37 eV above the valence band edge (19),
These results suggest that (1) is a reasonable assumption and that the
freezing-in temperature Tf may be identified as the quenching temperature
for infinitely rapid cooling at least for some heat treatment histories.
This corresponds to the '"perfect" quench. Departure from the perfect quench
by slower cooling should lead to Tg < Tq. This relation between Tg and Tq
needs further study.

The second question is made difficult by the variety of levels found by
different methods in the forbidden gap of silicon. In particular we cite
nine relevant pre-1980 papers on thermally generated and/or quenched-in
centres in silicon (20-28), Thus a donor level at Ey + 0.4 eV was found in
p-type silicon in (19,20) and in boron-doped silicon in (21), but not in
(22) where the boron concentration was heavier. It was again found in (24)
as a complicated defect. The thermally generated defects were found to be
hard to anneal out in (25) and in later work.

In a series of later papers fast ("s'") and slow ("r", "r'", "r'"") thermal
recombination centres were found and characterised. They have formation
energies of 1.0 eV, 1.2 eV and 2.5 eV (26), the slower centres being less
soluble. The high binding energy and the consequent difficulty of annealing
out thermal centres was confirmed (27,28). The slow centres were attributed
to vacancy-Cu complexes and later to vacancy-oxygen complexes (29). The fast
centres were attributed to native defects [(29), Figure 3].

As regards energy level structure, many inconsistencies remain.
Some of the discrepancies between the various experiments have been attributed
to electrically active defects connected with traces of iron in silicon which
may have been present in varying amounts (30). They can be kept down to
below 1014 cm~3 by special treatment. Iron-related deep levels have, in
fact, been studied separately (31) as has the level at 0.45 eV above the
valence band edge (32).

Swirl defects (due to point defect agglomerates, presumably interstitial)
of formation energy 1.3 eV - 1.4 eV were also noted in p-type floating zone
grown heat-treated silicon (33), and their annealing characteristics differ
from those of divacancies of a similar formation energy (1.3 eV).

Two possible interpretations of the defect inferred here and
characterised in (2) will now be proposed. The first suggestion is that it is
a swirl. The A-type swirl, believed to consist of dislocation loops, loop
clusters, etc., occurs in concentrations of typically 106 - 107 cm™3, and is
therefore not a serious candidate. B-type swirls are smaller and are found in
concentrations up to 1011 ecm™3 or so (34). This is of the order (1011 - 1013
cm~3) of defect density implied by Figure 2 of (14). The formation activation
energy of 1.3 - 1.4 eV (33) is also of the right order. If such swirls can
supply an ac¢ceptor level near mid-gap (their energy level structure does not
seem to be well known yet), the swirl B would be a serious candidate. This
interpretation of the "residual' defect in silicon as used for semiconductor
work, if correct, would be of importance for two reasons : In the first place
swirl defects are known to have detrimental effects on silicon, and secondly
the elimination of swirl defects is under active study. One can use slow or
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fast crystal pulling rates, inert ambients during growth, or annealing after
growth to reduce their occurrence.

A second candidate is the "s'" (native, fast) recombination centre (29).
The slow centres ("r, r', r" ") have levels which lie too close to the band
edges, whereas the "s' centre has a level near mid-gap. A recombination
coefficient for minority carriers of ~10-7 cm3 s-1 has beenssuggested (23)
which is 100 times larger than our inferred values of Tf v T A1079 em3 1.
This could, however, be understood in terms of different thermal histories.
It is, of course, possible that the "s"-centre and the swirl B centre are
the same defect. Even a very recent study (35) on the relation between
recombination mechanisms and doping density leaves these matters unresolved.
It is hoped that the above suggestions may, however, stimulate further work.

Deep level spectra are not well known, but some are shown in Figure 6
and it will be seen that they do not apply to the residual defect identified

here.

5. Auger effects in trapping statistics

In the above discussion the Shockley-Read-Hall trapping mechanism has
been invoked in order to arrive at a lifetime. However, the effect of
additional Auger processes was not incorporated in the original version of
1952. This extension was made in 1963 (38) well before device engineers
took an interest in heavy-doping phenomena. Because I believe this
incorporation of Auger effects to yield an important new and useful concept,
I have developed it and applied it from time to time(15,39,40), 1In the
present context the motivation for such an extension of the Shockley-Read-Hall
mechanism is particularly obvious: The reverse diode saturation current J,
should be kept small in a solar cell to reduce loss by recombination. The
minority (electron) carrier recombination rate per unit volume is for the
simplest picture of a p-type layer

Y nEo 12
—_— PO = -1 = = -

- h (exp Gyn ) T (expdy, - 1)
n n A'n

=}

where 6y _ is the electron Fermi level excess over its equilibrium value
divided gy kT. It has also been assumed that the p-type material is non-
degenerate with all acceptors ionised

= 2 = N
npo Ppo By npo A

The bulk recombination can therefore be held down by heavy doping and this
brings in Auger effects as their rate tends to dominate over single

carrier transitions at high carrier densities. [The improvement of the basic
material by identifying and, if possible, removing deep level recombination,
alsc indicated by this argument, was dealt with in section 4].

The need for heavy doping can also be seen from the open-circuit voltage
of solar cells which in a simple theory should increase with doping but in
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fact declines after going through a maximum. An early curve of this kind was
given by Iles and Soclof(41),

Turning to the incorporation of the Auger effects shown in Figure 6 into
the SRH trapping statistics scheme, the simplest way of doing the algebra
may be as follows.

Let Ny and Ny be the concentration of centres or defects without a
trapped electron and with a trapped electron, and let Ng = Ng + Nj be
the total defect concentration. Let n, p be electron and hole concentrations
so that for non-degenerate material we have

Electron capture rate < nNj, (G)
Electron emission rate « N; (Gny)
Hole capture rate « pN, (H)
Hole emission rate < Ny (le)

The coefficients of proportionality, which we shall identify later, are also
shown. All one needs is the steady state condition for the centres, by equating
the nett electron and hole capture rates per unit volume:

G(nN

0" nlNl) = H(le - piNy) (3)

This gives steady-state occupation fractions

N1 Gn + le
ﬁ; N G(n+nq )+H(pt+py) °
so that
N N
ﬁg = 1 - ﬁl (4)
d d

Substitution for Nj and N, from (4) into the left-hand side of (3) gives the
steady-state trap recombination rate per unit volume :
: np - n,P
- — 11 - (5)
(NgH) (n+n1)+(NdG) (P+P1)

U
st.st

This has the general shape of the usual S.R.H. result, except that nl,pl, G,
H need interpretation.

- The factors n, and p, are not interesting; they follow from (3) if
detailed balance is assumed:
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nN n.- n
= 0 _ d ¢
n; (Nl )eq N_e (6)

where n_ and n, are the energies of trap level and conduction band edge,
each divided by kT. Similarly
pN n_-n

- 1 =
P; < (—EG )eq e (7)

where n, refers to the valence band edge. It follows that

n,p. = (np) = n%,
171 eq i

However, G and H are more interesting : we must include all the six
trapping processes of Figure 5, making the electron capture rate per unit

volume
-S +T2
GnN0 = Tl nN, 1n Ng + TznpNo,
ie.G= T + T.,n + T,p. (8)
: 1 1 2
Similarly g v
H =T, + T,0 + T3p (9

The picture is completed by adding the band-band recombination rate per unit
volume

s
Fnp, F =B + Byn+ Byp (10)

(38)

Hence the total steady-state recombination rate per unit volume is

1

U=[F+ ) , ~
(NgH) (n+nf»(NdG) (ptpy)

](np-niz) (11)

We now proceed to some special cases of interest.

Consider now the minority carrier lifetimes. 1In p-type material one
has PPy (the equilibrium concentrations receive now a suffix zero) so that
- G

1 u (n no)p N

— E—— .0 (S = “+.—L
Tn n--n n-n_ [F + ptpy 1= pr ptp !

46+
(12)
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(p-po)n N.H

—U—'ﬁ————[F+—d—]=nF+—E—Nd
T PP, P P, n+n1 n+n

H. (13)

I1f n1 << n, P, <K p, one has, underlining terms liable to dominate,

i

o (B§+Bn+B2p)p+(Ti+T

1

mt T,p) Ny (14)

n

1 S S
—T; o (B1 + Bin + sz)n + (T2 + T3n + Tap)Nd (15)

These formulae were in reascnable agreement with earlier (1962) experiments on
Germanium, when these results were first tested shortly after they were

proposed 42), However, it took a surprising eighteen years before an
explicit test was made (43), Some of the results are shown in Figure 7 and
Table 1. There is reasonable agreement between theory, equation (15) in this
case, and experiment. [The classical S.R.H. results are found if one puts
S = = = = - - .
Table 1

Some inferred values from a fit of equation (15) to the

data of Figure 7 at 300K.Based on reference 43

S -1 S
(Tsz) T3Nd T3/T2A
Au diffusion at .

- -12 - =19 3
850°¢C 15 10 8s 5.3x10 cmBS 1 7.95 10 et
Au Siffusion at -8 -12 3 -1 -19 3
920°C 1.3 19 s 82x10 cm” g 10.7 10 cm

We thus have a method, capable of being applied to experiments, which
is the natural extension of S.R.H. statistics. As Auger effects have often
to be taken into account, this method should rival S§.R.H. statistics in
popularity. The only complication is the need to know the additional
recombination coefficients. But as was seen in {16) some of these may be
put equal to zero in specific cases.

There is a question of a more academic nature which the above results
bring up: The steady-state occupation probability (4) of the recombination
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centres should go over into the normal Fermi-Dirac function in equilibrium:

Nl 1

where Y 1is the equilibrium Fermi level divided by kT and the degeneracy
factor Ras been absorbed in Ng- At first sight it is not easy to see how
this can come about. However, one can rewrite (4) as

N

1 1
— = (18)
Ny h exp(ny -Y6)+1
which solves the problem provided one can show that h > 1 in thermal
equilibrium. This is so. In fact one finds
1
coshfa + = (v =~ v.)
1 o
h = exp[yg o (yé + Yh)] % h
cosh[a + 3 (Yé - Yb)]
(19)
where
expo = Gnl/Hpo. (20)

In thermal equilibrium h > 1, as expected. The results(18) - (20) seem to be
new. They were first found in reference 44,

A question not investigated much (but see (40)), though it could be of
importance for lifetimes, is the following: How is the recombination lifetime
changed if Ny levels at an energy Egq are spread out with constant density
to extend from Eq - € to Eq + €?, This doubt arises occasionally in modelling
situations.. To answer this question one can use the generalised S.R.H.
process, assuming that defect-defect transitions are negligible. This matter
is under investigation. Preliminary results suggest that, depending on the
position of E4 and on the excess carrier concentration, the recombination
rate can move in either direction. For a defect at midgap a decrease is
more likely, while an increase is favoured if the defect is in the upper part
of the gap provided the excess carrier concentration is not too large. More
details will be reported in due course.
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6. Additional comment after the work was completed.

A defect similar to the one inferred here (in section 4) appears to have
been found in swirl-and dislocation-free float zone grown silicon by deep
level transient spectroscopy and derivative surface photovoltage (45). This
dominant recombination level was located at E, + 0.56eV with a capture cross
section for holes equal to twice the capture cross section for electrons:

0'23 = 20’1S = 10-14 sz (21)

in fair agreement with the specification (2), above, of the defect identified
here. If one puts

S

T = £ v 028 (v ~ 107 em/s ~ thermal velocity)

and inserts our value for T, S and relation (21) the factor f (giving a
recombination efficiency) turns out to be

f = 0.05.
The same result is found if Tls and Gls are used. These authors suggest

that the defect may be a self-interstitial or a cluster of these - this is a
third possibility in addition to the two noted in section 4.
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DISCUSSION

SCHUMACHER: Well, Peter, I guess I don't understand the whole story here, but
after all, in the Shockley-Read-Hall treatment of lifetime, the shifting
of the Fermi level is taken into account, and there is an occupancy factor
that tells you how many electrons, how many majority carriers there are
in the centers for recombination. Then, as a result of that, the life-
time in less heavily doped material is higher than the lifetime in more
heavily doped material. Of course, if you change the total number of re-
combination centers, then you can change the lifetime. You are saying
that the number of recombination centers is changing because of the posi-
tion of the Fermi level, not just the occupancy number. 1In order for what
you sayding to be true, it would be necessary for the total aumber of
recombination centers to change. '

LANDSBERG: Right. And so it does. I think I might not have made it clear.
It is entirely my fault. Perhaps what I didn't explain quite well enough
is that these dopants don't act as recombination; a kind of separabiiity
assumption that the defect acts as a recombination center. The dopant is
merely there to set the Fermi level. Now, what happens is, as you said,
the lifetime increases because the total number of defects has decreased.

SCHUMACHER: Then the X is the total number of defects.

LANDSBERG: No. The X is the total number of neutrals. So the neutral defect
density is given by the solubility of the defect in the silicon.

l

SCHUMACHER: Then N§ is not the total number of defects?

LANDSBERG: There is an old paper by Hall and Shockley many years ago that
discussed solubility. There were other people after this. They were
talking largely about the sclubility of the neutral species. That is
always uniform; it is not affected by the p-n junction, and so on,
because it doesn't react in an electric field because it is neutral.

TAN: Peter, I have two simple comments, made in good faith, and I hope you
will accept them in good faith tco. The first one is that in one early
slide you said that in order to specify the material, silicon, you have
something called a mechanical property. Those of us who work in the
material characterization field refer to that as a physical defect. This
is simply a misnomer, not important. The important part is that to my
knowledge, up to today, we do not know how to specify that property in
the same sense as you would with your electrical property.

LANDSBERG: I think it is a very interesting point you are making, because it
is just where I am rather ignorant.

TAN: That is why I mentioned I made these comments in good faith.
LINDHOLM: I will be very brief, but some of the people here might want to

know where some of these things were published. Can you tell us what is
the status of that manuscript? :
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LANDSBERG: We didn't pay any reprint charges because we couldn't afford to.
LINDHOLM: That is a good comment for the sponsors to listen to.

LANDSBERG: Therefore, it is delayed. It is in the Journal of Applied Physics.
The proofs have been seen but as far as I know it has not appeared yet.

LINDHOLM: As a point of clarification in sort of following up Joe Loferski's
question: I think that your Tg on the slide stands for temperature of
formation. You have an activation energy of 1.3 eV, and roughly figuring
that out, that must mean around 600K. Do you remember that?

LANDSBERG: Yes. It was around 620K, something of that order.

SCHWUTTKE: Just a comment in supporting the characterization people on the
previous comment. Looking back to my early years as a student, there was
one hot subject, and you will remember this as well as I do. People were
totally concerned for what we called cclor centers, and they studied this
from a to b to ¢. And every month, almost, they discovered a new symbol.
Then later on, cnce I graduated, they discovered one particle of matter,
another particle of matter and I don't know how many particles of matter
they have discovered by now. And then we were very proud that we defined
crystal perfection by zero dislocation density and so we got accustomed
to zero dislocation density and crystal perfection —- to characterize
crystal perfection by the number of dislocations. And then, I believe, a
lot of nuclear physicists got into silicon, and from there on we have had
this tremendous confusion about crystal perfection. Today crystal per-
fection does not mean that you have zero dislocation. You are really ad-
dressing the state, the point defect state, in the materials. Basically,
you can only talk about crystal perfection if you know the condition of
every atom and what else is floating around. You are faced with some
very difficult problems if you want to calculate something, because we
just cannot provide you with the necessary detailed information that you
need to make the proper calculation. So it is basically cur shortcoming,
not yours, and I would like apologize for that.
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ABSTRACT

The dominant recombination phenomena which limit the highest efficiency
attainable in silicon solar cells under terrestrial sunlight are reviewed. The
ultimate achievable efficiency is limited by the two intrinsic recombination
mechanisms, the interband Auger recombination and interband Radiative recom-
bination, both of which occur in the entire cell body but principally in the
base layer. It is estimated that an upper efficiency of 25.4% at AM1 or BAM1.5
solar illumination can be attained if either Radiative or high-injection-level
Auger recombination in the base is the only recombination loss mechanism in a
cell with 50 micron thick base and at an absorbed photocurrent of G.36 A/W.
Thicker base will increase the efficiency slightly via higher absorbed photo-
current less higher Auger and Radiative recombinations in the larger volume.

At 500 micron, the photocurrent is raised by 10.6% and the open-circuit voltage
is reduced by about 60 mV due to larger recombination volume, giving a net
efficlency gain of only about 0.6% to 26% at AM1. The low-level Auger recom-
bination in the hase gives a smaller efficiency of 24% in 50-micron base cell.
This suggests that an optimum (26%) cell design is one with lowly doped 50-100
micron thick base, a perfect BSF, and zero extrinsic¢ recombination such as

the thermal mechanism at recombination centers (the Shockley-Read-Hall process)
in the bulk, on the surface and at the interfaces. The importance of recom-
bination at the interfaces of a high-efficiency cell is demonstrated by the
ohmic contact on the back surface whose interface recombination velocity is
infinite. To attain the Auger-recombination-limited efficiency in the base
without a minority-carrier-blocking back-surface-field layer, the total
majority carrier density in the base must exceed'101 cm‘z, an impractically
large value requiring a one-centimeter thick cell at a doping concentration of
10! 7em™3 which would increase Auger and Radiative recombination by 200 over a
50 micron cell and reduce the limiting efficiency by 5% to 20%. The importance
of surface and interface recombination is further demonstrated by representing
the Auger and Radiative recombination losses by effective recombination
velocities which are about 0.33 and 3.1 cm/s respectively at 25.4%. Thus, to
reach the ultimate efficiency limit of 25.4%, real interfaces must have recom-
bination velocities less than about 10"!7N_ or 1 e¢m/s at a surface impurity
concentration of Ns-1017cm'3. The paper is concluded by demonstrating that
the three highest efficiency cells (17,18,19%) may all be limited by the SRH
recombination losses at recombination centers in the base layer. To reach the
Auger and Radiative recombination-limited efficiency of 25.4%, the SRH recom-
bination loss in the base must be dec¢reased to §ive a minority carrier life-
time greater than 2x10!*/N; or 2 ms at 10!7cm™> base doping density. This
corresponds to a dark current of 0,2 fA/cm? in the ideal diode Taw.
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I. INTRODUCTION

Energy loss by photogenerated electrons and holes through scattering and
recombination limits the ultimate performance of solar cells. Scattering
reduces the mobilities of electrons and holes, increases the series resistance
and decreases the fill factor (FF). Recombination increases the shunt
conduetance and the dark leakage current and decreases both the open-circuit
voFtdgé (VOC) and the short-circuit current (JSC). Energy loss during these
two collision processes (scattering and recombination) will reduce the
maximum efficiency (EFF) which is given by EFF=FF¥VOC*JSC/PIN at an absorbed
areal solar power density of PIN.

The ultimate efficiency is limited by two intrinsic recombination
mechanisms in an ideal cell structure in which the scattering or series
resistance loss and the extrinsic recombination losses are reduced to
negligible levels. These two intrinsic recombination mechanisms are the
interband (conduction-band to valence-band) radiative process and the inter-
band Auger process. The interband Radiative recombination mechanism poses
the ultimate limit while the interband Auger recombination mechanism may be
reduced by proper cell design via dopant impurity density and layer thickness
control. 1In a silicon p+/n/n+ or n+/p/p+ back-surface-field (BSF) cell design
with 50 micron base layer thickness, the ultimate AM1 (or AM1.5) efficiency is
about 25% at room temperature and both the Radiative and Auger mechanisms

.contribute about equally to the recombination loss.

This paper presents an analysis of the effects of the intrinsiec and
extrinsic recombination mechanisms on the performance of silicon p/n junction
solar cells. Section II provides a review of the recombination mechanisms
and locations and their effects on the performance of solar cell devices.
Section III provides an analysis of the ultimate performance of ideal cells
with no scattering losses. Section IV illustrates the effect of surface
recombination and its large degrading effect on performance. Section V gives
an analysis of the three highest-efficiency single-crystalline silicon solar
cells which -have been reported. It delineates the material factors which may
have reduced their measured performance below that predicted by ideal diode
law. A short concluding summary is given in Section VI.

II. RECOMBINATION MECHANISMS AND SITES

The electron-hole recombination processes can be categorized according
to their origin. They can be further divided by the energy exchange méchanisms
which control the recombination rate. Recombination processes with the
intrinsic origin are those which limit the ultimate performance of a solar
cell. Recombination processes due to imperfections in the crystal lattice,
grouped by their extrinsic origin, such as chemical impurities and physical
defects, can be reduced so that their deleterious effects on cell performance
can be nearly eliminated. A categorization of these recombination processes
are given below [1].
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INTRINSIC MECHANISMS (Interband Transitions) ENERGY EXCHANGE PARTNER

1.1 Thermal Recombination Phonons(Lattice Vibration)
1.2 Radiative Recombination Photons
1.3 Auger Recombination Third Electron or Hole

EXTRINSIC MECHANISMS (Band-Bound Transitions) ENERGY EXCHANGE PARTNER

E.1 Thermal Recombination (SRH) Phonons
E.2 Radiative Recombination Photons
E.3 Auger Recombination Third Electron or Hole

A main fundamental difference between the intrinsic and the extrinsic recom-
bination mechanisms is that the initial and the final states of the electron
are in different bands separated by a large energy gap for the intrinsic
processes. The energy exchange during the transition is much larger than the
largest phonon energy, about 60 meV in solids. While for the extrinsic
processes, the initial or final states is a bound state localized at

a lattice imperfection, either an impurity or defect site, while ¢he other

is an unlocalized band state. The energy exchange covers both the small
energy range of the phonons as well as the large energies near the energy gap.
Thus, the intrinsic processes cannot be eliminated completely, although the
Auger process, 1.3, can be reduced since it depends on the presence of a third
electron or hole and hence will dominate only in regions of high electron or
hole concentration. However, the extrinsic processes can be reduced to
negligible level so that they no longer affect the solar ceil performance.
The reduction of the extrinsic recombination mechanisms requires crystal
perfections and purities in starting silicon as well as stressless and clean
solar cell fabrication processes which exceed the latest silicon very large
scale integrated circuit (VLSI circuit) technology.

Among the recombination processes, the intrinsic Auger and Radiative mecha-
nism pose the ultimate limit while the extrinsic thermal (SRH or Shockley-Read-
Hall) mechanism is the current technology limit. The recombination rate of the
SRH mechanism is proportional to the density of "the impurities and defects.-
These imperfections can be unintentionally but readily introduced during the
cell fabrication procedures and they may also be present in the starting
crystal, having been incorporated during crystal growth. Thus, to reduce the
SRH recombination rate will tax the latest silicon VLSI technology and beyond.

These recombination processes can occur preferentially at certain regions
and locations of a solar cells which suggest device design and technology
innovations to reduce and eliminate them. A schematic illustration is shown
by a cross-sectional view of a p+/n/n+ ¢ell in Fig.1. The recombination
processes can occur in the quasi-neutral emitter p+/, base /n/, and back-
surface-field /n+ layers. They can also occur in the junction space charge
layer of the p+/n junction, as well as at the oxide/Si and metal/Si or
metal/oxide/silicon interfaces on the front and the back surfaces of the cell.

However, they are not all important in all of these regions. For example,
in the highly-doped p+/ emitter layer, only the interband Auger and the SRH
recombination mechanisms may be important. The interband Auger recombination
can be important if the majority carrier density in the quasi-neutral emitter
exceeds about 1.0E17 hole/em? or a sheet resistance of about 0:6 ohm per square
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since Auger recombination rate for the injected or photogenerated electrons in
the p+/ emitter layer is proportional to the square of the hole concentration,
P%2. For another example, the SRH recombination mechanism could also be
iniportant in the quasi-neutral p+/ emitter if the density of the defect
recombination centers is greatly increased due to the heavy doping of the p+/
layer by incorporating a high concentration of boron impurity. Heavy doping
introduces localized band-tail states and broadens the boron impurity level
into an impurity band, both of which give a narrowing of the energy gap for
the minority carriers or an increase of the intrinsic carrier density, n;, or
the minority carrier density. This would increase the minority carrier

or electron recombination rate in the quasi-neutral emitter layer and reduce
the solar cell performance. There has been no concrete evidence showing the
importance of the localized or band-bound Auger recombination process (E.3) in
the heavily doped emitter, although it is anticipated due to both the large
majority carrier density and high density of defect and dopant impurities.

In the quasi-neutral base layer, the interband Radiative, interband
Auger, and the SRH processes may all be important. The Radiative process in
the base layer is the ultimate performance limiting loss mechanism. It is not
as important in the emitter since the emitter layer is rather thin-and hence
has a rather small recombination volume compared with the thicker quasi-
neutral base layer. The interband Auger process in the base layer can be
reduced by not-so-heavily doping the base. Lightly doped base would enhance
the influence of recombination in the back-surface-field layer sc¢ base doping
must be optimized or not so low, resulting in significant loss from the
interband Auger recombination process.

Similar to the emitter, the dominant recombination processes in the
heavily-doped quasi-neutral back-surface-field layer are the interband Auger
and the SRH recombination processes, but their influences are not as large as
they are in the emitter since the emitter is close to the solar source and
the minority carrier collecting p+/n junction than the BSF layer.

Surface recombination can also seriously limit the efficiency of very-high-
efficiency solar cells., Recombination of electrons and holes at exposed
surfaces and interfaces can occur via the various mechanisms just descrlbed.
However, the interfaces, such as the oxide/silicon, metal/silicon and
metal/thin-oxide/silicon interfaces which can be present in a cell, are layers
of high density of defects and impurities. The defects, commonly known as
dangling bonds, and the impurities can form electron and hole bound states and
serve as sites for electron-hole recombination. Generally, the SRH mechanism
at these interface bound states is thought to be the most dominant. However,
for heavily doped emitter and BSF layers, the surface concentration of the
majority carrier is so high that one could also expect the Auger mechanisms to
be important, especially the interband type although the bound-band type has
not been eliminated as a candidate. In silicon solar cells of greater than 20%
efficiency, the recombination loss in the cell must be so low that even a
minute amount of recombination at the interfaces can be very detrimental to
achieving higher efficiency. At the ultimate efficiency of about 25%, an’
effective interface recombination velocity of 1 cm/s or less must be required
to render interface recombination unimportant. This places a severe constraint
on the high temperature processing steps used during cell fabrication to
obtain low recombination velocity interfaces. -Each increase of ten of the
interface recombination velocity will reduce the open circuit voltage by




2.3kT/q or 59 mV at 2U4C and the efficiency by 10%. Fortunately, low
interface-recombination-velocity processing techniques are well advanced in
silicon VLSI technology. However, areal uniformity over the extremely large
areas required of solar cells and stability are still two key unknown factors.

The requirement of low interface recombination velocity for reaching
very high efficiency has motivated innovative cell designs. For example, the
very high (nearly infinite) interface recombinaticn velocity at the metal/Si
contact of the front contacts of a cell has prompted one design to use all
back surface contacts [2,3] and another design in which a thin oxide layer is
introduced between the metal and the silicon surface to take advantage of the
very low interface recombination velocity of the oxide/silicon interface [4,5].
Some of the latest high efficiency silicon solar cells, recently reported,
seem to have the interface recombination loss reduced to a negligible level
compared with the recombination loss in the quasi-neutral base layer [4,5,6].
Some quantitative analyses on these cells are given in section V.

Another important recombination loss originates from impurity-defect
clusters in the bulk of the cell [7] and damaged and at the exposed perimeter
surface of the p+/n and n/n+ high/low junctions of the cell [8]. In prineciple,
these recombination sites can be eliminated by revising processing procedures
and cell structure designs.

III. ULTIMATE PERFORMANCE OF IDEAL CELLS

The ideal cell is one that has only the lowest intrinsic recombination
losses, the interband Radiative and interband Auger recombinatlion losses.
Operating in the low injection level is also desired to further minimize any
SRH recombination losses and in particular, to take advantage of tbe more
box-like current voltage characteristics given by the idezl diode law,
J=J1*¥[exp(qV/kT)-1] compared with the high level law, J=J2¥[exp(qV/2kT)-1]
which has a more rounded or soft shoulder.

In the following subsections of this section, the ideal diode cell will be
analyzed to illustrate the numerical range of the solar cell parameters, JSC,
VOC, FF and a diode parameter, the dark current J1, in very high efficiency
cells, This is followed by an analysis to give projected ultimate performance
limit "if the only losses left are the intrinsic Radiative and Auger processes.
In the next section, section IV, the importance of surface recombination is
illustrated by two design examples. 1In the last section, section V, analyses
of the three highest efficiency cells recently reported are analyzed based on
the ideal diode cell mcdel given here,

3.1 IDEAL DIODE CELL
The d.c. current-voltage equation of a diode solar cell is given by
J = JL - Ji*[exp(qV/kT) - 1}
~ Jm*[ exp(qV/mkT) ~ 1]

where JL is the photocurrent density (areal), J1 is the dark leakage current
of the ideal Shockley p/n junction diode, m and Jm are the reciprocal slope
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and dark current of the nonideal junction diode. m=1 to 2 for recombination
in the space charger layer of the p/n junction [9]. m=2 for recombination in
. the quasi-neutral base layer at high injection level, i.e. when N=P>>Dopant
Density. m=U4 if a surface channel exists across the p/n junction perimeter
such as the inversion channel of a MOSFET [9]. If a shunt resistive path
exists across the bulk or the surface of the junction, m can be greater than
4 [9]. For the interband Auger recombination mechanism, m=1 at low injection
level but drops to m=2/3 at high injection level. This occurs because the
interband Auger recombination rate is proportional to N P + P N while quasi-
neutrality at high injection levels requires_that N=P=n ¥*exp(qV/2kT),
resulting in a current law proportional to N3 or P3 or [exp(3qV/2kT)] .

For high efficiency cells, all the nonideal recombination losses are elimi-
nated except the interband Auger mechanism at high injection levels. Thus, the
Jm term can be dropped except for the interband Auger process. The ideal diode
solar cell equation is then given by

J = JL - J1*[exp(qV/kT) - 11].

The photocurrent, JL, is a weak function of recombination loss for very-high-
efficiency cells. It can be taken as a constant and set to the maximum
available photocurrent for a given cell thickness. In the numerical analyses
to be presented in this paper, JL=36mA/cm? will be assumed for a AM1.5 spectra
at a photon power PIN=100mW/cm?. This closely approximates the photocurrent of
the measured AM spectra which gives 31.49mA/cm? at 88.92mW/cm? photon power

in a cell of 50 micron thick under one pass with no front surface reflection,
presented earlier [10] based on the spectra of Thekaekara. For other condi-
tions and cell thicknesses, only the ratio, JL/PIN=36/100=0.36 A/W needs to

be modified. This photoresponse increases to 0.4594 A/W when the cell becomes
infinitely thick or all the photons are absorbed, a 27.6% increase. To reach
higher efficiency, the cell thickness may be increased to increase the short-
circuit current, but this will increase the recombination volume so that a
optimum thickness will be reached beyond which the efficiency will drop.
Multiple passes using back-surface optical reflector in a thin cell can-avoid
the high recombination loss in the base of a thick cell.

_ The relationship between the short-circuit current, JSC, and the open-
circuit voltage, VOC, is then given by

JSC = JL = J1*[exp(qVOC/KT) - 11].

The maximum power point can be computed, without any approximation by setting
d(J*V)/dv=0. The efficiency, EFF, at the maximum power point is then given by

EFF = PMAX/PIN = JMAX*VMAX/PIN

which is also used to define the fill factor, FF, given by
FF = JMAX*¥VMAX/JSC*VOC,

Thus, the maximum efficiency is given by

EFF = FF*JSC*VOC/PIN = (JSC/PIN)*FF*VOC = 0.36*FF*VOC.
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This is a familiar result which has been used to analyze high efficiency
cell designs. To illustrate the numerical range of the parameters in the-
very-high efficiency cells, a set of values are computed and tabulated in
Table I. It shows that the dark current, J1, must be less than 2E-13 A/cm? or
0.2 pA/cm2 for a 20% cell. It decreases one decade for each efficiency rise
of 2%, reducing to 0.2 fA/cm? at 26%, which is about the ultimate limit for a
50 micron thick cell. The table also shows that for each 2% rise of
efficiency, the open-circuit voltage is increased by 60 mV, consistent with
the simple estimate we made earlier, 58,96 mV.

TABLE I
PERFORMANCE PARAMETERS OF VERY-HIGH-EFFICIENCY
IDEAL DIODE SILICON SOLAR CELLS '
(AM1 or AM1.5, 24.0C)

SOURCE I Js¢ | Voc| FF | EFF

(A) (mA) | (mv) ¢3)
Theory | 2.0x10710 | 36.0 | 840 | 0.8664 | 26.0
Theory | 2.0x1071° | 36.0 | 780 | 0.8588 | 24.0
Theory | 2.0x1071% | 36.0 | 720 | 0.8501 | 22.0
Theory | 2.0x10 13 | 36.0 | 660 | 0.8402 | 20.0

3.2 - ULTIMATE PERFORMANCE

The ultimate performance is limited by the interband Radiative and Auger
recombination mechanisms. The ultimate efficiency is reached when all the
extrinsic recombination lo=<es are eliminated. Tiie numerical results are
obtained by assuming also:tmat all the emitter recombination losses are
negligible, especially the low-level interband Auger recombination loss in the
highly doped quasi-neutral emitter layer. This is achievable by proper design
of the emitter concentration profile so that the total majority carrier
density in the emitter is not much higher than about 1E14 and there is a good
p++/p+ front surface field layer to maintain the high sheet conductance and
low series resistance. Thus, in this limit where only base recombination
dominates, thé dark current, J1 can be readily obtained by multiplying the
position independent base recombination rate to the base thickness. The -
results for both the two intrinsic¢ loss mechanisms and the SRH extrinsic
mechanisms are listed next,
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Radiative Recombination (Interband)
J1 = qCO%xB¥n?

Auger Recombination (Interband)

a* *3 .
J0.6 qC™*XB n; (High Level)
Jg1 = qca*XB*ng*NB (Low Level)
Thermal Recombination (Bound—Band) SRH

J1

]

qTEI*XB*ni/NB {Low Level)

Je

aty
Numerical calculations are performed for silicon cells with base layer thick-
ness of XB=50 microns at 24.0C where n;=1.0E10 em~3, The Radiative recombina-
tion rate of C°n§=0.62E6 is employed while the interband Auger rates are:
C%=2,88~-31 and C_=0.99E31 cm®/s. To illustrate the condition at which the SRH
recombination loss will reduce the ultimate efficiency, a base lifetime of

100 us and diffusivity of 20 em?/s are assumed.

—1*XB*ni (High Level)

The results are tabulated in Table II. This table also shows the results
of two ohmic-contact cells to illustrate the effect of surface and interface
recombination. They are discussed in the next section.

Table II shows that the ultimate efficiency limited by Radiative recombina-
tion alone is about 25%. The Auger limits are computed for the extremes of the
injection levels and both are close to the 25% Radiative limit. The high
injection limit of the Auger case is reached if the majority carrier or doping
impurity concentration in the base layer is less than about 5E16cm=3 for the
50 um base thickness which gives a total carrier density in the base of
2.5E14 om™3. Designing and operating the cell in the high level Auger
range by reducing the base doping may help in maintaining the high SRH
recombination lifetime which is necessary to achieve the high efficiency, but
the sensitivity to surface recombination becomes more severe at this high level
as indicated in the table and discussed in the next section.

Table II also gives the results of SRH recombination loss at both low and
high injection levels. Two design ideas may be drawn. (i) High level
injection should be avoided. This was arrived at previously by a simple
observation that the high level recombination current law, exp(qV/2kT), gives
a softer illuminated I-V curve and hence lower fill factor and efficiency.
(1ii) Table II also shows the condition at which SRH recombination loss will
become important to lower the ultimate efficiency. The example assumes a SRH
recombination lifetime of 100 us to give a 23% efficiency. To reach 25%, the
SRH base lifetime must be greater than about 1000 us or 1 ms which is at the
limit of the state-of-the-art for VLSI grade silicon crystals.,
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TABLE II

ULTIMATE PERFORMANCE OF SILICON SOLAR CELLS
(Including the Effect of Surface Recombination)

SOURCE 9 Js¢ [Voc| FF | EFF | 4 3, /q SEFF
(A) (mA) | (mV) (%) (cm/s)
Radiats) o 16716 | 36,01 817 | 0.8637 | 25.4] 1 | nZ 3.1
Recomb. B i
Auger H| 3.0x107%% | 36.0 | 786 | 0.8968 | 25.42/3 CPxgn? 0.33
AugerL| 2.3x1071° | 36.0 | 776 | 0.8582 | 24.0] 1 CPxgnliy | 14
SRE L|8.0x10°1° | 36.0 | 746 | 0.8540 | 23.0| 1 tphpn2N) |50
ohmicL| 6.4x10713 | 36.0 | 634 | 0.8354 | 19.1] 1 Dxzln2N! | 4000
SRE  H|8.0x10~% | 36.0|666|0.7415|17.8] 2 dxgn, 50
obmic H| 6.4x10°% | 36.0 442 | 0.6645 | 10.6| 2 Dx;'n,  [4000
T=24°C; ni=1010cm-3; Area=l cm2; xB=50 um; NB=1017cm-3; D=20 cmz/s;

‘tB=100 Us; EIN =100 mW(AM1.5); L=Low Level; H=High Level;

C°n§=0.62x106; Ci=Cn=2.8x10-31 =C™+CP=3.8x10 " emb/s.

a

cm6/s; CH

IV. EFFECTS OF SURFACE AND INTERFACE RECOMBINATION

The influence of surface and interface recombination on the efficiency
of high efficiency cells is quite large, which has been both demonstrated
in the laboratory [4,5,6] and recognized from simple device modeling. The
latter will be presented in this section.

To provide a quantitative idea of the importance of" recombination at the
surfaces and interfaces of a solar cell, the bulk recombination losses may be
written in terms of an effective recombination velocity so that its magnitude
can be compared with the surface and interface recombination velocity at the
real surfaces and interfaces of a solar cell. This effective recombination
velneity can be defined both at the low and high injection levels. In the
following two subsections, 4.1 and 4.2, the effect of surface recombination
will be considered for two cases.

45




4.1 THE EQUIVALENT RECOMBINATION VELOCITY OF A BULK RECOMBINATION PROCESS

The equivalent recombination velocity of a bulk recombinatiorni process
which occurs in a volume element, such as the base region, can be defined as
that velocity at the minority carrier entrance surface which would produce the
same recombination current. These are illustrated in Fig.2 for several
recombination locations, some of which are the true interface recombination
velocities and others are the equivalent recombination velocities. For example,
SE and SB are the equivalent recombination velocities of the quasi-neutral
emitter and base layers at the minority carrier entrance or injection
interfaces. The true interface recombination velocity illustrated in Fig.2
is SFI, the recombination velocity at the front oxide/silicon interface.
Another equivalent recombination velocity in Fig.2 is SBI which is the
effective recombination velocity of minority carriers flowing into the n+
BSF layer at the n/n+ entrance surface.

These equivalent recombination velocities may be explicitly defined to
give accurate numerical estimates on the importance of true interface
recombination loss. They are defined through the dark current density,

J1 = q¥PB*SB '+ Q¥NE*SE

which, when combined with the dark current expressicn listed in Table II and
section 3.2, gives

SB

(XB/TB) + SBI + SBA + SBO
and

SE

(XE/TB) + SFI + SEA + SEO

Here, XB and XE are the base and emitter layer thickness; SBI and SFI are the
effective and real recombination velocity at the back and front interfaces;
SBA and SEA are the effective recombination velocities from volume

interband Auger recombination in the quasi-neutral base and emitter layers;
and SBO and SEO are those from volume interband Radiative recombinations.
These especially simple expressions are applicable for base and emitter layers
which are thin compared with the minority carrier diffusion length, a
condition that holds well in a high efficiency cell. They are given by

SBT = XB/Tg (All Level SRH)

SBA = Ca%XB*NB2? (Low Level Auger)

SBA = C3%XB¥n2exp(qV/kT) (High Level Auger)
SBO = CO*XB*NB (A1l Level Radiative)

for the base layer, and a similar set for the emitter layer.

The numerical values are computed and listed in Table II. It is evident
that the effective recombination velocities of the limiting loss mechanisms
are extremely low at the ultimate 25% efficiency. The value of 3.1 cm/s
for the Radiative recombination loss to give the 25.4% efficiency illustrates
the importance to have low surface recombination interfaces. Unless the inter-
face recombination velocity is reduced substantially below 3.1 em/s, recombina-
ion losses at the interfaces will seriously reduce the efficiency,
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The rather small value of 0.33 cm/s for the high-level Auger limit shown
in Table 2 illustrates the large carrier density and the very high Auger
recombination rate in the base. This makes the dependence on the surface
recombination even more sensitive.

4,2 EFFECT OF OHMIC CONTACT AND THE BACK-SURFACE-FIELD

Table II gives another example which illustrates the importance of having
a back surface field layer to reduce the effect of back surface recombination
loss. This examp.e arises from the question: Can the back surface field layer
be replaced by a thick base and still have a very high efficiency? This is
a practical question since the BSF layer requires extra cell fabrication
processing at high temperatures which usually reduces the bulk lifetime in the
quasi-neutral base.

Since a thick base means more Auger and Radiative recombination loss, an
ideal device model can be set up to answer the above question. In this mode,
the only recombination in the base is the minute Auger and Radiative
recombination and there is no BSF so that the injected minority carriers face
the full recombination at the Si/metalcontact on the back surface. The
interface recombination velocity at the back Si/Metal interface is assumed to
be infinite or a perfect ohmic. Then, the dark current due to this component
is given by

J1 q*DB¥XB™1 *(nZ /NB) ; SB=DB/XB (Low Level)
and :
N

q*DB*XB™1 ¥(ny ); SB=DB/XB (High Level)

To determine the thickness required to reduce the efect of interface
recombination at the back surface below that of Auger recombination in the
[uasi-neutral emitter, we set the two recombination velocities or J1 equal.
Consider the low level case, we have

XB*Ca*NB*n% = DB*n%/(NB*XB)
or
NB*XB = SQRT(DB/C®) = SQRT(20/2.8E-31) = 1.0E16cm 2

Thus, for a base doping of NB=1.0E17, we need to have a base thickness of
XB=1000um=1mm, an impractical result. This shows the importance of having a
good high-low potential barrier on the back surface to reduce the back surface
recombination loss.

IV. EVALUATION OF THREE RECENT HIGH-EFFICIENCY CELLS

Silicon solar cells with efficiency approaching 20% (AM1) have been

- fabricated in the laboratory. Innovative cell designs have been developed to
reduce interface and emitter recombination losses. In this section,

the experimental data of the best cells of three industrial laboratories are
compared with that predicted by the ideal diode cell theory which was used to
produce Table I. From a comparison of the theory and experiments, it appears
that bulk recombination in the quasi-neutral base via the SRH mechanism is the
limiting loss on all three cells. ' ’
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The experimental and computed cell performance parameters are tabulated
in Table III. The first three rows are for the highest performance cell from
Green [ted and listed in the first row. The computed results are
all higher than the measured values, suggesting effects from several sources.

TABLE III
PERFORMANCE OF THREE HIGHEST EFFICIENCY SILICON SOLAR CELLS AND
COMPARISON WITH IDEAL DIODE CELL THEORY

SOURCE Iy Js¢ |Voc | FF | EFF

(a) (md) | (mV) (%)

Theory | 3.2x10713 | 35.6 | 660 | 0.8402 | 19.7

13 641 | 0.8350 | 19.0

Theory | 6.6x10 35.
GREEN | 3.2x10713 [ 35.6 | 641 |0.822 |18.7

[=,}

Theory l.2x10-12 35.

SPITZER  ~--- 35.

(X

627 10.8340 1 18.8
627 10.800 | 18.0

\0

Theory | 2.0x10712 | 36.2 | 605 | 0.8296 | 18.2

Theory | 2.4x10 12 | 36.2 | 600 | 0.8286 | 18.0

ROHATGT 2.0x10 12 | 36.2{ 600 | 0.793 | 17.2

The second two rows are for the best cell from Spitzer [5]. The theory
is computed using the measured JSC=35.9 and VOC=627mV. The larger computed
fill factor, 0.8340 compared with measured 0.800 suggests possible series
resistance loss in the actual cell which is not accounted for in the ideal
diode cell model.

The third three rows are for the best cell from Rohatgi [6] which is a
higher resistivity cell (4 ohm-cm versus the 0.1 to 0.3 ohm-cm of Green and
Spitzer), The first theory row is based on the measured J1=2E-12 and JSC=36.2
which gives VOC=605mV, FF=0.8296 and EFF=18.2%. The measured VOC and the
theory are quite close, only 5 mV different, and the lower observed efficiency
is mainly due to the lower experimental fill factor which again suggests
possible series resistance losses in the real cell.

In all three cases, the computed and the measured cell performance data
are quite close, indicating that low level recombination in the quasi-neutral
base layer via the thermal or Shockley-Read-Hall mechanism at defect and
impurity recombination sites is the dominant loss mechanism. Further
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improvement t¢ achieve efficiency greater than 20% must depend first on
identifying the base recombination center species and then reducing their
density further. Although emitter bulk and surface recombination are
substantially reduced in these three cells so that they are not important at
less than 20%, these losses may be important again and must be further
reduced at higher efficiencies.

VI. CONCLUSION

Interband Auger and Radiative recombination losses in the ‘base layer limit
the AM1 efficiency to about 25% in silicon solar cells with a base thickness
of about 50 microns. Increasing the thickness will increase the efficiency
only slightly, via higher short-circuit current. 1In order to eliminate the
influence of recombination losses in the base due to the SRH thermal
recombination mechanism at impurity and defect centers, the base lifetime must
be greater than about 1 ms or an equivalent recombination trap density of
less than 1E11em~2. 1In addition, all interface and surface recombination
losses must also be reduced to give a effective recombination veloecity of less
than about 1 cm/s. These very stringent requirements indicate that the latest
state-of-the-art silicon VLSI technology is needed to provide the nearly perfect
silicon crystal and the very clean and jow-stress fabrication techniques which
are necessary to produce very-high-efficiency solar cells that will approach
the ultimate theoretical limiting efficiency.
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Figure 1 A cross-section view of solar cell showing the

dominant recombination processes and locations.
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DISCUSSION

PRINCE: While we have this slide on here, if you remove the very heavy doping
on the surface, how would that affect the efficiency?

SAH: We can do a quick calculation. wvLet me just illustrate this with a view-
graph so you can see how to go about doing that.

TAN: Can I make a comment? I have done a similar calculation by taking the
tail off and I see a V,. goes up by about 20 millivolts. If you start
with 1019 and come all the way down, your V,. goes up by 20
millivolts.

SAH: My model here is based on all of these being from the emitter; then I
can get a good agreement. If the base is not a limiting factor —- suppose
it is not at all, it is just an emitter -- then it is going to make quite
a substantial difference.

QUESTION: Where did the profile come from? Is that an experimental profile?
Did that come from spreading resistance?

SAH: No. That is from SIMS.

LANDSBERG: I have a quick question about the possibility of radiastive-limited
lifetime. If that was ever achieved, or if that ever occurred, one would
obviously have practically 100% radiative converter and although, in one
way of looking at it, it is bad to have some limit on the efficiency by
this recombination mechanism; I could perhaps take advantage of it. Do
you think there is any example where the efficiency is really radiative-
limited? 1It would be quite interesting, it is just a hypothesis.

SAH: I don't know of any example. The highest one that is recorded so far is
still only 19%.

SCHRODER: If you drop the surface concentration more and more, what do you
think happens to the contact resistance? Have you looked at that?

SAH: No. I have not taken any contact resistance.

LOFERSKI: Just what is the difference between the high and the low level
Auger recombination?

SAH: The low-level Auger follows the ideal Shockley diode because the minority
carrier density increases very little compared with base doping.
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INTRODUCTION |

The struggle to improve the efficiency of silicon solar cells has been going
on as long as these devices have been a commercial product. The reason is simply
that efficiency, as well as operating life, is an economic attribute in their
application as part of a system. Fig. 1 illustrates the efficiency improvements
made during the thirty year existence of the silicon solar cells, from about 6%
efficiency at the beginning to 19% in the most recent experimental cells.

Clearly the progress has not been a steady one. In the more stationary periods,
the effort was more oriented towards improving radiation resistance and yields

on the production lines, while, in other periods, the emphasis was more directed
to reaching new levels of efficiency through better cell design and improved
material processing. The last few years were again in suzh an "efficiency push"
period, and encouraging first results have been forthcoming from the recent
efforts. Nevertheless, considerably more efficiency advancement in silicon solar
cells is expecied, and anticipated attainment of efficiencies significantly above
20% (AM 1.5) is being more and more discussed. Whether this goal will be
achieved is an open question, as major advances in material processing and in

the resulting material perfection will be required.

The achievements along the road to efficiency improvement are best gauged
by an analysis of the contributions of the individual principal loss mechanisms
to the overall performance of a given device. Such analyses are presented in
Table I, which Tists the individual performance attributes of the milestone solar
cells of the last fifteen years. Between 1959 and 1978, all solar cell develop-
ment represented in the table was oriented towards application in space.
Therefore, the available performance data are all based on AMO solar radiation,
while the data for the more recent cells are based on AM 1.5 sunlight. To permit
comparison in Table I, the space cell data were converted to AM 1.5 sunlight,
using the spectral responses of the cells.

Table I indicates that the improvements achieved in the 1970s on the space
cells included primarily an advancement of the collection efficiency, and a
reduction of the "secondary" loss factors, such as residual reflectance, or
series resistance Tosses. In the more recent efforts,directed at efficiency
improvement for terrestrial applications, further advances have been made in the
reduction of the impact of these secondary losses, but the main emphasis has been
placed on the improvement of the voltages.

A study of the data in Table I leads to an evaluation of the status of
silicon solar cell technology: the technology is available to decrease all the
secondary loss mechanisms to the level where efforts for their further reduction
will be fairly unproductive; the basic collection efficiency has been improved
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to the point where the beginning of its "saturation” with further reductions of
minority carrier recombination has been reached; and further improvements are
primarily to be achieved in the area of voltage increases through reduced
minority carrier recombination.

MINORITY CARRIER RECOMBINATION AND SOLAR CELL EFFICIENCY

A study of the loss mechanisms and of their 1mpacts, as d1sp1ayed in
Tab]e I, reveals that recombination of minority carriers is the major basic
effect wh1ch presently limits the efficiency of solar cells. Thus, a maximum
efficiency value is associated with each level of the recombination rate in the
device. The ultimate efficiency is reached when the only effective recombina-
tion mechanisms are radiative and direct band-to-band recombination.

An investigation of the relationship between recombination rates and
maximum achievable efficiency is most transparent when it is carried out on
the "basic" solar cell (Fig. 2). This device contains only those parts which
are absolutely necessary for its functioning as a solar cell. These parts are:
a volume for the absorption of photons and generation of free charge carriers;
a potential barrier for the device to perform as a generator; and contacts for
the extraction of a current. The basic analysis even considers the contacts
as ideal, and omits a direct consideration of their functioning. The idealized
analysis also chooses those impurity concentrations which, in consideration of
minority carrier recombination, provide the highest efficiency. It then uses
the same impurity density on both sides of the junction.

|

Recombination takes place both in the volume and at the surfaces of the |
device. It is practical to start the investigation with the assumption that all i
surface recombination velocities can be made equal to zero, and that the volume ’
minority carrier lifetimes are equal in all parts of the device. This i
eliminates most influences of the device structure. Also, other device perfor-
mance influencing effects are, at first, assumed to contribute zero losses. 1
These considerations lead to curve 1 of Fig. 3, which represents efficiency as -
function of the minority carrier lifetime in such an idealized device, essen-
tially as an upper 1imit for the achievable conversion efficiencies. The curve
is basically composed of two straight lines in this semilogarithmic piot. Below |
about 1 ms lifetime, where the curve is represented by the straight line with |
the greater slope, the recombination is strictly determined by a varying density ?
of recombination centers as described by the Shockley-Read-Hall theory. The
resulting variation of the lifetime at constant resistivity is indicated by the
vertical part of the dashed line in Fig. 4. Above the value of approximately
1 ms, the lifetime is dominated by Auger recombination, that is direct band-to-
band recombination rather than recombination via centers. From this point on,
to achieve a higher minority carrier lifetime, the impurity concentration has
to be reduced. As maximum solar cell performance is obtained when the contribu-
tions of Shockley-Read-Hall type recombination and Auger recombination are
equal, the dashed 1line in Fig. 4 approximately represents this condition above
the 1 ms lifetime value. In this case, Shockley-Read-Hall recombination is
assumed to be dominated by deep trap levels, which result in the independence |
of the lifetime from the impurity concentration (saturation 1ifetime) up to the :
transition to Auger recombination. Thus, for the 10 and 100 ms_ g1fet1mes, the
impurity concentration has to be reduced to 1.5x1016 and 5 x 101
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respectively. Also, because of the difference in Auger coefficients, a small
difference in the minority carrier lifetime values for the n and the p region
is obtained in these cases.

- As Fig. 4 shows, the lifetime values in recently obtained FZ ingots fall
well below the Auger line, and are thus dominated by recombination via centers.
For the efficiency improvements expected in the future, it will become necessary
to reduce the recombination center density so far that Auger recombination will,
in effect, become the Tifetime limiter.

The data discussed so far are those typically obtained by use of fully
analytical modeling. Such modeling is restricted to Tow level injection.
Estimation of the excess minority carrier densities injected across the junction
at open circuit voltage shows that the low level injection condition (e.g.,

Np << Pp,o) Starts to be violated between the 1 ms and 10 ms bulk Tifetime
values. " This would not be of much consequence were it not for the fact that the
minority carrier lifetime values have been chosen to be at the edge of domina-
tion by Auger recombination. In consequence, the impurity densities had to
decrease for increasing lifetime values, while the excess minority carrier
concentrations increase. Thus, the effective lifetimes are determined by the
excess carrier concentrations, because of Auger recombination, rather than by
the recombination center density. This leads to an efficiency saturation which
is indicated inFig. 3 by the wavy lines. Such an efficiency 1imitation has
recently also been discussed by Green [1] and by Tiedje et al [2], who both
found this limitation to be less severe for very thin cells, whére it actually
can approach the radiative recombination limit near 30%.

It has been seen repeatedly that the influence of the surface recombination
velocity on the efficiency has the shape of an S-curve (Fig. 5), with practi-
cally no performance impact below a certain value of surface recombination
velocity. Above this value, the solar cell performance falls off rather
rapidly, until it reaches a lower saturation level. It is thus of interest
to determine this threshold value for the surface recombination velocity. Using
a range of surface recombination velocity values for each value of minority
carrier lifetime, surface recombination threshold values have been determined,
defined as that value at which the power output of the device has been reduced
by 2.5%, from its s = 0 value. This process has been carried ocut first for
the back surface, and then for the front surface, leading to a total reduction
in power output of 5%. Surface recombination on the generally narrow edges of
the device has been neglected in this process. The result is curve 2 in Fig. 3.
The surface recombination velocity threshold values themselves are given in
Fig. 6. Two curves are presented, as the threshold values differ for the front
and the base surface recombination velocities for the given device structure,
which has a nominal junction depth of 2 um. It is noteworthy that the surface
recombination velocity thresholds 1ie above 100 cm/s, and in the 30-60 cm/s
range for -bulk 1ifetimes of 100 us and 1 ms, respectively. Such velocity values
are attainable with current technology. However, to achieve the highest
efficiency values, the surface recombination velocities have to be reduced below
the 1 cm/s Tevel.

" In the device geometry chosen, the minority carrier lifetime in the front

region can be less than assumed for Fig. 3. A sensitivity analysis similar to
that carried out for the surface recombination velocities, provides the
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"threshold" value for the front region minority carrier Tifetime. It is defined
as that value at which the power output is degraded by 1%. The resulting 1ife-
time is shown in Fig. 7 for the various efficiency levels. As Fig. 7 shows,

the threshold front region minority carrier 1ifetimes are approximately two
orders of magnitude lower than those required for the base region. These Tlower
front region values are more readily achievable in device fabrication than the
original higher ones.

Finally, there is an optimum device thickness connected with every minority
carrier lifetime value. This thickness constitutes the peak value of a rather
flat maximum. Figure 8 presents the optimum base thickness as function of the
minority carrier lifetime for the efficiency values of Fig. 3. It is seen in
Fig. 8 that a 500 um thick device is best for Tifetime values above 1 ms, with
the optimum thickness dropping off rapidly for Tower lifetime values. The
application of texturing was found to permit the use of a reduced thickness,
as would be expected from it as well as fromother 1ight trapping measures. But
it is also seen that the texturing provides only a small efficiency improvement
at the highest efficiency values,as indicated by the cross in Fig. 3.

To obtain a conception of realistically achievable efficiencies, the values
of curve 2 in Fig. 3 have been reduced by another 10%, in order to account for
the effects of the secondary losses. It is known that these losses, in combina-
tion, are reduceable to this level by application of the best current technolo-
gies. This 10% reduction leads to curve 3 in Fig. 3. It shows that with a
base minority carrier lifetime of 100 us, an efficiency of 19.8% should be
achievable, which is a value not much above the one achieved so far in the best
devices with somewhat Tower lifetimes. It also shows that a Tifetime value near
a millisecond will be needed to achieve 22% efficiency. While millisecond 1ife-
times should be achievable by a combination of today's best technologies in
semiconductor material processing, ‘the achievement of efficiencies above 22%
will require a considerable advancement of the material science of silicon.

CONCEPTS FOR HIGH EFFICIENCY SOLAR CELL DESIGN

Evaluating the current status of silicon solar cell technology (summarized
in Table II) makes it evident that the technology is available to reduce all
the contributions from secondary loss mechanisms to the Tevel of maximally
2 to 3% each. This will be close to the practically achievable limits.
Secondary loss mechanisms are those which are determined by technology factors,
and which have a fundamental Timit of zero, with the exception of the collection
efficiency. These secondary losses include the reflectance, shading due to
front surface metal coverage, Joule losses due to series resistance, excess
junction current, etc.

The evaluation also shows that the (internal) collection efficiency is,
in all modern cells, significantly above 90%. It has also been found that the
collection efficiency increases only slowly with further reductions of minority
carrier recombination, giving the effect of an apparent "saturation."

. In éontrast to the collection efficiency, the open circuit voltage con-

- tinues to increase significantly with continued reduction of minority carrier
recombination. This is the performance attribute which has the largest margin
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for improvement at the current status of solar cell technolo-gy. The curve
factor, finally, increases together with the open circuit voltage, although its
increase proceeds at a smaller rate.

A review of the progression towards the current high level of silicon solar
cell performance indicates that this level has been accomplished only by taking
a global view of the device. The expression "global view" means simultaneously
considering the influence of all loss mechanisms, and reducing each of them to
the lowest possible level (Table III). In fact, where there are several
performance determining mechanisms, which act on the same attribute and which
cannct be reduced to zero, then the optimum performance is generally obtained
when the different contributions are brought to equal, low levels. This rule,
for instance, applies to the contributions to the saturation current from the
base and from the front region. A device where the saturation current is
clearly dominated by one or the other region is not optimized until the higher
contribution is brought down to the level of that from the other region.

The efforts towards efficiency improvement have so far led to a number of
"add-ons" to the basic cell. They include: (1) a grid metallization structure
to reduce the front layer sheet resistance; (2) a single or dual layer anti-
reflection coating; (3) texturing of the front surface to enhance the anti-
reflection effect and to increase the effective internal optical path length;
(4) an- optical reflector at the back surface to increase the optical path
length ("1ight trapping"); (5) passivating layers at the front and back surfaces
to lower the effective surface recombination velocities; (6) potential steps or
drift field regions; (7) isolating layers; and (8) reduced area metallization
(dot contacts)--the last three also primarily for the reduction of the effective
surface recombination velocity. This could lead to a complicated device
structure (Fig. 9). At least part of the purpose of applying the measures (3)
to (8) is to reduce the recombination rates of minority tarriers, and their
effects and limitations will be considered in the following.

The discussions up to this point have shown that the reduction of minority
carrier recombination is the key element in achieving significant further
improvements in silicon solar cell performance. Contemplation of the subject
reveals that there are essentially three principal paths available to the
reduction of recombination (Table IV). The first is the normally considered
avenue of decreasing the density of recombination centers. This has to be
~accomplished in the volume of the device and on its surfaces. The second avenue
is the reduction of the volume of the material, or of its surface area, both of
which contain the recombination centers. For the volume, the concept is to
utilize "thin layers" which means that their thickness is smaller than the
diffusion length, while, for surfaces, it is principally to reduce the total
surface area which contains recombination centers. For solar cells this would
be possible only by using optical concentration. A secondary approach is to
reduce areas of unavoidably high surface recombination velocity in favor of
surfaces with a lower surface recombination velocity. The typical example of
this approach is the reduction of the ohmic contact area ("dot contacts"). The
third avenue, finally, is that of reducing the density of the excess minority
carriers, as the recombination currents both for the volume and for the surfaces
are proportional to the excess minority carrier concentration. The density of
the excess minority carriers can be reduced, e.g., if their flow towards the
outside of the volume in which recombination occurs, can be accelerated. This
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particular approach is available for minority carriers generated by the absorp-
tion of light, which means for the improvement of the collection efficiency. A
second method is to "shield" the areas with higher excess minority carrier density
from the areas with higher recombination rates by steps of the electrostatic
potential in the appropriate direction. This leads to a lower density of the
excess minority carriers within the region of higher recombination rates. The
third approach is to isolate regions or surfaces with high recombination rates,
such as the metal/semiconductor boundaries at the contacts, from the regions
with higher minority carrier density by an intervening "thick layer." The
effect of this "isolating layer" is that the region with the higher excess
minority carrier density "sees" the bulk recombination rate of the intervening
layer rather than the higher surface recombination rate at the other boundary
of the thick layer. The final approach utilizes an increased dopant concentra-
tion. This is particularly effective in the case of injection of minority
carriers across a forward biased potential barrier.

Having recognized the principal concept for the reduction of minority
carrier recombination, the question turns to the implementation of these con-
cepts. A number of device structures and of design concepts are available, each
of which addresses one or two of the principal paths to recombination reduction.

Reducing the volume of the semiconductor in which excess minority carriers
are present, as a means for reducing recombination, is elucidated by considering
the relationship for the diode current (Table V). This current is proportional
to the transport velocity which, for infinitely thick layers, equals the ratio
of diffusion length to minority carrier lifetime. For layers which are thin
compared to the diffusion length, however, the transport velocity approaches the
ratio of the layer thickness to the minority carrier lifetime. Thus, continued
reduction of the thickness further reduces the recombination current. In a
soclar cell in the open circuit condition, where the diode current has to equal
the 1ight generated current, the injected excess minority carrier density is
proportional to the inverse transport velocity, that is proportional to the
minority carrier lifetime and inversely proportional to the layer thickness.
When the lifetimes become very large or the layer thicknesses very small, the
injected excess minority carrier density can exceed the magnitudes required for
the low-level injection condition to hold, as discussed before, and a transition
to Auger dominated recombination can occur. Thus, a reduction of volume recom-
bination may not be achieved beyond the point of transition to Auger recombina-
tion.

For the principle of the reduction of the recombination volume, only a
reduction of the layer thickness has been discussed. An area reduction appears
to be potentially effective only if the device cross section for the light
generated current could be made different from that for the diode current.

A second item for the reduction of recombination is the reduction of sur-
face area which contains a substantial number of recombination centers ’
Table VI). While in principle devices can be made smaller, the reduction of the
"open" surfaces is difficult for solar cells, as the area is needed for the
‘absorption of photons from the incident solar radiation flux. Optical concen-
tration also may not be a remedy to this situation, as it leads to an increased
light generated current density, which again can more easily drive the device
into the Auger recombination regime.
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Surface area reduction can be very effective, however, where the contact
areas are concerned, as these represent surfaces of high recombination rates.
While means seem to be available to reduce the surface recombination velocities
at the open surfaces, particularly if they do not have to effectively pass
incident photons, the contact recombination velocities do not seem to be
substantially reducible in practical devices. Thus the approach is being
pursued to reduce the weighted average surface recombination velocity, by
reducing the area of high s and replacing it with an increased area of low s.
Limits to the method are approached when the spacing between the areas of high
surface recombination velocity reaches the magnitude of the diffusion length.
Also, when the individual contact areas become very small, their spreading
resistance becomes substantial, so that they start to make a significant
contribution to the series resistance.

The next possibility for decreasing recombination rates involves a reduc-
tion of the number of excess minority carriers available in regions of higher
recombination center density. The first approach to this is "shielding" these
areas by interspersing a suitable step in the electrostatic potential, often
called a "high/low junction," or a drift field (Table VII). The effect of
reduced recombination expresses itself in the transport velocity for minority
carriers across a real or imagined boundary within a given region of the device.
The reduction of the transport velocity by the addition of a potential step is
equal to the negative exponential of the height of the potential step or,
expressed differently, to the ratio of the majority carrier concentrations at
the two sides of the potential step.

Such potential steps can be incorporated in a semiconductor device in many
different forms. They may be layers containing a drift field resulting from a
doping gradient. When such layers are relatively thin, they are often called
high/low junctions. Such potential steps may be "accumulation layers" near
the surface of a device, and are present particularly in the cases where an
insulator covers the surface of the semiconductor, particularly when it is
interposed between a metal and the semiconductor. Depletion layers increase
the transport velocity and should, therefore, be avoided. Going beyond deple-
tion leads to inversion layers which act more 1ike floating pn junctions
which also have been proposed for shielding purposes in solar cells. The
floating junctions seem to be most effective when they act as true"emitters,"
which means injection only from the emitter, no recembination current into the
emitter. This may be the only beneficial application of an "emitter" in a solar
cell. The final form of a potential step is achieved in the transition to a
material with a different bandgap, i.e., a wider bandgap. The transition to
the wider bandgap layer is generally arranged so that it results in a high/low -
junction of the proper direction. These wide bandgap layers, when applied to
the open part of the front surface, are generaily designed so as not to collect
a significant amount of current, but to transmit the photons to the active semi-
conductor volume. They are then called "window layers."

The use of potential steps has several limitations. Firstly, the use of
moderately high doping at the Tow side of high/low junctions, in order to
achieve a high open circuit voltage (Vg¢), reduces the available step height.
This condition is further accentuated by the need to avoid the heavy doping
effects on the high side, which can seriously influence the device performance.
Similar considerations apply to accumulation layers, where it is in some cases
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also difficult to provide enough charge to adequately "accumulate" in a more
heavily doped semiconductor. An item to also watch is the capability for
avoiding "absorption without collection" in window layers. In addition, at the
transition between the active semiconductor and the window layer, a high concen-
tration of interface states can substantially increase recombination.

A third approach is to isolate the active volume of the device from a
region with a high recombination center density by interspersing an "isolating
Tayer." If such an interspersed layer is thicker than the difussion length
within it, then the transport velocity at the interface between the active
volume and the isolating layer is determined only by the ratio of diffusion
Tength to minority carrier lifetime, and is practically independent of the
transport velocity at the other boundary of the isolating layer, which, e.g.,
may be the high effective surface recombination velocity of a metal/semiconduc-
tor interface (Table VIII). The limit to the effectiveness of such an
isolating Tayer is that the L/t ratio has to be adequately high, certainly
higher than the transport velocity at the outside boundary of the.isolating
Tayer. Also, if such an isolating layer is placed in the optical path, it can
severely degrade the collection efficiency.

More and more use is being made of such isolating layers. They appeared
first in connection with the high/low junctions applied in the base of solar
cells, which frequently go under the name "BSF structures." The use of such
isolating layers has also been proposed for the front region of the device,
where they are limited to the area shaded by the ohmic contacts (Fig. 10), while
another recent high efficiency design uses an isolating layer in the base with-
out application of the high/low junction (Fig. 11).

A commonly used approach to reducing the density of injected excess
minority carriers, e.g., np, and to consequently achieving higher open circuit
vo]tages, is to decrease tﬁe thermal equilibrium minority carrier concentration

o (Table IX). is inversely proportional to the majority carrier
concentrat1on and cgﬁsequent1y the dopant concentration. This reduces the
saturation current, and yields a higher Voc. At the open circuit condition,
however, the excess minority carrier concentration is returned to the same
value as present in the case of lower dopant concentration. The limits of
achieving improvements through higher dopant concentrations are reached by the
onset of Auger recombination, and deleterious effects are experienced
through bandgap narrowing.

After all these avenues available through device structuring possibilities
are exhausted, then the only recourse left for the reduction of recombination
becomes the decrease of the recombination center density itself (Table X).

For those of these centers which are located in the volume of the material

(bulk centers), the interest focuses on the original material processing
(crystal growth), and on the further role of these previously introduced centers
during device processing. In the original material processing, attention needs
to be directed to the reduced incorporation of impurities which cause recombina-
tion centers; to the avoidance of crystal defect introduction,

particularly through control of the thermal environment during crysta] growth;
to the roles of oxygen and carbon which are present in the silicon in relatively
high concentrat1ons, and to the formation of defect complexes, and part1cu1ar]y
to their roles in forming or neutralizing recombination centers.
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The second area, device processing, is equally important for the reduction
of the recombination center density in the final device. The first and most
obvious point of attention is the prevention of the introduction of new lifetime
killing impurities. A second approach is to remove existing defects in the
material at various stages during the device process, using treatments which
are generally connected with the name "gettering." One of the major problems
in device processing, particularly during the application of high temperature
processes, is the transformation of existing inactive defects into recombination
centers. On the other hand, it is desirable to foster the transformation of
recombination centers to electrically inactive defects. These transformations
may involve changes in existing complexes, or the formation of new ones. The
transformations are often connected with the name "passivation," and one of
the major open questions in this area is the role which hydrogen can play.

Somewhat related to the question of reducing the bulk recombination center
density is that of dealing with the surface recombination centers. What is meant
here is the actual reduction of the density of recombination centers at the
surface, rather than the effect of a reduced surface recombination velocity
which often is connected with the introduction of a potential step just below
the surface (Table XI). The usual recombination center density of untreated
silicon surfaces is in the 1015 cm=2 range. This number happens to be near
the density of dangling bonds which would be expected to exist at a perfect
silicon surface. If these dangling bonds should actually be responsible for
the recombination centers, then the question arises of how these dangling bonds
interact with other chemical species, and particularly which of these inter-
actions result in a substantial decrease in the recombination center concentra-
tion. In addition, there is the question of which other defects form surface
traps which act as recombination centers. Definitive answers to these questions
may lead to the methods for effectively avoiding the introduction of these
defects, or for their elimination, once they are in existence.

The whole question complex on the reduction of the recombination center
density leads to the conclusion that considerable progress in the silicon
material science is needed, as well as in the technology of crystal preparation
and of device processing.

The preceding discussions lead to the conclusion that a high efficiency
solar cell design will by necessity combine at least several of the methods
known for the reduction of recombination (Table XII). It will further have
to strike the right compromise between the conflicting design requirements, as
a particular method may improve certain attributes of the device, but have a
negative impact on others. And finally, all the second order effects need to
be included in the design considerations, and the best available technologies
for their reduction be applied in order to achieve the highest efficiency
extractable from the silicon solar cell. The general high efficiency design
concept, thus, will pursue the two-pronged approach of decreasing the recombina-
tion loss of minority carriers, and particularly that of the carriers injected
under forward bias, and of simultaneously reducing-all the secondary effects
to near negligible values. Several cell design approaches seem to exist for
each of these performance attributes, and the designer will have to select those
which will yield the highest overall device performance, when applied in
combination. And, of course, this device will have to be fabricated at a
competitive price. '
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CONCLUSION

It has been seen that the achievement of higher efficiencies in silicon
solar cells depends on the reduction of all secondary losses to negligible
values, which is about possible with current technology, and then on the reduc-
tion of minority carrier recombination (summarized in Table XIII). For the
latter, four principal approaches are available, three of which are essentially
remedial, handled through device design, and one is fundamental, namely the
reduction of the recombination center density.

A1l the reduction of recombination via recombination centers will only lead
to the dominance of Auger recombination, which appears to impose the ultimate
practical limitation on solar cell efficiency. As there exist still some doubts
on the magnitude of the Auger coefficients, this ultimately achievable effici-
ency can also not be certain at this time. Some rather fundamental research
will be needed to gain the complete understanding of the band-to-band recombina-
tion effects which carry Auger's name.

Several of the "remedial" methods for reduction of recombination involve
high majority carrier concentrations. The onset of Auger recombination tends to
force the efficiency versus carrier concentration curves towards zero slope,
and the onset of bandgap narrowing then to a negative slope. Again, the bandgap
narrowing effect does not seem fully explained, with the result that the various
bandgap models in existence now lead not only to different solar cell perfor-
mance expectations, but also to different cell designs for optimum performance.
Again, fundamental research is needed.

Outside of these fundamental research needs, substantial silicon material
research, both bulk and surface, will be needed to reach substantially higher
efficiency levels. And then we should not forget the inventiveness which could
bring forward new, more effective remedial design concepts.
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THE THREE PRINCIPAL PATHS TO REDUCED RECOMBINATION

DECREASE

1, DENSITY oFr RECOMBINATION CENTERS

-3

® IN BULK Ne [em ™1  —> HIGHER T

® AT SURFACES Ng . [em 2]  —> LOWER s
2., VOLUME or AREA CONTAINING RECOMBINATION CENTERS:

® "THIN" LAYERS
® "DOT CONTACTS"

3., DENSITY oF EXCESS MINORITY CARRIERS

® FAST REMOVAL TO OUTSIDE  (FOR ng33)

@ "SHIELDING” WITH POTENTIAL STEPS FOR Ngoyy

® "ISOLATING” FROM HIGHER RECOMBINATION RATE FOR Voo
® HIGH DOPANT CONCENTRATION

Table IV

REDUCE VOLUME:

(1.E.. THICKNESS OF LAYERS)

. L . a
Jg T W, T l'as>r, = 3 = My T | geer,

("THICK” LAYER) (“THIN" LAYER)

IL for Voc: VARIABLE

NO LONGER LOW LEVEL INJECTION
1

Tauger =

< T
2 S-R=-H
Auger(Pp,o*np)

(Rig = A3p)

(AREA REDUCTION COULD BE EFFECTIVE ONLY, IF gd/jL
RATIO COULD BE CHANGED, WITH I4/I; CONSTANT,

Table V
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DRIFT FIELD REGIONS

HIGH/LOW JUNCTIONS

ACCUMULATION LAYERS (USUALLY UNDER INSULATORS, INCLUDING "TUNNEL CONTACTS"),
"FLOATING" pn JUNCTIONS (OR INVERSION LAYERS),

BANDGAP CHANGES (USUALLY AEg WITH HIGH/LOW JUNCTION. “WINDOW LAYER").

INCREASED LOPING AT “LOW” SIDE REDUCES AVAILABLE STEP HEIGHT,
"HEAVY DOPING” EFFECTS ON "HIGH SIDE” LIMIT USEFUL STEP HEIGHT,
ABSORPTION W/0 COLLECTION IN “WINDOW LAYERS.”

e VII
Tab] INTERFACE STATES AT TRANSITION TO ."WINDON LAYER«"‘
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l l

! ACTIVEL , o= L >HIGH s
| voLuMe |

l I

[ —
ISOLATING LAYER
dzL

LIMITS: ® ADEQUATELY HIGH L/T,

® AFFECTS COLLECTION EFFICIENCY.,
IF IN IPTICAL PATH,

HIGH DOPANT CONCENTRATION
Table VIII
PRINCIPLE: qv
= . L kT , L |
Ja q np T g9 np,o € T '
2
n
V = HI = : = 2
GH IF rnp'° SMALL: np,o 3
P,0
LIMITS:
® HEAVY DOPING EFFECTS.
Table IX

REDUCE VOLUME RECOMBINATION CEMTERFDENSITh

® ORIGINAL MATERIAL PROCESSING:

FEWER IMPURITIES

ROLES OF OXYGEN, CARBON?

FEWER CRYSTAL DEFECTS ~ (THERMAL ENVIRONMENT IN X-TAL GROWTH?)
ROLES OF DEFECT COMPLEXES

® DEVICE PROCESSING:
- NO NEW IMPURITY iNTRODUCTION.
- REMOVE EXISTING DEFECTS (GETTERING)
- AVOID TRANSFORMATION OF DEFECTS TO RECOMBINATION CENTERS
(EFFECTS OF THERMAL PROCESSES?)
Table X - FOSTER TRA}XSFORMATION OF RECOMBINATION CENTERS TO HARMLESS
DEFECTS (PASSIVATION: CHANGES OF COMPLEXES?: ROLE OF HYDROGEN?)
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OF POOR QUALITY,
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REDUCE SURFACE RECOMBINATION CENTER DENSITY:

@ PASSIVATION OF DANGLING BONDS.

(WHICH LAYERS ARE MORE EFFECTIVE IN REDUCING Sqg+ WHICH
IN SUPPORTING ACCUMULATION LAYERS?)

® WHAT OTHER DEFECTS FORM SURFACE TRAPS
(HOW CAN THEY BE AVOIDED OR ELIMINATED?)

Table XI

© COMBINES SEVERAL OF THE METHODS FOR REDUCTION OF RECOMBINATION,
® STRIKES THE RIGHT COMPROMISE BETWEEN CONFLICTING DESIGN REQUIREMENTS,

® RepUCES A L L SECOND ORDER EFFECTS,

Table XII
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THE GENERA! HiGH EFFICIENCY DESIGN CONCEPT

[ | AVAILABLE MEASURES
EFFECT - LocaTioN!  PRINCIPLE METHOD
° ?EDUCE RECOMBINATION LOSS OF MINORITY CARRIERS. PARTICULARLY INJECTED CARRIERS
HIGH V
BULK BASE REDUCE N, — PROCESSING
RECOMBINATICN | FRONT REDUCE VOLUME —— APPLY LIGHT TRAPPING
SURFACE OPEN REDUCE Nt,s} —— PASSIVATION LAYER
RECOMBINATION | SURFACE | cu'ei pING DRIFT FIELD
1SOLATION —— WINDOW LAYER
CONTACT REDUCE AREA —— “DOT contACT”

- TUNNEL CONTACT WITH ACCUMULATION LAYER
HIGH/LOW JUNCTION, BSF

o SHIELDING -
e HIGH/LOW JUNCTION, WITH THICK p* OR n*
LAYER, OR WIDE BANDGAP LAYER
ISOLATION ~ —— THICK LAYER ALONE
® SECONDARY EFFECTS
REFLECTION FRONT AR —— MULTI-LAYER AR
TEXTURE —— TEXTURE + SINGLE AR
CONTACT FRONT REDUCE METAL __—— WRAP-AROUND DESIGN
COVERAGE —— FINE LINE GRID
FRONT ~ DEGENERATE SURFACE
Rq BACK KEEP LOW ~——<{'LOW METAL SHEET-RESISTANCE
GOOD INTERCONNECT DESIGN
EXCESS JUNCTION | KEEP LOW  ——— GOOD PROCESSING
CURRENT

Table XIII



DISCUSSION
(WOLF)

SPITZER: Given all the tradeoffs on grid design, passivation, and the other

WOLF:

things that are necessary to make a 20% efficient cell, the question is,
can screen-printed contacts be used for the 15% module, or will they not
offer enough for high-efficiency features?

I have been talking against screen printers at a number of meetings.
The biggest problem I see in them is that in screen printing and sinter-
ing you don't get better resistivity .or better conductivity. Even with
silver it seems you get conductivity only about one-third, in general, of
what you get if you electroplate or deposit silver. You are limited by
how thick you can make the layer in one pass. The sheet resistance
becomes limited by the bulk conductivity you can get. The second problem
is, you cannot make them very narrow. It seems that 5 mils might be
achievable with today's technology. These are the two things I see
against screen-printed contacts.

SPITZER: Then, probably no.

WOLF:

I would think if you go for high efficiency, at least consider a
secondary later. I always find the first thing is to show we can really
make high efficiency, so let's use the best technology we know we can
apply to get to high efficiency, then later let's think of how can we
make them cheaper.

Now I want to introdiuce the next speaker. HKere is a little contradiction.
I have been saying that all the secondary problems are minor, our current
technology is solved; just worry about recombination. Arnie Lesk from
Solavolt is going to tell us about all the problems that still exist in
trying to make low-resistance contacts. So, basically, I guess it is not
easy, and there are still a lot of problems connected with it.

75



SOME PRACTICAL CONSIDERATIONS FOR ECONOMICAL BACK CONTACT
FORMATION ON HIGH EFFICIENCY SOLAR CELLS

I. A. Lesk
Solavolt International

Phoenix, Arizona N8 5 = 3 1 6 é 6

Abstract

The back contact can detract from solar cell performance by a number of
means: high recombination, barrier, photovoltage, minority carrier collection,
resistance. These effects may act in a non-uniform fashion over the cell area,
and complicate the analysis of photovoltaic performance aimed at a better
understanding of the effects of device geometry and material and/or processing
parameters.

The back contact can be tested by reproducing it on both sides of a sub-
strate. The dark current-voltage characteristic should obey Ohm's law calculated
using the resistivity of the substrate. Sintered aluminum on p-type silicon
substrates of moderate and low resistivity behaves in this way, and so may be
used as a reference against which other back contact technologies are measured.

The objective is to find a back contact which performs well as a back
contact, can be applied cheaply to large area solar cells, fits well into a
practical process sequence, does not introduce structural damage or undesirable
impurities into the silicon substirate, is compatible with an effective front
contact technology, permits low temperature solder contacting, adheres well to
silicon, and is reliable.

1. HIGH RECOMBINATION :
2. MINORITY CARRIER COLLECTION . N .
3. RESISTANCE ‘
LINEAR
NON-LINEAR P
4. BARRIER
5. PHOTOVOLTAGE

e ) ——

TABLE 1 ' ~ FIGURE 1. Simple solar cell section.
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Introduction

Reduction of the cost of solar cell metallization is necessary if the
projected low prices for modules are to be realiz d2 3Towards this goal,
various new technologies are under investigation. > Bagk contact problems
have begn seen with some material systems, as - fabricated™ or after stress
ageing. Back contact problems that can occur are listed in Table 1.

A Model for Back Contact Studies

Figure 1 shows a simple solar cell cross section. The back contact can
degrade performance of the structure in two ways:
1. by removing carriers (through recombination or collection) which
would otherwise contribute to photocurrent at the P-N junction,
or by generating carriers that increase the diffusion component
of dark current, and
2. by dintroducing resistances or barriers that reduce terminal
voltage.
Barrier effects on overall solar cell performance may be modified by photo-
voltage generation due to light reaching the back contact region.

If we ascribe back-surface minority carrier effects on the P-N junction
to photocurrent losses in the photogenerator and dark diffusion current
increases in the n=1 diode, the rest of the back surface problems (3,4 and 5
in Table 1) may be removed into a separate 2-port network section, as shown
in Figure 2. The top 2-port section is the active one, with J . reduced by
minority carrier recombination and collection at the back contgct, and the n=1
diode having its dark current influenced by minority carrier generation or
injection at the back contact. The n diode contains all the n>l components.
The shunt conductance ZSh may be non-linear.

In the 2-port section at the bottom of Figure 2, barriers of either
polarity, with photocurrents JphB and Jph are indicated as possible parasitics.

B .
The V-I characteristics of these barriers are generally much more conductive
than those of a p-n-junction because they are often low grade Schottky
barriers and, particularly for large area devices, shunted in a non-uniform
fashion, The shunt impedance Z_., may be nonlinear if the ohmic solar cell
current traverses grain regions) this can be particularly prominent if the
back contact region is segmented so lateral ohmic current in the base is
appreciable.

Experimental observations of the parasitic dark characteristics of the
back contact are instructive in determining their cause and helping with their
eliminatica. Figure 3(a) shows a section of a solar cell. Leaving off the
p-n junction and making ohmic contact to top and bottom, Figure 3(b), would
place two of the lower (parasitic) 2-ports. in series. If the top—to-bottom
V-1 characteristic of the structure in Figure 3(b) obeys Ohm's l.aw for the
substtrate material, there are no prominent back contact parasitics. Otherwise,
it will be necessary to use a known ohmic structure. Figure 3(c), with p
contacts, can be entirely ohmic, e.g. for a 0.25 - cm substrate 250 UM thick,
top~to-bottom conductance is 160 mhos/cm” (resistance = 6.25 mfl - cm ). At 36
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ma/cmz, the parasitic bulk drop is less than % mV. For,a 100 cm2 cell, conduct-
ance = 16000 mhos (series resistance = ,06 mQ). This p contact then becomes a
standard against which other technologies are measured. The structure in
Figure 3(d) can be used to measure the ohmic character of the experimental
contact formed on the top side.

Solar cells are sometimes made with segmented back contacts, Figure 4.
In this type of geometry,there isa considerable amount of lateral current flow.
By omitting the P-N junction, back contact parasitics can be tested for photo-
generation. However, the bulk series resistance will be larger, and more
susceptible to grain boundary effects. Quantitatively, consider a solar cell
250uM thick with 5 equispaced contact lines/cm top and bottom, and a substrate
resistivity of 0.25 Q-cm. Conductance between top and bottom contact sets
will be approximately 20 mhos, assuming the average photocurrent induced
majority carrier path length is 0.05cm., half the contact spacing, and no
grain houndary impedance. TFor a 100 em” cell, g=2000 mhos, or series resis-
tance is 0.5 mfl. This resistance is about an order of magnitude larger than
that of a similar cell with full back-surface metallization, but still small
enough to serve as an effective shunt for amn other¥ise severe back surface
barrier (e.g. an npn structure with a network of p back contacts penetrating
to the p-type substrate).

Some Examples

Examples of how parasitic back-surface elements can degrade the V-I
characteristic of an otherwise good cell are constructed by adding voltages
of the 2-port sections at common currents. The upper 2-port V-I characteristic
for a theoretical resistance-free base-dominat th%ck diode is shown in
Figure 5. Eiaameterﬁ chosen are n=1, p=1.5x10""/cm™, L =100uM, u =624 cm [V
sec (J ~10 mA/em”). Under l-sun illumination, assu%ing 36 mAfem , the V-I
characferistic is shifted downward as shown in Figure 6.

Figure 7 shows the effect on a 1 cm2 cell of a series resistance of 1 {;
this would be obtained on a structure as given in the example illustrated in
Figure 4 if the base resistivity were 5 (-cm.

Figure 8 shows the effect of a diode with a polarity opposing the P-N
junction. The diode V-I characteristic is sketched on the left side of the
current axis; when added to the theoretical diode curve the resultant form is
S—-shaped. This diode is on the left side of the,bottom 2-port in Figure 2.
If this diode has a photocurrent JPhB of 2 ma/em”, the resultant solar cell

V-1 characteristic is as sketched in Figure 9,

If the back-surface barrier is directed in the same sense as the P-N
junction, the main photocurrent will drive it in the reverse-bias direction.
Figure 10 indicates the effect of,a very leaky "reverse" barrier, and Figure 11
shows that for a JphB of 10 mA/em”, Voc is increased although the peak power

region is degraded. TFor this polarity of barrier to provide a net increase in
cell power, its photocurrent must be very nearly as large as that of the main
P-N junctionj a thin cell made on high resistivity, high lifetime material
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{i,e. a BSF cell) would be of this type.

Total Back Contact Requireﬁents

The back coantact must be relatively free from the problems listed in

Table 1, i.e., it must be capable of good optoelectronic performance. In
addition, it must have the rest of the characteristics listed in Table 2 if
it is to contribute to meeting the DOE long range cost/performance goals.
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DISCUSSION

CAMPBELL: Your discussion of the gridded back contacts: as I understand it,
the requirement for a gridded back-contact system is more stringent than
for the front contact in terms of coverage and so forth?

LESK: I didn't mean to imply that it was tighter coverage problem. If you
want to measure a system that looks good, you can put full coverage metal
in the front or the back, the same metal or the same contact system, and
it looks ohmic and you've got no resistance problems. You could still be
doing some other things wrong; you could be putting impurities in the
silicon, changing the structure, and so on, so you want to look also any
photoeffects you might have in the back contact.

CAMPBELL: I have a specific reference. You mentioned 10 lines per centimeter
as being optimum for the back grid.

LESK: No, I didn't say optimum. T did the calculation for that; in fact,
that was five of each, five on the front and five on the back, and if you
do that, and if you have a quarter of a centimeter of material, by going
to that geometry where your current is flowing laterally over most of its
path, its resistance is still very small.

ILES: Here is a quick one. Do you have any views about the doubling the
efficiency by using bifacial cells, talking about back contacts?

LESK: Bifacial cells? Well, there is a lot written on that. I really don't
know. If you want to make n-p-n-like structure and pick up the base con-
tact in the middle and pick up two junctions - is that what you are
talking about?

ILES: It seems a pity to spend a lot of time on the back contact and then not
use it for generating additional current, in a sense, but it may be rather
complicated, perhaps.

LESK: All the schemes I've seen are much more complex because you've got to
get the current out somehow, so you are faced perhaps with a double grid
structure and a back, one ohmic and one p-n junction, and you've got to
match your currents coming out of the top and the bottom, and that isn't
the simplest. I have seen some results printed that are pretty good, but
to my knowledge nobody has this in production.

BICKLER: Arnie, I want to ask a question about this back surface you de-
scribed, which would have a diode in the same direction as the main
junction. I guess it relates to what Peter just said: where do you get
the second cathode?

LESK: Like an n—-p-n structure?
BICKLER: Well, if you have the end top cathode and bulk is the anode p what

do you do beneath that? You could put another p as a p* but what do
you do for a cathode for that back layer?
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LESK: Well, no, that's it, if you had —- let's say —- high resistivity and
put a metal on there, you could form a Schottky barrier between the metal
and the bulk. That would be the barrier on the back surface facing in
the same direction as the p-n junction. The back-surface field junction
tends to be in that direction.

QUESTION: Could you tell us a little more about that good cell you've shown,
having V,, of 690 volts?

LESK: A very good cell that's calculated from a lot of the numbers I‘ve seen
in the literature; n = 1. 1t wasn't made; it's calculated, just to show
if you had that in terms of the front, how you can ruin it by what you do
in the back. These numbers are not far from the numbers you were talking
about as state-of-the-art.
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INTRODUCTION

The strongest leverage for reducing the cost of power generated from
solar energy is the efficiency of the solar cell. It is easy to see that given
a target cost for electrical energy there is a minimum solar efficiency that
must be exceeded even if the module cost becomes negligible. This arises
because of the balance of systems cost (land, support structures, power
conditioning, wiring, etc.). For example, for competition with an intermediate
load coal-fired plant, a module efficiency of above 10% must be maintained [1].
As this minimum efficiency is exceeded, the power costs fall rapidly.

Thus, the drive to produce high efficiency solar cells is very strong.
If the technology does not have the potential for realizing this minimum value,
then it will be nmon-competitive for the particular scenario projected.

In this paper we will discuss the limitations on sheet growth material
(primarily with reference to EFG) in terms of the defect structure and minority
carrier lifetime. Using simple models for material parameters and behavior of
solar cells, we will estimate what effect these various defects will have on
performance. Given these limitations we can then propose designs for a sheet
growth cell that will make the best of the material characteristics.

When discussing solar cells, the material is often characterized in
terms of a diffusion length, » whose square is directly proportional to the
lifetime, ©, i.e., L? = Dz, wBere the constant D is the diffusion coefficient.
For a homogeneous material the diffusion length is also a measure of the
distance over which minority carriers are collected. For inhomogeneous
material where the scale of the lifetime variations may be less than the local
diffusion length, the meaning of the diffusion length as a collection distance
breaks down.

When techniques such as SPV or spectral response measurements are applied
to measure diffusion lengths in inhomogeneous material, it must be kept in mind
that the derived quantity, while often referred to as a diffusion length, is
really a charge collection distance. It is a complex average depending on how
the minority carrier lifetime varies with position. Generally it is clear from
the context if we are using diffusion length as a measure of local lifetime or

.as a charge collection distance.

PRECEDING PAGE BLANK NOT FILMED
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I. DEFECIS

The primary defects in silicon that show electrical activity, i.e.,
contribute to the majority carrier concentration or act as recombination
centers, are dislocations, grain boundaries, twins, inclusions including SiC
and.-.silicates, point defects of either a substitutional or interstitial
chapacter and impurities such as transition metals and oxygen and carbon [2].
There are other closely related defects such as swirls, stacking faults,
partial dislocations, etc., but in this paper we will concentrate our remarks
on the more general types listed above.

F. Wald has recently presented a comprehensive review of defects in EFG
silicon with a discussion of the type and number of defects [2]. Rather than.
including figures illustrating the defects, we will simply reference his paper.

A. Dislocations

The classic edge dislocation, which can be visualized as being formed
by removing an atomic half plane, should exhibit a single line of silicon atoms
whose bonding reéequirements are not satisfied. In a simple minded picture, a
dislocation would exhibit a series of dangling bonds, one of which is
associated with each plane. If each of these atoms behaved as a recombination
center, then for a dislocation density of 105 cm—2 with a typical cross—section
of 10-1% cm-2, the lifetime would be of the order of 30 psec whichk correspoands
to a 300 pm diffusion length in p—type material.

In actual fact most of the broken bonds will be reconstructed [2] so the
number of '""dangling bonds” will be substantially less, thus giving a much lower
potential for recombination.

Another possibility might be that recombination occurs not at dangling
bonds but rather at an impurity cloud attracted to the dislocations. If more
than one electrically active atom were associated with each atomic plane, then
the potential diffusion length could be reduced. We should note, though, that
as will be discussed in Section IIB, having the electrically active
recombination centers concentrated around the dislocations may actually result
in a higher efficiency cell than if the same total number of impurities were
uniformly distributed throughout the solid.

B. Grain Boundaries

‘When two grains with different orientations intersect, they form a
grain boundary. First order and higher order twins can be considered &
sub—class of grain boundaries. In the general case, grain boundaries can be
constructed from a series of edge and screw dislocations. In twins a specific
orisntation between the grains exists, but for general grain boundaries this is
nci HUCESSary. ‘

A convenient way to observe the electrical/recombination activity of
dislocations and grain boundaries is by the use of EBIC. By making line scans
perpendicular to the grain boundaries their recombination properties can be
characterized typically in terms of a recombination velocity, v , and diffusion
length, LD [3,4]. Optical techniques, LBIC, have also been used in a similar
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fashion to obtain the same material characteristics [4]. Velocities up to 105
cm/sec have been observed with typical velocities for ""strong boundaries'" being
the order of 104 cm/sec. For such a velocity, the effective grain boundary
width (Ln = 100 ym, ¢ = 1000 cm—*) is about 5 pm. The concept of an effective
grain boundary width is due to Zook, and is defined as the equivalent width of
a region from which no charge is collected. If we have a high density of
strong boundaries (103/cm), the loss in short circuit curreat can become
significant (5%). By no means do all grain boundaries have high recombination,
and in fact many are electrically very weak or invisible.

Also of importance is the contribution that grain boundary recombination
can make to tke reverse saturation current. A reduction of 5% in the current
collected corresponds to a decrease in the diffusion length by 35% for a
homogeneous distribution of recombination centers. This would reduce the
raeverse saturation current also by 35% and produce a decrease in open circuit
voltage of about 10 mV.

Grain boundary recombination can be important if the demsity of
electrically active boundaries is high. Only in the case of small grain size
such as produced by CVD or in silicon with a very high intragranular diffusion
length will they dominate performance. i

C. Inclusions

The principal effect of inclusions is either to physically block the
light or to shunt the junction. Typically, inclusions are found to be SiC or
silicates. The contribution an ideal shunting particle makcs to reverse
leakage depends on its diameter and the sheet resistivity of the surface layer
to which the shunting occurs. It is easy to show that for a circular shunt of
radius, a8, and sheet resistivity, Pg» the voltage drop, AV, for a distance, d,
away from the particle is

- pu Isc

AV 2

[d2(1n(d/a) + 1/2) - a%/2] _ (1)

For a typical I_ of 30 mA/cm2, AV of 0.25V, p. of 50 2/0, the currert
not collected (which 3§ equal to nd2I_ ) is about 5 mA/particle. In most cases
the finite resistivity of the SiC 1inifs the current to less than that
predicted by Eq. (1). The SiC density is generully less than one per cm?, and
experimentally it is observed that such shunting is rarely a problem.

In the unfortunate case, though, that the metallization covers the
inclusion, the cell will be almost completely shunted since in this case p_ is
very small (the order of 5§ mQ}/O). Since only about 5% of the solar cell is
metallized, this is a rare occurrence.

The fractional volume of a silicate particle is so small and the
resistivity is so high that any contribution to losses by light blockage or
shunting can probably be safely ignored.

Measurements of the junction characteristics of EFG solar cells often
show & contribution to the reverse saturation current that has a temperature
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dependence characteristic of tunneling rather than space ckarge recombination
[5]. It has been suggested that this phenomenon could be due to very small
precipitates that introduce charge centers into the space charge region. The
loss in efficiency shows up as a soft knee and is easily measured using the
dark I-V characteristic.

D. Point Defects and Impurities

So far the discussion has dealt with defects that are visible, at
least under moderate magnification with an optical microscope or in an SEM.
Point defects and impurities in sheet silicon are those that occupy either a
single or a few lattice sites and cannot generally be directly imaged. The
defects may be native, such as self interstitials or vacancies, metallic, such
as Fe, Ti, Mn, etc., or non-metallic, such as carbon and oxygen. Dopants such
as B and P are in a sense substitutional defects.

In order for a point defect or impurity to significantly affect the
minority carrier lifetime (for the sake of definitemess we will talk about
electrons in p—type material), its energy level must be located above the
quasi-Fermi level for electromns, but not so near the conduction band edge that
any trapped carriers can easily be excited [6]. Shockley-Read-Hall (SRH)
theory predicts that the most efficient recombination centers are located at
the center of the energy gap.

A large number of eiements have been found to produce centers in the band
gap of silicon. Their characteristics have been the subject of a number of
publications, including those by Weber [7], Sze [8] and Schibli and Milnes [9].
The density of the ceaters must be high enough such that the probability of
trapping a charge is significant. For a 1 psec lifetime with a reasonable
cross—section (10-1% cm—-3), the trapping center density should be 1014 cm-3,
which is a very small number in terms of chemical concentration.

Thus, it is natural to expect that inadvertent contamination can
drastically reduce the lifetime in silicon. In fact, it is surprising how
tolerant EFG is to the level of metallic impurities. Typically impurity levels
range from one to 10 ppm and have little correlation with cell performance.
There is apparently a major difference between the total impurity content and
those that contribute to recombination. Experiments [2,10] show that the
introduction of Fe and Mo at concentrations up to § x 101% ¢cm-? can be
tolerated.

Besides the metallic impurities, other species such as carbon and oxygen
are present in large quantities. The carbon comes from the crucible (if
graphite) and die material, and the oxygen from the crucible (if fused quartz)
and gaseous ambient. Individual carbon atoms in a silicon lattice are not
electrically active but probably express their activity because of interactions
with other defects. Oxygen when interstitial is not electrically active, but
under various heat treatments forms complexes that act as donors or
recombination centers. ‘

Oxygen has been shown to play an important role in producing EFG silicon

with the longest diffusion length [11). The oxygen can be introduced either
from the -ambient or from the crucible. The diffusion length for oxygenated EFG
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silicon is not only higher than in EFG without additional oxygen at low light
levels, but also it shows a stronger dependence on illumination level.

In non-degenerate silicon, including CZ, float zomne, EFG, etc., the
lifetime is dominated by an SRH recombination process. This lifetime is
generally found to decrease rapidly with doping density. Fuller [12] and
Fossum et al. [13,14] have modeled the defect deasity as if it were a chemical
reaction driven by the doping demsity. The lifetime, T, can be approximeted to
depend on the doping level, ND’ as

T = 'col(l + ND/NO) o (2)

where to is a constant that is a function of material quality. This is the
expression used by Rohatgi and Rai-Ckhoudhury [15] when modeling high efficiency
solar cells. Fer No they use 7 x 101% cm-3,

In one EFG experiment in which the boron concentration was varied to give
resistivities between 0.2 and 10 Q.cm, the data can be approximately fit with
Ty having a value of 0.7 psec [2,16]. By contrast the Auger recombination,
even in high quality material, does not dominate until the resistivity is below
0.1 Q.-cm. Other EFG material has been grown with a diffusion length of over
150 pm at 4 Q.cm which would imply a value of Ty of 10 psec.

II. SOLAR CELL PERFORMANCE

A good deal of work has been devoted to modeling the behavior of solar
cells but mostly on homogeneous material (both with respect to depth and areal
distribution). With ribbon material this is not necessarily & good assumption
and at times the effect of inhomogeneous distributions of minority recombination
centers, crystalline defects and majority carrier doping cannot be neglected.

In this section we model the behavior of an EFG solar cell to determine
how to get the most out of it. An outline of the techmnique is givemn in the
Appendix. It is similar to the approach suggested by Wolf [17] and can include
surface recombination, doping dependent lifetimes including Auger and SRH, and
band gap narrowing. Calculations based on the solution of the diffusion
equation, including electric fields produced by doping gradients, give similar
results when applied to the same cases modeled here.

In the first part of this section we calculate the charge generation and
collection distributions produced by the solar spectrum. Next we discuss some
aspects of inhomogeneous distributions of lifetime and effect on solar cells.
Finally, the effect of resistivity and surface passivation is considered.

Of course, as wken attempting to extract the higkest possibie efficiency
from any cell, it is important that the metal coverage be as little &as possible
consistent with a low series resistance and that any anti-reflection coating be
optimized whether one or two layers. Because sheét growth materials, except for

- web, generally do not have a predetermined orientation, surface etching to

produce faceting is not an option, although growth using a corrugated die to
produce an equivalent effect may be possible.
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A. Charge Gemeration Rate

Figure 1 shows a plot of the charge generation rate for an AM1.5 [18]
spectrum in silicon [19]. By far the highest generation rate is close to the
surface. If we integrate this curve and normalize it relative to the total
possible hole electron pairs produced (Fig. 2), we see that 50% of the possible
charge is generated within 5 pym of the surface and 90% within 150 pm.

There is quite a long tail on the optical absorption so even though most
charge is generated relatively near the surface, if we want to collect almost
all minority carriers (95 to 99%) a very long diffusion length (the order of
1000 pm) would be required.

B. Areal Inhomogeneities

Calculations have been made of the effect of areal lifetime
inhomogeneities on solar cells. In general the regions with a low lifetime
dominate the performance, both by the effect on short circuit current and open
circuit voltage [20]. Although this result might, at first reading, seem to
indicate that a homogeneous material is best, it can be shown through simple
arguments that when the total number of recombination centers is held fixed, an
inhomogeneous distribution can produce a cell with a higher efficiency than one
in which the centers are uniformly distributed [21]). Thus, what at first glance
might be considered a disadvantage of sheet grown silicon can really be an
advantage. Assuming that the behavior of recombination centers is independent
of concentration, if the recombination centers are concentrated in a few small
regions, then the performance may be improved.

Figure 3 shows a plot of the relative efficiency as a function of the
amount of poor area. Depending upon the ratio of the number of recombination
centers in the poor area to the good area, the maximum efficiency occurs when
the poor area occupies between 10 and 30% of the total cell area. Obviously it
is better if the total number of impurities or recombination centers can be
minimized, but if they are present it is desirable that they be segregated
rather than uniformly distributed.

C. Optimum Resistivity

High efficiency solar cells have been made using either moderate
resistivity silicon with a long lifetime or low resistivity with a moderate
lifetime material. Recently, Green [22] has analyzed the effect of Auger
recombination on the open circuit voltage and efficiency and concludes that for
heavily and lightly doped material, Auger recombination places the most
stringent limitation on solar cell performance. He estimates a maximum open
circuit voltage of about 720 mV for 'thick' cells. As we have seen in Section
IID, the observed practical lifetime limit of the base is not Auger but is
probably related to a defect/dopant interaction.

Figure 4 shows a plot of the calculated efficiency assuming that the
lifetime is given by Eq. (2) with v of 1 and 10 psec. The parameters of the n
" region have been adjusted so that tﬁey do not contribute to losses of the solar
cell, Clearly a 15 efficient solar cell can be made for the larger value of <

o
but not for the lower value.
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D. Surface Passivation

In the analysis made above, it was assumed that the the surface was
well passivated, i.e., recombination was negligible. MNuch receant work
demonstrates th. importance of the correct treatment of the n region if the
maximuom is to be obtained from solar cells [15,23,24]. VWith a base lifetime of
10 psec, the effective recombination velocity, v_ = D/L, must be less than about
2 x 10% c¢cm/sec. To be base limited requires thui the contribution from the
emitter, including surface and material recombination, must be less than this.

Techniques have been developed for passivating both float zome and CZ
[15,24]. There is no reason to believe that they cammot be applied to sheet
grown materials, At the doping levels used in the n layer, Auger limitations
on the lifetime should be dominant even in relatively low quality material.
Auger recombination varies like the square of the doping density, whereas
defect/doping recombination varies directly with doping density. This means
that at high enough doping the ultimate limitation will be Auger. The inherent
built—in electric fields produced during any diffusion process, especially for
shallow junctioms, will minimize emitter recombination.

III. SUMMARY

The optimum EFG cell will have the highest doping consistent with the
defect/doping limit on lifetime. It probably will be below 1 Q.cm. The
junction depth will be shallow with a sheet resistivity of at least 100 G/0.
Green et al. [23] have shown that the sheet resistivity needs to be above 100
Q/0 if the recombin*tipn is to be dominated by the surface rather than the bulk
properties of the n region.

The thickness of the base will probably be determined by the ability to
handle thin qhdots rather than the requirement for any back surface field. With
modest diffusion lengths, the gain in efficiency with back surface fields is not
important until the substrates are so thin that practical handling problems rule
out their use. For example, the peak efficiency for a 100 um diffusion length
BSF cell, peaks at a sample thickness of about 60 um, but it is only about 8%
better than a thick (> 300 pm) solar cell,

Another critical aspect is to control the lifetime of the finished cell.
Post fabrication techniques have been developed, such as hydrogen passivation,
to improve material quality after fabrication [25], This works well even though
only a relatively thin region is affected because the open circuit voltage and
fill factor are controlled to a large extent by the material properties very
close to the surface. '

IV. CONCLUSIO

The achievement of high cell efficiencies in sheet silicon, grown at high
rates and prone to contain significant densities of imperfections and
impurities, requires developments in both crystal growth technology and cell
processing approaches. Variations in crystal growth of importance include
control over defect structure and impurity content. Key developments include
the following: :
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(a) Control over impurity content in crystal growth from the
melt is needed to decrease the number of lifetime reducing
impurities. In the case of EFG, this includes appropriate
purification of elements of the crystal growth machine.

(b) Control over defect structure and density is needed to
minimize defect—impurity interactions. Areas of interest
kere include reduction in plastic deformation as a
consequence of post—growth heat treatment and the
minimization of residual stress. In this context, it is
preferable to increase the area rate of production by the
growth of wide crystals grown at moderate linear growth
rates than by increasing linear growth rates, since defect
generation by plastic deformation in response to
thermo—elastic and thermo-plastic stresses appears to be a
stronger function of linear growth rates than of the
crystal width.

(c) The influence and role of carbon in silicon continues to be
an unknown quantity. A better understanding of the
influence of carbon (and oxygen) on electrical phenomena in
silicon is needed.

Device processing implications are many. The key ones have been touched
upon in this paper. The fundamental issue is one of achieving the optimum
synergy between base material quality and device processing variables. At the
current stage of development of low-cost silicon sheet techmologies, a strong
coupling between material quality, and thus the variables during crystal growth,
and device processing variables exists. The challenges are twofold: (1) the
optimization of this coupling for maximum performance at minimal cost, and (2) a
decoupling of materials from processing by continual improvement in base
material quality to make it less sensitive to processing variables.
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Appendix — Solar Cg;l Efficiency Calculstion

A number of different schemes to model solar cells have been developed
over the years since Prince [26] showed how cell efficiency varied with band
gap. Probably the most accurate and mathematically rigorous is that by Hauser
and co-workers [27,28]. They solve the fundamental device equations but the
procedhre is complicated and requires large amounts of computer time. Other
first order models such as the use of a shifted diode curve, a typical example
being Wysocki und Rappaport [29], do not gemerally allow for inclusion of
effects such as electric fields, heavy doping and back surface fields.

Recently though, Wolf [17,30] has suggested a technique which relies on
the simplicity of the diode model but allows inclusion of heavy doping effects
by the concept of a so—called transport velocity. This idea was introduced by
Gunn [31] for the study of carrier accumulation associated with semiconductor
junctions. Bowler and Wolf [17] have used the technique to make estimates of
the ultimate efficiency of solar cells and how they depend on various
geometrical and material parameters.

We have adapted their procedure to examine what might be expected for EFG

material. The transport velocity concept was combined with models of charge
géneration and collection to look at the solar cell output parameters.

Theory

As shown by Gunn [31], for p-type material the diode current at any
position, j(x), can be expressed by

j(x) = gn(xju(x) (A1)

where n(x) is the minority carrier demnsity, u(x) is the transport velocity, and
q is the electronic charge.

If the diffusion coefficient, D, and minority carrier diffusion length, L,
are constant over & region between x and x', u(x) transforms such that

u(x’)L x - x'.
p|_p  +tamh ™y (A2)
? - ?
L 1+ n!xDQL tanh x = X

u(x) =

Thus, if we know the value of u at some position x', then with Eq. (AZ) we can
calculate it at x. If the various parameters are not constant, then the region
can be divided up into steps such that the variation is small over any given
region and repeated applications of Eq. (A2) can be use. Note that as (x - x')
becomes large compared to L, u(x) goes to D/L.

The transformation for a high/lovw junction (a change in carrier
concentration such as at a p/p or n/n + junction) is
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a(x?) = B u(x)) (A3)

P
At the junction, n(xj) is determined by the barrier height, V, such that
n, ?
n(xj) = —i— [exp(qV/kT) - 1] (A4)
where n. is the intrinsic carrier coitcentration.

Combining Eqs. (Al) and (A4) at the jumction and using the light generated
current, j ., to offset the diode equation, we obtain

i =i, lexp(qV/kT) — 11 + j__ (A5a)
n, 2

. i

jo = a5 ulxy | (A5b)

A similar treatment will give the contribution from the n region. Also,
to account for recombination in the space charge region, a term of the form
j . '[exp(qV/2kT) - 11, where j ' = qn. W/t is added to Eq. (AS5a). VW is the width
og the space charge region ana T = L!/D is the lifetime.

Thus, to model 8 solar cell, we divide it up into regions where the
properties are uniform. Starting with a value for the surface recombination
velocity, S, where u(x) = S, we apply either Eq. (A2) or (A3) repeatedly until
we have arrived at the junction with a value of u(x.,). We next calculate j
with an expression of the form J se

A,

min :
3, = qf (1 - RG)) $() @) dh | (46)
o

where ¢(A) is the flux for the desired spectrum (here we have used AM1.5 [11]
normalized to 100 mW/cm2), Q(A) is the charge collection discussed below and
R(A) is the reflectivity at the front surface. The contributions from the space
charge regicn and the surface n layer also are added to jsc'

The solar cell is now characterized by Eq. (A5) where j , j.' and j
depend on material and geometrical parameters. Because of sugfacg covereage by
the metal grid and optical losses in the AR coating, R(A) is not zero. For
simplicity, in the calculation R()A) 0.15 was used for all wavelengths. The
peak power, P_, is given by d(jV)dV = 0 and the open circuit voltage by
j(Vb ) = 0, both of which expressions were evaluated numerically. The fill
factor, FF, is |

FF = Pm/voc Jge | ' (AT)
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A couple of other items must also be included. At high carrier
concentrations, Auger and defect/doping recombination becomes important and
their effect on lifetime is included. D also depends oa carrier concentration.
Through band gap narrowing, n, varies at high doping levels. Appropriate models
for these dependenciecs were used.

Calculation of Q(A
The basic equations governing the flow of minority carriers in a

semiconductor are the current equation and charge continuity equation [19],
which in one dimension are oo

n

aj
an _ i_-n
at U+6+ 2 9% (A9)

U is the net recombination rate and normally is set equal to n/x. At
equilibrium where 9n/dt = 0 and with no electric field, i.s., E = 0, by
substituting Eq. (A8) into (A9) we obtain the diffusion equation

3 .
aD %;% -%5:6=0 (A10)

G is the optical generation term. For the geometry shown in Fig. Al,
where light can reflect off the back surface, G will be

G = alexp(-ax) + R exp(al(x ~ 24d))] (A11)
where R is the reflectivity of the back surface.

Ve use the general boundary conditions that the carrier concentration is
zero at the front junction and that the current, including surface

recombination, is continuous at x = d

n=20 at x=0 (A12a)

aD :'11'3 = Snq - J_ x=4d (A12b)

J is the curzent produced in the region outside d. The current, J_, is
o P
determined by .

dn
= —— —4 -
J =qD i at x =90 - (A;3)
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The solution requires some algebraic manipulation and is as follows.

_ qal, -2ad
T =T ()3 [E_+KRe 1
(A14)
SL .
+ J /[cosh(t/L) + D sinh(t/L)]
where K, = [(D/L + aLS) + (S + aD)ctnh(t/L)
~ exp(+at) (S + aD)/sinh(t/L)] (A15)

/ID/L ctnh(t/L) + S]

For the n+ layer, a similar expression, J , is obtained. It is
essentially Eqs. (¢14) and (A15) with t replaceﬂ by -t' where t' is the
thickness of the n region,

After multiplying by a factor that accounts for the optical absorption in
the n layer, the charge collection, Q(A) used in Eq. (A6) is just

Q@) = (Jp + Jn)/q . (A16)
Typical results are shown in Fig A2 where the efficiency is plotted as a

function of thickness of the base thickness for various resistivities, diffusion
lengths and back surface conditions.

98



REFERENCES

10.

11.

15.

16.

17.

18.

Five Year Research Plan, 1984-1988, Photovoltaics: Electricity from
Sunlight, DOE/CE-0072, U.S. Department of Energy. May 1983.

F. Wald, Presented at the European Materials Research Society and to be
published in J. Phys. Applique.

J.D. Zook, Appl. Phys. Letters, 37, 223 (1980).

C. Donolato, J. Appl. Phys., 54, 1314 (1983).

G.F.J. CGarlick and A.H. Kachare, Appl. Phys. Letters, 36, 911 (1980).
J.I. Hanoka, R.O. Bell and B.R. Bathey, Proc. of Sym. on Electronic and
Optical Properties of Polycrystallirne or Impure Semiconductors and Novel
Growth Metkods, (Ed. by K.V. Ravi and B. O'Mara) p. 76, (The Electrochem.
Soc. Pennington, N.J., 1980).

E.R. Weber, Appl. Phys. A20, 1 (1983).

S.M. Sze, '"Physics of Semiconductor Devxces" (Wiley-Interscience, New
York, 1969), p. 30,

E. Schibli and A.G. Milnes, Mater. Science Engr., 2, 173 (1967).

Private communication, M.C. Cretella and B. Bathey.

B. Mackintosh, J.P. Kalejs, C.T. Ho and F., V. Wald, Proceedings of the
Third CEC Photovoltaic Solar Energy Conf., Ed. W. Palz (Dordrecht, D.
Reidel, 1980). -

C.S. Fuller, "Defect Interactions in Semiconductors'', Semiconductors,
(Edited by N.B. Hannay), Academic Press, New York (1975).

J.G. Fossum and D.S. Lee, Solid State Electron., 25, 741 (1982).

J.G. Fossum, R.P. Mertens, D.S. Lee and J.F. Nijs, Solid State Electron.
26, 569 (1983).

A. Rhohatgi and P. Rai—Choudhury, IEEE Trans. Electron Dev., ED-31, 596
(1984). ‘

Private communication M.C. Cretella.

D.L. Bowler and M, Wolf, IEEE Trans. Components, Hybrids nnd Manufacturing
Tech., CHMT-3, 464 (1980).

ASTM Standard E-891, "Terrestrial Direct Normal Solar Spectral Irradiance
for Air Mess 1.5".

99



AT VL S T PR T SOOI o, Y T R, S TR, S S (e

19.

20.

21,
22.

23.

24.

25.

26,

27.

28.
29.
30.

31.

D.E. Aspnes and A.A. Stunda, Phys. Rev. B, 27, 985 (1983).

F.A. Lindholm, J.A. Mazer, J.R. Dacis and J.I. Arreola, Solid State
Electron., 23, 967 (1980).

R.O. Bell, Solid State Electron., 25, 175 (1982).

M.A. Green, IEEE Trans Electron. Dev., ED-31, 671 (1984).

M.A. Green, A.VW. Blakers, . J. Shi, E.M. Keller and S.R. Wenham, IEEE Trans.
Electron. Dev., ED-31, 679 (1984).

M.B. Spitzer, S.P. Tobin and C.J. Keavney, IEEE Trans. Electron. Dev.,
ED-31, 546 (1984)

J.I. Banoka, C.H. Seager, D.J. Sharp and J.K.G. Panitz, Appl. Phys.
Letters, 42, 618 (1983).

M. Prince, J. Appl., Phys., 26, 534 (1955).

P.M. Dunbar and J.R. Hausei. A Theoretical Analysis of the Current-Voltage
Characteristic of Solar Cells, Semiconductor Device Laboratory, North
Carolina State University, Raleigh, NC, NASA Grant NGR 34-002-195, August
1975 and August 1976.

R.C. Y. Fang and J.R. Hauser, ibid., September 1977 and January 1979.

J.JY. VWysocki and P, Rappaport, J. Appl. Phys., 31, 571 (1960).

M. Wolf, IEEE Trans. Electron Devices, ED-27, 751 (1980).

J.B. Gunn, J. Electron.-Contr., 4, 17 (1958).

100



101

0%

%

9
©

GENERATION RATE (PAIR cri’/sec)

10'®

AW I3 SPECTRUM
100mwW/cm?d '

™

1

SURFACE —l

100

Fig. 1.

10

ol

DEPTH BELOW SURFACE (em)

Charge generation rate as a function

of depth below the surface of the
standard AM1.5 spectrum.’

(%) CHARGE GENERATED

i

{Igcdmex = 43.6 mA/em?
100 W/ em? 7
AMIS i
.

3. | : 1
o] Lo ‘10 100 1000
THICKNESS (jm)

Fig. 2. Relative number of hole-electron pairs generated

between the surface and depth t. The curve is
normalized with respect to the number of photons
being absorbed in a thick piece of silicon.



15 T T T T I T T T T
L= 10 o m, AMIS
I N|/ Nz= 1000
N/ N, =100 B
2 [ j
~ )
~ N/N>=10 -
i
=|
10 e
N | . 1 i l 1 [l [] i
o] : 05 10
A/A

Fig. 3. Normalized solar cell efficiency as a function of poor
area for different relative numbers of recombination

N (%)

centers.
20 T T T
15
104
| 1 |
00! ou | 10 100

?(n-em)

Fig. 4. Efficiency of a solar cell as a function of resistivity
whose minority carrier lifetime varies as given by
Eq. (2) in the text.

102



Fig. Al. Geometry used to calculate
solar cell performance. The

e X o photons are incident on the
* : left-hand side.
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Fig. A2. (a) Physical dimensions and electrical parameters used in calcu-
lating solar cell performance. (b) Calculated efficiency of
solar cell as a function of total sample thickness for various

~ diffusion lengths and resistivities. The curve labeled N, BSF
is the result with no back surface field being present.
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DISCUSSION

DYER: 1Is there still a preferred orientation of the grain structure in these
sheet structures, and is that [110], the surface of it?

BELL: The surface tends to be OK, the orientation is a {211}. Correction:
it tends to be.

DYER: What about the surface?

BELL: I believe it is close to [110], we call it an equilibrium structure. As
you grow, no matter what orientation you start with, you are growing to a
certain distance. It essentially tends to become {211}.

DYER: How close is that to <110>? 1Is it plus or minus 10 degrees, five
degrees——-?

BELL: Ten or 20 degrees is the type of thing that one sees.

QUESTION: You mentioned the possibility of silicon carbide particles shunting
the junction. Have you run into a situation where a grid line hits a
particle?

BELL: Yes, I should mention that in the unfortunate event that a grid line
hits a particle, the cell is shorted. Luckily, if you only have 5% good
coverage and something less than 1 per cube per cmz, the probability is
fairly low.

QUESTION: As you go to larger cells the probability of that will increase.

BELL: That's right, but even when we are talking'about 50 em? cells it is
~well under 0.1%, I really don't know what the statistics are but it is
quite low,

LESK: Ast has written several reports in which he uses a 1200°C anneal on
EFG materials, passivates the grain boundaries at this location. The re-
sults in his reports are quite striking. You haven't mentioned that
hydrogen passivation. I wonder if you might comment on which one works
best.

BELL: We find, certainly, that the heat treatments that one gives to the
material can have fairly dramatic effects on its behavior. We have found
that if one goes to a high temperature, like to 1200°, for a fairly
short period of time —— 10 minutes to a half an hour, something like that
—~ often one finds an improved performance. The problem is, we are
dealingwith a fairly complicated situation; material grown from a quartz
crucible and material grown from a carbon crucible often have somewhat
different behavior. Although people from Mobil and others have had a lot
of theories and ideas on what is geing on, in my mind there is no clear
picture. There is a lot of interaction going on.

QUESTION: I would like to ask a question about hydrogen passivation. Are
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these passivating the grain boundaries, mainly, or also impurities and
defects? How do you apply it in the high-temperature form, atomic form
or cosmic form?

BELL: I really wish I had another slide to show the grain. Jack Hanoka is
going to discuss the work that we have done with hydrogen passivation;
I'll just say that it does passivate the grain boundaries and other
parameters, but we will let Jack talk about the details.
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HIGH LIFETIME SOLAR CELL PROCESSING AND DESIGN

R. M. Swanson
Stanfoird University

Stanford, California N85 316 2 2

Introduction

In order to maximize efficiency a solar cell must, a) absorb as much light as possible in electron-hole
production, b) transport as large a fraction as possible of the electrons to the n-type terminal and holes to
the p-type terminal without their first recombining, and c) produce as high as possible terminal voltage.
Step a) is largely fixed by the spectrum of sunlight and the fundamental absorption characteristics of
silicon, although some improvements are possible through texturizing induced light trapping and back-
surface reflectors. Steps b) and c) are, however, dependent on the recombination mechanisms of the cell.
The recombination, on the contrary, is strongly influenced by cell processing and design. This paper

presents some of the lessons learned during the development of the EPRI point-contact-cell (1).

Cell Dependence on Recombination

A useful way to visualize solar cell operation is through the following pair of equations:
I=1,-1. (1)
. 2 v
V = (kT/q)lu(pn/n) -V, (2)

The first equation is easily derived by integrating the continuity equation (1, p. A-1) and says that the
terminal current, I, equals the photo-current of electron-hole pairs, Iph’ minus the recombination current,

Irec. In this case the recombination current must be defined as follows
1 + 1 +1 (3)

Irec = Ibulk + surface p,n cont n,p cont

The nature of each term in (3) will be described briefly here and then in more detail in the next section.

Ibulk is the bulk recombination throughout the entire volume of silicon. In otherwords, if the steady-
state electron-hole volume recombination rate is R, then I, . is the volume integral of R throughout the

entire device.

I is the recombination occuring at the surface in regions with no metal contact.

surface

p, n cont is the current of holes flowing irto the n-type metal contact (ie., the minority carrier

recombination current) and In, p cont that of electrons flowing into the p-type metal contact.

To a first approximation the terminal voltage is simply related to the pn product through equation (2)
which, in éﬂ'ect, assumes constant quasi-Fermi levels throughout the device. Even though the actual pn
product varies with position in a real device, this equation reveals the essential element in device design
because, along with voltage, all the recombination mechanisms increase with pn product. Thus the
maximum power point occurs at that pn product which balances recombination loss with voltage gain.

Improving efficiency comes down to reducing recombination as much as possible.

The last term in equation (2) is the resistive loss in the cell. In devices which rely on conductivity

modulation to obtain low base region resisitive loss it is additionally important to maintain a high pn
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product to provide as much conductivity modulation as possible. Thus these devices are particularly

sensitve to recombinataion.

Reducing Recombination

2,

sim YA
'**"5‘ g 5§} = T m"’“g

%u& r’ecom“ﬁma.tion

Typically bulk recombination is a combination of devect related recombination (which is usually

\v

modeled by a Shockley-Read-Hall (SRH) type formula, without any real experimental justification), Auger

recombination, and radiative recombination. In this case one has

2

—F - .\
;17[" + niezp(grﬁ-ﬁ—")] + ;ln—[p + n,-ezp(—-@l;a,—”:l- J

R =v,;, Ny

+ B(pn - ni2) + Cn(nzp - nozpo) +

2 2
Cp(p n-p, no) (4)
where
B = 2X 107" em3/sec (radiative recombination)
C,=3X 10! em®/sec (eeh Auger coefficient)
C,=1X 103! em®/sec (ehh Auger coefficient)

The radiative term is usually negligible, except when discussing fundamenta! limits where the remaining
recombination terms have arbitrarily been set to zero. The magnitudes of C!l and Cp are somewhat in
dispute but are undoubtedly within an orger of magnitude of those shown in equation (4) which are from
(2). The designer can control Auger recombination only by varying the doping density as a function of

position in the device.

The defect related (SRH) term is strongly dependent on the nature and concemtration of process induced
defects and contaminants. Typically a material will have both donor and acceptor type deep level defects.
Under low level injection acceptors will usually dominate the recombination process in n-type material and
vise-versa in p-type material. This is because hole capture in n-type material would be the rate limiting
process and hole capture is an attractive process for acceptors. Under high level injection the SRH
recombination lifetime becomes 7= 1/Nyv , (10, + l/ap). Since one of the capture processes (electron
or hole) must be attractive and the other neutral one would expect that under high level injetion the
lifetime would be considerably greater as the neutral capture becomes rate limiting for both acceptors and
donors. We have found that high level bulk lifetimes over 1000 pgs can be obtained in completed devices
when high resicitivity float-zone silicon is used as the starting material. The low-level lifetime is typically
a factor of 3 to 10 less. Careful processing is required to routinely obtain high lifetime. We have found

the following procedures sufficient (but not necessarily necessary) to this end.
a) Never use metal tweezers to handle wafers.

b) Always perform a RCA (3) clean prior to high temperature steps.
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c) Process in a class 100 clean area.

d) Petodically clean furnace tubes with HCI.

surface recombination

Surface recombination appears to be more a function of the preparation procedure for forming the
passivating oxide layer, rather than being highly sensitive to contamination as is bulk recombination.
Those procedures that have been found to produce high quality Si—SiO2 interfaces for MOS transistors
appear to minimize the surface recombination velocity. '

Dry thermal oxidation followed by a low temperature hydrogenation produces surfaces with a mid-gap
interface state density of around 1 X 10'® /em®eV. Figures 1 and 2 show the measured interface state
density for such an oxide in the upper and lower portions of the bandgap, respectively. These
measurements, done using DLTS, show no evidence of the so called U shaped continuum but rather a

monotonic decrease from conduction to valence band.

By performing an inert atmosphere anneal after oxidation the density of interface states can be reduced
to about 1 X 10° /em®eV. Such a surface has a measured high level interface recombination velocity of 2
to 5 cm/sec. This rather low value can be understood by referring to figures 3 and 4 which show the
measured electron and hole capture cross-sections (4). One finds that the electron capture cross section is
generally orders of magnitude larger than that for holes. Under high level conditions most of the
recombination will occur for those states where o, and o, are approximately equal. This occurs at about

0.2 eV below mid-gap where they are in the mid lO'lG/cm2eV range. At higher energies 9, becomes
smaller and limits the recombination rate, and similarly for o Using the data of figures 1 through 4 to
calculate the recombination velocity using SRH theory yields 2 cm/sec, in agreement with mesurements.

(This calculation assumes that the interface charge is small enough to produce negligible band bending.)

The data of figures 3 and 4 indicate the surprising result that p-type surfaces should have a much larger
recombination velocity than n-type because of the large differences in crass sections. We are currently

investigating whether this is proves to be the case.

Further work is needed to develop methods which produce MOS quality interfaces on v;ary thin oxides

suitable for use under anti-reflection layers.

contact recombination

Keeping carriers from the contact mztal proves to be a most challanging problem of the cell design. The
traditional approach is to create potential barriers by doping which are sufficiently wide to support a
significant diffusion potential (ie., the gradient in pn product across the barrier does not cause too much

minority carrier current).

Because of the well known confluence of heavy doping effects such as reduced bandgap and lifetime such
barriers are not as effective as onme might want. Never-the-less, it can be shown (1, p. A8) the
recombination current in the barrier and contact can always be writen, so long as the doped barrier is not

high level injected,
L. = T(en/n2- 1) (5)

rec
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where the pn product is evaluated in the space charge region at the edge of the barrier. I0 will be called
the barrier saturation current in analogy with the terminology of ideal diode theory, Indeed, if the
separation of quasi Fermi levels at the space charge region equalis the applied terminal voltage then

equation (5) gives the typical
L. =T(exp(aV/kT)- 1) : (6)

Calculated saturation currents appear in figures 5 and 6 for Gaussian n-type doping profiles (6). Notice
that in regions which have a high recombination velocity such as under metal contacts, deep diffusions

with surface concentration around 10%0

cm produce the best results. If such diffusions are used to keep
carriers away from surfaces Our experwith low recombination velocity, then shallow diffusions with
surface concentration around 10'® cm™® give the best results. Our experience, however, is that in this case
no diffusion at all is the best choice, provided the surface is well passivated. Of course, in a conventional
cell the surface diffusion has the additional role of transporting majority carriers to the contacts and
cannot be simply eliminated. In cells with high lifetime and hence long diffusion length, it is possible to
rely on diffusion of carriers to the contact regions and dispense with the surface diffusion except under the

contacts. This is the approach of the point-contact-cell (1).

It is interesting to compare the relative magnitudes of the various sources of recombination.  Assuming
that, a),we have a 100 pm thick undoped base with a high level lifetime of 1000 pus, b) the surface
recombination velocity is 2 em/sec, and ¢) the n and p barrier saturation currents are both 3 X 1013

A/cm2 the methods of the preceeding sections can be used to calculate the recombination currents.

When the pn product is (1017 cm3)2, as might occur in a concentrator cell, one calculates the following:

Jrec Afem?
bulk, SRH 0.160
bulk, radiative 0.032
bulk, Auger 0.160
surface 0.064
diffused regions 28.5

These results show the overwhelming influence of contact recombination on the operation of the cell
when the other sources of recombination are reduced by careful processing. At a pn product of (3 X 10'®

cm'3) 2, as might occur at one sun, these results become

. mA/cm2
bulk, SRH 4.8
bulk radiative 29X 102
bulk, Auger 43X 10%
surface 1.9
diffused regions 25.7

At one sun the contact recombination dominates the other sources of recombination , though not so

completely as in the concentrator case.
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DISCUSSION

LINDHOLM: Dick, I have a couple of questions. The first is in connection
with your last remark. Do you think you need a two-dimensional code or a
three-dimensional code? : »

SWANSON: For the point contact cell I think you need a three-dimensional code.
If you made the lines as stripes, a two-dimensionsl code would be
adequate. '

LINDHOLM: Would you comment on your preference for the open voltage over the
conductivity method for determining high injection lifetime? Why you use
it at the end, and also say a little more on the photoconductive decay
method for in-process lifetime?

SWANSON: The open-circuit voitage decay: I like it because it is very easy to
do, and once you understand what it is doing it is easy to extract data
from it. 1In the type of cell we are talking eboul, where the diffusion
length is much greater than the thickness of the device: after inter-
rupting the current, a very short period of time later the carriers are
more or less uniformly distributed from the front to the back of the
device, and this makes the analysis of the transient very simple.
Basically you have one recombination term that is going as n2, that is
the diffused areas, and that gives you a steeper slope in the beginning.
It allows you to extract the Jp's and then it goes into a linear region
where the recombination going is n, and there is a straight line on the
decay, and you pick the lifetime off that.

LINDHOLM: Have you written something on that? Published?
SWANSON: No. There is, but I am just using things from the literature on it.

LINDHOLM: How about the photoconductivity decay in process lifetime monitor-
ing?

SWANSON: That is essentially a similar circuit to the one in High Lifetime
Factors in Silicon Processing, which is a book from ASGF. Our particular
implementation of it is simply a three-turn coil with 10 megahertz of RF
flowing thrcugh it that is laid near the sample, and then we use a General
Radio strobe attached to it to excite the carriers. We look at, essen-
tially, the back EMF across the coil as a function of time, which -~ in
effect the silicon looks like a single-turn secondary, coupled to this,
whose resistance is a function of time, and that gets reflected into the
impedance looking intc the coil, so that the real part of the impedance
of the coil is a function of the conductivity, etc. I will send you a
writeup we have on that. 1I wrote it up because the people from
Westinghouse wanted to see it, so I made a bunch of copies. We had no
intention of publishing because it really is the same --

SPITZER: I am interested in hearing some more about your tips for high-

lifetime processing. That is something we are working hard on. The
first question is: did you find it necessary to use double-wall furnaces,
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or do you use those?

SWANSON: Well, Mark, you will have to understand: being in the University
environment, I have no secrets at all. However, we have tried silicon
tubes, silicon carbide tubes, double-wall quartz tubes, double-wall quartz
tubes ingide of silicon carbide tubes, and plain silicon tubes with and
without alumina liners.

SPITZER: We can't afford that in industry.

SWANSON: We couldn't afford that either. They were all given to us by inter-
ested parties. What I can say in retrospect is, though, that the system
we are using now, which has given us the best results, is a plain quartz
tube inside an alumina liner.

SPITZER: What about processing gases? Did you spend a lot of time judging
various suppliers and things like that?

SWANSON: We did. We just used boil-off nitrogen and oxygen but we have had
about five major lifetime crashes in the history of the program. At one
time we thought it was gas. We hooked up a residual gas analyzer to our
gas system and saw sulphur dioxide in the nitrogen and thought it was
sulphur but then it turned out that was an artifact of the residual gas
analyzer, and it turned out not, in that particular case, to be from the
gas but to be from bacteria in the water. So we have never seen any
evidence in boil-off that there was any need for more purity than we are
obtaining routinely in the boil-off.

SPITZER: Do you use boil-off hydrogen?

SWANSON: We don't use hydrogen.

SPITZER: No hydrogen.

SCHRODER: How do you measure S of 2 cm/second?

SWANSON: = We measured that by the photoconductivity decay method.

SCHRODER: These are surface recombinations velocities, right?

SWANSON:  These are high-level surface recombinations velocities, which were
measured by taking samples of different thicknesses, ranging from around
20 micrometers to 300 micrometers, and their high-resistivity float-zone
material, oxidizing both sides and measuring the recombination lifetime,
with our standard, as a function of thickness.

WOLF: Do these lifetimes then include the effect of the accumulation layer?

SWANSON: We measure effective recombination lifetime. However, the oxides we
have produced, which are standard MOS-type oxides, have fixed charge den-
sities under 109, I think, and when they are injected at 1017, any

kind of potential band due to that is very, very small. One of the
challenges that faces one in this, one we have not fully resolved, is how
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to get similar performance on very thin oxides suitable for putting under
an antireflection coating. These are all state-of-the-art MOS-type
oxides, high-temperature dry oxidation followed by nitrogen atmosphere
anneal and low-temperature hydrogenation.

WOLF: Now, what you mentioned about the DI water and the bacteria sounds
extremely interesting and it seems to me that you said if you have really
pure water then there are no bacteria. So the bacteria comes with the
indication whether your water is basically purified well or not. 1Is that
right?

SWANSON: No. The problem is that most people monitor —- at least, in our
laboratory until we discovered this —- we routinely monitor resistivity
but not bacteria count. The resistivity can be in real good shape and
have a very high bacteria count.

WOLF: DI water generally does not contain ions, and still bacteria can thrive
on that?

SWANSON: I really don't know how they live in there but they do. They metab-
olize the plastic pipe, or that is what I have been told. They are
anaerobic and whatever.

TAN: Allow me to make a conment on your last. Except for the first item,
which is the float--zone silicon, the rest is standard practice of the
integrated circuit industry. Off the record, I can also support him
about the bacteria business. It is all true.

SWANSON: I don't know how you can go about getting these kinds of lifetimes
in Czochralski or other materials. We were misled because, being a poor
university, we were in one of those periods where silicon was hard to
get. Wacker gave us silicon in boxes that said it was Czochralski
material. But it turned out that it was mislabeled. It was actually
float-zone material. We worked on that for a year, and we then ordered
new material from them thinking they have got the hot stuff. It came
back that we were getting 20 to 50 microseconds, and that is when we had
the material analyzed and found that it was indeed float-zone material.
Then we worked with the Czochralski material for over a year and were
unable to get the lifetime.

SCHWARTZ: How did you measure the capture cross sections in surface states?
To me it is a very surprising result.

SWANSON: It was to us too, and these data are being prepared for publication.
It was done using DLT3 in a capture mode. Just like you would use DLTS
for bulk levels by shortening and filling the pulse width. We used
esgentially small-signal DLTS, whéere we wiggled the interface a little
bit, so we filled emptying traps in a AE about a known point, and then
varied the filling pulse time and watched the decay signals. :

SCHWARTZ: It appears to meé that your fall-off in capture cross section is so
rapid that one would not see it, so that experiment doesn't seem to fit.
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SWANSON: Right now we are making measurements of recombination velocity
versus doping levels to see if we get the results predicted by
integrating the SBH equation over those.
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ABSTRACT

The MINP solar cell concept refers® £o-a cell structure designed to be a
base region dominated device. Thus, it ts desirable that recombination losses
are reduced to the point that they occur only in the base region. The most
unique feature of the MINP cell design is that a tunneling contact is utilized
for the metallic contact on the front surface. The areas under the collector
grid and bus bar are passivated by a thin oxide of tunneling thickness.

Efforts must also be taken to minimize recombination at the surface between
grid lines, at the junction periphery and within the emitter. This paper
includes results of both theoretical and experimental studies of silicon

MINP cells. Performance calculations are described which give expected
efficiencies as a function of base resistivity and junction depth. Fabrication
and Characterization of cells are discussed which are based on 0.2 ohm~-cm
substrates, diffused emitters on the order of 0.15 to 0.20 um deep, and with
Mg MIS collector grids. A total area, AMl efficiency of 16.8% has been achieved.
Detailed analyses of photocurrent and current loss mechanisms are presented

and utilized to discuss future directions of research. Finally, results
reported by other workers are discussed.

1. INTRODUCTION

This paper concerns approaches to high efficiency silicon solar cells
based on the MINP concept. This term is used to denote shallow junction
N*/P cells which utilize a MIS contact for the front collector grid. The
MINP structure was first discussed by Green, et al.l Recently Green and
coworkers have fabricated cells exhibiting efficiencies on the order of 19%.
As a result, the MINP concept has become one of the most promising approaches
to fabricating high efficiency silicon cells.

Key feltures of MINP cells are described in Figure 1. A shallow emitter
is used in an effort to minimize current losses in the emitter region. The
front surface is passivated to reduce surface recombination. If the base
region losses can be reduced as a result of a back-surface-field, then a
P* region is established at the back surface. In order that the emitter
current losses are further reduced, an MIS’ contact is used for the front
collector grid. A metal must be chosen which will accumulate the Nt surface.
Thus, the area under the front contact is also passivated. Ti and Mg have
work functions below 4.0 eV. As a result, these two metals are appropriate
for the front tunneling contact, In summary the MINP cell has features similar
to other shallow emitter, high efficiency silicon cells. Clearly, the most
unique feature is the MIS (tunneling) cbntact used for the collector grid

In the next section the theoretical performance of MINP cells will be
discussed. Detailed discussions are then given regarding cell fabrication,
photocurrent, current loss mechanisms, the Mg/nSi tunnelling contact, and
solar cell efficiency.
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2. LIMITING THEORETICAL PERFORMANCE

P Mpdelipg.caicdlaﬁions have been conducted to appraise the potential of

4

:the<MINP concept and to provide guidance for device design. These studies

are based on two sources of minority carrier lifetime data, namely, the LSA
advisory board2, and that of Fischer and Pschunder3,

In order to determine an upper limit to cell performance, it was assumed
that the device properties were completely determined by the base region.
Thus, the junction depth was considered to be vanishingly small and the fromt
surface recombination velocity was set equal to zero. Modeling calculations
discussed in this paper are based on an assumed -cell thickness of 380 um (15
mils), since experimental studies have primarily been based on cells with that
thickness. :

Calculated values of the maximum, active area photocurrent are piotted
versus base region resistivity in Figure 2, The modeling calculatiocus were
carried out for the two sets of lifetime data and for two conditions at the
back contact. An AMl irradiance spectrum appropriate for Phoenix, Arizona
was used in calculating photocurrent.

Theoretical values of the reverse saturation current (Jgg) are plotted
versus base resistivity and Nj in Figure 3. Auger recombination and bandgap
narrowing are taken into account as done in Reference 1, Calculated values

of Vg, are also given assuming Jg, = 36 mA/cm?, With LSA lifetimes, the V

Cc
for a base region dominated cell can approach 690 mV. Due to Auger reCombgna—
tion, there is no reason to use base resistivities below 0.1 ohm—-cm.,

Calculated active area AMl efficiencies are described by Figure 4. If
one assumes that lifetimes are given by LSA values, then a base resistivity
in the range of 0.1 to 0.2 ohm~cm is optimum for cells with ohmic contacts,
while the resistivity can be any value greater than 0.1 ohm-~cm for cells with
a BSF. If FP values are assumed, then it is best to use base region resistivities
between 0.1 and 1.0 ohm-cm,

3. CELL FABRICATION

The basic approaches to cell fabrication involve steps listed in Table 1.
To date emitter diffusions have been obtained from ASEC and Spectrolab.
The junction depths are on the order of 0.15 to 0.20 lm. Phosphorus concentra-
tion profiles obtained by SIMS and spreading resistance analysis (SPA) are
shown in Figure 5. The error limits are estimated to be + 50% for both pro-
files. Thus, the error limits overlap. Although very limited data has been
acquired, it appears that the surface donor concentration is on the order of
0.5 to 1.0x1020 cm~3,

In the case of approach A (Table 1), the wafers are scribed and cleaned,
an Al layer is deposited onto the back surface. Heat treatment at 500°0C
establishes an ohmie contact on.the back and a 15 to 20 A, tunnelable oxide
forms on the front surface. This oxide layer provides some passivation on
the front surface., Of course, it also serves as an interfacial layer for
the MIS, collector grid or 'tunneling' contacts on the front surface.

The MIS collector grid is formed with a low work function metal. Mg has
been used in this work. Using Approach A, the cell is completed by deposi-
ting an AR coating(s). ' e - . ‘

The key difference with Approach B is that a 100 to 150 A layer of 3102
is grown onto the front surface to achieve a lower surface state density.
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4. PHOTOCURRENT

In order to maximize the photocurrent, and to interpret experimental
results, detailed analyses of photon and carrier economy have been carried out.
In particular, optimum AR structures have been determined for both polished
and textured cells. Essential information for such analysis is the internal
photoresponse for the cell.

Figure 6 shows a typical result for the internal photoresponse of a
polished cell structure. Calculated curves are based on cell parameters as
indicated. The wave length region between 750 mm and 1050 nm is the most
important one for determining the minority carrier diffusion length. A value
of I, = 150 m appears to fit the data fairly well.

Figure 7 describes the approach taken in determining the optimum AR layer
structure for polished and textured cells. Optical cconstants must be known
for each layer in the multilayer stack. Photon transmittance into silicor
is calculated with a computer code, and used in an integration over the chosen
irradiance spectrum. The optimum AR layer structure is determined by maximizing

JPH.

Figure 8 summarizes calculation of Jpy for polished and textured cells.
Most of the plots are for L = 150 um., The active area Jpy is plotted versus
Ni, the index of the antireflecting layer adjacent to silicon. For a single
AR case (1L-AR), Ny is of course the index of the single AR coating. For
each value of Nj in single AR structures, there is an optimum value of the
layer thickness. 1In the case of a two layer structure, there are, of course,
optimum value of thickness at which the plotted value of Jpy occurs.

Calculations show that it is desirable to use a textured surface. A single
AR coating on top of a textured cell leads to a possible 38.3 mA/cm? compared
to the possible 37 mA/cm2 achievable with a double AR on a polished surface.
Furthermore, with a double AR on a textured surface, a value of nearly 39
mA/cm? becomes possible. Thus results are based on assuming L = 150 m.
If one assumes a Fischer-Pschunder value for I (500 um), a value of 42.5
mA/cm? becomes a possibility.

Table 2 indicates some of the best active area values of Jpy measured by
SERI. Those values are fairly compatible with results given in Figure 8,
It would appear that the diffusion length of the material used by Green and
coworkers is slightly larger than 150 ym. The JCGS result of 37.8 mA/ cm2
for a textured/1L-AR case is slightly less than the possible 38.2 mA/cm?2,
probably due to absorption. The Spire reesult may be due to a smaller
diffusion length or absorption in the AR coating.

5. CURRENT LOSS MECHANISMS

Current-voltage characteristics are being studied in detail in order
that limiting current mechanisms can be identified and understood. Figure 9
summarizes the theory for the current loss mechanisms under consideration.
Temperature dependent current-voltage characteristics are particularly useful
for determining I-V mechanisms., The activation energy coupled with the
n-value and magnitude of J, can often suggest the operative current loss mech-
anism, Table 3 lists the range of values for key I-V parameters.
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The emitter recombination current is likely to be a dominant loss mechanism
in low resistivity devices. Calculated values of Jpg are plotted vs the surface
donor  concentration (NS) in Figure 10. The work of Fossum and Shibib™ was used
to calculate Jgp. The effects of bandgap narrowing and of the low lifetime in
the emitter are taken into account. Values of Jpg are indicated assuming LSA
and FP lifetimes, as well as ohmic and BSF conditions for the back contact.

In aadition, values of V.. calculated assuming J.. = 36 mA/cm” are given.
ghe estimated value of Jg for the 19% cell of Green, et al is based on the
assumption that n = 1,

I-V data are taken with a computer based data acquisition system over a
range of temperatures and under both dark and illuminated conditions. The
approach to data analysis is summarized in Figure 11. The approach used for
analyzing illuminated data is similar. In general, we observe two current
mechanisms, one dominant at low voltages and one dominant at higher voltages.
These current mechanisms are referred to as the lower and upper mechanisms,
respectively.

Transformed I-V characteristics for an MINP cell are shown in Figure 12,
The two mechanisms are clearly evident. Values for the Jg and n of the upper
mechanism, and Jy and B of the lower mechanism were determined for each temp-
erature. Results are typically obtained for ten temperatures. The value of
the upper mechanism is plotted versus 1000/T in Figure 12. From this plot,
one obtains a value for ¢ = 1.08 eV. 1In analyzing the temperature dependent
data, JOO(T) is assumed to vary with temperature as T'(T-T,), with T, = 100°K.

Some results of I-V analyses carried out for MINP cells are given in
Table 4. 1In particular, the results for the upper mechanism are given.
The lower mechanism is discussed below. Results for analysis of both illumina-
ted and dark data are given. Only results of I-V analyses were included, for
which temperature studies were made, except for cells 84-21 and 84-22, These
devices were made just recently. Consider cell 83-25. Since n = 1, and ¢ = 1.08
eV, it appears that the current-voltage characteristics are limited by the
emitter current with bandgap narrowing of AE = (0,12 eV. In ail of the other
cases, n is in the range of 1.04 to 1.09, and ¢ lies in the range of 0.7 to
0.8 eV, except for cell 84-5. These parameters suggest either depletion
region recombination or field emission. Further study is required to allow
one to choose between these possibilities, and to relate the results to proces-—
sing. It is not clear at this time what is the proper model for 84-5.

The upper mechansim is usually described by n =~ 1.0 to 1.07 and Jgy =
2 x 10712 A/em?2. At this point it would appear that recombination in the
depletion region or field emission by holes near the metallurgical junction
explain the upper mechanism. A possible reduction of the magnitude of this
mechanism may be accomplished by reducing Ng.

The lower mechanism is not presently limiting cell performance. It

could do so in the future, as the upper mechanism is improved. Thus, we
must eventually understand the lower mechanism.
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6. THE Mg/n-Si TUNNELING CONTACT

The MIS collector grid is a key feature of the MINP cell. The term
'tunneling contact' is often applied to this contact and will be used in
this paper. Figure 13A illustrates the expected electron band diagram at the
Mg-nSi interface. Since the work function of Mg is less than 4.0 eV, the
silicon surface is accumulated as shown. Majority carriers can readily tunnel
through the 20 A interfacial layer, thus providing a good ohmic contact.

The primary purpose for using a tunneling contact is to minimize the
recombination under the contact. Thus, it is of interest to estimate the sur-
face recombination velocity for this interface. We will examine this question
in two ways. First, it is informative to investigate MIS diodes on p-type
silicon., Figure 10B indicates possible comman current loss mechanisms.

Mg/pSi MIS cells have been fabricated and found to have excellent properties.
Figure 14 shows I-V characteristics for two devices. Device 82 MgSi-14 shows
a rather weak lower voltage mechanism, while the more recently fabricated
device 84 MgSi~1 exhibits essentially no lower mechanism. More significantly,
the upper mechanism for 84 MgSi-l corresponds to an ideal diode. The I-V
parameters are n = 1,00 and J, = 4.8 x 10713 A/cm?. This value of JOQ can be
interpreted in terms of a barrier height of ¢gp = Eg and A = 32 a/cm®.

Thus, one can conclude that in the case of an Mg/pSi contact, there is no
significant surface recombination (c), or tunneling/recombination (d).

The I-V analyses of MINP cells can provide information about surface
recombination under the Mg contact on N¥/P structures more directly., The Mg
contact area is not the same for the cells listed in Table 4. Referring to
cells 84-21 and 84-22, the Mg contact area differs by a factor of 20. Yet
the Jo is very similar for the two devices. In fact, Jg for 84-21 is larger
than for 84-22, 1If recombination under the Mg contact were the dominant loss
mechanism for 84-22, the Jg should be smaller for a device with the contact
covering less area.

More effort will be devoted to characterize recombination under the MIS

contact. However, recombination losses appear to be low enough to allow Jj
to decrease below 10~12 A/cm2,

7. CELL EFFICIENCIES

Two types of cell structure are being pursued, namely: an MINP configu-
ration with a polished front surface; and MINP cells with textured front
surfaces, These structures will be referred to as 'polished' and 'textured'.

The best result obtained with a polished cell is described by Figure 11,
The current-voltage characteristics were measured by SERI. As noted, the
efficiency was 15.6%, and Voo = 636 mV. This cell utilized a single AR layer
of Si0. The Si0 is deposited rapidly sc that the index of refraction is near
1.9. Analysis indicates that a silicon homojunction with a single AR layer
can provide an active area AMl photocurrent of 35.5 mA/ecm?. The total area
current in such a case for our cells would be 33.4 mA/cm? (6% shadowing).
The best total area value of Jgp obtained for a cell with a single Si0 layer
is 31.8 mA/cm2, Thus, it appears that approximately 1.6 mA/cm? are lost

due to photon absorption in the Si0 film. Future efforts will concentrate on
the use of a double AR coating on a polished cell structure.
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SERI measured current-voltage characteristics for the best textured cell
are given in Figure 16. Although Jg has been increased to 35.5 mA/cmz,
FF and Voo are slightly lower than tgat achieved with a polished cell. Part
of this decrease is due to the fact that the junction area of the textured cell
is larger than the standard cell by a factor of 1.7, but most of the effect
is primarily because the junction has not been optimized for the textured cells.

8. CONCLUSIONS

The MINP cell structure is a shallow emmitter cell structure. The unique
feature of the MINP cell is the tunneling contact used for the collector grid.
Like any shallow emitter cell, the front surface must be well passivated and
emitter losses minimized before base limited performance can be achieved.
Efficiencies of 25% should eventually be possible. Figure 17 indicates the
kind of property improvements needed to achieve 20%, and then 25%.

ACKNOWLEDGEMENTS

The authors wish to acknowledge the financial support of the Solar Energy Re-
search Institute(Contract XBB-2-02090-5).

128



REFERENCES

M. A. Green, et al, "The MINP Solar Cell - A New High Voltage,
High Efficiency Silicon- Solar Cell,” Conf. Record, 15th IEEE
Photovoltaics Specialists Conf., Orlando, p. 1405, 1981.

M. Wolf, "High Efficiency Silicon Solar Cells,” Conf. Rec., l4th
IEEE Photovoltaics Specialists Conf., San Diego, p. 674, 1980.

H. Fischer and W. Pschunder, “Impact of Material and Junction
Properties on Silicon Solar Cell Efficiency,” Conf. Rec., 1llth
IEEE Photovoltaics Specialists Conf., Scottsdale, p. 15, 1975,

Jerry G. Fossum and M. Ayman Shibib, IEEE TRANS ON ELEC. DEV
ED-28, 1018(1981).

TABLE 1

MINP CELL FABRICATION

A. WITH THIN PASSIVATING OXIDE

1. Diffuse Emitter into Wafer,

2. Scribe into 2 cm x 2 cm Substrates.

3. Clean Substrate (Basically RCA Process).

4., Deposit Aluminum Back Contact.

5. Sinter Back Contact at 500 C and Grow 15
to 20 A Tunnelable QOxide on Front Surface

6+ Deposit Collector Grid Based on a Tunneling
Contact.

7. Deposit an AR layer(s).

B. WITH THICK PASSIVATING OXIDE

1,2 and 3 Same as Above.
4. Grow 100 to 150 A Si0p Layer for Passivation of
Front Surface.
5. Define Contact Openings and Remove 0Oxide on Back Surface.
6. Complete cell by Using Steps 4 Through 7 Given Above,
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TABLE 2

EXPERIMENTAL RESULTS FOR AMI PHOTOCURRENT

0.2 Ohm-cm P-TYPE BASE
CELL THICKNESS =15 miils

TOTAL ACTIVE
) AR GRID AREA AM1 . AREA
CELL STRUCTURE SHADOWING JpH AM1 Jpii
GREEN, ET AL 2L-AR 4.2% 36.0 37.6
ZnS/MgF. . 4 . .
SPIRE TEXTURED 3-4% 36.1 37.2-37.6
1L-AR(Ta:0s) :
JCGS TEXTURED 6% 356.5 37.8
84-6 1L-AR(SIiO,)
TABLE 3
KEY PARAMETERS FOR CURRENT MECHANISMS
J-V RELATIONSHIP FOR ACTIVATION ENERGY
CURRENT MECHANISM V >> kT $ (eV)
EMITTER RECOMBINATION Jog exp(V/nkT) 1.2 — (4E) emiTreER
n= BGN

BASE REGION Jogexp (V/nkT) 1.2 - (AE)

RECOMBINATION n=1 . %:E
DEPLET!ON LAYER Jor expl{V/nkT) E.—Et OR Et—Ey

RECOMBINATION -n=21T0 2
FIELD EMISSION JoF exp{CV) 0.8T01.0

=1
c—nkT +8

TUNNELING JoT exp(BV) TYPICALLY 0.1 TO 0.2

ASSUMED FORM OF Jo;:

Joi = Joo (T) exp{—$/kT)
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I-V PARAMETERS

TABLE 4

FOR HIGH-VOLTAGE CURRENT-LOSS MECHANISM

UPPER MECHANISM

FRONT Mg AVERAGE

CONTACT | DARK | ERROR | ACTIVATION

AREA OR | FORUPPER | ENERGY, “Jo
CELL (%) ILLUM | RANGE (%) $ (eV) n (Alcm?)
83-22 6 ILLUM 0.19 0.73 1.04 | 2.1E12
83-23 6 DARK 0.19 0.77 1.09 | 1.5E11
83-25 6 DARK 0.63 1.08 1.00 | 2.2E12
83-26 6 DARK 0.28 0.81 1.04 | 4.4E12
84-5 0.6 DARK 0.19 1.15 1.04 | 24E12
84-6 6 DARK 0.33 0.80 1.07 | 24E11
84-21 0.3 ILLUM 0.40 - 1.09 | 5.3E12
84-22 6 ILLUM 0.40 - 1.05 | 2.6 E-12
TABLE 5

EXPERIMENTAL RESULTS FOR MINP CELL AM1 EFFICIENCIES

0.2 Ohm-cm P-TYPE BASE
CELL THICKNESS = 15 miils

METAL
USED FOR AM1
Mmis AR GRID Jsc Voc EFFICIENCY
CELL CONTACT | STRUCTURE | SHADOWING | (mA/cm?) | (mV)}| FF (%)
GREEN, Et al Ti 2L-AR 4% 36.0 |650]|0.812 19.0
ZnS/MgF. )

JCGS Mg 2L-AR 6% 311 636 | 0.787 15.6
84-4 SiN/SiO,
JCGS Mg TEXTURED 6% 35.5 617 10.768 16.84
84-6 1L-AR{SiO,)

Results for Green, et al, were reported at the IEEE 16 th
Photovoltaic Specialists Conference.
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Figure 1. MINP Solar Cell Concept.

¢ {Q-cm)

1 5 2 1 05 02 01 .06 .02 .01
10-11 T T T T T ]

L\ CELL THICKNESS =15 mils |
\ Jso = 36.0 mAlom? _
= FOR Voc CALCULATION

-— 0.60
LSA \ LSA (OHMIC) N

FP (OHMIC) N
10-12

-— 0.65

Jgo (Alcm?)
{
Voc (VOLTS)

10-13

— 0.70

LIFETIME DATA
| s FISCHER & PSCHUNDER-
— e o LSA

10-14 ol ool bl
1015 1018 1017 1018 1019

Na {em-3)

Figure 2. Base Region Contribution to Jgy vs Acceptor Concentration for 15 mil
‘ Cell Thickness.

132



42

40

38

AM1 Jpy (mA/cm?)

36

34

32

* BASE REGION CELL

© {DEAL AR AND NO SHADOWING

* PHOENIX AM1 SPECTRUM * 80% BSR

® CELL THICKNESS =15 mil

T

LN T Illl 1 L

/i/
OHMIC

BACK

CONTACT

/ LIFETIME DATA: ™
FISCHER & PSCHUNDER

——— e w— G A

BASE RESISTIVITY (OHM-cm)

Figure 3. Calculated AMl Jpy vs Base Resistivity for 15 mil Cell Thickness,
Assuming 100% Photon Transmittance And No Grid Shadowing .

Figure 4,

30
25

g

>

Q

g 20

[¥]

E

™

w

-

=

<
15

Calculated AM1 Cell Efficiency For 15 mil Cell Thi

* BASE REGION DOMINATED CELL ¢ IDEAL AR AND NO SHADOWING
* PHOENIX AM1 SPECTRUM * 80% BSR
e CELL THICKNESS = 15 mils

T

T ! ITF—I_I LI

CONTACT

LIFETIME DATA:
FISCHER & PSCHUNDER
— e c— L GA T
| | .| R I W | | | 1|
01 0.1 1.0 10

BASE RESISTIVITY (OHM —cm}

100% Photon Transmittance And No Grid Shadowing.

133

ckness, Assuming




10%

s — =
| O SPREADING ]
107 RESISTANCE |
- E bo —— SIMS 3
) s .
u b -
\ -
g -
10 _
g 1oL E
K] 3 =
u T -t
-4 r ]
o .
: -
®8 _
g 10 e
[ =t 3
& = F .
Q r A
Z -
8 -
10 17 - _E_
s 3
10%® » .
s F 3
- . ]
18 1 1 1 3
10 o 0.10 0.20 0.30 0.40 0.50

DEPTH (microns)

Figure 5.  Phosphorus Concentration vs Depth For MINP Cell.

100 T
BO0. T h
60. [

40.F  B4SINP2 IS A .2 OHM—CM BARE SI
CELL WITH NO GRID IN THE BEAM.
CALCULATED CURVES HAVE OHMIC
BACK CONTACTS,S(F)s1.2E4,Xw.28
20.  D(F)=3.33, W=.091, AND AN AL
BACK SURFACE REFLECTOR.

INTERNAL PHOTORESPONSE (%

Wi L - 1 vl
0.

300. 450 600 750 900 1050 1200
WAVELENGTH (nm)

Figure 6. Internal Phot’oreéponse For MINP Cell.

134



POLISHED CELL

F

N, N,

i

N

W

P

Y

o DETERMINE Ty VS. 1
FOR GIVEN AR STRUCTURE

o USE REPRESENTATIVE S
BASED ON oy; VS. A AND
CELL STRUCTURE

TiFx

TEXTURED CELL

o

54.7°

9,=12° 0,=4° @ 1=600 nm
REGARDLESS OF AR STRUCTURE
e ACCOUNT FOR TWO

PHOTON PATHS AND
REFLECTION OFF BACK

'SA=SMfSA2

®©
* DETERMINE Jpyy =a [ FaTSdA

* DETERMINE N,, N., AND THICKNESSES

WHICH YIELD MAXIMUM Jpy
Figure 7. Description of Approach to Optimum AR Layer Analysis.
46 T T T T T T
15 mil CELL THICKNESS
— PHOENIX SPECTRUM .
L=150, Ohmic BACK CONTACT
44 — = == = L=500, BSF ]
- N.=1.3 1.4 1.6
/ <, .
_ 42 e = TEXTURED (2L-AR) —
E
k) — ]
E
E 40 |— —
2 L TEXTURED  2L-AR N=13 14 15
s —
: 38 — TILAR —
2 - No=1.3 V4
S ~ P 7 ]
< 36 2L-AR - 16 ]
-
TEXTURED (NO AR)
34 S ...
32 ] | | | ! |
1.6 1.8 2.0 2.2 24 26 2.8 3.0
N:. INDEX OF LAYER ADJACENT TO SILICON
Figure 8.

Silicon, For

135

Calculated Jpy vs N1, The Index Of The AR Laver Adi !
PHoTishdd And Textured Cells, —Yer Adjacent To



ToE

1. EMITTER RECOMBINATION CURRENT R @

= Jok [expl ) — 11
n=1
FOR RM TEMP ANALYSIS:

2
en,

Joe = NpE!  GF

GF IS A FCT OF Wy, Sp Dpo & Tp

00O
FOR INTERPRETATION OF TEMPERATURE

DEPENDENT DATA:

Lt liild
LI I I L B B I
NE

Jog = Jgo (T) exp ('ﬁt)

4) = 1.20 — (AE) EMITTER
£ ®

2. BASE REGION RECOMBINATION CURRENT 3. DEPLETION LAYER RECOMBINATION CURRENT

J = Jog lexpl 2o} — 11 J = Jop exp (151 V >> kT
n=1
en? Ln Jor = Ao exp ‘ﬁi)
JoB = p, .. ' OF
A Tn
= JOO mn exp(-—'—(_—.ré-) ¢ = (Et—Ev) OR (Ec—Et) n=1TO 2
$ = 1.20 — (AE) gasE FOR n>2, $~Eg/2 FOR n*1, $~0.8 eV
BGN
4, TUNNELING/RECOMBINAT!DN
J = Jorexp(BV) V >>kT
B TEMPERATURE INDEPENDENT
Jot = Joo exp(—ﬁ—
. > > (4
¢ TYPICALLY O TO 0.5 eV ! i
Loy 4
5. FIELD EMISSION
J = Jor exp(CV) - OO0 O 0 o |
. : :
C = kTt B : il I
Jor = Joo expl —¢/kT) @ f(V—-Vbi)
¢ =fVy f=n" '

‘Figure 9. Summary Of Theory For Current Loss Mechanisms.

136



JoE (A/em?)

Figure 11.

10-11

] 1 I TTH I
600
02| o0
§=10* 640
o OREEN, ET AL Voc (mV)
- 660 ASSUMING
LSA _ Jsc=36 mA/cm?
FP/OHMIC — eso  ANDn=1.0
10-13 .
n FP/BSF 700
. $=102 \_
1o J BASE REGION Jo
‘ FOR
- ¢=0.2 Q—cm
THICKNESS =15 mils
10-15 JJJJILII { 1 1 P11l 1
10,! 1019 1020
Nglcm —3)

Figure 10.

J

OE VS Surface Donor Concentration (NS) For Range Of

Values of Surface Recombination Velocity.

Appreach To Dark
I-V Analysis.

1.

2.

3.

I-V RELATIONSHIP (Vg >> kT)

Tygas = Ij + Vj/rlkT

1

V5 = Yueas “Bs Teas

lj = Iol exp(ij) + I02 exp(vj/nkT)

FITTING PROCENDHE

SELECT RS AND RSH
GENERATE “j' VJ)
CONSIDER (Ij‘ Vj) FOR REGION 1
Ij =15 exp(BVj)
Loge(lj) = Loga(l1,, )+ij
LEAST SQUARES FIT 5101’ 8
CONSIDER “j' VJ) FOR REGION 2
112 ] Xj R exp(BVj)
= on exp(Vj/nkT)
LEAST SQUARES FIT wo ’oZ’ B

ITERATE BETWEEN REGIONS 1 AND 2 UNTIL
ACHIEVE CONVERGENCE.

CARRY OUT STEPS 1 THROUGH § FOR
ARRAY OF Re AND R¢,, VALUES. SELECT

VALUES OF EARAMETEHS WHICH - PROVIDE
BE.T FIT TO DATA.

137

Imeas

A

REGION 2

Log};

REGION 1

Vi



— b SR Y A X - a0 e g —— "
10-° .
T T T— 1 T 7 T T
8S35INPZS & . DIY-83SINF2S
12/15/82 o B . 7/S/84 A
I SE L 10710 *. PHI = 1.88 EV
= +-30°C AN ¢ JBB = 2.1%18%6
5 104 1geC R M =4
~ -1 ® _ oL -
4 x 4B°C s ox P oe| 10N T8 = 1e@eK
% . 700 . x _' ¢ k] ‘.
o M ,' < 0
= 10-2 |- .‘ kx . " - 10-12 | , _
g o xgsiee? °
P Sﬁl’o‘ _ .
% B ¢ a‘.’ . x
3 s 4 10- 13 |- . _—
= Jatet o
o2 0.
| ! ] M
10 -3 | - Tg Ad | § | | 10- 14
o 2 3 4 .5 6 .7 25 3.0 3.5 4.0
JUNCTION VOLTAGE ’ 1000/T{ °K)
TRANSFORMED A%“‘é;g?"
-V DATA :
ANALYSIS

Figure 12. Current-Voltage Characteristics Of An MINP Cell Based On
A Polished Substrate,

() P ()

O ~——3 INJECTION INJECTION

PHOTOCURRENT
s

(b) =~

v

TUNNELING CONTACT Mg/pSi DIODE
FOR N+/P CELL .

Figure 13. Electron Band Diagrams For Tunneling Contact On Nt Surface,
And MIS Device On A P-type Substrate.

138



10-1

10~2

10-4

JUNCTION CURRENT (A/cm?)

10-5

Figure 14.. Current-Voltage Characteristics Of Mg/pSi MIS Devices Based

® 82 MgSi14
O 84 MgSi1

1 | ] | ]

2 .3 4 5 6
JUNCTION VOLTAGE (VOLTS)

On 0.2 Q-cm Silicon.

(amps)

CURRENT

.14
.12
-10
.08
.08
.04

.02

-0.02
-0.04
2

-0.08

Hlllll”lllllll"lll!ll'Illllllllllllllllllll”L
3.

[a)

SAMPLE: 84 SiNP4
TEMP. 28.0°C

AREA 3.97 cm?

Voc 0.6363 VOLTS

| [ T}

L L L B L R I

Jsc 31.10 mA/cm?
FILL FACTOR= 78.72%
EFFICIENCY 15.58%
n lllllllIlllllIllllllllllllllllllllllIlllllllllI-
o] o [o] [+ (o] Q (o] o o
[{]] « W} m < n 4] N

bl
t'i) ? © 0 O O o o o o

-0.30

VOLTAGE (volts)

Figure 15. Illuminated Current-Voltage Characteristics Measured By SERI For

MINP Cell With Polished Surface And SiO AR Layer.

139




0.186 :"ll"lllll"lllll‘lllllll"'llll'""["lll"ll

0.14 |— = —

0.12 |— -

oy p— A
) 0.10 }— -]
a = -
s 0.08 |— —
0.06 |— SAMPLE: 84 SINPE -

- L TEMP. = 28.0°C -
4 0.04 }— AREA = 3.94 cm? —
w - v“ = 0.617 VOLTS -
¢ 0.02 — Jsc = 36.63 mA/cm? -
) .. FILL FACTOR = 76.83% -l
0 o .. EFFICIENCY = 16.84% il
L -

-0.02 - —

-0.04 |— =

-0.08 1lllllllllulIIllLllIlllllllllllllllllllllllllllr
o o o o o o 0 0 o0 o

m [\'} - - o m v n o ~

? ? ? o o o o (o] o o o

VOLTAGE (volts)

Figure 16 Illuminated Current-Voltage Characteristics Measured By SERI For
MINP CELL With Textured Surface.

PROJECTED PERFORMANCE

30 —

TO ACHIEVE 20%

* MUST REDUCE Jog

BY DECREASING 28
Ng AND S,

* NEED SLIGHT IMPROVEMENT

TO ACHIEVE 25% !

* NEED F&P DIFFUSION 20
LENGTH

* MUST REDUCE
§, TO 10°

* WITH THESE VALUES
OF L AND Sy, Jo 16

WILL BE scimAvcm)
TO =3 x10-'* Alem*
e

Figure 17. Estimated Property Improvements For High Efficiency MINP
Cells.

140



DISCUSSION

SWANSON: How did you grow the thin oxides?

OLSEN: After we deposit aluminum to establish the back contact, a heat treat-
‘ ment at 500°C is carried out, and that process will grow a 208 oxide.

SWANSON: Just from residual water, from the air?
OLSEN: Bill (Addis), why don't you comment on that?
ADDIS: The oxidation is carried out in a tube furnace.
SWANSON: Dry oxygen?

OLSEN: Yes. |

SWANSON: Have you investigated different ways of forming the oxide and found
whether any are better than others?

OLSEN: Not yet. We would like to try nitriding, and I have some thoughts on

pursuing that further, but right now we have been going with the standard
20R oxide.

SWANSON: Have you measured the contact resistance?

OLSEN: I think so. On the 0.3% area coverage, on a 2 x 2 solar cell, Rg is
’ still below 0.1 ohm.

SWANSON: Doesn't seem good for concentrstors.

OLSEN: Something seems to happen. 1It's strange; when the area goes down you
get higher current density. The contact resistance goes down.

SWANSON: Did I read you correctly that you got a better Jg without the n
layer under there than you did with the n layer? You said 3 x 10“ 13
(A/cm?) .

OLSEN: No. That was for an MIS structure. Magnesium on p-type.

SWANSON: That is what I meant.

OLSEN: I think that is pertinent, meinly because it tells you something of
the quality of the magnesium deposition and what it does to the p-type
material. But it is a different situation, it appears, when you deposit
onto an n-type surface. For a Mg/p-Si MIS diode, the value of
3 x 1013 is approximately the theoretical value for Jj.

SWANSON: One would think you would want to take the n-layer out then, if it
ig—-
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OLSEN: Well, the problem with an MIS structure is the magnitude of photocur-
rent, which is too low. You just can't get adequate optical coupling,
that is, transmission of the photons through the metal. Maybe¢ something
worth considering along the same lines is an inversion-layer cell. That--
is one without any doping done at all. That is something we have worked
on in the past.

SWANSON: I sort of had the feeling that the phosphorus diffusion is not giving
you the performance it could.

OLSEN: That's true. I think it is really hard to pin all this down. But I
think it is clear that Green and his group have tailored their emitter to
some degree and they have reduced the emitter recombination.

KEAVNEY: When you said you had 20 R of oxide underneath the metal I assume
you measured that by ellipsometry.

OLSEN: That is right.

KEAVNEY: Do you have any ideas as to whether that is really 20 R of oxide
or whether there is an organic contamination throwing off the measurement?

OLSEN: The ellipsometry gives you 15 to 20 R and -it is not really clear what
that means. You really have to couple that information with other infor-
mation such as MIS current-voltage characterization. The MIS devices we
have looked at are really high-quality ones. So that tells us that the
interfacial layer is of high quality. Then, also, surface recombination
effects in the solar cells themselves seem to be reasonable.

WOLF: It seems to me that Marty Green told us at the Photovoltaic Specialists
Conference that his 19% cell was not an MINP structure but a dot contact
structure. He had a new acronym for it too, PEST or something like that.

OLSEN: A dot contact cell, that is just what we made too. That simply means
that you put slots in the thermal oxide on the surface, and the collector
grid only contacts a small area. But the question is: what is the nature
of his contact at the interface?

WOLF:  That is right. That is what I thinking.
OLSEN: He didn't think it was MIS anymore?
WOLF: That was my impression.

OLSEN: T wouldn't argue about it. They do sinter, like the standard pro-
cedure. I think, in theory, titanium can be used as an MIS contact. It
just may be very difficult to keep the oxygen out of it and get a decent
contact. Maybe that is why you have to sinter. We have stuck with mag-
nesium because it is not limiting us at this point and we haven't been
motivated to change. But we are considering changing, because the use of
magnesium impacts other processes. So we will move to try titanium as
well, eventually.
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WOLF: Another thing. I was a little surprised that you took the band gap as
1.2 eV. That is the zero Kelvin number. Really it is, at room temper—
ature, more like 1.1.

OLSEN: I know that. But if you look at the band gap expression versus temp-
erature, it is 1.2, minus some constant, times temperature. The constant
times temperature divided by kT gives you an e—constant g, that goes
out into the pre-exponential number.

WOLF: So that is where you put it?

OLSEN: Yes. I hope that was clear to others. The band gap, I agree is 1.12,

but it is the temperature dependence that I wanted to account for. An
activation analysis gets 1.2 minus the bandgap narrowing.

QUESTION: (Inaudible; concerning the use of magnesium.)

OLSEN: No. We can't heat treat it. We haven't used titanium, but Green, for
example, does heat treat at something like 450°C.

WOLF: I thought we might have some questions with respect to all the papers
together, and overall comments on the afternoon session — even the
morning session -~ before we break up. One comment I would like to make:
I feel that what we really all sat and listened to this afternoon was
perhaps more how do we model, what do we learn out of the modeling, and
how does what we are doing actually reiate to what we calculate? Rather
than, really, concepts on how to get higher efficiency. So it seems to
me it was more really modeling results and what did we learn from the
modeling. I don't know whether that is challenging enough for more dis-
cussion or not. We certainly, some of us, use low-level modeling and get
up to some point with that, and then comes high-level modeling beyond
that. We will hear more about modeling tomorrow in any case.

LESK: I am still confused. 1In the back contact you had only BSF. Specifi-
cally, what is the difference between ohmic and a BSF back-surface con-
tact? )

OLSEN: Well, BSF refers to back-surface field. An adequate BSF yields a sur-
face recombination velocity of zero.

LESK: ‘I am not sure I got that right. 1In BSF —-- in your equation you put
§ = 0 —— that means BSF?

OLSEN: That's right,. .

LESK: For ohmic, S is infinity but if you are maintaining the equilibrium in
order to carry concentration to the back contact, that means ohmic. 1Is
that the way it is used?

OLSEN: Yes. The poiﬁt is with low-cost silicon sheet material, the use of a

BSF makes little difference to current. But, if you increase the life-
time, then a BSF can have a significant impact on photocurrent.
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WOLF: Are these things we are looking at here really all the approaches we
can pursue to get to a higher efficiency? Are there things we should be
"looking at in addition? Does what we have been talking about really
exhaust the methods available at this time?

SPITZER: I wanted to mention a few things. On the idea of how to improve
efficiency, I think some people referred to this. We are neglecting lots
of current. The theoretical limit is 44 and if you tune up the base dif-
fusion length, that current could easily be raised from 36, which most
people are achieving, to about 38 with a back-surface reflector and dif-
fusion length of 300 micrometers, which dcesn't seem that hard to do.
And, say, with 38 milliamps/m2 and a voltage of 660, with a fill factor
of 0.8, that would be 20%. So I think some attention should be addressed
to improving Jg..

WOLF: It seems essentially that everybody who is working on high-efficiency
cells sees how he can make the next step to get 20%. It seems that this
is just about imminent. I think the big question after that becomes, how
do we get to 22 or 23, and do we really have to get the trap densities
down, or are there other remedial steps we can be doing to get the effi-
ciencies up? Have we really exhausted all the cell-design approaches to
a large enough degree for this next step?

SWANSON: I think the goal of 15% modules is rather modest in view of the 19%
cells that are already being made.

WOLF: 'No.

SWANSON: We are talking efficiency, not getting cost down. But I think if
you want to go to the 15% range, you should very seriously consider the
Yablonovich design, which in my opinion has the potential of 25%.

WOLF: He combines again a number of the things we have been discussing, and
also Dick Swanson. How to get high lifetime is one of his key aspects.
How to get the lifetime up, how to get the surface recombination velocity
down, use a wider band-gap material on one side, etec.

DYER: I have been out of this field for a number of years, but what are the
difficulties with that overlap approach that someone mentioned earlier?

WOLF: It is called the shingling of cells.

DYER: What ié the difficulty with that? You mentioned it, but I dou't see
any --

WOLF: Well, I don't think I mentioned that by saying there was a difficulty
with it. It has been used for a long time in making submodules for space
arrays. I guess it has given a certain amount of inflexibility within
the array. One other approach was to make flexible interconnects, but
still overlapping as far as individual soldering together is concerned.

DYER: Does it come out so it is not worth it, is what I am after.
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WOLF:

DYER:

WOLF:

No.

Ig it such that it is very successful and you can say, Well, we can
gain back all that we devote to metallization, or ig it not worth it?

Well, you have no contact shading at all on the front, so you have all
active surface that way. I see a little bit of a problem if the whole
cell length is only 2 millimeters and then you overlap. You get quite a
bit out of the horizontal with the whole thing, but I don't think that is
too much of a problem area. You can somehow adjust for it again. No. I
don't see a major problem with it. I guess from a manufacturing view-
point it might be tough to make so many very small little devices and
then assemble them into a bigger thing. It might give extra cost. But
that's not fundamental. Somehow you can imagine some nice assembly
machine that handles all these tiny little parts and makes a bigger thing
out of it.
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ABSTRACT

NASA involvement in photovoltaic energy conversion research, development,
and applications spans over two decades of continuous progress. Led by the
Lewis Research Center's Photovoltaic Branch, Agency programs in solar cell
research and development have produced a sound technology base for a broad
range of space applications. Although space power requirements are mission
dependent, there are fundamental objectives which guide the NASA photovoltaic
program. They are to improve efficiency, increase life, reduce mass, and
reduce the cost of photovoltaic energy converters and arrays. Consequently,
the programs in place at Lewis Research Center range from fundamental
research on advanced concepts to technology advances for improving the
space-worthiness of solar arrays. This paper will describe several key
activities in the Lewis program.

INTRODUCTION

The cell research activities at Lewis divide roughly into the following
categories: advanced devices, gallium arsenide and other III-V compcund
solar cells, and high efficiency silicon cells. Work in all of these
categories will be described. Particular attention will be given to a new
strategy for efficient solar energy conversion which seeks to overcome the
fundamental limitations inherent with all semiconductor photovoltaic
converters. The approach exploits a well-known mechanism for absorption of
light in thin metallic films of common metals, such as aluminum or silver:
the coupling of Tight to surface plasmons. Surface plasmons can have
suitable ranges for energy transport, (up to centimeters in the IR), and can
absorb from the ultraviolet to the infrared. Energy conversion then occurs
by transfering the surface plasmon energy to an array of inelastic tunnel
diodes, where a current of tunneling electrons can be created. Key technical
barriers have been identified and will be discussed, along with recent
resuits aimed at eliminating them.

The magnitude of NASA's photovoltaic space power activities can be seen
in Figure 1. With the exception of the Skylab launch in 1973, most NASA
missions have been at the 2 or 3 kilowatt level or below. Future NASA
missions may be an entirely different story, however. The desire for more
sophisticated, longer-lived missions will push power requirements up an order
of magnitude and more. A low-earth orbiting manned space station, for
example, might require up to 125 kilowatts of power in the station itself.
This would, in turn, require a solar array output capacity in excess of 300
kilowatts, and would represent over two and one-half times the power
generating capacity that NASA has launched in the past 20 years. Such an
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array will be the dominant physical feature of the Space Station, and will
p]ace a premium gf geduc1ng the area, weight, and cost of large space arrays.
o aé ‘:n:»

fuiure power requ1rements for geosynchronous app11cat1ons are also
expected to rise in the coming decades, although few such missions will be
soley NASA's. The primary uses of GEO spacecraft will be for commercial and
military communications networks. In these applications in particular, a
premium is placed on higher efficiency, lighter weight, and longer life.
Cost is important, but is not as important a driver as it is for large LEO
arrays. A key figure of merit for GEO arrays is the ratio of power out to
total array mass in W/kg. NASA's most recent GEO satellite, TDRSS, had an
approximate beginning-of-life specific power of 35 W/kg, with a BOL power of
about 3 kilowatts. Future communications satellite power requirements are
expected to be from 3 to 5 times that level. Moreover, volume and weight
constraints of current and proposed GEQO launch vehicles make it desirable to
increase both efficiency and specific power significantly beyond present
levels, End-of-life specific powers approaching 250 W/kg may well be
required to meet such constraints. The payoff will be measured directly in
terms of increases in the active payload of the satellite.

The foregoing discussion is by no means exhaustive of all future space
photovoltaic applications. It is intended only to put into context the
rationale behind the current major thrusts of NASA's solar cell research and
development program.

HIGH EFFICIENCY SILICON SOLAR CELL RESEARCH

Figure 2 summarizes the situation with regard to space solar cells since
approximately 1960. Essentially, all space cells flown at that time were
made from 10 ohm-cm starting material, and had AMO efficiencies on the order
of 10 percent. Work in the early 1970's resulted in the COMSAT violet cell
(Reference 1) with an efficiency approaching 15 percent, but it quickly
became clear that higher efficiencies could not be achieved without improving
the open-circuit voltage, and that could not be done without lowering the
resistivity of the starting material. Current densities in the high
efficiency 10 ohm-cm cells approached 50 ma/cmé, and could not reasonab]y
be expected to go much higher in that material. In the mid 1970's,
therefore, Lewis Research Center initiated a concerted effort to develop an
18 percent AMO cell, which had been estimated by Brandhorst (Reference 2) to
be the maximum practical efficiency for silicon. The effort concentrated on
raising the open-circuit voitage to the 700 millivolt range. The initial
work resulted in open circuit voltages of neariy 650 mV, but efficiencies
were lower than desired because of the lower current-generating capabilities
of the low resistivity cells.

Several techniques have been advanced for raising the voltage in low
resistivity cells. Among them is the multi-step diffusion process developed
at Lewis Research Center, which produced a Voc approaching 650 mV (Reference
3). The process was later used by COMSAT to produce a 14.5 percent AMO cell
(Reference 4). This achievement was quickly followed by the development of
cell designs at the University of New South Wales, under a NASA grant, which
achieved 16 percent AMO, and Voc's approaching 680 mV. These cells,
developed by Martin Green and co-workers (References 5, 6), have been
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subjected to an intensive analysis at Lewis Research Center in an attempt to
elucidate the mechanism(s} responsible for their improved performance. That
work, reported by Weizer (Reference 7) at the last Photovoltaic Specialists
Conference, has produced some surprising results. In brief, it was shown
that:

1. It is not the perfection of the emitter, but a previously
unrecognized improvement in the base that is responsible for the high
Voc's obtained in the MINMIS cell.

2. The high voltage in the MINP cell is the result of the same
improvement in the base as in the MINMIS cell, coupled with a
reduction in the emitter lo.

3. The enhanced base characteristics of both cell designs are the result
of a reduced minority carrier mobility in the starting silicon
material used for these cells.

Based on these results, it now appears that voltages approaching 800 mV
are achievable in 0.1 ohm-cm silicon cells with full utilization of the MINP
surface passivation techniques. AMO efficiencies approaching 20 percent may
yet be possible in silicon. Work toward fthat goal will be continued in the
Lewis Research Center program.

ITI-V CELL RESEARCH

Emphasis in the NASA solar cell research program has shifted from silicon
during the past few years to the wide variety of semiconducting compounds
formed from elements in columns three and five in the periodic table. The
program ranges from basic materials science to pre~pilot cell design
optimization studies. The activities fall roughly into three categories:

(1) GaAs concentrator cells; (2) thin film cells; and (3) multi-junction
cells. Resistance to the damage caused by charged particle radiation in the
natural space environment is a major consideration in the III-V cell area,
and along with efficiency, forms an important part of the justification for
it.

NASA's interest in III-V concentrator cells arises in part because of
their potential for lowering the cost of very large solar arrays, such as are
anticipated for a future Space Station. Figure 3 summarizes the results of a
study of multi-hundred kilowatt array designs (Reference 8). The plot of
combined cell and component costs versus concentration ratio shows the
existance of a broad minimum between approximately 20x and 200x. Figure 4
illustrates a concentrator design currently under development at TRW, under
contract to Marshall Space Flight Center. Specifications for this miniature
cassegrainian system call for a 4 mm diameter cell capable of 20 percent at
125x and 85°C. Lewis Research Center has two contracts in place, one with
Varian and one with Hughes Research, to design and produce such cells. With
19 percent already demonstrated, there appear to be no apparent technical
“show-stoppers" which will prevent realization of the program goal of 22
percent at operating conditions. This application dramatically illustrates
the higher efficiency and higher temperature capabilities of GaAs compared to
silicon. GaAs concentrator cells will have over twice the efficiency of
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silicon at the operating temperatures projected for this array design. The
physical dimensions of the cell are illustrated in Figure 5. The diameter of
the illuminated area is 4 mm, while the length of one edge is 5 mm. The
approximately 60 to 1 reduction in processed semiconductor area compared to a
planar of equal output is the primary reason for the projected lower cost of
this array design. An additional assumption, of course, is that the cost per
unit area of the concentrator optics will be significantly lower than the
equivalent area of pracezsad semiconductor material. The anticipated cell
output at operati:: c(¢~uitions is approximately 0.4 watts. Based on informal
estimates, the prOJected cost of such cells could be on the order of 30 to 50
dlwatt.

Cost is not the only reason for interest in concentrator arrays for space
application. A second very important reason, again depending cn mission
requirements, is the inherent shielding provided by the concentrator element
against the natural radiation environment encountered in many orbits.
Although not important for LEO applications, the design may make possible the
use of photovoltaic power generators in some of the mid-altitude orbits that
have previously been dismissed because of their high density radiation
environment. Beyond that, if high efficiency can be coupled with Tightweight
concentrator optics, such arrays could eventually be flown in GEO.

Research on thin film solar cells is directed toward improving their
performance, not only in terms of their efficiency, but also in terms of
their radiation resistance. An important thrust for the NASA space power
program is the development of technology for the next generation of GEO
communications spacecraft. At present, about 23 percent of the satellite
mass launched to orbit must be dedicated to the power system, which is
approximately the same fraction that is available for the paylecad itseif.
The benefits derivable from reducing the power system mass are directly
translatable into revenue for commercial satellites, and into increased
capability for non-commercial satellites. One approach under investigation
at the present time for producing ultralightweight solar cells is the CLEFT
process developed at the Lincoln Laboratory by John Fan and co-workers
(References 9, 10, 11, 12). Progress in this area is well-known, and a
detailed discussion need not be included here.. The NASA goal is to
demonstrate a 4 micron thick GaAs cell with at least 20 percent AMO
efficiency, which suffers no more than a 10 percent loss of power after 10
years of exposure to the GEO radiation environment. The goal is ambitious,
but achieving it could result in significant reductions in the mass of the
solar array for GEO systems. The cell development work at Lincoln Laboratory
is supported at Lewis Research Center by in-house cell evaluation
measurements and radiation damage studies. The best cell specific power
demonstrated to-date is 5400 watts/kg, achieved with a 5.5 micron thick cell
with gridded back contacts with an AMO efficiency slightly greater than 14
percent. A cross-section of the cell is shown in Figure 6. The illuminated
area is 0.51 cm?. There are many technological challenges to overcome
before the CLEFT cell can be considered a viable candidate for use in space.
Chief among them are the following: deve]opment of a UV-resistant adhesive to
use in the film transfer process; improving the open-circuit voltage and
fill-factor; establishing the radiation tolerance of the cell; and perhaps
the most formidible among them, developing a suitable interconnect techno]ogy
for joining 5 micron thick cells together in an array:
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As is well-known, the efficiency of a typical single junction solar cell
is limited fundamentally by the location of its bandgap within the solar
spectrum, in this case the air mass zero (AMO) spectrum. Early calculations
of multi-bandgap cell efficiencies at AMO (Reference 13) indicated that a
total conversion efficiency of approximately 30 percent could be achieved in
a three-cell stack under 100x illumination. The cell structure initially
selected by NASA is shown in the first column of the table below, and was
driven by the assumed requirement that the structure had to be
Tattice-matched throughout. The second column shows the current distribution
of bandgaps for the structure, and is a result of the successful
demonstration of composition grading between the various active layers of the
cell. The latter technique allows for greater flexibility in the choice of
bandgaps to achieve short-circuit current matching from each constituent cell
in the stack. The lower bandgaps should produce a slightly higher efficiency
than those of column one, and should make fabrication of the tunnel junction
between the bottom and middle cells somewhat easier. (The high doping
densities required for a tunnel junction interconnect are easier to achieve
in a lower bandgap material.) The interconnect between the middle and top
cells can be some sort of metal interconnect, such as the Varian-developed
MIC (Reference 14).

TABLE 1

Multi-dunction Cell Bandgaps

Cell LM (G
Lower 1.15 1.15
Middle 1.55 1.43
Upper 2.05 1.95

An interesting simplification of the above structure is to use just two
Jjunctions, and to mechanically stack them. As has been pointed out by Fan
(Reference 15), such a structure can be either a two, three, or four terminal
device, without introducing much complexity into its fabrication. The
monolithic stack, on the other hand, is most easily made into a two terminal
device. There is some loss of efficiency in the AMO spectrum for a two
junction cell, but there may also be a trade-off in the radiation hardness of
the two structures which favors a two-junction, four terminal device. If the
end-of-1ife performance of a series-connected multi-junction cell is to be
maintained at reasconable levels, it becomes necessary to develop constituent
cells which degrade by in a matched fashion in a radiation environment.
Although possible in principle, it presents a formidable challenge to realize
in practice. A four terminal device avoids the requirement for
current-matching altogethers and does not, therefore, suffer any additional
degradation beyond that of each of the constituent cells.

ADVANCED CONCEPT SOLAR CELLS

The caiculated efficiency of an ideal cascade solar cell reaches a
maximum when more than six bandgaps have been included in -the stack, and can
approach 60 percent in the AMO spectrum (Reference 16). Taking the real
system losses into account, however, shows that the maximum has been passed
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after three bandgaps have been included (Reference 17). As mentioned above,
the practical maximum AMO efficiency of a three cell stack is expected to be

30 percent, even under 100x illumination. The question that naturally arises
is whether that efficiency limit, which appears to be inherent with
semiconductor p-n junctions, can be transcended by some means. The problem
is that the ordinary p-n junction solar cell in effect converts the incoming
broadband solar radiation into a flow of monoenergetic electrons (and holes),
the energy of which is determined by the semiconductor bandgap. While the
coupling mechanism, i.e. the creation of electron-hole pairs, is broadband in
nature, the excess kinetic energy imparted to the electron-hole pairs by
photons with energies greater than the bandgap is essentially not '
transportable. It is lost in collisions with lattice phonons in a matter of
picoseconds, resulting in very short ranges for the excited carriers. An
initial requirement, then, for any major increase in efficiency, is to
identify a mechanism for broadband absorption of the solar spectrum which
creates a corresponding spectrum of electronic excitations in the absorber
with ranges long enough that energy can be extracted from them. Thin films
of common metals such as silver, aluminum, and gold can support a quantized,
oscillatory excitation of their two-dimensional quasi-free electron gas known
as a surface plasmon. The surface plasmons are produced by exterior electric
fields incident on the boundary between the metal film and a dielectric
medium. For large wave vectors the plasma waves behave like real surface
waves: their electromagnetic field is concentrated around the boundary within
a distance of approximately 10 angstroms. For small wave vectors the fields
extend far into space, and resemble more and more those of a photon
propagating along the boundary. The surface plasma wave behaves very much
1ike a guided electromagnetic wave in a dielectric waveguide, except that the
waveguide in this case is a metal film, and therefore very lossy. The
latter fact limits the range of the surface plasmons at the high energy end
of the spectrum to distances on the order of 70 to 100 microns. Propagation
lengths for surface plasmons in the infrared, however, can approach several
centimeters (Reference 18). A large body of literature exists which
describes the properties of surface plasmons, and discusses several
experiments in which they can either be observed or utilized. (See e.g., the
monograph by Raether, Reference 19). The coupling between surface plasmons
and photons can be very strong under the proper conditions, and is well
understood theoretically. It can be shown that only the p-polarized
component of the incident radiation can be coupled to a smooth film for
example, and in such a way that the width of the acceptance angle is very
small. In addition, the acceptance angle itself varies with wavelength.

Such properties have all been verified experimentally.

Conceptually, the direct conversion of solar energy to electricity
requires the follcw’ng processes: photon absorption, which either creates
"free" charges (electron-hole pairs, photoelectrons, etc.) or imparts kinetic
energy to a charge carrier (the surface plasmon, e.g.); and charge
separation. The latter occurs by creating a potential barrier for some of
the charge carrieirs while others are allowed to pass {(the p-n junction for
electron-hole pairs, e.g., and a tunnel diode for energetic electrons). If
photon absorption does not occur in the region where the charges are
separated, then energy transport must occur from the absorption region to the
barrier region. Charge collection and flow in an external circuit complete
the picture. Since the surface plasmon is a quantized, collective
oscillation of a two dimensional electron gas, the momentum imparted to the
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surface plasmon by the incoming photon must be transferred to a mobile, free
electron below the surface before any charge separation can occur. The
latter requires, therefore, some sort of interaction mechanism between the
surface plasmon and a free electron.

It is clear from the preceeding discussions that any attempt to create a
solar energy conversion device based on surface plasmon absorption of the
solar spectrum must address for key technical barriers: (1) broadband
coupling of sunlight to surface plasmons at a single acceptance angle; (2)
low-loss energy transfer from the absorption to the barrier region; (3)
coupling between the surface plasmons and mobile charge carriers in the
region of the potential barrier; and (4) efficient charge transfer from the
low to the high energy side of the potential barrier. A possible approach
for dealing with the fourth problem involves inelastic electron tunneling
«through a thin film metal-insulator-metal structure. If the film thicknesses
have been properly chosen, such a structure supports a coupled mode between
surface plasmons in both metal films. This coupled mode, or junction
plasmon, is able to propagate along the length of the structure, and by
virtue of the strong electric field it creates in the oxide, can provide an
inelastic tunneling channel for an electron impinging on the barrier at that
instant. Preliminary calculations conducted at Lewis Research Center
indicate such a mechanism, while possible in principle, is beset with
difficulties. Not the least among them are the need to limit the reverse
tunneling current to acceptably Tow levels, and the very limited range of the
junction plasmon in general (typically a few tenths of a micron). A suitably
chosen semiconductor thin film can be incorporated on the low energy side of
the junction in such a way that its bandgap eliminates the final states for
the reverse tunneling process, but the impact of doing so on the ability of
the structure to support a junction plasmon is unknown at present. In order
for the process to go at all, it is first necessary to transfer energy from
the surface to the junction plasmons. Here the problem is that the junction
plasmon has a much lower velocity than a surface plasmon of the same
frequency, so some sort of momentum-matching transfer mechanism is required.
Figure 7 shows schematically one possibility. Calculations show that a
grating can promote energy transfer between monoenergetic surface and
junction plasmons with better than 90 percent efficiency (Reference 20). The
feasibility of doing the same with a broad spectrum of plasmons has yet to be
firmly established. The proposed approach in effect uses a junction plasmon
as an intermediary between the surface plasmons and tunneling electrons.

What is still required, however, is experimental verification of the
approaches that kave been outlined here.

Mechanisms which affect surface plasmon coupling and range (barriers 1
and 2) are relatively well-known and understood. Recent results for the
latter obtained in the NASA program are summarized in Figure 8 (Reference
21), which contains a plot of surface plasmon range as a function of
wavelength with film thickness as a parameter. The structure for which the
propagation distances have been calculated is shown in the inset. An
important result is that the calculated damping matches experimental results
on dirty films, and seems to indicate that ohmic losses have been
overestimated in previous calculations. A series of experiments aimed at
exploring surface plasmon propagation in such structures has been started.
The initial work will investigate the so-called end-fire coupling technique
for injecting surface plasmons into the structure shown in Figure 8. The
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technique is well-known in integrated optics. Instead of matching the
incident field to a surface plasmon wave vector along the direction of
propagation, the field distributions are matched across the end face of the
sample. That is, the incident field is focussed onto the end face of the
structure with a field distribution which matches as closely as possible that
of a surface plasmon. In addition to investigating the generation of
long-range surface plasmons, the same experiments will investigate the
coupling efficiency of the technique. The results of a first order
perturbation theory calculation are shown in Figure 9 (Reference 22). The
salient point is that an optimized incident field distribution yields a
greater than 80 percent coupling efficiency for a silver film for wavelengths
from 0.4 microns to more than 1.2 microns, and as the figure shows, the
efficiency is relatively independent of the incident spot size. This
approach has several important features. For example, all of the modes
originate at the same point, and therefore the propagation distance can be
used to discriminate wavelength regions for absorption. In addition, the
beam shaping and focussing can be done by external, miniature optics. Both
of these have impact not only on the experimental efforts just described, but
also on the actual configuration of such a device should it become a

reality. Is is conceivable, for example, that such a device could be used in
the miniature cassegrainian concentrator system described earlier in this

paper.

A second approach for investigating the coupling of sunlight to surface
plasmons is shown schematically in Figure 10. In this approach, the film on
which surface plasmon generation is desired is evaporated onto a glass prism,
and is covered with a dielectric layer onto which a metal-island film is then
evaporated. The effect of the island film is to broaden the acceptance angle
from a few tenths of a degree to as much a five degrees at half-maximum in
the absorption (Reference 23). The measurements also show that as much as 90
percent of the p-polarized component of the top quarter of the solar spectrum
can be absorbed by a silver island-film, with similar results for the
mid-quarter with a gold island film. The results can be explained in terms
of an incident radiation field interacting with dipoie located near a
conducting thin film, with suitable modifications which take the macroscopic
size of the metal-island into account. By combining measurements of the
surface plasmon dispersion curve for a silver film and measurements of the
dipole frequency shifts (isolated dipole vs. a dipole near a conducting film)
with theory, the coupling efficiency between the radiation field and surface
plasmons can be estimated. (The dipole absorbs energy from the
normally-incident, unpolarized light beam and loses it by one of three
processes: reradiation; surface plasmon generation in the thin film; and
ohmic heating.) The earlier reflectivity data indicated that as much as 97
percent of the indicent radiation was absorbed by a silver island film.
However, the detailed calculations indicate that a maximum of about 40
percent of the total incoming energy is transfered to surface plasmons in the
underlying silver film (Reference 24). Moreover, the maximum is a function
of both the wavelength of the incident light, and of the spacer-layer
thickness. An important feature of this approach, however, is that both the
s and p polarizations can couple to the structure. Additional work is
required to assess the importance of the shape of the metal-isiands on the
absorption, and to determine the optimum structure for maximum efficiency.
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As the preceeding discussion demonstrates, there are several key barriers
that must be addressed just to determine the feasibility of a surface plasmon

solar converter. Although we have made strides in our basic understanding of
many of them, the final outcome is far from clear. Work will continue on the
key questions that have thus far been identified. If and when any technical
“show-stoppers" are identified, the progran will be brought to an end. Until
such time, however, the effort presumes success.

CONCLUSION

The NASA space photovoitaic research and technology program has its roots in
the days of the first real solar cell. In the three decades since then
(1954-1984), the Agency's program has not only developed technology for the
current generation of photovoltaic power systems in space, it continues to
lay foundations for the future. A key element in the success of the NASA
program is its overriding philosophy that the most important driver is high
efficiency. Without exception, program objectives are to achieve high cell
efficiency first, and to address balance-of-system considerations second.
The success of this approach is attested to by the many applications of space
photovoltaics, from NASA to military to commercial missions. Once the path
to high efficiency has been demonstrated, additional developments follow
which reduce it to practice in a cost-effective manner. In many instances
those developments are encouraged with government funding. In many other
instances such developments have occurred at the initiative of the commercial
sector. The net result has been steady progress for nearly three decades.
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NEW ADATOM MODEL FOR Si(111) 7X7 AND N8 S - 31 62 5

Si(111)Ge S5X5 RECONSTRUCTED SURFACES

(Initially published in Phys. Review B, Vol. 30, No. 8, 15 October 1984)

D.J. Chadi

Palo Alto Research Center
Xerox Corp.
Palo Alto, California 94304

A new adatom structure with significantly less angular strain than the
simple adatom geometry is proposed. The model involves a rebonding of
=1/8 of surface atoms to the substrate in a manner similar to that
occurring in the m-bonded-chain structure for the Si(111l) 2X1 sur-
face. The interference between adatom and substrate reconstructions
forces the smallest threefold-symmetric unit cells to be 5X5 and 7X7
in size. The proposed reconstructed-adatom model gives rise to
structural features in good agreement with experiment. In particular,
the inhomogeneous corrugation of the two halves of the 7X7 unit cell
seen in vacuum-tunneling microscopy and the apparent need for stacking
fsult sequences in ion-channeling experiments are accounted for. The
results of surface energy and structure calculations on 2X2, 3X3, 5X5,
and 7X7 adatom models are presented.

I. INTRODUCTION

The first real-space imaging of the 7X7 reconstructed Si(111) surface by
Binnig et al.l has generated new interest in the precise nature of the
atomic bonding at this surface. Vacuum-tunneling microscopy1 reveals 12
maxima in the unit cell and deep holes at the corners and sides of the unit
cell with a corrugation as large as 2.8 A. Except for a corner site, the
lateral positions of the maxima coincide with the adatoms of Harrison's
model? and the vacancies of the Lander model.3 Binnig et al1.l suggested
that the deep and irhomogencous corrugations of the surface should be
explainable by a simple relaxation or modification of the Harrison adatom
model. The nature of the modifications to be made has remained unclear,
however, because tunneling microscopy does not provide direct information on
the surface bonding geometry even though it yields valuable information on the
surface corrugation.

Despite the fact that the adatom model gives the best agreement of any
simple structure with the vacuum-tunneling results, it has not received
universal acceptance as the correct structure for the 7X7 surface. This is
primarily because it is presently unclear whether this model is consistent
with other experimental data or with theoretical considerations. Fnr example,
complementary information on the surface atomic structure from a recent
analysis? of Rutherford backscattering experiments?»® indicates that the .
. . RBCABC . . . stacking sequence, characteristic of face-centered-cubic
crystals, may be broken at the surface. Additional evidence for stacking
faults or surface dislocations has been deduced from low-energy-electron
diffraction (LEED) data,4 and from transmission electron microscopy.
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» Several models8-10 which incorporate stacking fault sequences in the unit

cell and have structural features consistent with the observations of Binnig
et al.l have been proposed recently and will be examined in this paper.

The acceptance of the adatom model for the 7X7 surface appears difficult
also from theoretical considerations. The surface energy of the thermodynami-
cally stable 7X7 surface should be lower than that of the metastable cleaved
2X1 surface. 1In particular, the 7X7 surface should have a lower surface
energy than the w-bonded-chain structure.11,12 1q going from a chain to
an adatom structure, the favorable energy lowering from 1 bonding is presum-
ably lost and, in addition, a significantly larger lsttice strain is
introduced. The recent calculations of Northrup and Cohenl3 for a 2x2

" adatom model indicate, however, that the lowering of the dangling-bond density

by a factor of 2 is sufficient to compensate for most of this energy loss.
The 2X2 adatom model is found to be 0.12 eV (per 1X1 unit area) higher in
energy than the w-bonded structure. This energy, although comparable in
size to the magnitude of typical surface reconstruction energies, is
sufficiently small that it makes further investigations of the adatom model
necessary. 13

In addition to constraints from vacuum-tunneling microscopy,1 ion-
channeling4 and surface-energy considerations the model for the annealed
(111) surfaces of Si and Ge has to account for a large body of other experi-
mental data. These include nucleation of the 7X7 structure at steps;l4 the
appearance of stable 5X5 and 7X7 periodicitiesls for Sn on Ge(11l) andl®
for Ge on Si(1ll) surfaces; the similarities and differences in the
photoemission17‘19 and opt'u::al—absor.'ptionzov21 spectra of 2X1 and 7X7
surfaces; evidence for unique surface and subsurface hydrogen chemisorption
sites on the 7X7 surface;2? the possibility of magnetic ordering at low
temperatures;23 and a unique physisorption site geometv:yz4 for Xe and Kr.

In this paper the structural and energetic aspects of the 7X7 and 5X5
reconstructions are examined via total-energy calculations on a variety of
models and on unit cells ranging from 2X2 to 7X7 in size. Large unit cells
were used to eliminate uncertainties regarding the influence of unit-cell
dimensions on the magnitude of the relaxation energy for any particular model,
and because for the adatom geometry proposed in this paper, the minimum unit
cell size is 5X5.

The paper is organized as follows. The results of energy-minimization
calculations for the conventional type of adatom model are discussed in
Sec. II. For the particular case of a 2X2 rectangular lattice, the results
are compared with those from ab initio self-consistent pseudopotential
calculations of Northrup and Cohen.13 The surface energy for this structure
is taken as a reference for comparing the differences between various
structures discussed in this and subsequent sections.

The possibility of substrate reconstruction involving a rebonding of
atoms (as opposed to simple atomic relaxation) is discussed in Sec. III. The
motivation for this is the reduction of the large angular strains present in
the conventional adatom model. The smallest structure for which this is
possible is a rectangular 2X2 lattice. For this lattice, the results are
found to be only marginally better than the old rectangular adatom model.
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Surprisingly, as shown in this section, it is found that as a result of the
interference between the adatom and substrate reconstructions, hexagonal 2X2,
4X4, and 6X6 periodic structures are not possible for the new geometry. If
the structure is required to have threefold symmetry, then the smallest
hexagonal nXn unit cells are 5X5 and 7X7. A 3X3 structure lacking the
threefold symmetry is calculated to have a much higher surface energy than the
conventional adatom model. The reduced surface energy of larger unit cells is
not primarily a result of the rotational symmetry but arises from a removal of
constraints inherent in smaller lattices.

~ The results of calculations on the new 5X5 adatom geometry and a discus-
sion of experimental results on the 5X5 and 7X7 structures are presented in
" Sec. IV where it is shown that the model gives the following.

(1) A surface corrugation consistent with that observed in vacuum-
tunneling experiments.1 It provides an explanation for the inhomogeneous
corrugation of the surface by having different relaxations and reconstructions
in the two halves of the urit cell.

(1i) Structural elements resembling those arising from stacking faults
at the surface.’ These come about directly as a consequence of the re-
bonding occurring in the substrate layer and are in good agreement with
structural features deduced from ion channeling.

(i11) A lowering of the surface energy making the new structure energeti-
cally competitive with the w-bonded-chain modelll,12 for the 2X1 surface.

(iv) An explanation for the striking similarity in polarization and
angular dependence of normal photoemission spectra for the surface states at
~0.8 eV below the Fermi energy Ep in both the 2X1 and 7X7 surfaces.17,18
Measured relative to the valence-band maximuml® instead of Ep, this state
is =0.3 eV more bound in the 2X1 surface than in the 7X7 surface. The new
adatom model provides a simple explanation for this energy difference.

(v) Specific surface sites where hydrogen chemisorption is most likely
to occur. It is proposed that hydrogen chemisorption at these sites leads to
a large decrease of the surface energy.

(vi) A greatly enhanced interaction among distant dangling bond:s as
compared to the simple adatom model. This suggests that a magnetic ordering
of spins should make a small but non-negligible contribution to the stability
of 5X5 and 7X5 structures.

The results of calculations for Himpsel's trimer model8 are discussed
in Sec. V. The tight-binding-based method of calculation?3 is reviewed
briefly in Sec. VI.

II. SIMPLE ADATOM MODELS

A. Angular strains

Iwo adstom models with rectangular and hexagonal 2X2 unit cells are shown
in Fig. 1. 1In the "ideal" configuration where all bond lengths are equal to
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those in the bulk, the adatom is one interlayer spacing (~0.78 R in Si)
above the substrate. The large angular strains in this simple adatom
configuration can be appreciated by considering the distributions of angles
6 at the fourfold-coordinated surface atoms capped by the adatom. At each
one of these second-layer atoms, there are three angles with the values of

6 = 180° and 92 = 93 = 70.53° (1)
which deviate sharply from the ideal tetrahedral angle of 109.47°,
The adatom models shown in Fig. 1 are for the situation where the adatom
is on a "hollow" site. If the adatom is placed on a site above a second-layer

" atom, then larger angular strains in addition to large bond-length strains
develop.

(a)

(b)

& Adatom
QO surface atom

@ Second-layer atom

Fig. 1. Top views of simple adatom models with rectangular and
hexagonal 2X2 periodicities are shown in (a) and (b). 1In the
unrelaxed geometry, the adatom falls on the intersection of the three
straight lines joining surface atoms to second-layer atoms. The
resulting 180° angles go to 160°-165° after relaxation.

The surface energy of the top-site geometry is sufficiently higher than the
hollow-site configurationl3 that it will not be considered in this paper.
The top-site geometry is also inconsistent with the results of
vacuum-tunneling microscopy.
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It may be argued that relaxation of surface atoms will result in a large
decrease of the angular strain energy. However, the present calculations for
lattices from 2X2 to 7X7 in size show that the angles in Eq. (1) relax at best
to values of 160° and 81°, respectively. The angular relaxation is
achieved at the cost of increasing the adatom-substrate bond length by
over the bulk bond length. For a 2X2 hexagonal lattice, the reduction
total energy resulting from relaxation is about 1.4 eV per adatom.

R

4.5%
n

e

Considerations based on the anguls’ strain energy of the adatom model
suggest that this energy can be decreused appreciably if the equilibrium
adatom-substrate bond length is larger than the underlying bulk bond length.

A larger bond length prevents the adatom from falling on a straight line with

surface and second-layer atoms, thus decreasing 91 from 180°, For the
Ge(111)-Sn and Si(111)-Ge systems where the Ge-Sn and 3i-Ge bond lengths are
both larger than substrate bond lengths, other possibilities for the
optimization of the angular distributions exist if an intermixing of the
different atomic species takes place. The Ge(111l)--Sn adatom model is
discussed below in Sec. C. The role of misfit strain energies in the
reconstruction of annealed surfaces has been discussed by Phillips.26

B. Surface energy of the rectangular 2X2 adatom
model from tight-binding and pseudopotential calculations

Northrup and Cohenl3 have recently calculated the total-energy and
atomic structure of a rectangular 2X2 adatom model [see Fig. 1(a)] using the
self-consistent pseudopotential method. They find that the relaxed adatom
geometry has a surface energy lower by 0.17 eV/(1X1l unit cell) relative to the
unrelaxed ideal 2X2 surface and higher by 0.19 eV/(1X2 unit cell) as compared
to Pandey's w-bonded-chain geometry.u’l2 The removal of the lateral
strains and frustrations inherent in the rectangular 2X2 lattice, which can be
achieved, for example, by going to a hexagonal lattice, was proposed to lead
to an even more stable adatom geometry. The present calculations, as
described in more detail below, confirm this picture and show that a reduction
of 0.05 eV/{(1X1l unit cell) occurs in going from the rectangular to the
hexagonal adatom geometry.

The atomic and electronic structure of the adatom geometry obtained from
the two calculations are in generally very good agreement. However, the
tight-binding calculations presented here for various adatom geometries
predict the relative surface-energy differences between various adatom
geometries more accurately than the differences between dissimilar geometries
such as the ideal surface and the adatom geometry. This is because the
limited 523 basis set used in the calculations is too small to adequately
account for the large angular strains present in adatom models. <Compared to
pseudopotential calculations,13 the energy of the optimized rectangular
adatom model is calculated to be 0.03 eV/(1xl cell) higher than that of the
unrelaxed ideal surface instead of 0.17 eV/(1X1l cell) lower. Despite this
problem of the tight-binding method in underestimating the binding energy of
an adatom, it is expected tc be more useful and accurate in comparing the
relative energy differences between similar types of adatom structures
considered in this paper. Defining Y as

Y = surface energy (in eV/1X1l unit cell) (2)
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and taking the rectangular 2X2 lattice as reference, in the following sections
the changes AY in surface energy relative to the value for this lattice are
given. On the basis of Northrup and Cohen's calculation,l3 a decrease in

Y of greater than 0.19 eV/(1X1l cell) should meske the adatom geometry more
favorable than the w-bonded-chain model.

C. Results of calculations on S$i(11l1l) adatom models

1. Rectangular 2X2 cell

The adatom and three substrate layers were allowed to relax. The optimum
atomic geometry was calculated from a minimization of Hellmann-Feynman
forces.25 1In the unrelaxed geometry the adatcm is approximately 0.78 R
above the surface layer. After relaxation, the adatom moves away from the
surface by an extra 0.39 R. This is in good agreement with the 0.33 &
calculated by Northrup and Cohen.13 The present tight-binding calculations
give a bond-length stretching of 4.9% at the surface as compared to 3.4%
obtained previously.13 Some angular distributions, with the pseudopotential
values given in parentheses, are

O = 94.79, 94.79, 97,59 (989) (3)
about the adatom, and

O = 1639, 1659, 81°, 78° (1659, 169°, 799, 79° ' (4)
around the surface atoms capped by the adatom. Much smaller maximal angular
deviations of +12° and -5° from the ideal tetrahedral value occur about
atoms on the second and third layers at the surface, respectively. The
rectangular lattices lead to lateral strains and frustrations which are

expected to be less severe in the hexagonal 2X2 cell discussed below.

2. Hexagonal 2X2 cell

The use of a hexagonel instead of a rectangular cell is calculated to
lead to an energy lowering of 0.2 eV/adatom or equivalently to a change in
surface energy of

Ay = -0.05 eV/(1X1l unit cell). (5)
This can be attributed to a slight decrease of the angular and bond-length
strains on this surface. The adatom-surface bond length is stretched by
=4.4% (as compared to =4.9% before) and the angular distributions are

0 = 959 (6)

about the adatom, and

O = 160.49, 81.4° (7)
around the surface atoms capped by the adatom. Smaller deviations of +10°

and -4° from the ideal tetrahedral value are also found in the second and
third layers below the surface.
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The 0.05-eV drop per 1X1 unit cell in the energy of the 2X2 hexagonal
cell relative to the rectangular geometry brings the energy of this structure
to within 0.14 eV/atom of the mw-bonded-chain structure. The question,
therefore, arises as to whether the use of larger unit cells will lead to a
further reduction of this energy.

3. Ge(lll)-Sn: 2X2 adatom model

The addition of a fraction of a monolayer of Sn to the Ge(11ll) surface is
known?’ to result in a metastable 2X2 structure before the formation of
stable 5X5 and 7X7 patterns.15-27 The larger covalent radius of Sn compared
to Ge reduces the angular strains. For the optimum hexagonal 2X2 geometry,
the Sn adatoms are calculated to be 1.6 R above the Se surface. The
optimization of structure leads to a Sn-Ge bond length of 2.73 R which is 4%
larger than the sum of the respective covalent radii. The angular
distributions are

0 = 88.6° (8)
on the adatoms, and

© - 157.3°, 83.20 (9)
on the substrate atoms capped by Sn. As shown in Sec. IV, a reconstruction of
the subsurface leads to 2 lowering of the energy and results in a larger unit
cell. This is consistent with the observed 27 metastability of the 2X2

reconstructed Ge(11l1l)-Sn structure.

4., 5X5 and 7X7 adatom models

Simple adatom models with 5X5 and 7X7 unit cells, with, respectively, 6
and 12 adatoms per cell, were examined to test whether the greater degrees of
freedom for atomic relaxation would lead to a lower surface ‘energy. No
restrictions on the atomic displacements were imposed. Each surface atom was
moved in the direction of the Hellmann-Feynman forcesZ® acting on it by an
amount proportional to the force. New forces were then calculated and the
process was repeated. The most extensive tests were made on 5X5 lattices.

The adatoms as well as the first three atomic layers at the surface (i.e., a
total of 81 atoms per cell) were allowed to relax. After many iterations, the
surface energy of the 5X5 adatom structure was calculated to be

~0.04 ev/atom lower than that of the hexagonal 2X2 structure. About 10
iterations were also made for the 7X7 structure. Because of the large size of
the unit cell, only the 12 adatoms and the first surface layer were allowed to
relax. From the magnitude of the Hellmann-Feynman forces acting on the atoms,
it can be estimated that the structure and surface energy of the 7X7 lattice
will be nearly the same as that of the 5X5 lattice. It appears that an
inerease in unit-cell size will not result in a sufficiently large decrease in
the surface energy of the adatom model to explain the occurrence of such
superstructures on annealed surfaces. For the simple adatom model, a 4X4 unit
cell should be nearly as likely to occur as a 5X5, 6X6, or a 7X7 cell.
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III. NEW ADATOM MODEL
A. Rectangular 2X2 cell

The simple adatom model leads to three highly strained 180° angles per
adatom in the ideal structure where all bond lengths are equal to the bulk
value. As shown in Sec. II, atomic relaxations lead to somewhat reduced
angular strains and to values of around 160° for these angles. A
reconstruction mechanism that leads to a further reduction in the strain
energy resulting in angles of 1359 is demonstrated in Fig. 2 for the case
of a rectangular 2X2 lattice. The reconstruction involves a rebonding of the
"rest"™ atom (i.e., the surface atom not capped by the adatom) to the substrate
in a manner similar to that occurring for the m-bonded-chain model, 11,12
The reconstruction results in a reversal of the coordinations of the rest atom
and a second-layer atom: The rest atoms become fourfold coordinated by
becoming, in essence, a second-layer atom bonded to a third-layer atom, and
the second-layer atoms becomes like a threefold-coordinated first-layer atom.
The top views of the ideal and reconstructed surface are depicted
schematically in Figs. 2(a) and 2(b); the corresponding side views are shown
in Figs. 2(c) and 2(d). It can be seen that the reconstruction improves the
values of two out of three =180° angles at the surface. There does not
appear to be any simple way of reducing all the strains via reconstruction.
The reconstruction shown in Fig. 2(b) improves the bonding of the adatom to
the substrate by forcing two of the dangling bonds to become better aligned
with the adatom. An optimization of the structure also shows reduced
bond-length strains. The adatom substrate bond length is calculated to be
=3,.5% longer than the bulk value (instead of =4.9% before the
reconstruction). The model has mirror reflection symmetry through a plane
passing through the adatom.

The constraints on atomic relaxations inherent in a rectangular 2X2
rectangular lattice are found to limit the energy reduction from rebonding to
~0.06 eV/adatom. The energy of the new structure is, therefore, still
=0,14 eV/adatom higher Lhan that of the simple hexagonal 2X2 adatom
structure discussed in Sec. II. One reason for the relatively high energy of
the new structure is that the release of the strains at the surface creates
additional stress at subsurface layers. The 2X2 lattice does not allow a
satisfactory relaxation of these layers that will lead to a significant
reduction of the surface energy. The new adatom geometry leads to an enhanced
interaction between the dangling bonds on adatoms and rest atoms. For the
particular case of the rectangular 2X2 geometry, this does not lead to a
lowering of the electronic energy because the term involving this interaction
has a zero sum over the two-dimensional Brillouin zone. The predicted higher
surface energy of rectangular versus relaxed or reconstructed hexagonal 2X2
cells is consistent with the experimental observation 27 of only the latter
periodicity for the Ge(1ll)-Sn 2X2 system.

B. Hexagonal 2X2, 4X4, and 6X6 cells
The new reconstructed type of adatom model, surprisingly, rules out
hexagonal 2X2, 4X4, or even 6X6 unit cells. This results from the requirement

that the adatom should always be kept threefold coordinated. As shown in
Fig. 3 for the hexagonal 2X2 case, this condition is incompatible with the
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@ Adatom

(O Surface atom

@ Second-layer atom

FIG. 2. Arrows in (a) show the top view of the directions of surface
atomic displacements leading to a reconstruction of the simple 2X2
rectangular adatom model. The resulting structure is shown in (b).
The rebonding is similar to that occurring in the w-bonded-chain
reconstruction of the Si(111) 2X1 surface. It transforms 2/3 of the
~165% angles to =1359. The corresponding side views of the

ideal and reconstructed surfaces are shown in (c¢) and (d).

periodicity of the unit cell. The rebonding of the rest atom (i.e., atom 3 in
Fig. 3) to the substrate does not lead to relaxation of any of the =180° .
angles created by the adatom. To reduce these angles, it is necessary to
rebond type-1 atom to the substrate. This, however, would result in the
adatom becoming twofold coordinated, raising the surface energy considerably.
It is simply not possible to keep the adatom threefold coordinated and,
simultaneously, relax the angular strains in a hexagonal 2X2 lattice. Exactly
the same type of problem persists for the larger 4X4, 6X6, and possibly other
2nX2n hexagonal cells. This aspect of the new adatom model is in sharp
contract to the conventional adatom geometry where 2nX2n periodicities can be
easily achieved.
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FIG. 3. This top~view figure illustrates that a rebonding of atoms,
of the type shown in Fig. 2 for the rectangular 2X2 cell, is not
possible for the hexagonal 2X2 cell. 1In order to get a reduction in
the angular strain energy, it would be necessary to move atom 1 in
the direction shown and make it a second-layer atom while making atom
2 a first-layer atom. This would result in the adatom becoming
twofold coordinated, leading to an increase in the surface energy.

It can be seen that the rebonding of "rest"™ atom 3 does not lead to
any lowering of the strain energy.

C. Hexagonal 3X3 lattice

The smallest hexagonal nXn lattice for the reconstructed adatom model is
3X3 in size, as shown in Fig. 4. The directions of surface atomic
displacements leading to the reconstruction of the substrate are indicated by
arrows in Fig. 4(a) and the resulting structure is shown in Fig. 4(b). The
optimized structure is calculated to have a surface energy 0.5 eV/(3X3 unit
cell) higher than for the relaxed but unreconstructed adatom geometry. One
reason for this is the extremely large bond-length strains (26.4% and 5.7%)
at the surface resulting from reconstruction. These are the largest strains
for any of the adatom models examined. Another reason for the high surface
energy is that reconstructions transforms only 2/9 of the 160°-180° angles
to 221359 as opposed to 2/3 of such angles in the rectangular 2X2 case. 1In
addition, the reconstructed 3X3 adatom model cannot be made to have the
threefold symmetry of the underlying substrate.

IV. 5X5 AND 7X7 RECONSTRUCTED (111) SURFACES
A. Recounstructed adatom model
The smallest unit cells for which the reconstruction of the adatom model
can be made to have threefold rotational symmetry are SX5 and 7X7 in size.

The presence of this symmetry is accompanied by the removal of frustrations
ancountered in smaller unit cells. The directions of motion of surface-layer
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FIG. 4. Top views of the Si(11ll1l) 3X3 surface are shown. The
reconstructed 3X3 adatom model has & mirror plane going through the
long diagonal but it lacks threefold rotational symmetry. The
directions of atomic motions leading to a reconstruction of the
substrate is shown in (a) and the resulting structure is shown in
(b). Only one =165° angle is transformed to a =~135° angle

for each rebonding, as opposed to twice as many in 5X5 and 7X7
lattices. The atomic designations are the same as in Figs. 1-3.

atoms (i.e., rest atoms) which bond to the substrate to form the medified
adatom model are shown by arrows in Figs. 5(a) and 6(a). The fraction of
surface atoms participating in the reconstruction of the adatom model is
nearly 1/8 in both the 5X5 and 7X7 structures. The rebonding of each atom
transforms two 160°-180° angles into =134° angles. The lateral

positions of the adatoms on the left triangular region of the 5X5 structure
are calculated to be modified by =0.05 R relative to their ideal values as
a result of this rebonding. No such change occurs on the right triangular
section.

The requirement that every adatom should be close to a boundary of the
unit cell (such that a reconstructicn of the underlying surface similar to
those for the 5X5 and 7X7 surfaces can occur) rules out adatom models with
marginally larger (e.g., 9X9) unit cells. For the 5X5 and 7X7 structures, the
short diagonal of the unit cell is equivalent to a boundary line of the cell
as a result of threefold rotational symmetry. All the adatoms within these
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structures are, therefore, adjacent to a boundary. For larger cells, a number
of adatoms would be forced to the interior of the unit cell and away from the
boundaries. This would raise the surface energy since comparable
reconstruction of the substrate could not occur for these atoms.

The release of strain energy associated with the reconstruction of the
substrate is calculated to be large locally. Each rebonding is calculated to
release 0.7 eV in energy. This value is obtained by comparing the total
energy for the optimized conventional 5X5 adatom model with that obtained for
the new 5X5 structure. The latter has a surface energy which is lower than
the reference rectangular 2X2 lattice (see Hec. 1I) by

Ay= ~-0.14 ev/(1X1 unit cell). (10)

The simple reconstruction of just the left half of the 5X5 lattice goes a long
way towards the =-0.19 eV/atom needed to make the adatom model competitive
with the chain model for the 2X1 cleaved surface. Because of the depth of the
reconstruction, it is not presently feasible to do any meaningful calculations
on the new 7X7 structure. It is assumed here that the results of the
calculations on the 5X5 surface are applicable for the most part to the 7X7
surface.

FIG. 5. A top view of the ideal 5X5 adatom model is shown in (a).
The directions of atomi¢ motions leading to a reconstruction of the
substrate are indicated by arrows. The resulting reconstructed -
structure is shown in (b), and the point of large stress in the right
triangular region is indicated by an arrow. The atomic designations
are the same as in Figs. 1-3.
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FIG. 6. Ideal and reconstructed adatom models for the 7X7 surface
are shown in (a) and (b), respectively. The arrows in (a) give the
directions of atomic displacements leading to the rebonding. The
points of high stress in the left and right triangular regions are
indicated by arrows in (b). As discussed in the text, hydrogen
chemisorption at these sites would enhance the stability of the
structure. The atomic designations are the same as in Figs. 1-3.

The 5X5 and 7X7 strucétures shown in Figs. 5(b) and 6(b) have a
reconstructed adatom geometry on the left half of the cell and a conventional
type of adatom structure on the right half. The presence of an adatom at the
corner of the unit cell is energetically unfavorable since it leads to a
locally v3Xv3 structure. Adatom structures with this periodicity have a
higher surface energy than those with a 2X2 lattice. From Figs. 5(b) and 6(b)
it can be seen that the relation of equivalent sets of adatoms in the 5X5 and
7X7 lattices [e.g., the adatoms in the left half of the unit cells in
Figs. S(b) and 6(b)] with respect to the centers of their respective
triangular regions is reversed in the two cell structures.

Several possibilities for the reconstruction of the right triangular
section of the unit cell, as well as for the corner, were considered. Three
of the reconstructions for the corner are shown in Fig. 7. The last two
reconstructions preserve the threefold symmetry of the unit cell, whereas the
first one breaks this symmetry. For the 5X5 lattice, none of these
reconstructions is found to lower the energy; in fact, they all result in an
increase of the total energy. Other types of atomic rearrangements at the
corner cannot be ruled out. A comparison of the calculated structural and
electronic properties of the 5X5 structure with the available experimental

data is given in the following sections.
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(b) {c)

(d) (e

FIG. 7. Three possible modes of atomic displacements at the corner
of a 5X5 or 7X7 unit cell are shown in (a), (b), and (e¢). The
corresponding structures resulting from reconstruction are shown in
(d), (e), and (f), respectively. Structures (b) and (c¢) preserve the
threefold symmetry of the unit cell whereas {a) breaks this symmetry
but maintains mirror reflection symmetry. All three types of
reconstruction are found to result in an increase in energy. The
atomic designations are the same as in Figs. 1-3.

B. Vacuum-tunneling microscopy

The presence of two different adatom structures on each triangular half
of the cell is consistent with results from vacuum-tunneling measurementsls»28
on the 51(111)-7X7 surface. The present calculations on a 5X5 surface show
that the adatoms on the two halves of the unit cell differ in their heights
relative to a reference (111) plane by Az=0.19%0.03 A, with the
adatoms on the left half being higher. This is reversed for the conventional
adatom model, where the difference is calculated to be ~0.03 R for the 5%5
surface and -0.02 A for the 7X7 surface. Recent tunneling measurements 28
indicate a difference of =0.3 A. The sign of the difference is in
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agreement with that calculated for the new adatom geometry. The atomic
rebonding occurring along the boundaries of the unit cell leads to depressions
along the edges and the short diagonal of the unit cell which are consistent
with those observed in tunneling microscopy.

The maximum difference between the height of an adatom to a second-layer
atom at the corner is calculated to be =1.9%0.3 R. The experimental
value of the corrugation is =~2.8+0.3 A. The rest atoms at the corner
would have to relax more deeply towards the bulk for the measured corrugation
to be this large. For the particular case of the rectangular 2X2 lattice, the
tight-binding method (as compared to the pseudopotential method13) may
underestimate this inward relaxation. Applying the results of the
calculations for the 5X5 lattice to the 7X7 structure, the height difference
between adatoms on the left (right) and the central atom of the left (right)
triangular region is 1.5540.2 A (0.94+0.2 R) as compared to the
values of 1.240.3 R (0.7+0.2 R) from vacuum tunneling.1 with the
possible exception of the corner where further atomic relaxations may occur,
the modified adatom provides a satisfactory overall description of the
experimental results on the 7X7 surface corrugation.

C. Rutherford backscattering

The proposed 5X5 and 7X7 structures have structural features, arising
from reconstruction, resembling those from stacking faults at the surface. On
the ideal (111) surface, the projection of the three bonds made by a surface
atom with its three nearest-neighbor second-layer atoms onto a (111) plane
forms either a Y pattern or an "inverted" Y pattern which is rotated by 180°
from it. If stacking fault sequences occur at the surface,4 then both
patterns are simultaneously present. The modified adatom model demonstrates
that such a feature can also arise as a result of reconstruction even in the
absence of stacking faults. The rebonding of a surface atom to the substrate
causes a reversal of the Y pattern next to it. An examination of the
calculated atomic structure and lattice spacings of the modified adatom model
shows it to be in good agreement with the structural features deduced by
Bennett et al.4 from recent Rutherford backscattering experimeni:s.s’6 The
new adatom model is expected to be consistent with the results of
impact-collision ion spectroscopy of Aono et al.29 which give evidence for
an adatom geometry but, at the same time, rule out the conventional,
unreconstructed adatom model.

D. Magnetic ordering

The reconstruction of the simple adatom model greatly enhances the
interactions between neighboring dangling bonds by bringing them much closer
together. The interaction between the dangling bonds on the 5X5 surface is
estimated to make a small [~0.5 eV/(1X1l unit cell)] but non-negligible
contribution to the lowering of the total energy. This is in contrast to the
situation for the 2X1 w-bonded chain structure where second-nearest-neighbor
interactions make no contribution to the stabilization of the structure
because the phase constraint on the wave funcétion resulting from the Bloch
condition leads to a cos(ka) term in the electronic energy with a zero
integral over the Brillouin zone. For the proposed 5X5 and 7X7 structures
spin-polarization effects similar to those considered previously3°'32 for
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smaller lattices are also expected to make a further (=0.04 eV/interacting
dangling bond) contribution to the stability of the structure. Possible
evidence for a magnetic ordering on the 7X7 surface resulting in a very small
gap in the electronic excitation spectrum has been obtained recently from
low-temperature measurements .23

E. Photoemission

Strong indirect evidence for the adatom reconstruction proposed in this
paper is provided by normal photoemission spectcal7‘19 on. Si(111) 2X1 and
7X7 reconstructed surfaces. These measurements show a surface state at 0.8 eV
below the Fermi energy Ep on both surfaces with nearly identical
polarization and angular dependence of photoemission intensity at normal
emission.17,18 Measured relative to the bulk valence-band maximum instead
of Ep, the two states lie at -0.7 eV and -0.4 eV for the 2X1 and 7X7
surfaces, respectively.19 _ The present calculations of the electronic
structure for the 5X5 structure shown in Fig. S(b) and for the 2X1
reconstructed w-bonded—chain modellls12 predict a binding-energy
difference of 0.24 eV and show the common origin of the two states. The
sharply localized and multiply degenerate state at —-0.4 eV for the 5X5 surface
is calculated to arise primarily from the dangling bonds of the
threefold-coordinated surface atoms that were initially second-layer atoms
before the (2X2)-like reconstruction. The lower binding energy of this state
relative to the cne on the 2X1 surface is a consequence of the absence of
nearest-neighbor w bonding on the 7X7 surface. The reduced emission
intensity for the 7X7 surface is consistent with the smaller density of these
type of atoms on this surface. The similarity between the 2X1 and 7X7
surfaces is expected to hold only near normal emission where the phase of the
wave function is invariant over all equivalent dangling bonds on the 2X1
surface.

F. LEED

Additional strong evidence in favor of some 2Xl-type reconstruction on
the 7X7 surface is provided by LEED. Defining the effective "1/2-order"
spectra of the 7X7 surface to be the average of the 3/7 and 4/7
fractional-order spectra, Yang and Jona33 have found remarkable similarities
in the 1/2 spectra of the 2X1 and 7X7 surfaces. They have also shown that the
7X7 surface possesses at least one mirror plane along the doubling direction
of the 2X1 surface. These results of LEED are in agreement with the modified
adatom model proposed in this paper. The question of whether the 7X7 surface
possesses only one mirror plane or three such planes leading to threefold
rotational symmetry was also raised by the LEED measurements. Surface
reconstruction leading to a reduced symmetry can lead, in principle, to a
reduction in the total energy. The present calculations show that the removal
of threefold symmetry on the 5X5 surface, by additional 2X1-like
reconstructions at the corner atoms, Figs. 7(a) and 7(b), which still maintain
mirror symmetry along the [211) direction, results in an increase in the
surface energy. The present calculations indicate that the threefold symmetry
of the 7X7 LEED Pattern is intrinsic and not the result of an averaging over
three single domain patterns.
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G. Hydrogen chemisorption

The 5X5 and 7X7 unit cell contain points of high stress at the positions
of second-layer atoms marked by arrows in Figs. 5(b) and 6(b). The stress is
caused by the passage of three ~180° angles through these sites. The
surface minimizes its energy by exerting a large outward force on thecse
second-layer atoms which moves them up by =0.35 R, reducing the 180°
angles to ~163°?., The large stress at these points increases the
probability of bond rupture upon exposure to hydrogen. The breaking of the
second- to third-layer bonds at these points, together with the chemisorption
of one hydrogen atom at each of the resulting dangling bonds, should lead to a
very large decrease in energy. The recent high-resolution infrared
- spectroscopy of Chabal et al.22 on Si(111) 7X7 surfaces covered by a few
percent of a monolayer of hydrogen has provided evidence for unique
chemisorption sites at the surface and the subsurfacée. For the 7X7 model
proposed here [Fib. 6(b)] this would suggest a greater probability for
hydrogen chemisorption on the left half of the unit cell (at the position of
the arrow) than on the right triangular region.

Evidence for the formation of SiH, and SiH3 complexes in the early
stages of hydrogen chemisorption on the Si(11l) 7X7 surface has been obtained
by Wagner et al.34 from electron-energy-loss studies. The most probable
atomic sites to form such complexes are the adatoms where the strained
adatom-surface bonds are most likely to break upon exposure to atomic
hydrogen. Hydrogen chemisorption leads to a lowering of the surface energies
of 5X5 and 7X7 adatom structures. Experimentally, it is known3> that
hydrogen chemisorption does not remove the seventh-order periodicity of the
8i(11l) surface.

H. Optical absorption

In the energy range of =0.4-1.9 eV, the strength of optical absorpltion
between surface states on the Si(11ll) 7X7 surface is at least an order of
magnitude smaller than on the 2X1 surface. For the latter case, two recent
optical studies36,37 nave provided strong evidence for the w-bonded-chain
model.ll For this structure, the magnitude of the optical transition matrix
element can be shown to be proportional to the nearest-neighbor w-bonding
interaction between dangling bonds. The weakness of the optical-absorption
intensity on the 7X7 surface is related to the more distant and much weaker
hopping matrix element between dangling bonds. The calculations for the 5X5
structure show narrow empty sp,-symmetry surface-state bands at 0.13-0.28 eV
and at 0.39-0.45 eV at above the valence-band maximum (VBM) which are strongly
localized on the adatoms. The highest filled surface states are calculated to
be =~0.4 eV below the VBM. These states are also 8p, in character and are
localized on the fourfold atoms which become threefold coordinated as a result
of reconstruction. Transitions between these states are expected to be very
weak as a result of the small hybridization between the orbitals. At higher
excitation energies (1-3 eV), differential external reflectivity
measurements38 show a surface-state transition at 1.76 eV.

I. Nucleation at steps

A study of the phase transition between the $i(111) 7X7 and 1X1
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structures at T.~830°C via reflection electron microscopyl4 reveals

that the 7X7 structure nucleates preferentially at steps. From the
observation that the shapes of the steps change spontaneously and continuously
above T,, it was concluded that the 7X7 reconstruction involved an ordering

of either adatoms or vacancies.l4 1In the context of the new adatom model

for the 7X7 surface, the role of steps in the nucleation process is to force
initially a linear ordering of adatoms along the step. If the binding energy
of adatoms near the step is larger than that of adatoms on the terrace so that
they remain effectively pinned at the step while the other adatoms can move,
then a two-dimensional ordering of atoms should eventually result. A greater
binding energy near a step is reasonable because of the greater freedom for
atomic relaxation at such a site. The 7X7 to 1X1 order-disorder

" transition39 probably results when all adatoms become mobile. At lower
temperatures (T<425°C), where surface atomic mobilities are smaller, steps
tend to increase the 2X1 to 7X7 transition tempetature.4°

J. Adsorption of closed-shell atoms

Recent studies?4,41l of Ar, Kr, and Xe adsorption on the Si(111l) 7X7
surface have provided useful information on the atomic structure of this
surface. The measurements provide evidence for a unique chemisorption site at
the surface which is most probably associated with the deep hole at the corner
of the unit cell seen in tunneling microscopy. By measuring the amount of
adsorbed Kr and Xe as a function of temperature at fixed pressure, Conrad and
Webb24 were able to demonstrate inadequacies in nearly all the structural
models that have been proposed for this surface. More recently Demuth and
Schell-Sorokin4l have reported ultraviolet photoemission measurements of the
coverage—dependent electron binding energies of adsorbed Ar and Xe on Si(111)
surfaces. Their results favor the Harrison—Bim\igl’2 type of adatom model
for the 7X7 surface to the exclusion of most other structural models. The
three types of adsorption sites inferred from the measurements are indicative,
however, of a structure more complex than the simple adatom geometry. This is
consistent with vacuum-tunneling resultsl and with the reconstructed adatom
model presented in this paper.

V. TRIMER MODEL

In addition to adatom models, Himpsel's trimer model8 for the 7X7
reconstruction was examined in detail. The model is similar to the
mw-bonded-chain model for the Si(11ll) 2X1 surface except that only one-half
as much rebonding of atoms is required to create it. Furthermore, in common
with the models proposed by McRae? and Bennett,lo stacking-fault sequences
are explicitly included in the structure. This leads to bonding between
second-layer atoms along the boundaries of the unit cell leading to a =16%
reduction in dangling-bond density from the 1X1 surface. It was suggested8
that the reduction in the number of broken bonds together with mw bonding
would stabilize the timer model against the 2X1 chain model.

Using a 5X5 lattice, the atomic structure of the trimer model was fully
optimized. The calculations show that the model has a higher surface energy
than either the ideal 1X1 surface or the simple adatom model. The surface
energy is calculated to be ~0.3 eV/1Xl unit cell higher than the
reconstructed adatom model. The T bonding in the trimer model is found to
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be not as effective as in the 2X1 chain model. Calculations for an optimized
2X2 trimer model (which replaces the large strains associated with the
stacking—fault sequences of the 5X5 structure with other unavoidable strains)
give an identical surface energy when corrections for a 16% lower
dangling-bond density are made. For 5X5 and 7X7 lattices, the results of the
calculations indicate that the bonding between second-liayer atoms which is
required in stacking-fault models of the surface reconstruction leads to large
strains which are energetically unfavorable,

VI. METHOD OF CALCULATION

The use of the empirical tight-binding method in force and
energy-minimization calculations is discussed in detail in Ref. 25. 1In this
section, the approach employed in calculating the surface energies for the
large unit cells discussed above is examined. '

As in previous calculations, a slab geometry infinitely periodic in two
dimensions was used. The criterion for choosing the thickness of the slab is
that the relaxations or reconstructions on the two ends of the slab should
remain independent of each other. To reduce the need for a large number of
layers in the present calculations, the dangling bonds on one end of the slab
were eliminated by the addition of hydrogen for all the surfaces studies. To
account for the effects of hydrogenation on the total energy, an additional
calculation in which hydrogen was added to both ends of an ideal slab had to
be made. One-half of the total energy of the latter geometry was subtracted
from the energy of the structure with hydrogen on only one side of it, to
determine the total energy E{,¢ of the remaining N atoms. The surface
energy Y was then calculated by dividing the energy

AE = Egof (N) - NEg (11)

by the area of the surface unit cell. 1In Eq. (11), Ey is the binding energy
per atom in the crystalline, diamond-structure environment.

The calculations on 5X5 adatom geometries were done with a 131-atom unit
cell consisting of six adatoms, four complete (111) layers (100 atoms), and 25
hydrogen atoms. The hydrogen layer and the Si layer adjacent to it were held
fixed in nearly all the calculations. The remaining 81 atoms were allowed to
relax. The relaxed atomic geometries were determined by moving each atom
along the direction of the Hellmann-Feynman force acting on it. The
calculation of this force within the tight-binding method is straightforward
and has been previously discussed.23 The modified adatom model proposed in
this paper leads to a relaxation extending deeper into the bulk than is the
case for the simple adatom model. For this reason, it was not possible to
test the new adatom model for the 7X7 surface. For the conventional adatom
model, however, a calculation of the atomic structure was made. 1In these
calculations, a 159-atom unit cell consisting of 12 adatoms, two full (111)
layers (98 atoms), and 49 hydrogen atoms was used.

VII. CONCLUSIONS

A new adatom model differing from the conventional model by a
reconstruction of the substrate is proposed. The new adatom structure
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provides an explanation for the 7X7 and 5X5 size of the unit cells seen on
annealed Si(111) and Si(111)-Ge surfaces, respectively. The model is
consistent with structural information from vacuum-tunneling microscopy. It
also provides simple explanations for stacking-fault-type features expected
from Rutherford backscattering experiments and for similarities in the LEED
and photoemission spectra of 2X1 and 7X7 surfaces.
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RAO:

DISCUSSION

I believe you said as part of your talk that these bonds have residual
jonic charges. What is the effect of ionic charges? Can you get com-
pensation in these charges by other atoms moving in? What is the physi-
cal manifestation of this?

KAZMERSKI: The physical manifestation is an increase in the work function at

DYER:

the surface. You can actually predict that there should be about 0.5 eV
increase in the work function. Measured, the work function increases
about 0.35 eV. You can get rid of most of these things by hydrogen ion.
You get an increase in the work function because of the way the atoms are
oriented. You can tell which end is negative and which one is positive,
and then calculate the work function increase.

This work has very far-reaching, important considerations for many uses
of silicon, and I compliment you and your workers on this. I -have a
question that arises in my mind right away. Supposing you were dis-
solving away silicon or melting away silicon, do you visualize that these
structures would occur instantaneously or would they take some time to
come up?

CHADI: The reason is, for the activation barrier to go to the annealed sili-

con 7 x 7 structure you can measure the activation energy by going to the
following experiment: You take the [100) surface, which is 2 x 1, and you
keep it at, let's say, 200°C. When this has been done, then you wait,
and measure the time that you have to wait to get the 7 x 7, and you do
that at 300°C, 400°C, and so on. From the time that is required to
transform the 2 x 1 to the 7 x 7 surface, you get an activation energy of
about one-half eV per atom, to go from the 2 x 1 to the 7 x 7 structure.
But if the temperature is high, if you are close to 800°C, then the
structure appears spontaneously. The atomic mobilities are very large at
800°C. The Japanese have shown by beautiful microscopy measurements

that the 7 x 7 structure nucleates at steps. I believe the reason it
nucleates at steps is that you get a one-dimensional ordering of the
atoms along the steps, which eventually lead to a three-dimensional

.ordering over the entire surface.

SAH:

I would like to ask you if you could give us the implication of the
results you find on oxidized silicon? How does that affect the interface
states recombination velocity? On oxidized silicon at high temperature?

CHADI: I have done some work on silicon oxide interfaces that I did not

mention here. This work has been done mostly on clean surfaces with no
oxide. I have done some work on hydrogenated silicon [111) and [100]
surfaces. If you add hydrogen to these surfaces, then all the recon-
struction goes away. You end up with a much lower surface energy if you
have essentially an ideal surface with every dangling bond saturated by

-hydrogen. The 7 .x 7 surface, however; is known to to be an extremely

stable surface. A Japanese group reported that they exposed it to
hydrogen and oxygeii and to air for several days and they were still
seeing 7th-order spots in their leads. It is a very stable structure.
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GRUNTHANER: I have two questions. One is: are you familiar with a recent
paper that Linus Pauling put out, looking at your asymmetric dimer situa-
tion on <100>?

CHADI: I forgot to mention that there was some controversy with the silicon
<100>. The chemists, particularly Goddard at Caltech, suggested that
asymmetry was not reasonable, that it should remain symmetric. I heard
that in a conference where Pauling was present; Pauling took issue with
Goddard. I later wrote this paper in the Physical Review suggesting
giving chemical arguments why silicon <100> should have asymmetric
dimer structure. 1In fact, they found the structure very close to mine,
using very simple chemical arguments. His idea was that, essentially,
there were two configurations, covalent configuration and ionic configu-
ration, and these two configurations had roughly similar energies -~ that
they would mix in two different configurations that gave asymmetry.

GRUNTHANER: The thought that was quite fascinating that came out of that was
these incredibly simple arguments that he has developed out of atomic
orbital theory. He comes up with disgustingly close numbers in terms of
what you were able to get out.

CHADI: I had the same ideas after I did the calculations. 1In fact, I had the
angles on the viewgraph. If you look at what happens when you go from
the symmetric to the asymmetric dimer: in the symmetric dimer you still
have all 190° angles. Very close to tetrahedral. Whereas when you go
to the asymmetric dimer, one of the bonds becomes SPz—bonded, essen-
tially. The angles can relax to close to 120°. The sP2 bond is very
strong; much stronger than the sp3 bond. The other one becomes P-bonded
and the P bonding is close to the sp3 bond. So you gain energy that
way, and that is essentially Pauling's argument.

GRUNTHANER: That is what brings up the second question. When you did this
calculation of the effective grain boundary in silicon material, I assume
that out of the calculation you get the chemical implication of bonding
and antibonding states, and of the energy distances between those. For
the grain boundary in silicon, buried down in the silicon in your slab,
you essentially get something like a bonding-antibonding splitting in
there that I assume vou can compare with what you can get for the normal
sp3 bonding in silicon. So the question is, was there any difference
in gap implied in that rehybridization in the 5- and 7-membered rings?
And then the second part of that: was there any indication of the change
in hybridization? Namely, is the S contribution to bonding really fol-
lowing the kind of orbital electro-negativity ideas that are being
developed now?

CHADI: As I am sure that you are aware, the grain boundary I considered was a
continuous grain boundary. There were no dangling bonds. It was a per-
fect bonding at every site.

GRUNTHANER: But the geometry is quite different around the silicon site. I am
wondering whether there is an application for that in the gap.
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CHADI: 1T looked at the static charge distribution at the grain boundary and I
found, amazingly, that most of the atoms were neutral to within 200ths of
an electron. However, there were a few atoms at the boundary that had
deviations from neutrality of &+ 0.1 electrons. As far as the electronic
states —— I looked at those; whenever you have five or seven full rings,
there is a very characteristic state that is forbidden essentially for
even numbers of rings of atoms, and these states occur at two well-defined
positions where you have pseudo-gaps. If you look at the four bands of
density state then there is one of these pseudo-gaps at about 0.08 eV
below the valence band. This is a very sharp state. There is also a
sharp state in the conduction band, I don't know at what energy, but
there is nothing in the band gap. The band gap is free of any defect
state agsociated with the grain boundary.

MILSTEIN: After Grunthaner's comment about Linus Pauling discussing this, I
am not sure that I have anything further to say. The issue I was looking
at was the matter where you described the thermodynamic transformation,
and the argument that crossed my mind is that in the carbon system,

" diamond is not thermodynamically stable, although we have all seen such
objects, and they stand around for quite some time. I think the issue I
would raise is that this should be viewed from the point of view of the
bonding of Period 4 elements. 1In that sense, I think, when you go from
carbon to silicon the transformations occur more readily, clearly, but
when you talk about a pi-bonded system, it's a straight organic system.
That is where it comes from.

CHADI: That's right. However, this might be easy for you to say, but the
chemist, I know Goddard for example, believes that the pi-bonding of
silicon is very weak and I think it is weak, it is much, much —- by a
factor of three —- weaker in magnitude than the pi-bonding in carbon.
However, it does occur. Some would argue that pi-bonding should not
exist in silicon, whereas there is strong evidence now, at least on the
silicon surface, that pi-bonding does exist, and it is very, very weak.
As I mentioned, absorption between surface states, with the polarization
dependence of the absorption. The only structure that agrees with that
measurement and also photon emission is the chain structure. So you have
to convince the chemists. I believe, at the surface at least, there is
pi-bonding, and it makes a contribution to the stability of the surface.
The question is: how strong is it? The chemists say it is very weak.

MILSTEIN: Obviously, it has to be very weak. I don't think there is any
argument about that.

CHADI: 1It is much stronger than carbon.

MILSTEIN: That probably also explains why diamond exists, because thermo-
dynamically it ought not to. You have a big enough activation energy to
get over it to change it to graphite.

CHADI: Yes. The activation energy is very big there.

HANOKA: I would like to pursue this thing about the hydrogen on the surface
again. That was for a [111] surface, is that right?
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CHADI: For the [111l] surface it goes to an ideal, yes, the reconstruction
goes away and also for the [100), if you add hydrogen; it first saturates
the dangling bonds, and it stays 2 x 1, but then if you add more hydrogen
then it breaks the silicon-silicon dimer bond and you get a dihydride on
the [100] surface.

HANOKA: That is interesting, because there is IR spectroscopic evidence of an
SiHp being formed at the surface. Of course, there you have much higher
concentrations. That is what I was going to ask you about.

CHADI: 1In fact, if you put water on the silicon [100] yoﬁ get both silicon
hydrogen and silicon OH modes, you get the association. There is a lot
of work in IR with oxygen, hydrogen and water on the silicon surfaces.

KAZMERSKI: We want to thank you very much, D.J. I will point out that this
is an ideal case for the experimentalists, where D.J. won the Peter Mark
Award and got $500 for his work, and I just saw that Benig and Rohr got
the King Faisal Award at considerably more money, almost like a Nobel
Prize.
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ABSTRACT

The use of surface analysis methods in the detection and evaluation of
elemental and impurity species in Si is presented. Examples are provided from
polycrystalline S5i and high—-efficiency MINP cells. Auger electron spectroscopy
and secondary ion mass spectrometry are used to complement microelectrical data
obtained by electron-beam induced—-current measurements. A new method is dis-
cussed which utilizes the volume indexing of digital SIMS signals, providing
compositional information and impurity maps on internal materials/device inter-
faces.

I. INTRODUCTION

Impurities control the electro—-optical properties of semiconductors and
the operating lifetime and performance of solid-state devices. For such
devices (including solar cells), it is important to know not only the levels of
such impurities, but alsc their location and chemical state within the host
lattice. A number of compositional characterization techniques are available
to perform these analyses, mostly based on a bulk or volume scale. Surface
analysis methods (1) = those that provide chemical and compositional informa-
tion on the topmost atomic layers of a surface - have enhanced research and
problem-solving in the semiconductor device area due to their complementary
abilities to detect impurity (elemental, ionic, molecular) species, provide
depth~compositional information (with ion-etching), determine chemical bonding
states, map impurity localizations on surfaces or interfaces, and, evaluate
integrity of interfaces. The common surface analysis techniques are summarized
in Table 1. From this information, some of the strengths and limitations of
the techniques can be deduced. For example, Auger electron spectroscopy (AES)
can provide excellent spatial resolution due to the ability to focus the elec-
tron input probe. It lacks, however, the sensitivity to trace impurities which
secondary ion mass spectrometry (SIMS) provides. X-ray photoelectron spectro-
scopy (XPS) ccmplements these techniques in that it is the most developed and
most reliable for providing chemical state information, with minimum inherent
beam damage.

This paper focuses on the inyestigation of impurities in silicon solar
cells, examining both single-crystal and polycrystalline types. The applica~
tions of AES and SIMS to elemental analysis in these devices are emphasized.
Specifically, the interrelationships among the chemistry and composition of
grains and grain boundaries, the electro-optical properties of the intergrain
regions, and photovoltaic cell performance will be covered. The microelec-
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Table 1. Summary of Selected Surface Analysis Techniques

AES EELS SIMS XPS upPsS
Probe electron | electron | lon (+, -) x-ray uitraviolet
Detectcd Specles electron | electron | ion (+, -) electron electron
Spatial Resolution ~-300 A | -300 A <t pm [102-10° pm| -10° pm
Depth Resolution |5-50A |5-504 23 A 5-50A | 5-50A
Detection Sensitivity | 0.1 at-% | 0.1 at-% |<0.001 at-% | 0.1 at-% 0.1 at-%

trical characterization of specific cell regions is accomplished by electron-
beam-induced-current (EBIC) measurements, which provide information on the
spatial distribution of current losses. Two impurity mechanisms are covered:
(i) the segregation of oxygen (and other impurities) to the grain boundaries
during heat treatments or high temperature processing of the devices. And,
(ii) the passivation of the grain boundaries by incorporation of hydrogen in
these regions. This hydrogen localization is determined directly and corre-
lated with the microelectrical properties of these same regions, as well as
cell performance. Of special interest is the introduction of a new method to
detect and spatially-resolve impurities and elemental distributions within
solid-state devices using digitally-acquired and indexed SIMS (2). This method
permits the determination of impurity localization or distributions on internal
device interfaces, with fracturing or otherwise exposing such areas. The
utilization of this method in profiling higher efficiency Si cells is exampled.

II. OXYGEN SEGREGATION IN POLYCRYSTALLINE SILICON

At the grain boundary, dislocations and bonding alterations make the
material structurally and possibly chemically different than the bulk material
in the grains. Thus the electrochemical potential in the grain boundary is
generally different than in the grains. This potential difference provides a
depletion region that can be the site of minority carrier recombination. The
disruption can also provide a region for the localization of impurities, either
from segregation of inherent species or of purposely-placed ones. The segrega-
tion of impurities to the intergrain regions has been demonstrated in cast and
directionally-solidified Si (3). AES and SIMS has been utilized in conjunction
with fracturing techniques to identify impurity species on the grain boundary
planes. The fracturing process provides a method for the side-by-side analysis
of a region - as indicated by the AES data of Fig. 1. However, inherent to
this process 1is the loss of a large portion of the grain boundary plane.
Because the electron probe can be scanned very effectively, impurity maps can
be produced in the course of such AES (or SIMS) investigations. Such a mapping
sequence is presented in Fig. 2. The benefit of this segregation process is
that the grain regions themselves have significantly higher purity - with asso~
clated improvement of their electronic properties and device suitability. The
grain boundary regions which act as sinks for such impurities are potential
regions for enhanced minority carrier loss or impurity diffusion (shunting),
but do not significantly degrade the cell performance unless impurity content
is exceedingly high or the grain size is very small.

190



. Silicon F?Eg. 1. AES surveys of fractured
‘ (a) Grain St grain boundar:y: (a) grain
@ region; (b) grain boundary.
: = si
5 Sl m I Shew 0
@ |(b) Grain NGINAL pj o
w OF POO
< Soundaryjj |—*2 FruL R QUAL rY
...." "y"g
¥ FeFe |
e Alkie
30, KLL
‘ Fig. 2. AES mapping sequence of
o impurities on fractured grain
o boundary.
5 400 809 1200 1600 2000

Electron Energy (eV)

191




Slope(/pm) ' ' ' Unheated
(a) 0.004— — Unheate. . .
(b) 0006~ ~~—__ =" t-sorc| Fig. 3. EBIC linescans
— \—_://" T-eo0rG| @cross Si grain bounda-
© 0'005"\/ ) ries as a function of
- o . .
(d) 0.030 - T=640°C|  rhermal processing. Heat
0.4} T = 650°C treatments are for 30 min
(e) 0.063—__ in argon atmosphere.
(f) 0.088 T =750°C
—_—
2 .08 -
W
-
s T = 900°C
3 —(g) 0.094 —
A0} —
A2 -
Silicon Grain Boundaries
! ! L

-30 -15 0 ) 15 30
Distance (um)

The electrical activity of some grain boundaries in polycrystalline Si has
been reported to be strongly affected by heat treatment (3,4). EBIC and compo-
sitional data from surface analysis measurements have been used to correlate
the presences of oxygen at the grain boundaries with the electrical activation
of these regions., The origin of the oxygen and resulting activity of the grain
boundary is linked to the thermal history of the sample of devices (5). This
is illustrated in the EBIC data of Fig. 3. The junction in this case is formed
by an MIS structure fabricated on the individual grain boundary and adjacent
grains at temperatures below 100°C in order to minimize additional thermal
effects. The EBIC responses for unheated, T = 500°C, and T = 600°C cases are
very similar;, indicating that this mild thermal processing has little effect on
the boundary region. If the temperature is increased, the EBIC responses
increase correspondingly, indicating the electrical activation of these
regions. The critical range for this activation is between 600°C and 650°C.
Heating beyond 900°C does not seem to further affect the EBIC response, unless
recrystallization occurs near the melting temperature. The slope of the
Ln(I EBT ) vs. distance curves relates to the values of grain boundary recombi-
nation velocity (S_; ) and effective diffusion length (Legg) (6). The existance
of oxygen at  the grain boundaries of annealed Si has been demonstrated using
fracturing with SIMS.  Figure 4 shows such data for an unaneallet}‘ sample and
one heated to 750°C. Increases in the oxide-signals (e. ge., the 5i07" peak) are.
apparent, However, the fracturing pzocess is difficult, and has less-than-
desired repeatability and control.
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III. VOLUME INDEXING OF IMPURITIES AND ELEMENTS

The ability to reliably defect, map and quantify elemental or composi-
tional information at regions within a solid-state device has been accomplished
by the method illustrated in Fig. 5. 1In this, selected ion signals corre-
sponding to elements or molecules of interest, are measured and stored (indexed
for intensity, spatial location) digitally for an incremental volume encom-
passing the region or interface under analysis. A computer can be used to
track the region of interest (e.g., grain boundary plane) by maximizing the
presence of impurities which are known to exist in such regions. Thus, the
internal interface can be exposed by spatially transforming the detected
signals - even though the sputter profiling/SIMS operation is carried out at
some angle to this plane. This avoids the loss of information experienced in
the fracturing technique.: The data can be coded for ion type, spatial origin
(X, Y, Z) and concentration level. Additionally, the results can be color
coded for more effective presentation.

A simple example, which utilizes the depth profiling capabilities of the
technique, is presented in Fig. 6. These data show the cross-sectional distri-
bution- of impurities in a high-efficiency Si MINP solar cell. The device
structure has a double layer (ZnS/MgF) anti-reflection coating. A thin Si-
oxide layer (~ 30 A) covers the phosphorous—diffused, boron-doped substrate.
The relevant secondary ion species utilized in the profiling sequence desig-
nated in Fig. 6. The expanded view of the oxide-semiconductor region
illustrate the uniformity of the oxide itself. Because only a -black/white
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Fig. 5. Representation of SIMS volume indexing scheme.

Fig. 6. Cross-section SIMS profile of Si MINP structure.

illustration is permitted in this publication, the relative concentrations are
not indexed to ensu{& clarity. However, the pllgsph%rous distribution is shown
to peak at about 10Y/cm”, with a minimum of 10'‘/cm” detected in Fig. 6. Same
interdiffusion of the ARC is also observable.

This method has also been effective for investigation the segregation of
oxygen in polycrystalline Si with heat treatment. The data presented in Fig. 7
are obtained by translating the volume-indexed SIMS data in order to view the
boundary from "b" in Fig. 5. Again, the black and white format required for
this paper has prevented the unambiguous coding for concentration level, agz
the data pissen ed in Fig. 7 represent a threshold of 1 x 10l /ctl2 for Si0
and 1 x 10°%/em” for C. Figure 7a represents the grain boundary plane for a
boundary heated to 600°C. The solid black regions are carbon, and aye
decorated by oxygen--as indicated by the intense dot pattern from the SiO
SIMS signal. The presence of any Si-0 content for grain boundaries processed
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Fig. 7. SIMS mapping sequence of Si grain boundary showing oxygen
segregation as a function of heat treatment. Impurity species key
ig ineluded.

below 500°C is usually at some segregated impurity species (e.g., C, Fe, Ni,
Al). As the annealing temperature is increased, the amount of oxygen at the
boundary is observed to increase., Such data are shown in Figs. 7b-f, and cor-
relate directly with the electrical activation of these regions determined by
EBIC (Fig. 3). Spatially-resolved-minority carrier lifetime measurements, and
the determination of the grain boundary barrier height have been reported (4,5)
and directly complement these results. Thus, the segregation of oxygen to the
grain boundaries results from high-temperature material/cell processing, and
appears to be the origin of the electrical activation of these regions.

IV. HYDROGEN PASSIVATION

The effectiveness of hydrogen treatment on altering the electrical
properties of polycrystalline Si and in improving the operational charac~-
teristics of cells has been demonstrated. The effect of such hydrogen
processing is shown in the J-V characteristics of Fig. 8. The cell undergoes a
change in efficiency from 5.8% to 7.7% (no antireflection coating) wupon
hydrogen treatment. Although the phenomenological effects of the hydrogen
processing on cell improvement have been observed, little is known about the
incorporation of this impurity species into the grain boundary or its possible
interaction with the segregated oxygen that might be present in that region.
Dube, et al. (7) have shown that hydrogen does alter the EBIC response of
representative devices. They have deduced a diffusion coefficient for H in the
Si grain boundary by examining the boundary from the side and along its length.
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This analysis does not detect hydrogen directly, and assumes that the hydrogen
is indeed localized there and responsible for the response. Figure 9 shows
the effect of hydrogen treatment on a specific grain boundary. The EBIC
response of Fig. 9a is for a decrease significantly with hydrogen treatment
(Fig. 9b). Reheating this same boundary to 900°C "restores" the active
response, but the magnitude is decreased somewhat. A second hydrogen treatment
passivates the region again, with the response slightly less than after the
initial hydrogen processing. These data are complemented by the grain boundary
barrier height vs. light irradiation data of Fig. 10. The sequence is (a)
unannealed grain boundary; (b) hydrogen-treated; (c) annealed, 900PC; (d)
second hydrogen treatment; (e) annealed, 900°C; and, (f) third hydrogen treat-
ment. The barrier height is improved, and becomes less sensitive to light
intensity after the hydrogen passivation. In addition, the barrier height is
observed to decrease with each successive hydrogen processing.

The incorporation of the hydrogen in the grain boundary and the relation-
ship between the hydrogen and oxygen concentrations in that region are illus-
trated in Figs. 11-15. Figure 11 presents conventional SIMS defth—composi-
tional profiles of léydrogen, measured by the magnitude of the sin3 peak (with
a threshold of 10! cm2 in these figures). The 8128 peak 1is provided for
reference. Figure lla, b and ¢ represent data on similar grain boundaries
hydrogen-processed for 1, 2 and 4 minutes, TFigure 12 provides similar data
taken on a grain boundary (a) before and (b) after hydrogen passivation. A
generally constant Si0”" signal is measured before the hydrogen processing.
Since previous data have shown that the heat treatment and correlated oxygen
segregation is primarily responsible for the activation of grain boundary elec-
trical response, it is proposed that the hydrogen passivation is a result of
the chemical interaction of the species at the grain boundary plane.

T 1 T
Polycrystalline Si Fig. 8. ILight current-
p/n Solar Cells voltage characterization
for polyerystalline St
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" This interaction is illustrated in the SIMS area maps of Figs. (13-15). A
computer—-processed SIMS map sequence of the intersection of the grain boundary
with the wafer 'surface is presented in Fig. 13. The sample was initially
annealed to 900°C, and the boundary contains a high oxygen content. Hydrogen
decoration of the region is noted after 1 min of the passivation processing.
Figure 13c shows almost complete hydrogen decoration after 2 min of processing.
Using the technique to examine the grain boundary composition within plane
described earlier in this paper, the penetration of the hydrogen down the
boundary plane as a function of processing time is evidenced in Fig. 14 for
passivation treatments of 0.5, 1, 3, 4 and 6 minutes, The grain boundary was
annealed initially to 900°C. The relatively high initial heat treatment pro-
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processed Si grain boundary. (b') shows oxide level as

function of depth after H,-treatment.

vides for a high oxygen contént of the boundary. The interaction of the
hydrogen with the oxygen present at the boundary is better illustrated in the
grain boundary of Fig. 15. This sample had been annealed to 750°C before the
passivation process, and the oxygen at the boundary is somewhat less than the
previous case. The hydrogen incorporation is observed to be enhanced in those
regions that initially are oxidized. The exact chemistry of this process is
not known. - Methods similar to the specialized SIMS technique are currently
being developed (e.g., digitally-resolved EELS) in order to investigate the
chemical interaction of the species in-situ, during the treatments.
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Fig. 13. SIMS mapping sequence of grain boundary intersection with
wafer surface as funetion of passivation time showing decoration of
boundary with hydrogen.

Fig. 14. SIMS mapping sequence showing hydrogen penetration of
grain boundary plane as a function of passivation processing time.
Grain boundary heated to 900°C before passivation.
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Fig. 15. SIMS mapping sequence showing hydrogen -
oxygen interaction at grain boundary heated to
750°C before passivation.

V. SUMMARY

The detection of impurities in silicon using AES and SIMS has been demon-
strated, and the correlation of impurities with microelectrical characteristics
has been exampled. The interrelationships among grain boundary impurity
species, grain boundary electrical properties and solar cell performance in
polycrystalline Si have been demonstrated. Specifically, two impurity
mechanisms have been evaluated: (i) the segregation of oxygen to the intergrain
regions during heat treatments; and, (ii) the incorporation of hydrogen in
these regions during the passivation process. Finally, a specially-developed
SIMS impurity mepping technique has been introduced which, for the first time,
allows the investigation of the composition of a grain boundary surface
utilizing volume indexing during the SIMS profiling.
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DISCUSSION

LOFERSKI: Toward the surface part of the Green cell, it's certainly a little
bit astonishing, isn't it, that the phosphorus concentration is decreas-
ing as you go toward the surface? 1Is that what you really meant or did
you say it backwards?

KAZMERSKI: I think that in most SIMS data you will see a slight decrease in
the signal right toward the surface. The whole thickness of the phos—
phorus region we showed there is only about 2000 R.

LOFERSKI: And how about the thickness of the oxide region? Wwhat did you say
it was, greater than 20 A?

KAZMERSKI: Well it should be about 20 R but if you look there, it looks like
the data is spread out and it looks more like S0 or 60 A.

LOFERSKI: So it is 50 or 60 R, is what you would estimate?
KAZMERSKI: Yes, I am sure it is ebout 50 or 60 R.

LOFERSKI: But you are saying that as you go toward the surface, even in an
ordinary cell, if you did it with this volume indexing, you would find a
decrease in the phosphorus concentration?

KAZMERSKI: Yes. I think so. You are see1n§ about 500 R, that region that
it decreases from 2020 down to 1018

LOFERSKI: Yesterday Larry Olsen was showing some comparisons of a spreading
resistance measurement profile and a SIMS profile, and there is a signif-
icant difference in the way they look. You mentioned being careful about
using SIMS profiling because of the damage it does. If you compare a
spreading resistance with a SIMS profile, which you would recommend as
the more likely one to be correct?

KAZMERSKY: It depends on what you are looking for. Certainly one wouldn't
want to measure resistance using SIMS, but for a pure representation of
the profile, if the SIMS is done correctly, I'd would go with the SIMS.

LOFERSKI: I guess that actually his profile did show a drop-off at the surface
too, as I recall.

MILSTEIN: The RCA SIMS profile showed it going up all the way to the surface.
To change the subject on you, you mentioned in terms of your SIMS resolu-
tion that you could resolve mass peaks for different species which had
the same mnss—tofcharse,ratio, for example, 31, phosphorus, and three
silicon species, and quite frankly I am quite curious as to how that is
done and whether you care to comment on it.

KAZMERSKI: You mean how to resolve it?
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MILSTEIN: Well, if you had the same charge-to-mass ratio, and going through
something like a quadripole mass analyzer.

KAZMERSKI: 1It's not a quadripole. This is a magnetic sector. You would
never be able to do it in a quadripole. You just have the mass separa-
tion. It is done with a magnetic sector and this is all done on the
Cemaca system. So you have your mass resolution as something like
50,000, It is not a quadripole. You would never be able to get that
mass resolution with a quadripole. On a quadripole it would look just
like one peak. 1In fact, on some quadripoles that we have seen, the mass
resolution even drops off as a function of the time to mass, and some-
times you get an overlapping of two masses.

CAMPBELL: Have you looked at the hydrogen d15tr1but1on as a function of depth
in any single-crystal silicon?

KAZMERSKI: We looked at -- not really in single-crystal — we looked at the
grain regions in the silicon material here too, you know in the adjacent
grain, and did not see any penetration. As a matter of fact, what we saw
was some interaction with the oxide that might have been present right on
the surface, but not a penetration into the grains.

CAMPBELL: There was some indication at the last PVSC that there was a bulk
effect with hydrogen passivation.

KAZMERSKI: Yes. 1 heard that too, and we talked to the people and I think
the penetration on the grains was not significant.

KEAVNEY: I wanted to ask about the low-temperature-annealed samples that have
unactivated grain boundarles. What was their thermal history before they
were annealed?

KAZMERSKI: I should go back. What we are doing is looking at one grain
boundary of an unannealed sample. It doesn't mean that there weren't
active grain boundaries also in that sample. We selected one that was
not active to begin with. TIts thermal history was that this was a
directionally solidified sample with a grain size of about one-half to
three-quarters of a centimeter that hed not seen any processing before-
hand, forming the junction for EBIC was done by a low-temperature oxida--
tion at about 100°C. So that is the highest temperature the device had
seen before any electrical measurements were taken.

KEAVNEY: Do you know how quickly it was cooled from the melt?
KAZMERSKI: No.

KEAVNEY: How quickly was the temperature cooled from the samples that were
annealed at 900°C?

KAZMERSKI: The annealing procedure was to remove them from the annealing fur-
nace and they were probably cooled over one-half hour or so.

RAI-CHOUDHURY: You mentioned hydrogen passivating defects; apparently oxygen
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is active in it. I have two questions: Did you look at this defect by
DLTS as to what kind of defect level it is? The other question is: Do
you feel that oxygen was present in a precipitated form, rather than a
single point defect, for it to be activated or deactivated? Can you make
any comments on those?

KAZMERSKI: The first one: We did not do any DLTS on those things so I have
no idea. T think that the people at SERI who had been doing DLTS on this
polycrystalline material -- it is not a very satisfying measurement. You
really have to spend a lot of time, so when the people attempted to do
some DLTS, it looked like it was very difficult to identify any levels.

I am sorry, I missed your second question.

RAI-CHOUDHURY: I have a lot of concern about oxygen, what it is doing to
silicon, Czochralski silicon, and so forth. Does the oxygen, for it to
be passivated by hydrogen -- it seemed like it should be present as it
precipitated —— or can it react with hydrogen if it is present in the
point defect without a cluster, without a precipitation?

KAZMERSKI: I really can't answer that, but I see no reason why not, if you
look at the hydrogen and see there are also some point defects and other
defects in there which are decorated by oxygen. The hydrogen seems to
passivate those too, so I guess that would be true.

By the way, something in here, even though we see the hydroger going down
the grain boundary, there is still oxygen in the background. It is not
like the oxygen is coming off, when the hydrogen goes the oxygen is
leaving. There still is oxygen present.

TAN: 1If I may make a comment. Normally oxygen in silicon is not electrically
active. Very difficult to pick up any level by the DLTS. So I believe,
really, that we simply don't know what we are passivating. Where is this
hydrogen? And the final thing is to say some form of dangling bond —-
whether they are related to oxygen or not --- T don't think that question
can be settled at this moment.

KAZMERSKI: T think that all we can do is say, there is the existence of
ozygen aud hydrogen, and there is some interaction between the two
species.

WOLF: You answered only one part of my question, namely, the oxygen is still
there until the hydrogen comes, but as you showed, as you increase the
annealing temperature, more and more oxygen appears. Now where does it
come from? Is it just activated so it becomes visible, or does it dif-
fuse there from the outside, from the atmosphere, like the hydrogen comes
in from the outside, or does it come out of the crystal?

KAZMERSKI: Well, presumably, it comes from the crystal. The annealing has
been done in vacuum and it has been done in argon, it has been done in
nitrogen, in a controlled atmosphere, so it is doubtful that it is coming
from outside, and we presume that it is coming from the inside. Once

again, the level here is about 1017 cm—3 of oxygen.
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WOLF: Which is probably an order of magnitude less than what you would expect
to be present in Czochralski, if it is a Cz type crystal.

KAZMERSKI: Or an order of magnitude more.
WOLF: You expect around 1018 -3 usually, don't you?

KAZMERSKI: I guess, at least in these data, the bulk data shows about
1016 cm-3,

WOLF: Another comment I want to make is with respect to the Green cell. It
seems your cross section was done not under the metal contact, but in
between the contacts, and there should be about 100 to 200 R of oxide,
not 20 A. There is a thicker oxide between the contacts normally. The
20 R are only under the contacts.

KAZMERSKI: These data might be correct but thé surface was thicker than
20 R. I said more like 60 K.

WOLF: Yes. That is what you said.

OLSEN: I think it is between 50 and 100 R, is where he is using now.
Between the contacts. That is what I was going to say.

KAZMERSKI: Well, then the data might be OK.

OLSEN: I have another question. Was that a zinc sulfide and magnesium
fluoride? 1Is that the correct order? 1Is zinc sulfide on top? It is
usually the other way around.

HANOKA: What is your sensitivity for oxygen? 1Isn't it around the low
1017 cm~3? At least that is what I hear from Evans who does SIMS,
out on the West Coast.

KAZMERSKI: It is 1016 cm-3.

HANOKA: So yours is better than that, then. Second question: When you do
this volume imaging, you showed a picture of your sputtering, basically a
perfect parallel pipe, and in fact when you sputter your volume isn't it
a thing where your sides slope? And isn't that sputter in that shape
also a function of material when you are sputtering?

KAZMERSKI: What I am doing is only collecting the data from that rectangle.
The sputtering may be more than that but the data are only being recorded
from that rectangle. '

HANOKA: So you are picking your rectangle within the sputter volume.

KAZMERSKI: That is correct.

QUESTION: I wanted to go back to Joe Loferski's question on the profile. You

indicated that the concentration of the phosphorus fell off near the
surface, but I didn't understand whether that was an artifact of the
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measurement or whether you think that that is, in fact, what is happening
to the profile.

KAZMERSKI: I think that is what is happening to the profile. Right near,

RAO:

within 500 R of the surface, it drops off a little and then comes up
and then goes down.

It seems to me that when the hydrogen passivates, not all grain bound-
aries are passivated equally. Now, do you have a characterization of
these grain boundaries? Which kind of grain boundaries get deactivated
with the hydrogen and which don't? :

" KAZMERSKI: We have seen that same thing. The only data T have showed you

here is to be able to represent the volume indexing and attrition, but I
think that is true that the grain boundaries are being affected differ-
ently. In fact, the only grain boundaries we are working with here are
medium-angle grain boundaries, and I should point that out too. There is
about a 28 or 30 degree mismatch between the <111> angles and the two
grains. So that it could very well be that the structure of those grain
boundaries is different, if you go to low-angle grain boundaries or even
to higher-angle grain boundaries which will have different electrical
properties.

Another question, which has to do with Martin Wolf's gquestion. As you
go away from the grain boundary do you find a concentration gradient of
the oxygen, can we see it?

KAZMERSKI: Yes. You can do the same sort of thing. As you go away from the

RAO:

boundary itself you can see the decrease in oxygen concentration.

So can you calculate the diffusion coefficient and see if it matches up
with the bulk diffusion coefficient of oxygen in silicon?

KAZMERSKI: You could do that. I never thought of that but you could do that.

GRUNTHANER: When I have looked at silicon oxide structures that have seen ion

beams, whether those ion beams be argon systems or they be cesium systems,
there is substantial generation of intermediate oxidation states from
silicon sputtering mixing. Now, in the data you are showing here, in
these grain boundaries in the oxygen and hydrogen passivation, they are
quite clearly being taken on the same sample in the same general area
where you are then exposing the system subsequently to the hydrogen. Now
my question is, to what extent do you expect there is a degree of activa-
tion of the ion beam interactions with the oxygen going on to the subse-
quent decoration that you are seeing with the hydrogen, since presumably
you are doing this in a static mode?

KAZMERSKI: First of all, each one of those hydrogen cases is for a geparate

sample of a grain boundary that has been cut and divided so the hydrogen

passivation was done separately on each one. So it is not the same grain
boundary in that case. You can see if you look at it that there are dif-
ferent structures. As a matter of fact, when the carbon that is present

at some of the regions are not the same grain boundary itself, it is a
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sequence of six grain boundaries that are cut in segquence going across.
They are in the same grain boundary length but the grain boundary is cut
into six adjacent pieces. It is not the same region each time. So it is
not passivated. And then measure, because as soon as you measure it you
are done with that sample.
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I. INTRODUCTION

Thermal silicon dioxide has been one of the most important insulator for
the present microelectronic technology. Not only is it an almost perfect
insulator, its interface with silicon is very close to ideal, giving the
lowest density of electrically active interface traps. Active transistors can
only be fabricated successfully because of the low density of electronic
traps. Furthermore, the low density of interface traps also provides an ideal
passivation for the silicon surface electrically.

Silicon dioxide, however, is not perfect. The oxide network is actually a
very porous network, allowing the diffusion of gaseous species through it,
especially at elevated temperatures. This can change the electrical and thus
the passivation properties of the oxide. Also, the oxide network can be very
easily damaged by energetic particles and high energy radiation. This damage
gives rise to an increased density of electronic states, both in the bulk of
the oxide and at the silicon-silicon dioxide interface. The sum of the above
effects is a long term degradation of the oxide and its interface with
silicon, especially in the space environment.

Besides the above factors, there is a third factor that provides the
driving force in the search for a better insulator: the defect density of
silicon dioxide increases with decreasing oxide thicknesses. With the scaling
of device dimensions in the quest for the highest packing density in
integrated circuits, the vertical dimensions are also scaled. It is expected
that 10nm oxides will be used extensively in half micron devices by the end of
this decade. The yield and reliability of the present oxide system may not be
able to satisfy the requirement.

It was under these conditions that Ito et al set out to develop a better
insulator for silicon. They first reported the direct nitridation process to
form a thermal nitride (1). However, such processes require very high
temperatures and long process times. The nitrides formed were only of limited
thicknesses (up to 5nm) and rich in oxygen (1,2). The films obtained are
believed to be basically oxynitride layers. Next, they reported on the
nitridation of silicon dioxide, which is the subject of this paper (3,4).

II. NITRIDATION OF SILICON DIOXIDE
Experiments on the nitridation of silicon dioxide has been reported many

times in the literature (5). Ito et al first reported the thermal nitridation
of silicon dioxide in ammonia (3). They reported that nitridation retarded the
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destructive breakdown of silicon dioxide films (4). They explained the effect
by the fact that the current through the oxide was much more uniform. They had
also reported in detail the MOS characteristics of silicon dioxide nitrided
under different conditions (6). Since then, it has been reported that nitrided
oxide was effective in reducing the diffusion of boron through the dielectric,
compared to the case of pure oxide (7). Terry et al reported on the radiation
effects in nitrided oxide (8). They observed that there was very little
generation of interface traps after radiation damage.

There have also been many papers publishad on the material charac-
terization of the nitrided oxide (5). The common observation was that after
nitridation, the dielectric was a very effective barrier to the diffusion of
oxygen and water: it demonstrated very high oxidation resistance. This is
consistent with the observation that it 1is an effective boron diffusion
barrier. Auger experiments showed that there was a build up of nitrogen close
to the silicon-silicon dioxide dinterface, resulting in a l1layer that was
difficult to etch chemically and was probably the major barrier layer (9).
Recently, more detail XPS (X-ray Photoelectiron Spectroscopy) experiments
showed that the nitrogen layer was located at a small distance (2.5nm) away
from the interface {10). In general, the results were not completely
consistent, which was probably due to the fact the process control was very
difficult. Trace amount of oxygen or other impurities can change the reaction
kinetics. The process history of the film may also affect the material
characteristics.

In the present paper, an attempt will be made to relate the electrical
properties of the film to the process history. A model is proposed to explain
some of the observed results. It will be shown that with our present knowledge
of the dielectric, it shows a lot of promise for its use in surface
passivation, both for its resistance to dimpurity diffusion and for its
resistance to radiation damage effects.

IIT. ELECTRON TRAPPING

Electron trapping can be used as a sensitive probe to the impurities and
defects in silicon dioxide or related insulators and their interfaces with
silicon. Generally, electron traps can  be divided into two categories:
intrinsic traps and high field generated traps (11). Intrinsic traps are traps
that are present in the oxide after processing, either as impurities such as
arsenic (12) or water related centers (13), or due to high energy. processing
such as plasma etching (14). The plasma or other high energy radiation give
rise to hole trapping close to the interface and neutral electron traps in the
bulk of the oxide. The electron traps can be filled by low field electron
trapping experiments, most conveniently the injection of electrons by RF
avalanche processes in silicon (13). Each kind of electron traps have their
characteristic capture c¢ross section which can act as a signature to their
origin (11). The trapping process also follows classical trapping kinetics:
the traps are filled over time, and the flatband voltage shift due to electron
trapping will saturate.

When an oxide is subjected to high current and high electric field under

the Fowler Nordheim tunneling condition, additional electron traps are
actually generated by the process (15). In this case, the flatband voltage
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does not saturate but will continue to increase with increasing electron
fluence, until final breakdown due to the build up of a very high internal
electric field due to the high density of trapped electron (16). The high
field trap generation process is very similar to radiation damage. They both
give rise to positive charge at the interface and the interface traps in both
cases show a characteristic peak above midgap close to the conduction band
(17). An increase in electron traps is observed in the bulk of the oxide,
similar to the generation of neutral traps (11). :

The change in the density of low field electron traps after the
nitridation process was studied (18). In the experiment, oxides were annealed
in ammonia at different temperatures for different times, with the results for
one temperature shown in Figure 1. It can be seen after the nitridation
process, there was a large increase in electron trapping at low electron
fluence. When the trapping curves were analyzed, it was concluded that the
ingf7ase21n trapping was due to an electron trap with capture cross section of
10 cm . Nitridation at higher temperatures and longer times gave the same
electron trap with the same capture cross section. However, the saturation
density was slightly different, with slight increases for higher temperatures
" and longer times. This electron trap has been identified as due to OH centers
in the oxide. This was confirmed when it was shown that from infrared
absorption spectroscopy, an increase in density of OH bonds similar in density
to the electron traps was observed. It was postulated that in the nitridation
reaction, oxygen might be released from the oxide and reacted with the
hydrogen in ammonia to give rise to the OH bonds.

The trapping process under high electric field for Fowler Nordheim
tunneling in thin dielectric was then studied. The experiment involved the
passing of constant current through the dielectric. Any electron trapping
would increase the voltage required for the same current. Thus, the change in
gate voltage is a measure of electron trapping. The trapping curve for the
oxide in Figure 2 is characteristic of high field trapping process: there was
an initial decrease in gate voltage due to the generation of holes, which
actually enhanced the injection of electron, After about ten seconds, the
curve changed in direction and there was a continuous increase in voltage
shift due to the generation of additional electron traps. This is to be
contrasted with the classical picture where the curve would saturate when all
the traps are filled. For the nitrided oxide (NO), there was little or no hole
trapping and the increase in electron trapping was faster comparad to an
oxide. The dielectric actually broke down in a short time because of the high
internal field. The third sample called ONO (oxidized nitrided oxide) showed
little hole trapping as well as little electrom trapping. Electrically, this
seems tc be the most stable dielectric for the three studied. The lack of
electron trapping in ONO was confirmed whez'g it was shown that there was no
window closing after extended cycles in E"PROMs (19). Other experiments in
E“PROK had shown that there was hardly any hole trapping for ONO.

The properties of the dielectrics were studied further by subjecting the
samples to high temperature anneal in an inert atmosphere (Nitrogen). The
results were shown in Figure 3. For the oxide, the trapping process was
increased slightly, but with the same characteristic features. The most
dramatic change was observed in the nitrided oxide (NO). The density of
electron traps was reduced to very low levels, similar to ONO before anneal.
For ONO, there was actually a slight increase in trapping.
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The above results is for a given nitridation condition. When the
nitridation time 1is reduced by half, different results were obtained. For NO,
the initial electron trapping was reduced. On the other hand, after the high
temperature anneal, the electron trapping was only partially reduced. The
results seemed to indicate that the dielectric is a mix between oxide and
nitrided oxide. It is very important to realize that different process
conditions affect the trapping properties significantly. The degree of
nitridation initially and the post nitridation thermal cycle both change the
dielectric characteristic. Furthermore, the nitridation conditions used in the
present experiments are typically much more gentle compared to those reported
in literature because the films were intended to be used in state of the art
VLSI processes. Different results may be obtained for those heavily nitrided
films.

To understand the experiments better, quasi-static capacitance curves
(QCV) were obtained for the samples before and after different amount of
electron fluence. Any interface trap generation will give distortion in the
QCV curves while bulk trapping will give horizontal shift in the curves. The
interface trap generation process was very similar to the bulk electron
trapping process. The results are shown in Figure 4. For an oxide, after the
high electron fluence, there was increasing distortion in the QCV curve. There
was also a characteristic structure in the curve which was due to an interface
trap peak. Similar peaks were observed in oxides damaged by radiation. This
strongly links the present high field damage process to the radiation damage
process., For the unannealed NO, little or no distortion in the QCV curve was
observed. Instead, an almost parallel shift in the curve was observed. It can
then be concluded that there was no generaticn of interface traps, and there
was high density of electron traps in the bulk of the dielectric. Finally, for
ONO and also annealed NO, there was little of no change in the CV curves after
up to two coulombs/cm”.

Iv. MODEL

The above results can be explained by a very simple model., For an oxide,
the electron trapping was due to high field generated traps. For the nitrided
oxide with no anneal, there was more electron trapping which can be explained
by the increase in OH centers shown in Figure 1. The only question 1is: what
happened in the case of ONO? The effect can be explained by assuming that
after nitridation, the demsity of high field generated traps were reduced to
very low levels. This is supported by the results of the QCV experiment: there
was no generation of interface traps, which are related to high field
generated traps in the bulk of the oxide. Then, for ONO, the extra anneal
reduces the density of OH to very low levels. This reduction after anneal has
been reported before (20). With no OH sites and no high field generated traps,
there is very little electron trapping. Oxygen is not required to reduce the
density of electron traps: When the nitrided oxide was annealed in nitrogen,
the lowest density of electron traps were obtained.

For a pure oxide, the high temperature anneal actually has an opposite
effect on trap generation. Such an anneal has been shown to increase positive
charge trapping and interface trap generation after radiation damage (21).
Figure 3, the high field trap generation in oxide was increased after the high
temperature anneal. For ONO, the oxidation could have increased the oxide
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properties such that after anneal, the rate of electron trapping was also
increased.

The same model can be used to explain the observation at the
silicon—dielectric interface. The nitridation process changes the interface
such that it is no longer susceptible to high field damage. Recently, the
detail of the interface damage process at the interface was studied (22). It
was shown that the.characteristic interface peak was not generated when holes
were first trapped at the interface. Only when an electron was captured by the
hole that the interface trap peak was ocbserved. A model based on strained
bonds at the interface was used satisfactorily tc explain the observation. It
was also proposed that the model. can be used to explain radiation damage and
neutral trap generation in the bulk of the oxide. From the present
experimental results, the high field trap generation process can also be
explained by the same model. In the simplest term, the damage process under
high electric field and high energy radiation have similar origin.

The present results thus show that nitridation modifies the oxide network
in a major way. It can be postulated that the nitrogen may go in and replace
the strained bonds selectively, forming a silicon-nitrogen structure which may
be much more stable. Possibly, the bonds are no longer "strained" and when
holes are captured at the sites, the bonds do not go through a relaxation
process. On capture of electrons, the bonds will return to their original
state and no permanent damage states are generated.

For samples which were not nitrided for as long a time, there will be a
lower density of OH traps. Also, the reduction of strained bonds by
nitridation will also be limited. After the OH sites are reduced by an anneal
process, the remaining strained bonds can give rise to significant electron
trapping under high field conditions.

The reduction of OH bonds through anneal is basically a diffusion
process. The thickness of oxide and the annealed temperature thus play a very
important part in determining the final density of OH sites in the dielectric.
The above experiments were carried out }n oxides in the 10nm range because the
dielectric was intended to be used in E"PROMs. In this thickness range, it was
shown above that it is possible to reduce the OH sites to very low levels.
However, it is also important to remember that after the nitridation process,
the dielectric is a very effective diffusion barrier. It would not be
surprising that for thicker nitrided oxide, it would be much more difficult to
reduce the OH sites, giving rise to a high density of bulk electron traps.
This may explain some of the inconsistency that may have been observed.

V. DISCUSSION

There are two properties of the nitrided oxide discussed above that make
it promising as a mnew dielectric for surface passivation. Firstly, the
dielectric is a very good diffusion barrier. It gives the surface much better
protection to the possibility of degradation from impurity elements. Secondly,
from the results presented above, it appears that the dielectric is also very
stable electrically. Specifically, the silicon-dielectric interface may not be
degraded in a radiation environment. The use of the dielectric thus provides
potentially a very stable passivation for silicon.
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The present work has been only limited in scope, even though it shed a
iot of light on the electrical properties as related to the chemistry of the
system. No attempt had been made to study the detail of all the process
conditions and correlate to radiation damage experiments. It is important to
study the whole system in a comprehensive and detail manner in order to
realize the full potential of the system.
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DISCUSSION

ROHATGI: I can see that nitrided oxides are very good for VLSI, but from the
point of your solar cells, they may not work because most of the nitrided
oxides have been fabricated at temperatures of around 1100°C to
1200°cC.

LAI: Well, I can tell you that for our purposes, for our work, we look at
nitration conditions, which is consistent with VLSI processing. The con-
ditions that I have shown you, up until now, in detail, there is no in-
consistency at all with VLSI processing.

ROHATGI: That is what I am trying to point out, it is very good for VLSI be-
cause it takes care of radiation problems.

LAI: By VLSI, I mean that we are going away from high-temperature processes
altogether. I don't see the nitration condition we have used is much
lighter, compared with everything that is reported in the literature.

ROHATGI: I have made some nitrated oxide for passivating solar cells. Our
solar-cell junctions have to be very thin, also, so I stayed at tempera-
tures around 850°C. So I grew 100 A oxide nitrided in ammonia at
850, and there was no resl difference in the passivating properties of
the oxide I had and the nitrided oxide. Then I went to a thermal nitride
without any oxide, trying to make an MIS contact, and that was even worse.
So it looks like if you are going to use this nitrided approach you have
to figure out a way of doing it at low temperatures, because you don't
see all these beneficial effects.

LAI: Well, I guess the important thing is, what properties you look at for
passivation. I will have to calibrate it to the point of data I have
here. Have you looked at interface properties, CV curves, at bonded or
impurity diffusion, those kinds of conditions?

ROHATGI: I think interface properties is the key here, because that is what
determines the surface recombination velocity, and like you said, unless
you do the nitridation at temperatures 900 or above, you don't see all
the good effects that have been reported in literature.

LAI: That is what I said earlier, though. I don't think my experience has
been that it does not really improve the surface. But all I have stated
here is more for long-term reliability, and it is a much more stable
system, which I think is a very important thing, at least for our process.

GRUNTHANER: I think the dielectric material that you are looking at with the
nitrided oxide shows a lot of really exciting possibilities, particularly
in- terms of generation mechanisms of more excited states. But there is
one piesce of information that you may or may not be aware of that has
come out of the Hewlett-Packard studies, which I think may have some
severe impact on the solar cell gituation here. That is, the experiments
looking at the lattice imaging of the silicon surface, comparing thin
$i0p films with these nitrided oxides. The interesting thing about
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those results is that the surface of the silicon itself at the very abrupt
determination, the last three or four atomic layers of the silicon, has
significantly relaxed. There is much less strain at that surface situa-
tion, as you can see from the lattice-imaging TEM micrographs, and I
think there are some very serious implications for some of these recom-
bination losses and so on in that. I don't know what they will turn out
to be but I think —

LAI: Well, is that good or bad, though?

CRUNTHANER: That's right. I don't know which way it is going to go, but there
clearly is a difference, and I think the first difference that has really
been seen is in these dielectric films that have been grown. A variety
of other approaches have been taken, but always very similar reconstruc-
tion strains, and so on, on the surface of the silicon. Yet only in this
nitrided oxide are they seeing an actual relaxation of the top surface
there for such sharp and coherent planes.

RAO: 1In those annealing experiments —- this is just a takeoff on his question
~- what happens when you use, say, an inert gas like argon at the same
temperature instead of nitrogen? Have you had any results on that?

LAI: No. I have not done the experiment.
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S. J. Fonash
Engineering Scilence Program
The Pennsylvania State University
University Park, PA 16802

1. Introduction

The use of high current, low energy ion beams in device fabrication is a
relatively recent development. Outstanding examples of this new, emerging use
of low energy ions are the passivation of grain boundaries in polycrystalline
silicon with low energy, hydrogen ion implantation [1] and the solar cell per-
formance improvement resulting from low energy hydrogen ion implantation into
Mobil Solar ribbon [2]. * Recently we have demonstrated that there are additional,
innovative applications for low energy hydrogen ion implants which can be very
useful for crystalline silicon. We discuss these new applications for high
current, low energy hydrogen ion implants in this paper.

The paper is arranged as follows: first,the effects of low energy hydrogen
ion beams on crystalline Si surfaces are considered; next, the effect of
these beams on bulk defects in crystalline Si is addressed; and, finally, specific
applications of Ht implants to crystalline Si processing are discussed. 1In all
"of the situations reported on here, the hydrogen beams were produced using a
high current Kaufman ion source.

IT. Hydrogen Beams: A Cause and Cure for Surface Defects

When a low energy hydrogen ion beam impinges on a single crystal silicon
surface, the surface is sputter etched, hydrogen is implanted, and the silicon
lattice is damaged. That low energy hydrogen ion beams damage Si surfaces may
seem surprising in view of the ability of such beams to passivate grain boundar-
ies in polycrystalline Si. However, the presence of this damage is demonstrated
in Fig. 1. The figure shows Rutherford backscattering (RBS) data for two
silicon samples: one which was subjected to a 0.4 keV Ht beam and another which
was subjected to a 1.0 keV H' beam. The two traces for these cases are RBS
channeling data; the third trace is the random backscattering yield from a
silicon sample.

As may be seen from the figure the lattice damage from to 1.0 keV #t beam
exists deeper down into the Si than does the lattice damage from the 0.4 keV H'
beam, Convertiﬂi the energy scale into a measure of the field of energy dissi-
pation for the ions gives a 200 A deep layer of lattice damage for 0.4 kev HF
and a 400 A deep layer for 1.0 keV Ht ions. This measure of the lattice damage
is based on the full width in energy of the RBS channeling peak at half maximum
of the yield. By noting that the channeling peak yields for both 0.4 H' and
1.0 H" beam exposures coincide with the random yield, it can be deduced that
this layer of lattice damage, resulting from exposure to the hydrogen beams
(dosage 1018 em™2 in both cases), is amorphized.
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A further demonstration of the fact that low energy hydrogen ion beams
themselves damage Si is provided by Table I. This table gives peak to peak
heights for the electron spin resonance (ESR) signature of silicon dangling
bonds [3]. The table shows how this ESR measure of lattice damage varies as
the Ht ion beam energy is varied from 0.2 keV to 1.0 keV. The data indicate
that lattice damage increases up to V0.8 keV and then appears to saturate.
This saturation effect may be due to sputtering which reduces the volume of
damaged material or to an annealing effect. . Again all the dosages were of the
order of ~1018 cp2

TABLE T
Peak-to-Peak ESR Signal Heights

ESR Signal Heights

Ion Beam Minimum Power Medium Power Maximum Power
Species & Energy Microwave Microwave Microwave

Control Sample <1l <1 -
gt 0.2 keV <1 vl N2

0.4 keV <1 N2 3

0.6 keV <1 2 n3. 5

0.8 keV n2 NG, 5 8.5

1.0 keV . ~l.5 g Wi
Art 0.2 keV <1 N2 WA

0.4 keV <1 nv2.5 N7 .5

1.0 keV n5.5 n15 40

An electrical assessment of the damage caused at crystalline Si surfaces
by low energy hydrogen ion beams is presented in Fig. 2. Here current-voltage
(I-V) data are given for Au dots deposited on p-Si. As expected Au contacts to
chemically prepared p-Si (the control) show a low barrier height. However, Au
contacts to chemically prepared p~Si, which was subsequently subjected to vari-
ous H' beam exposures, yield I-V characteristics which indicate the presence of
positive charge. That is, positive charge is created in a layer near the Si
surface due to the H' beam exposure and this causes the increased barrier
height seen in Fig. 2 [3-6].

Thus the RBS data of Fig. 1, the ESR data of Table I, and the I-V data of
Fig. 2 establish that low energy Y ion beams damage single crystal Si surfaces.
All measures of this damage agree that it is worse at the higher energies (for
the range used) and least at the lower energies. However, these measures do
not all yield data that vary with energy in exactly the same manner. For
example, the amount of positive charge present, as judged from the I~V data, is
not found to be simply proportional to the strength of the ESR signal.

Other low energy ion beams also damage single crystal silicon surfaces.

In fact, as we will see, they inflict more damage (holding dosage and beam
energy constant) than does hydrogen. We begin this consideration of the damage

222



effects of other ion beams by turning to Fig . This figure establishes that
low energy Art beams (again a total of 1018 jons/cm? impinged on these samples)
damage the silicon lattice at and below the surface. In this case the RBS data
indicate. that the field over which energy is dissipated by 0.4 keV Art ions
extends V100 A below the surface whereas the iield over which energy is dissi-
pated by 1.0 keV Art ions extends 200 X. These RBS data point out that the
Art beams, unlike the hydrogen, have not been able to amorphise the Si surface
layer.

Table I also contains the ESR assessment of the damage caused by Art ion
beams. As may be noted from the table, the damage increases with beam energy
and the damage signal is higher for Art, for the same dosage and energy, than
it is for Ht. Fig. 4 shows the I-V data for a Au dot on p-Si which was chem-
ically prepared and subsequently subjected.to a 1.0 keV ArT beam. The positively
charged surface layer (i.e., the surface layer containing damage-induced donors)
is clearly present as a result of the Art exposure as is apparent from the I-V
characteristic.

Hydrogen ion beams cause surface damage and other ion beams such as would
be present in plasma deposition, sputtering, or dry etching (we took Art as an
example), also cause surface damage. This observation immediately causes several
questions to present themselves (1) how does the damage caused by H' compare
with that caused by Art, (2) how can H' implants passivate poly Si and Mobil
Solar ribbon Si without causing surface damage, and (3) can u* implants passi-
vate the damage caused by Art implants. We begin addressing these questions by
comparing gt and Art ion beam damage in single crystal Si.

As may be seen from Fig. 1 and 3, the RBS channeling data indicate that
the field of damage (Si atoms knocked out of their lattice positions) is more
extensive, for a given dosage and energy, for hydrogen than it is for argon.
Also the hydrogen amorphises the Si surface layer; the argon does not. However,
the ESR data of Table I indicate that there are more dangling bonds in the dam-
age layers caused by Art -- even though Figs. 1 and 3 show these Art - caused
layers are thinner -~ than there are in the corresponding (same energy and
dosage) layers caused by gt. This is our first indication that, although the vt
beam is very effective in tearing up the Si lattice, it also passivates its own
damage as seen by the reduced ESR signal. The I~V data of Figs. 2 and 4 support
this contention; i.e., there is less positive charge present after a 1.0 gt ion
beam exposure than there is after a 1.0 Art ion beam exposure (both situations
had a total of 1018 ions/cm2 impinging on the Si).

This brings us to the question of how can Ht implants passivate poly Si
and Mobil Solar ribbon Si without causing surface damage. We believe the answer
must be that these HY implants do cause damage to .the surfaces of. these materials.
The picture that emerges is as follows: As the H' is implanted, if the self-
caused damage is not too severe, some H can escape the implant region and diffuse
to bulk defects or grain boundaries for passivation. The implant induced surface
damage 'is partially (or completely) passivated by remaining hydrogen. This layer
can then remain, be etched off, or be annealed out. We speculate that, if it
remains in a completed n /p solar cell structure, any residual positive charge
in the layer would only perform the beneficial service of forming a front surface
field which would aid short wave length spectral response. However, if dangling
bonds also remain these could increase surface recombination in the emitter lead-
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ing to a degradation in V,. (if it is controlled by the emitter) and to a degrada-
tion in the short wavelength spectral response. Put another way, if Voe degrades
after HY implantation, it suggests that V,, is being controlled by the emitter
and emitter recombination is being enhanced by exposure to the HY beam.

The pertinent question of whether or not ut implants can passivate surface
lattice damage now needs to be considered. To do that we turn to Fig. 4. Here
we see the I-V characteristic for an Au dot evaporated onto Si that has been sub-
jected to 1.0 keV Art. and then subjected to 0.4 keV HT beams. The Art damage
seen in Fig. 4 (1.0 keV Art I-V curve) is clearly passivated by the Ht implant.
In fact, the damage (as judged by the presence of positive charge) is seen from
Figs. 2 and 4 to be less after the Art plus H' beam exposures than it is after a
simple 0.4 keV HY beam exposure.

Comparing Figures 2 and 4 indicates that there iy a synergism involved in
the 1.0 Art exposure/0.4 HY exposure. One can speculate that the damage caused
by the 1.0 keV Art beam retards the penetration of the subsequent 0.4 keV Ht
beam trapping the hydrogen in a smaller volume. This allows it to be more effec-
tive in passivating the donor levels (positive charge) caused by the Art ion beam
lattice damage. However, this retardation of the hydrogen by the Art damage has
yet to be established by RBS. It also must be determined if the remaining damage
(after 1.0 Art/0.4 HY) is electrically inactive but detectable by ESR measure-
ments,

It is clear that hydrogen implants can be the cause as well as the cure for
surface damage in crystalline silicon. The manner in which the hydrogen acts
(i.e., whether it results in a net cure or cause of damage) depends on the pre-
vious history of the surface. It remains to be determined if implanting through
thin oxide or nitride layers can modify this behavior and if hydrogen implants
can improve the quality of thin oxide/Si or thin nitride/Si interfaces.

III. Hydrogen Beams: A Cure for Bulk Defects

From the results of Section II, from references [1l] and [2], and from, the
wealth of data from amorphous Si work, it seems clear that hydrogen implants can
passivate dangling bonds in silicon. Hence, if hydrogen can reach bonding de-
fects in bulk Si, it will passivate them. Recently, it has also been suggested
that hydrogen can passivate deep levels resulting from impurities in silicon
[7,8]. However, this latter point remains somewhat in doubt since surface damage,
incurred in the act of introducing the hydrogen, can getter fast diffusing impur-
ities. Hence it remains to establish if hydrogen is passivating deep impurity
levels or, if hydrogen-caused damage, is gettering the impurities.

Iv. Applications of HY Implants to Crystalline Silicon
A. Surface Property Modification
As was discussed in Section II, if Si is exposed to a low énergy hydro-
gen lon beam, there is a surface layer produced which contains lattice damage.
This lattice damage gives rise to donor levels which cause the barrier seen in

.Fig. 2, ‘As noted in Fig. 2, there is also an insulating Si:H or Si:H:0 layer
produced by the lower energy ut ion beam exposures [4]. Its presence is not
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detected in Fig. 2 (it would appear as a large series resistance in the I-V)
since these samples were all given an HF etch and DI water rinse.

The presence of this apparently wide gap, insulating Si:H or Si:H:0 layer,
produced by the lower energy beam exposures, is seen in Fig. 5. This figure
presents capacitance-voltage (C-~V) data for a p~type Si sample that was subjected
to a 0.4 keV Ht ion beam. In this case the Au front contact was deposited on the
Ht implanted surface without the HF etch to allow the insulating surface film to
remain. These C-V data show that the wide gap Si:H or Si:H:0 layer is capable of
supporting both accumulation and inversion; i.e., the layer is .a goond insulator.
We note that the conducting, lattice-damaged layer, containing the donor' levels
giving rise to the barrier seen in Fig. 2, lies below this insulating layer. This
same type of insulating layer appears for the lower energy H' implants on n-type
single crystal Si samples also.

This wide gap insulating surface layer created by the lower energy ot im-
plants appears attractive for surface passivation of solar cells. The HY im-
plants which produce this layer seem especially attractive for nt emitter struc-
tures since the wide~gap layer could passivate the emitter surface while the
donor layer, produced by the H' implant, would create a front surface field.

Such Ht implants, when done through thin oxides or nitrides, may produce optimum
emitter structures. However, this all remains speculation at this point since
the effect of this processing on emitter recombination has not been determined
nor has there been any attempt at optimization, or at studying, the effects of
the presence of thin oxide or nitride layers.

=

B. Low Temperature Junction Formation

From the preceeding sections and from the literature there is extensive
evidence pointing towards the virtues of hydrogen in the passivation of electri-
cally active bonding defects in silicon. Hence, it seems only natural to deter-
mine if HY implants can improve the quality of implanted, shallow nt/p and pt/n
junctions. The objective is to obtain high quality, low leakage implanted shal-
low junctions without recourse to the high temperature processing currently
emp loyed.

In our study, n+/p diode structures were fabricated by implanting 75-keV Ast
ions into (100) p-type Si which had channel stops present. The dosage used was
5 x 1015 As atoms/cm? and the implant area was 3,7 x 10~2 cm2. Using a Kaufman-
type ion source, we subsequently implanted low-energy hydrogen ions into the
damaged silicon. The hydrogen ion beam had an accelerating voltage of 0.4 keV,
an extractor voltage of 0.3 keV, and an accelerator current of 200 mA. These
silicon samples were then annealed at 500 or 600°C for 1 hr. in nitrogen or argon
ambients. Spreading resistance measurements were subsequently made to examine
the dopant profile and the degree of dopant activation. Current-voltage—tempera-
ture (I-V-T) measurements were made to examine the diode characteristics and
transport mechanisms. Experimental details may be obtained from ref. [9].

We found that the low-temperaiure anneal, following the ut implant, is a
very necessary part of this processing. The characteristics of our diodes, im-
mediately after the H' implantation but before the low-temperature anneal, are
extremely poor. The high series resistance and very large leakage currents (of
the order of hundreds of pA/cm?) indicate that the damage has not been fully
passivated and that the dopant is not activated by the hydrogen implant alone.
The inactivity of the dopant is borne out by the spreading resistance measure-
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ments. (See Fig. 6). The lack of dopant activation after the H' implant is not
surprising as the temperature of the silicon sample during the H' implant rises
to temperatures less than 150°C. The results of our spreading resistance mea-
surements (Fig. 6) indicate that junction depth after a 600°C 1-hr. anneal shows
very little dopant redistribution. The dopant concentration as measured from
spreading resistance shows that most of the implanted As has been activated by
this 600°C anneal following the Ht implantation.

Turning specifically to the diode I-V behavior resulting from this HILT
processing (fromlhydrogen ion-assisted, low temperature anneal), it is seen in
Fig. 7 that excellent diode characteristics result even though processing temper-
atures have never exceeded 600°C. Leakage currents of the order of 5 nA/cm? at
1.5 volt reverse bias are attained for "5-10Q-cm p-Si base material. The forward
bias n-factors in this case are n = 1.03 over V5 decades. We have obtained simi-
lare results for pt/n implanted junctions.

In summary, we assert that this novel, genuinely low-temperature process
offers an alternative to the numerous other processes being investigated to
anneal out implantation damage and to activate dopants in implanted Si. Our pre-
liminary studies, with very little optimization, show that this low-energy
hydrogen-ion implantation/low-temperature anneal processing for damage passiva-
tion and dopant activation gives results comparable to the other annealing pro-
cesses (we have looked at pt/n junctions also). In addition it allows for passi-
vation of any residual defects and tgereby provides an advantage not offered by
other techniques, Although at present we use furnace anneals to activate the
dopants, we are by no means limited to them and can use low-energy Ht implants
in conjunction with lower-temperature RTA approaches. This will reduce the
processing time involved. With the development of broad-beam ion sources, this
process can very easily be adapted to the fabrication of the extremely shallow
junctions needed for solar cells.

At this time the mechanism by which hydrogen implants improve device char-
acteristics is not clear. Indeed several groups (including us) have found that
H begins to evolve from silicon at a temperature of v350°C and is completely
lost by 600°C. Thus the simple explanation of hydrogen bonding itself to the
silicon "dangling bonds'" does not seem to be adequate. Further work to identify
the mechanisms of annealing and dopant activation is under way.

C. Enhancement of Web Solar Cell Performance

As we first pointed out at the 1983 European Photovoltaics Conference
Meeting [10], low energy hydrogen ion implants can improve the performance of
solar cells fabricated on Westinghouse web material. - Subsequently {[11] we have
shown that these low energy implants reduce the J5 for the recombination-
diffusion current controlling V,, and, thereby, enhance V,, in these cells. Also
the long wavelength spectral response is improved by the implants [11] implying
the diffusion length is increased in the base. This latter fact suggests that
Jo is controlled by the base; consequently, V,. and the spectral response improve
due to an improved base diffusion length. From this picture one is led to the
deduction that the H' implant is passivating bulk defects in the web Si.

There 18 an alternative explanation: the HY implants may be reducing recom-

bination in the emitter; i.e., J, may be controlled by the emitter. The enhanced
long wavelength spectral response would not be due to enhance base properties in

226



this picture; but, rather, it would be due to a widened band gap in the emitter
which allows long wavelength photons to penetrate into the base. That is, before
the Ht implant the band gap in the emitter is narrowed due to the high doping
levels used in the Westinghouse cells. This narrow band gap causes enhanced

long wavelength photon absorption in the emitter. After the H' implant, the band
gap is widened and, as noted, these photons can now penetrate into the base giving
an apparent increase in the base diffusion length.

Whether base material properties are actually being improved by these Ht im-
plants into web material or whether all the changes (reduced recombination and
widened band gap) are taking.place in the emitter remains to be determined. Given
the fact that sample history affects the way hydrogen interacts 