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SECTION 1
INTRODUCT 10N

This report presents the results of an analysis effort performed to
demonstrate the feasibility of employing approximate dynamical models and
frequency-shaped cost functional control law design techniques for helicop-
ter vibration suppression. Both fixed-gain and adaptive control designs
based on linear second-order dynamical models wWere implemented in a detailed
Rotor Systems Research Alrcraft (RSRA) simulation to validate these active
vibration suppression control laws, Approximate models of fuselage
flexibility were inciuded in the RSRA simulation in order to more accurately

characterize the structural dynamics. The results for both the fixed-gain

and adaptive approaches are promising and provide a4 foundation for pursuing

further validation 1In more extensive simulation studies and {in wind tunnel
and/or flight tests,

1.1 BACKGROUND

One of the lﬁportant improvements which will ;nfluenCu a vide accept-
ance of rotorcraft for both commercial and military applications is the
reduction of the mechanical vibration level. Reducing the vibration level
will effect ride quality both directly and indirectly through its affect on

noise level, as well as providing a more stable weapon delivery platfdrm{f

and may reduce maintenance, cost, and weight,

There are several significant sources of vibration in rotorcraft in-

- cluding rotors, transmission systems, and engines. The doxinant source of

vibration for most helicopters in forward flight, however, is the perlodic
loading of the rotor blades., When a helicopter transitions from hover to
forward flight, it loses polar symmetry of the airflow tarough the rotor
disc. The relative velocity of the air which the blades encounter {s (to
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first order) a sinusoidal function of the blade azimuth with respect to the
direction of fllght; These differences are further augmentud by a helically

shed trailing vortex system, resulting in a rough ride for the hlades and

consequently the alrcraft, even in smooth air, Vibration at high forward

speed is further accentuated by compressibility and stall effects.
Basically, the vibrating loads are perindic with the majority of the
power concentrated around frequencies which are harmonics c¢f f, the rotor

angular velocity (nr) times the number of blades (N).
Q= Nnr A (1.1)

Though vibration can occur at frequencies other than Q, 24, 38, etc., due to

structural resonances in the airframe and the bladec, thz disturbance prwer

at frequencies other than harmonics of Q i3 significantly below thatl near 0
and 1its harmonics. This results in significantly lower vibration levels,

Near 0 and its harmonics, however, rotor ana fuselage flexible modes can

transmit the rotor hub loads to various locations in the airfrome with sig-

nificant increases in amplitude and alterations in phase.

Uncontrolled vibration levels in rotorcraft can exczed 0.25 g, a leval
significantly higher than that for fixed-wing aircraft. A example ~f uncon-
trolled vitration for a MBB BO 105 helicopter in steady-state forward flight
at. 70 knots and during scme maneuvers i3 show1 in Figure 1-1 (taken from
reference [1]). MNotably, the acceleromeﬁer and rate gyro outputs have been
pre~filtered with a three-pole analog filter with cutoff frequency 16 Hi,
yet the vibration level renains quite high., Cuwrent methods for reducing
these vibration 1levels {involve the use of‘mass-sprlng-damper systema for
isolating and/or alsorbing t*e vibrational energy. These passive control
systems are heavy, and are only effective at a few operating conditions.
Thts has led to considefable research into 'active' techniques, where the
rotor blades are excited at harmonies of @ in order to reduce the
aerodynamic loads, A summary- of the findings of this research is given

next,
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Figure 1-1: Uncontrolled Vibe
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1.2 ACTIVE CONTROL OF ROTORCRAFT VIBRATION

Moat of the research to date on active control of rotorcraft vibration
has focused on multicyclic (or higher harmonic) control {N/rev and its
harmonics) since the ploneering work of McCloud and Kretz [2]. An excellent
réview of the state-of-the-art in multicyclic control as of 1982 was glven
by Johnson [3]. He characterized multicyclic control a3 that with: (1) a
linear, quasi{-static, frequency domain model of the helicopter vibration
response -to control; (2) ldentification of the helicopter vibration model by
least-aquared error or Kalman-filter methods; and (3) a minimum variance oE
quadratic performance function controller, Johnson also presented a
tutorial on such control algorlithms that use recursive parémeter identifica-
.tion uith linear feedback, algorithm5 which are generally termed self-tuning
regulators, Discusalions of other feedback atrategies and helicopter vibra-
tien in general can be found in Johnson's text [u].

The 1linear, quasi-static, frequency domain model of hellcopter ;ibra-
tion referred to requirea further elaboration in order to accurately express
the differences betwesn this model and the linear second-crder dynamicsl
model employed 1in this analysis, This linear quasi-static model, referred
to in the literature as the ‘'T-matrix' model, s quite simply a llnear
static model <l the 1npdt-output relationship expreasing the observed ac-

celerations (z) as corstant linear combinations of the inputs (u):
z=Tu. . ' C(1.2)

This 13 clearly not a- valld model over the entire rréquency range of
helicopter operation, but can be used .0 accurately express the input-output
characteristics at a sihgle reqency, As dliscussed .by Gupta in (5],
restriction of an arbltrary pransfer function description of the input-
cutput relationship-results in such a static relationship (enlarging the the
field of scalars to include complex numbers), )

Since the static‘model {s unknewn a priori, it must be identifled, and
since helicopter dynamica are inherently nonlinear, the {dentification nust
be performed adaptively (on-line) or at a prespecified number of flight con-
ditions within the flight envelope. 1In order to restrict the identification
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to a specific frequancy (or Cfrequencles), the data input to the various
identification algorithza are effectively bandpass filtered by transforming
into the frequency domain (FFT) and retalning only the responses (magnitudes
and phases) at the frequencics of Iinterest, Thus, to state explicity what
is meant by the terminology "linear, quasi-statlic, frequency-domain model",
the reference {3 to a static linear model relating the inputs and outputs
which 13 designed to be valld only at a specific frequency (or frequencies).

In this analysls, the linear static model has been extended to include
second-order dynamics between the inputs and outputs, This broader class of
dynamical nmodela {s wused 1in order to account for fnput lags due to blade
dynamics as well as the effects of fuselage flexibillty over a finite
bandwidth near 1 (N/rev). Coupled with an appropriate control strategy,
this class of models will adnit identification and control of non-mininmuna
phase gystems (systems with transfer function zeroes in the right half-
plane). Hon-minimum phase systems are ccmmonly found in the relationships
tetveen control surface deflections and achicved accelerations on
rotorcraft, aircraft and missiles,

Both linear time-invariant controllers and adaptive éontrollcrs vere

 studled, The application of 'optimal' regulator theory to the helicoptor:

vibration control problem was successful primarily due to the utilizaticn of
frequency-shaped cost functions in the llnear-quadratic regulator (LQR)
design procedure [6,7]). Theae cost functions lead to control feedback whose
energy 1Is concentrated in the frequency band or bands of interest. Time~
invariant controllers were tested on the RSRA simulation both with and
without fuselage flexibility effects included [8])]. As expected, fuselage
flexibility radically altered the input-ocutput dynamical relationships, in-
dicating the need for considering these effects In any control design.
Furthermore, the Input-output characteristics (of the nonlinear RSRA

simulation) were shown to vary significantly with flight condition. Though

gain-scheduling techniques can be used to update the controller as the

flight conditions change, other considerations such as configuration change

which alter the input-output characteristics make investigation i{into the use
of adaptive control laws potentially useful,

: The research reported'here and by Gupta [5], differs from previous ap-

proaches In two prinéipal ways—-in:the model form and in the control cost
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functional formulation and resulting mechanization, Previous work has con=
centrated on atatic modela in which the inputs and outputs are directly
related by a coetricient' matrix (T) whose parameters (elements of T) are
modeled a3 stochastic random-walk processes. As outputs of an i{dentifica~
tion algorithm, these parameters may slowly vary with time. 1In this
analysi{s, the i{nput-output model Is augmented to {nclude second-order
dynamics. This more complex model more accurately characterizes the
helicopter's input-output relationships near H/rev. Using frequency
welghted cosat functionals in the estimation and control law synthesis places
increased emphasis on errors in the frequency bands of interest.

1.3 - SUMMARY OF RESULTS

Fixed-gain and adaptive control laws were designed for suppression of
the narrowband vibration (at the pilot location) resulting frce periodic
loading of the rotor blades in a simulation of the rotor systems research
aircraft (RSRA). The particular version of the simulation used did not in-
clude blade dynamics or aeroelastic effects, howéver the simulation vas
augmented with a model of elight flexible modes of the fuselage near Q
(N/rev), The results of the fixed-gain control design indicate a sig-
nificant 'robustness' with respect to chahées in flight conditions including
speed, altitude, and weight (disc loading). e

The adaptive «qontroller also perfcrmed remarkably well at all flight
conditions, including a 35 second transition fram 80 knots to 125 knots. 1In
general, the convergence times for the adaptive controller were larger than
those for the fixed-gain controller, but the steady-state RSS (root-sum-
squares) acceleration at the pilot location was insignificantly different in
most cases. Further canparisons of results for the two strategles are dif-
ficult to juatify in light of the fact that different control -:onflgurations
were used for the two cases (four controls including theqtﬁil collective
were used in the fixed-gain design while the tail collective was eliminated
in the adaptive controller), and more fundamentally gince the solutions to
thé vibration control problem used two different sets of underlying

assunptions. Howe.ver, ip {3 interesting to note that in most cases the
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However, it is interesting to note that in most cases the adaptive control-
ler required less control authority to acccmplish the same reduction in
vibration level at the same flight conditions-

The absence of a detalled rotor model including aeroelastic effects may
have conributed strongly to the slmilarity in performance of the two algo-
rithms. It {s iikely that the inclusion of higher order aeroelastic effects
would have resulted in more pronounced model variations as a function of
flight condition than were realized 1in the RSRA simhlation. The more
pronounced nodel variations would have led to increased penformance‘degradé-
tion of the'rixed-gain controller away from the design point. However, due

to the periocdic nature of the disturbances, the approximate model of the’

vibration dynamics i{s adequate for periodic disturbance suppression i{n spite
of the underlying complexity (nonlinearity) of the actual helicopter vibra=
tion dynanmics. '

1.4 SUMMARY OF REPORT

The report 1is organized as follows, Section 2 describes the additicn
of fuselage flexibility equatfons to the GENHEL simulation of RSRA, Section
3 discusses the fixed-gain control law design, its performance, and presents
some preliainary results . on robustness of the ccatrol iaw with respect to
Qariations in flight conditions away from the design point. A discussion of
frequency shaped cost functions 1s also included in Section 3. Section 4
describes the adaptlve control algorithm in detail, and presents the results
for varlous flight conditions, Section 5 summarizes the results and key
features of the adaptivé_ and fixed-gain algorithms with performance com-—
parigsons where appropriate. Sectlion 6 contains recommendations for futwre

work.
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_ SECTION 2
MODELING RSRA ROTORCRAET VIBRATION DYNAMICS

A previous study ([8]) and this current research have used a detailed
Rotor Systems Research Afrcraft (RSRA) simulation (GENHEL) to validate the
effectiveness of frequency-shaped cost functional control laws for helicop-
ter vibration suppression. Since flexibility effects can dramatically
change the dynamical relationship between control inputs and observed vibra-
tional accelerations, several (fuselage flexible modes near f (N/rev) were
added to the GENHEL simulation of the RSRA, While the GENHEL rotor nodel
was not as complete as it might have been, the basic rigid body rotorcraft
simulation with fuselage flexibility calculated accelerations similar in

’ magnitude to those observed on the actual rotorcraft. Unmodeled actuator
and blade dynamics coupled with nonlinear aercelastic effects certainly
would result in different magnitude and phase (most significantly transmis- _ e
sion zeroes) relationshipé between the {inputs and the outputs of the
simulation model from those of the actual helicopter in the narrow band of
frequencies around € and its harmonics. However, the dynamical model used
in the control designs has sufficient degrees of freedcm (poles and zeroes)
to accurately characterize the input-output relationships in the frequency
intervals of interesat for the purpose of periodic disturbance rejection!

2.1 THE HASTRAN MODEL AND VIBRATION EQUATIONS

The GENHEL helicopter simulation program assumes the fuselage is rigid, ‘ T
ignoring the effects of fuselage flexibility on vibration. In order to in-
clude these effects, a finite element modeling program (NASTRAN) was used to
estimate the natural frequencies and mode shapes in a finite element model

of the helicopter. An appropriate subset of the modes was chosen for inclu-

sion into the GENHEL program, effectively replacing the rigid body with an
appropriate flexible fuselage. This section provides a mathematical
description of the flexible fuselage and {ts inclusion into the GENHEL

nrogram, : ; .
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For a set of dynamical equations of the form:
MR + Kx = 0 (2.1)

where M 15 a symmetric mass matrix, and K {3 a symmetric stiffness matrix,
the NASTRAN program computes the natural frequencies {(w's), a generalized
stiffness matrix k, a diagonal generalized mass matrix [ﬁ], and the
generalized eigenvector matrices (¢'s), such that: '

¢ K¢ = K, (2.2)
¢ Mo = H, ©(2.3)

NASA Ames provided a NASTRAN model for the flexitle fuselage of the RSRA
helicopter, For the first 34 (lowest frequency) vibrational modes, natural
frequencles, generallzed stiffnesses, generalized mnasses and mode shapea
(generalized cigenvectors) at various locations throughout the fuselage were
calculated. The results are summarized i{n Lppendix A,

The effects of external Tforces applied at various locationa on the
fuselage can be considered by modifying equation (2.1) tu include a non-zero

forcing term:

M® + Kx = TF, (2.4)

where T 1is a force distribution matrix, and F is a vector of external

forces (in the x, y, and z directions in a body-fixed coordinate system) and

moments (about the x, y, and z axes denoted L, M, and N respeqtlvely):

T .
F* = [ Fx' Fy, Fz, L, M, N ].

Note that since the z~axis is coincident with the rotor shaft, no yaw mo-
ments (neglecting bearing friction effects) are transmitted to “he fuselage.
Using equations (2.2) and {2.3), equation (2.4) can be written In modal
form:

it + 220 = o1TF, _ (2.5)
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where

X = ¢n. v ’ (2.6)
Since M is a positive, diagonal matrix, its inverse is weil-derined and the
differential eouations can be written:

a-1,2

#+ 1 '0%n - 0 elTF, (2.7)

where

A el - diag{wf] _ (2.8)

i3 a diagonal matrix of the natural frequencies. For che RSRA helicopter,
these modal differential equations can be written: : '

T .
f'.“_‘A_“'—\
000000 - ’
r“ pn AN rF 4
1 1 et e e e . X _
A2 B ~~1T 100000 Fy :
. + M K . - Ho¢ 010000 3 (2.9)
. . o o o & o L : *g
. . M ot
R "n 000001 N -
- - - o « o e s e and o’
. _0 0000 OJ 4
where T 13 a rectangular (34 x 6) matrix of zeroes with an imbedded 6 x 6 I
identity -matrix which picks out of ¢T the vectors associated with the 3
modal deflections at the hub. Thus, defining the columns of T  as TF' TF'
. R
TF' TL, TM' TN’ we can identify, for example, T; ¢ as the NASTRAN state at
z : . _ X
the hub, where the x~direclion force is applied. Similar identifications
hold for "the other five degrees of freedom. WUsing the fact that the mass
and stiffness matrices in equation 2.9 are dlagonal, the equations deccuple
ylelding:
A
N
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. 2 T !
r\m + Wy = ¢mhF/Hm, (2.10)
where

T
¢mh " [¢mh(Fx)' ¢mh(Fy)' ¢mh(Fz)' ¢mh(L)’ ¢mh(M)' ¢mh(N)]'

and F {s applied at the rotor hub, The vector ¢mﬁ 1s the vector of modal
deflections at the hub for mode n.

The outputs of Interest are translational accelerations (specific
forces) at the pilot's location. 1In terms of the vibration states at a par-
ticular location on the fuselage, these ocutputs can be written as follows:

y, = HE, (2.11)

where xpis the displacement of the fuselage at point p (eg. the pilot
location) as a function of time, and 2p is the resulting acceleration.
These nmeasurement equations can be written in terms of the modal states as

follows:
yp - H[¢1p ¢2p ¢3p. . e ¢np]ﬁ , ‘ (2.12)

where y_  are acceleration measurements at the pilot location and ¢1° is a
column vector whose six elements are the deflections of the ith mode at the
pilot location for each of the six degrees of freedom. The measurement dis-
tribvution matrix H specifies the contribution of each degree of freedom to
the accelerometer output. For an accelerometer mounted along the x-

direction, the H-matrix would be proportional to:

Hx ={10000017].
Up to this polnt, the effects of structural damping have been ignored.
In order to include these effects, a term proportional to ﬁ {3 added to the
modal equations., The constant of proportionality i{s in turn proportional to
the damping coeffliclent. Since typicél structural damping ratios are be-
tween 3% and 5%, the modal equations were augmented with a damping term

glving 5% damping. These equations were discretized using zero-order hold
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equivalence and a sample interval cqual to the GENHEL simulation time step.
The resulting discrete equation is of the following form: .

Yeer,1 T 21Vt Y 221Yk-1,1 * PotUier * Piglc * Poglp-y

where k 13 a time index, { i3 a mode index, u, i{s the applied force at the

hub at time k, and y i3 the contribution to the accelerometer output at

K,1
the pilot location at time k from mode {. The coefficients all'aZI'boi'b11'
and b21 are the polynomial coefficients in the discrete-time z~transform

transfer function representation of the zero-order hold equivalent input-
output relation (rotor hub forces to pilot location »ccelerometer outputs).
This equation was coded and added to the GENHEL simulation progran,

2.2 MODAL CONTRIBUTION AND MODE SELECTIOH

The NASTRAN finite element modeling prograi was used to calculate the
firat 34 (lowest frequency) modes for a finite element model of the fuselage
of the RSRA helicopter. However, not all of these modes contribute substan-
tially to the vibration at the pllot's location. In order to significantly
reduce the computational load, only a small subset of the modes which effec-
tively contribute to the total vibration was chosen for inclusion into the
GENHEL simulation,

To select the modes with the greatest effect on the vibration at the
pilot location, the amplitude of the response of each mode at the pilot
location was estimated, The eight (8) modes with the largest responses near
2 were Included, The modal responses were estimated by assuming that the
vibrational forces in all six directions (thrce forces and three moments)

were of equal magnitude and phase at Q where for the five-bladed RSRA; ¢
Q= No = 110.7 rad/sec,

N 1is the number of blades, flve, and Qr is the rotor angular velocity.

Then, wusing reciprocity, the amount of excitation of each mode due to the
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six forces and moments was estimated by the sum of the modal responses at

the hub: - ' .
6
R . k§1 ¢mh(k? : (2.13) : .
mo ﬁm[(”i - a2, (ZCme)2]1/2 : ’
The sum in the numerator is over the six degrees of freedom. The steady-

state response in each direction (in the force and moment 6-space) was then
easily calculated using the corresponding modal amplitude at the pilot loca-
tion (¢mp(.));

=2 6 . (2.14)

A 34
mp np’me

Amp(k), the kth element of Amp’ is a quantitative meaaure of the amplitude

of the vibration response at the pilot location due to equal forces in all

directions at the hub, The sum over k of the absolute values of Anp(k)

' (i.e.v'the L,-norn of Amp) was used as a cunmulative measure of the vibration

_ tion

P T T T

contribution from each mode. A summary of these values for the 34 NASTRAN
modes 13 presented In Tables 2-1 and 2-2,

In orcer to minimize-the computational load in the éontroller implemen-
in the GENHEL

This resulted i the majority of th~ vibrational energy in the

tations, orly significant .modes near @ were Included
simulation,
outputs of the simulation appearing at @ with greater than 10dB of attenua-
at the

concentrate

higher harmonics. This, in turn, allowed the controllers to
sbley on vibration suppression at a3 single frequency Q, thus
minimiiing the dimensiorality of the problem to be solved and hence the com-
The six modai displacements for the eight selected modes

given in Table 2-3.

putational 1load,

at both the rotor hub and pilot location are
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TABLE 2-1. ESTIMATED MODAL RESPONSE Amp AT THE PILOT LOCATION
Mode w Relative Modal Deflection at Pilot Location
No. ] (rad’/s) ¥ ¥ F ' L M N
Y 2
1 ¢.000 0.17935-95  -0.114%E-14  0.1978E-12  0,1°C°f-17  £.:3422-15 O,
2 £.000 L3813 -14 0. 753505 C.348BE-13  -C.84S3E-15  {.4782E-17 O,
k ¢.000 07756610 ~0.4410E-15  O.IEAE-QT  O0.1794E-346  0.4I82E-15 0.
4 0.000 0. 2508 -0 4250E-08 0.1903E-0T  -0.6404E-07 -0.64735-10 G,
] 0.000 “0.2047E-08  -0.1E2SE-08  0Q.1167E-0F  -0.2412E-09  0.4593E-08 0.
é 0,066 0.1904E-06  ~0.3459E-00 QIE-G6 ~G.9BFTE-02 G.TISIE-1T G 5
7 27,667 0.2585E-06  -0.1359£-07  -0.1380°E-35 -0.1702E-08  -0.1452E-07 0. i
g 11,032 L 472008 0.6054E-08  -G.64)BE-07  G.2841E-08  0.ASKOE-G% O, i
9 48,044 0.BEL9E-04 . -0,93ETE-08  -0.223AE-05  -0.7277E~0¢  -0.3833E-07 0. 'E
16 S5.84% 0.5713E-07  0.0454E-D8  0,21328-07  -0.1350E-vB  G.54I%E-10 O, .
1t 68,732 A 20625-08  -0.36738-08  ~0.1974E-08  0.4274E-08  -0.1305E8-03 O, o
12 81,059 G.20148-05  0.4474E-08  0.S2332-0C  0.2207E-07  C.1820E-0¢ 0. -
13 93.432 0. 4774E-03  -0,20300-05 -0.1734E-05  0.7804E-07  -0.4433E-09 0, o
14 97,437 =G,39018-C3  ~C,.14ATLE-CS 0. IE70E-C5  0.44TME-C7 -C.24%1E-00 O, =
1S 116,945 -G, 4580E-00 0.7FILE-04  GOMITSE-LS -L.3SITE-ET 0 -2.11002-37 . o
16 117,015 U 3616E-¢8  0.5935E-05 0.I90BE-05  -0.6984E-07  D.4233E-07 O, i
17 120,144 “0,16355-05  G.3BSBE-0%  0.9SLIE-08  -G.4T27E-C7  (.113eE-05 O, S 4
10 1264353 0.12426-05  =0.15308-05  -0.2934E-05  0.7437c-07  0.50208-67 0. ‘ o
1% 131.:14 L. 283806 C.2200E-CS -Q.RDTSE-CT GLSI00E-Ce -L.43ARZ-CT7 G, e
20 140,714 ~0,25252-08  ~0.2040E-084  -0.1354E-05  0.4814E-03  0.73128-97 O, -
21 158,112 <0.3456E-07  -0.2949E-08  0.1900E-08  0.1255E-03  -C.3977E-0% Q. 4
pd 165.927 G.So57E-08  0.1001E-07  G.I877E-C7 -0.38e7E-0F  G.OOF3E-10 O, 1?
23 147,502 ~0.168%8-07  -0.16428-08 -0.IBIIE-08  0.1593E-07  -0.11RB8E-07 0. ?E
24 169,942 0.274¢8-04 W24355-07  -D.ALGLE-08  ~G.110RE-67  0.7121E-0B O, .
233 102,112 21576-90  ~0.,2632E-07  0.J616E-08  0.12128-07  0.3313E-08 0. e
24 187.013 C.207%-04  0,1B8SS-67  0.€997E-04  -0.5178E-08  0.1967c-07 4. i
27 191,659 =G.19248-0¢  0.5375E-07  G.1230E-08  -0.D249E-07  U.SERLE-09 0.
28 205,185 €. 3107E-05 C.3674E-05  .0l38D-3¢ ~L.3(8iE-07 L.4%452-08 €.
Y5 217.018 “G.,2070F- 7% T -0,33808-07  (.36T4E-07  0.32IBT-0E  -0.2382-57 O,
30 224,810 G UTIE-05 -0, 11488-05 QL AST7E-0E ~0.4770E-08  OO1SRIE-CE 0.
i 2:2.737 -0.1478E-03  0.3923E-08  0.3401E-03  -0.11052-086  -0.1134E-07 O,
2 237,447 0.1505-04 8.985IE-07  -D.I292E~05  0.S755L-07  -0.7304E-07 O,
33 233,718 0.3584E-08  C.9177E-07  © 7429E-04  -0.2431E-07  0.1273E-07 Q.
34 243.707 G 137CE-08 -0, 42445-08 -0 T L6BE-06  (.4102E-0%  G.3198E-07 Q.
£
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TABLE 2-2, CUMULATIVE AMPLITUDE RESPONSE AT THE PILOT STATION Rmp

- Mode w IAmp(k) |Ll Rmp

No. (rad/s)

1 0,000 0.37538-05 C 0.1753E-05
2 0.000 0.1753¢-05 0.17538-05
3 0.000 0.18042-05 0.1804z-05.
4 0.000 270%2-05 D 4L62E-05
S 0.000 ¢.1410£-0% 0.5121E-04
é 0.050 $.19632-03 0.,65158-04
7 27,437 ¢.1877E-05 0.5495E-05
8 31,032 0.8731E-3¢ 0.56238-3%
9 45,044 0.3152:-05 0.11772-04
10 99.481 0.37535-0¢ 0.3393-05
1 64,732 0.67045-04 0.10245-05
12 81.09? 0.79(¢95-05 0.3717e-08
13 03.402 ToAALTE-00 (. 2085804
14 97,437 0.48252-05 C¢.2297E-04
15 110.%4¢ 0.2471£-05 0.2524E-93
14 117.015 0.2954E-05 C.2101E-0¢
17 126,334 (.eelez-(" £.27428-48
18 126,158 0.5842:-05 0.1657E-04
12 131,514 6.32035-04 C.2587E-04
20 142,716 G.1933E-05 C.13478-04
21 154,612 6,2332¢-06 0.2014E-0%
2 165,927 0.53758-67 0.1122E-05
23 147,592 0.59126-44 0.55718-05
24 169.942 0.7857e-0¢ 0.2£32805
ol 182.112 0.40055-04 £,3332E-05
ot 187,012 (S BES I TN £.o30-00
P 191,459 0.3953E-04 0,3042t-03
23 200,189 0.9329E-04 0.,8302-0%
s 217.018 0.3046E-0% 0.2941E-03
30 224.810 0.7296E-0% 0.1490E-04
3 225.737 0.5483E-05 0.8374E-05
32 237,447 0.1671E-05 0.70i%E-05
3 238,714 0.1230£-05 0.3726E-05
34 243,707 0,7472E-08 0.1B17E-35
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TABLE 2-3. MODAL DISPLACEMENTS OF SELECTED MODES AT HUB AND PILOT LOCATION

CRIGINAY. PAGE

IS:

'OF POOR QUALITY:

Mode Displacement at Hub

No. . Fx Fy Fz L .M N

12 | 0.345E400  0.160E-01  0,254E-0'  0.3BBE-03 -C.BBOE-C2 6.335E-03
13 0.104E400 =-0.427E-01 <0 12BE-02 -0.237€-02 -0.314E-C2 -(.458E-(3
14 |=0.231E400 -0.3B%E-02  0.354E-01 -0.374E-03  0.617E-02 -0.234E-02
15 0.490E-01  0.513%-C1  0.300E-CC  0.203E-C2 0. 113E-02  0.653E-(4
16 [=0.IB1E-01 -0.873E-01. <0.625F~02 -0.2410-02  0.140E-02 -0.%76E-03
17 ]-9.1908409  0.5226-01 -0.571E-C1  0.282E-02 JS48E-C2  -0.559E-02
18 [-0.13FE43¢  0.284E-01 -0.990E-01 0.081E-03 0. 424E-92  (.225E-02
19 0.1760-02  0.444E400  0.1024E-02  C.195E-01 -0,398.-04 -0.104E-01

Mode Displacement at Pilot Location ,

No. Fx Fy Fz L M N

12 |-0,542E-01 O,119E-01 -0.14ik..v ~0.862E-03  0.49CE-02  0.000E400
13 | -0,783E-01 -0.125E400 ©,744E-01 -C.J30E-02 -0.194E-04 0.000E400
14 0.855F-01 -0.435¢-Ci  0.585E-01 <-0.034E-02 -0,755E-04  0.000TH+
15 DUIE-01 0,371E-01 -0.552E-01  C.IB4E-02 -0.S14E-03 0.000E400
14 0.172E-01  9,283E-01 -0.90uE-01  0.209C-02 0.2028-02  0.000E+(0
17 0.54¢E-01  0.132840C -0,323E-01  0.761£-02  0.383E-C2  0.000E420
18 |-0.730E-01 ~0.923E-01  0.1772400 ~0.483E~02  0.351E-02 €, 000E40C
19 0.442E-01  C.737E-01  0.321E400 -0.10%6-C1 -0.145E-C2  0,0000L409
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Figures 2-1 and 2-2 compare the rigid body vibration at the pilot loca-
tion (a root-sum-square (RSS) of the three force components)_with the same
vactor sum of accelerations at the pilot location with fuselage flexibility
modeled with the eight 3elected modes. The erratic behavior during the
firat second is due to the translentsrin the GENHEL simulation. The states
in the GENHEL model are not xnltihlly in steady-state. A comparison of

‘these two figures clearly fndicates the importance of fuselage flexibility

in terms of {ts contribution to the vibration at the pllot location (at
least for this simulation!),
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Figure 2-1. RSS Acceleration at the Pilot Location for Riglid Body Model
(120kts/100 ft)
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Figure 2-2. RSS Acceleration at the Pilot Location for Rigid Body with
Eight Mode Fuselage Flex’bility Model (120 kts/100 ft)
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Figura 2-3 shows the output of the GENHEL simulation with the eight
flexible modes included at a flight condition of 126 knots forward speed and :
an altitudo -of 1000 feet. FFT's of the last three (3) seconds of the ac- :
celerometer outputs clearly manifest the cohcentration of vibrational energy
at Q. The power at harmonics of @ is more than 10dB below that at @, as it

" was designed to be. Inclusion of fuselage flexible modes at or near. har-
monics of 0 would certainly have contributed to increased power at those
frequencies, resulting in a increase in the computational load in the con-

trol implementations.

PO W

TS AP e} G
B

,..
e

-19 - . ' .

x4



I<

E

AC

AXP (FT/SE0,7EC)

e

%ag FFT(ax{t —4 52Q))

—

1

GiNA

.
‘

R
OF POOR QUALITY

P’ e D e Ny~

AP (F1/5EC,’SEC)

HaG FI(AT{1-4 SEC))

]
w

&0 fre)
fOf Mty SN

B s o

R

AZ® (FT,SEC/SEC)

i
-
©

ceiiges

-20-

:3..1&.3*::

NaG Fr(az(t~4 scc))

Acceleration Outputs and Power Spectra at Pilot Location with
Eight Mode Fuselage Flexibility Model (120 kts/1000 ft)

FREQUINCY (HZ)

Figure 2-3



SECTION 3 _
FIXED-GAIN' CONTROLLER FOR RSRA ROTORCRAFT VIBRATION SUPPRESSION

The basic 3teps Iinvolved in the design of the fixed-gain controller
include 1linearization of the nonlinear model of the helicopter vibration
dynamics about the desired operating point and measurenent model lineariza-
tion at the same operating point. Appropriate performance specifications
are selected, a controller structure chosen, and parameters in that struc-
ture such as estimator and controller gains calculated based on an
optimization procedure, In modern control theory, the LQR (linear-
quadratic-regulator) design procedure leading to steady-state solutions of
Riccati type equations ls a common choice for controller design. The mini-
mization of a weighted squared error results in a linear state feedback

control 1law with constant gains in steady-state. 1In estimation theory, the

dual concept i3 linear~quadratic-Gaussian (LQG) estiuator design. Thus, the
two major steps in_fixed-sain controller desipgn are:

1) Generatlon of linearized dynamical and measurenent models, and

2) LQ design for estimator and contreoller feedback gains.

- There are several methods for generating linear ﬁodels frox nonlinear
dynamical systems, The basic differences involve the choice of the ap~
préximating model ‘sgsg. Utilizing most of the physics underlying the
problem, complex 'mocdel forms can be arrived at and the parameters in these
models (stabllity derivatives) identified from input-output measurements at
desired operating points. This method was used in preliminary analysis and
will be discussed in a little more detail in Section 3.1. However, such
models wusually involve a large number of states and questions of observ-
ability, controllabllity, and computability become salient issues, A second

approach involves identifying parameters in a low order input-output equiv--

alent model form, This naturally reduces the required computaticnal load
since fewer parameters are involved, at the price of a more approximate
dynamical model whose ability to predict future system outputs given the
past states and inputs will certainly be inferior to that of the more com-
plex higher order model forms. However, as alluded to earlier on several

occasions, the helicopter vibration problem is one of controlling outputs at
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a few known frequencies., The approximate model of the helicopter vibration

dynamics is thorefore required to be accurate only at(those-frequencleé: A
globally valid model 1is not necessary as leng as the control authority is
linited to those frequencies as well,

3.1 IDENTIFICATION OF LINEARIZED MODELS OF THE RSRA VIBRATION DYNAMiCS

This subsection presents an overview of the detailed linearization pro-
cedure used as a first attempt at obtalning a linearized model of the RSRA
vibration dynamies, With the addition of eight fuselage flexible modes,
however, the dotailed 1linearized model bacame excessively large and sub-
sequently a low order input-output equivalent model was identiried. The
details of this procedure are also discussed. Vith the izcdel parameters
identified, LCR control design was performed by chocaingz costs on the
frequency—-shaping filter states and solving for the optimal gains as dis~
cussed 1in the next subsection. The flxed~gain controller design procedure
{3 outlined in Figure 3-1.

3.1.1 Stabllity Derivative Est.matlon Using the RSRA Simulation

Based on the approach described. in [2], linear models of the RSPA
helicoptgr' were constructed by computing stability derivatives of the
helicopter rigid fuselage and rotor model at various opérating points,
Small perturbations in the states of the model which included states as-
sociated with the six rigid body degrees of freedom and a fiapping node for
each of the five blades resulted in variations in the forcgs and homents at
the hub, 1leading directly ¢to an estimate of the associated stabllity
derivatives, The performance of controllers desigﬂed with these models was

entirely satisfactory when apunlied to the nonlinear, rigzid body simulation

of the hellcopter, However, scvere degradation in performance resulted when
fléxible modes were added to the simulation. 1In fact, the flxed-gain rigid
body model controller design was destabilizing at several flight conditions
when appllied to the flexible helicopter model.
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The destabllizing effect of including the fuselage flexible modes was
not unexpected, and demonstrated clearly the need for i{nclusion of these
modes 1in the control design, To include the effects of the flexible modes,
each mode with a significant contribution to the vibration was added to the
dynamical model, and the measurement models altered to include these
flexible mode contributions, Since the model order increases by two with
each additional mode, the inclusion of a significant numbef of modes
resulted in the stability derivative calculation becoming ccmputationally
burdensbme and the controller implementation virtually infeasible (the num-
ber of computations' at each time step for fixed-gain controllers being
proportional to the square of the number of states).

3.1.2 Identification of a Low Order Linearized Model of the RSRA Simulation

To reduce the number of states in the linearized model of the RSRA,
several apbroaches can be taken. The high order model including all the
flexible modes of interest can be reduced by one of several procedures for
eliminating combinations of states which are weakly observable with the
measurements avallable and/or weakly controllzble with the inputs avallable,
This 'preéumes, of course, that the effort to acguire such a detalled model
has .already been expended. However, based on the observation of the rotor
frequency i3 fixed in most helicopters, an alternate procedure was chosen.
Since moat of the power in the vibrational forces s at this frequency and

its harmonics, approximate second-order models adequately describe the.

input-output relationships required for controller design in the frequency
band of interest, As discussed in Section 1, this class of models is an ex-
tensionl of the class of linear static models to include control lag ef{ects
as well as approximate impulse response. characteristics,. The parameters'in
these models must be {dentiflied from input-output data before a fixed-gain
controller can be designed.

In almost all helicopters the rotor angular velocity (9 ) is kept
nearly constant. Thus, <he vibration is concentrated in narrow.frequency
ranges, and second-order systems can be employed to adequately represent the
transfer function galn and phase over each interval. As previously dis-

cussed, the fuselage flexible modes are the most significant contributors to
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the vibraticn at the pilot location. Since the objective of the analysls'
was to demonstrate the feasibility of various conti ol designs, the problem'

was slmpliried to include only major contributors around Q, resulting in in-
significant power at aigher harmonics. Thus, a single second-order mndel of
the RSRA vibratlon dynamics, designed to be accurate over a finite frequency
interval around @, was chosen for each accelerometor meajurement.

To excite all the flexible modes around Q for the purposes of model
paraneter ldentlrlcatidn, control deflections containing frequencies in a
band above and below £ (approximately + 20%, i.e., 90 rad/sec < w < 130
rad/sec) were input to the RSRA simulation. 7The resulting accelerations in
the %, y, and z directions along with the four control inputs and the
'known' disturbances, cosy and siny, were then used as outputs and inputs
respactively of a linear autoregrezsive model with excgencus inputs (ARX).
Sine and cosine of the rotor azimuth angle were included in order to account
for the periodic disturbance of unknecun amplituae and phase, Algorithms for
identification of the parameters in ARX models assume that the stochastic
" proceases entering Iinto the models is white and Gaussian (MGN). Colored
(time-correlated) noise <uch as the periodic disturbances whnish are the
sources of the vibration must be taken into account (pre-whitened), other-
wise blased parameter estimates result, In this formulation then, the
variables n the ARX model of the input-output dynamics were; '

T
Yy = [aX' ?yt az]’

T .
- [818' ecl A y O

1s trJ'

T .
and w = [cosy, siny]

For these three measurements and four control inputs, a sixth order
linear discrete ARX model with fully coupled modes may be writtén as:

= A + A2 yk‘\ +B, u +38_u + T w (3.1)

Yot = M Yy 1 Y% " P2 Ykt K
vwhere the Ai's, Bl's and T are matrices containing the parameters to be
identified. The Ai's are 3 x 3 matrices, the Bl's are 3 x 4 matrices, and T

is a 3 x 2 matrix. For future reference, by defining;
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Ty = A3 Yimp * Ba Yy (3.2)
equation 3.1 can be written in state-space form as follows:

y A I Y .
k+1 - 1 k . 1 uk . wk (3.3)
Tye A, OfT, B, 0

For the purpose of least-squares identificatlon, eduation 3.1 was expanded
for the measurement a, as follows:

(@ )y = 3y 2, * ay5(a), + ayq(a),

+

1] 1 ]
ajy (@) vy, oy +aggla)),

¥ Dy (Bl ¥ Byp(00) + b glA )+ Dy (B )y

+

b4 (813)

1
1 k=1 * P12000) g * DIalAgg) g * D10 )y

+

rncoswk + r1231nwk . §3.u)

wherg the aij'a’ij'bij'bij' and I‘1J are the elements of Al' Az. B1, 82 and T
respectively, A 1linear least squares solution of equation 3.4 was used to
find the parameters from a data record of 2500 points (2.5 seconds of data
sampled at 1000 points/second). The same technique was used for obtaining
ARX model coefficients for the remaining outputs ay and a,. The dynamic
matrices for the 1identified 1linear model for a steady-state level flight
condition of 120 knots forward speed at an altitude of 100 feet are given in

Appendix B,
3.2 FIXED-GAIN CONTROL LAW DESICN

The performance objective of the fixed-gain controller was to eliminate
the vibration at the pilot location which for the purposes of this study was

concentrated at Q (N/rev). Since mcst of the vibrational energy was con-
centrated at a single frequency, the control design was based on a low order
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linear model which desligned to be accurate near the viﬁration frequency.
The fixed-gain frequency-shaped controllef employed utilizes a state-space
modoel of the plant and optimizes a cost function which places a large
penalty on 4the outputs (accelerations at pilot location ag ay, az) at the
vibration frequency.

3.2.1 Derivation of the Fregquency Shaped Controiler

In order to place an increased cost on the outputs of a dynamical sys-
tem over a specified froquency range, a modification to the standard LQR
cost functional |is required, In this subsection, the details of modiffica-
tions required are discussed along with the implementation in the overall
controller design, The continuous-time analog of the ARX nodel of the
helicopter discussed in the previous subzection can be written in state-
space form as follows: ’

X = Fx + Gu + I (3.5)
y = Hx + Du (3.6)

where y i3 the measurement vector of acceclerocmeter outputs, u {s the
vector of control 'inputa, and w 1is the narrowband disturbance vector (cf.

equation 3.3).. Subject to these dynamicai constraints, minimization of the

following frequency~shaped cost functional is desired.

J s [:Ey*(mmuw)y(dm) ¢ 0 (JIB(JwIuliu)ldu (3.7)

where AU = P (JwP (Ju) " (3.8)
Pplde) = P(Jw)diag {a;, ay, ool (3.9)

oy - hos? h,2g,95 + 2292 | .

3 + 2;208 +Q
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Therai's are scalar weighting factors and 9 is ﬁhe vibration frequency.
The 1location of the poles and the- zeros or the scalar frequency-shaped
penalty functlon,~P(s), are determined by ho, h1, ha' %y and Ty The log-
magnitude and phase plot of P{3) for two sets of h's and {'s are shown in
Figures 3-2 and 3-3. As can be secen in Figure 3-2, both the magnitude and
slopes of the phase plot of the penalty function at w = Q are Infinite
(since cz-o). These properties manifest a lack of robustness to modeling
errors and a significant performance senaitivity to the choice of center
frequency. Using a small amount of damping makes the gsystem more robust to

estimation and modeling errors at the expense of vitration reduction at the
center frequency. As can be seen in Figure 3-3, the 3-dB bandwidth of the
frequency response of the penalty function P (for g =0.5%) is 2zl. Note
that setting g =g =L, hy=h

2-0 and h|-1 results in.unity galn at v = Q.

O ITITTYTYTIYTYYYY YT

o 30 €2 9 I 120 160 210 249 20 3 [ €0 110 1S3 160 210 240
. FRICIRSY (R70/0IC) : . FRECTKRSY (RAO/SLC)

Figure 3-2. Frequenc:y Response of the Frequency Shaped Filter
. . 2 .
. a
for —s==—= (h. =h =g ={ =0, h_=1)
g2 . g2 0T 2

270

Al ACLE (0E6)
[~

\

o 30 &80 30 120 130 180 2:0 240 270 3a (2] *0 120 |;Q 150 a0 L)
FRECEHCY (RAD/SLC) - FREQENCY (RAT/SEC)
Figure 3-3., Frequency Response of the Frequency 3haped Flilter
K]
52t 5 (gehy=0, hy=1, § =5,=0.5%)
8+ 2008 + @ S

ron

In order to obtain a state-space model for the freguency shaping fil-

ters, these equations are transformed to time domain. This is accomplished
by delining:
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Z, = Py1 H i=1,2, ..., N (3.11)

rY

where H is tha number of outputs to be frequency shaped. Using (3.10) in
(3.11),

" h.s®+ h.27s + h a2
0 1 2 . -
z = > > Yo (3.12)
ST+ 2¢gQls + g

In the time doma!n, (3.12) becomes

2

re 2 -
21 G 2z021 + 0 z; h091+ 2cnn1yi+ Q hzy1 (3.13)

Equivalently, (3.13) can be written in state-space form:

*rsi " Ffaxfs1 + Gpgyy ’ ' (3.19)
z, = Hrsxfsi + hoy1 . (3.15)
vhere
0 1 61
F y G, = , H [1 o]
fs -2 -2ca fs 82 fs
81 = 2:9(h1 - ho)
and B, = nZ[h - h, + ucz(h - h,)] . (3.16)
2 2 0 0 177 ¢

Finally, substitution of (3.9) and (3.11) in (3.7), and using Parseval's

Theorem, equation (3.6) can be rewritten:

-]
B I [sziag {a?, az, ceelz + uTBu] at . (3.17)
0

Thus, the frequency-welghted optimization problem 1is transforced into a
standard linear—quadratic-regulator (LQR) design problem,
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As discussed 1in previous sections, the control law design employed a
large cost on the outputs at the vibration frequency. As discussed above,
the frequency-shaped cost functional can be rewritten In the standérd LQR ’
form by augmenting  the state—space dynamical model with aqditional states
corresponding to those of a state-space time-domain realization of the fre-,
quency welighting function. The LQR design for the augmented system then '
considers cost on the frequency-shaping filter states anq controls only.

The frequency-shaping filter used in the fixed-gain control design was:

H(S) bad . (3-17)
2 . 0

and is sheown in Figure 3-1. Transformation into the discrete-time domain is
required and was accomplished using the bilinear transformatj~n (trapezoidal
integration):

2(z-1)

- T(Z*'l) ’ (3918)

where T 1is the =sampling interval, Substituting equation 3.18 into 3.17,
the frequency-shaping filter in the discrete domain can be written:

2

bz°+bz+b
H(z) - 2 2., 13.19)
z + a1Z+ 32
where: bo - b2 = [1 + 2u2]—1.
Tg
b, = 2b {
1 0" {
O
’
1722, )
and 32 =1, .

Transforming this transfer function into a state-space description (s

readily accomplished:
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xtsfk*1) = FroXeg ik) + Gpgyy (k)

(3.20)
2g () = Hegkyy, * Des¥y (k) -

Ifr Frs s chosen in observer canonical form,

-a 1
1
Frs- -2 0 .
2
Then,
b = 34by
Geg = ’
by = 350,
Hfs- [1 O] ]
and Dfs = bo .

In the discrete domain, the hellicopter linear model of the vibration
dynamics (cf. equations 3.3, 3.5 and 3.6) may te written as follows

x(_kﬂ) -.pr(k) + GFU(k) + FPW(k)

3.21)
_y(k) ] pr(k) + Dpu(k) ’

wheré Yy is the measurement vector of accelerations at the pilot
location. The subscfipt 'p' 13 used in equation 3.21 to denote ] :licopter
vibration dynamics plant matrices which .. 2 hereafter assumed to be In
the discrete domain. Appending frequency shaping filter states to the pl'nt
states yields the following‘combined‘state—space descriptioh of the systen
which can be used to design the control law. For the pv"pcsés of illustrat-

ing the form of the system matrices, two measurements and two Inputs cre
assuned. '
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Foal-- 4 -1, .
1
Cpgllyy O ! Fpg O
L 0 rssz' E Frs
Gp _
R A , D =| P, _ © o (3.22)
stpl Dpz
D
fa p2
Cy H x D u
and Y- -] PPl P .
2] Mes*es] LOrs

The measurement equation ls not in standard from, but can be reorganized to

yield:

u . (3.23)

The cost. function now can be wWritten in terms of ¥'s and u's, or X's and

T

T T
U's, where X' = txp, xrsj .
ot T T
J= ¥ ¥ (RIALY(K) + u’ (k)Bu(k)] (3.2
k=0
0 I ]
where AY - i a, (3.25)
0 ! a .
| 2 |
Equivalently,
S T T T, T T
J o= k§1 [XT (KAX(K) + X7 (K)Ay ulk) + u (A X(kY + u'B ul .
(3.26)
where AX - HTAYH ,
T
and AXu- H AYD .

Because of the feedforward terms present in the outputs Y, there is cross-.

coupling between state costs and control costs, Thls is evident in the
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latter description, Instead of optimizing (3.26), an equivalent cost func-
tion (5) can be minimized which contains no cross-coupling between states i

and controls,

ot

= T XTOORX(K) + u (0Bu(k)] (3.21)
kel

where
) | o o | f

=B+D AxD

Wi

= ==1
Ay = Ay = AD B DAy

= ==
F =F -GB DA .

The control galn is alao modifled to give:

CaCe+B'DTAM . g
. ‘ ]

A derivation of these mocifications is presented ln Appendix C.
Using the plant identified by the least-squares iqentificahldn method ' ’3
described in the previous section, optimal closed-~loop regulator galns were _ i
obtained via. solutions to the steady-state algebralc Riccati cquations Liﬁh

resulting from the minimization of thg coat function J. Cost matrices AY
and Bu were determined such that the closed-loop elgenvaluea of the model
had damping between 1% and 5%, This reatriction on damping was empirically
found to balance the cbntroller performance in all threé axes, Open-loop
eigenvalues of the augmentad system, cost matrices used, and closed-loop
elgenvalues and feedback giins calculated for a 120 knot speed and 100 ft
altitude flight condition are given in Appendix B. The performance of the
controller at this deéign point as well as the performance at varlcus flight

conditions and disc loadings away from the design point are discussed in the

next aubsection.
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3.3 FIXED-GAIN CONTROLLER PERFORMANCE

This section presents the results of the fixed-gain controller design
and implementation. The robustness of the design to modeling errors is also
discussed, In order to maintain continuity in the diécussions, the figures
are presented at the end of the sectlon, ' A

3.3.1 Controller Performance at the Design Point

Having identified a simplified linear model of the RSRA vibration
dynamics and designed a fixed-gain ‘optimal' controller as discussed in the

previous subsections, the GENHEL simulation was augmented with the feedback

contﬁol design and the controller performance investigated, Figure 3-4
presents time histories of the three accelerozeter outputs and the four
feedback cocamand control ihputs for four (4) seconds of simulated flight at
120 knots and 100 feet altitude. MNo process or measurement noise was in-
cluded in the fixed-gain controller simulation.

During the first second of the simulation, no control authority was ex-
ercised in order to allow the simulation time to reach a steady-state
vibration 1leve) 1in all three axes, The trahslents are clearly manifest in
the accelerometer outputs in Figure 3~-4, These accelerometer outputs were
also' filtered to remove the center-of-mass specific force components which
were of 1little interest in the vibration control problem, Similarly, the
control deflections shown do not include the control deflections required to
trim the RSRA at the indicated flight condition,

A3 expected, the controller performance 1s excellent at the design

"point a3 1indicated by the rapid convergence and magnitude of vibration

suppression, The vibration 1levels |in all.three axes are reduced to ap-
proximately 10% of thelr original 1levels. fhe root-sum-square (RSS)
acceleration output in Figure 3-4 indicates the overall performance of the
controllur, ’

3.3.2 Control Law Robustness

To investigate the robustness of the controller designed at the 120
knot speed and 100 reet altitude flight condition, the same control gains
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vere utsed and the simulation run at different velocities, altitudes, and '

disc loading., The results are shown in Flgures 3-5 through 3-14,

Figures. 3-5 throﬁgh 3-8 shov the vibration reduction achieved at dif-
ferent helicopter altitudes at the same 120 knot speed. Little degradation
in performance of the controller is seen for altitudes below 5,000 ft. A
significant degradaticn {3 noted 2t 7,000 feet altitude (Figure 3-8), but
still the overall vibration level is reduced to about 25% of uncontrolled
level, It should be noted that the low frequency low amplitude modulation
of the measursment and control time historlies shown in Figure 3-8 is not an
instability in the controller, but rather an artifact due to the subsampling
of the program outputs required to reduce the number of points to be
plotted, and represents an excellent example of the phenomenon of ‘aliasing'
in sampled data systems,

As evidenced by the control time histories in Figures 3-4 through 3-8,
the major effect of operating the controller at increasing distances froa
its deslgﬁ point for this RSRA simulation is a significant incrcase in the
control aﬁthority required to achieve the vikbration reduction. A probable
cause for - the increased control deflection requirements is the decrease in
control effectiveness as the air density decreases. The air density 1/e al-
titude 1is approximately 6000 feet, 30 the density is approximately a factor
of three smaller at 7000 feet than at 1000 feet!

Figures 3-9 and 3-10 show the time historles of contro’s and the ac-
celerations at thé pilot location for 40 knots and 5 knots forward speed at
100 feet altitude., There is not much degradation in performance of the con-
troller for 40 knot condition. There is, however, a slight degradation in
performance of the controller at the § knot flight condition, but still the
vibration 13 reduced to about 25% of the uncontrolled level,

Vériations in disc loading (helicopter weight) on the order of 20% did
not significantly degrade the fixed-gain controller performance as indicated
in Figures 3-11 and 3-12, Though the steady-state controlled vibration level
is roughly twice that of the controlled vibration at the desfgn point, the
performance {s still acceptabtle.
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\ 3.3.3 Simulaticn of Translent Flight Conditions

The fixed—-gain controller for the RSRA simulation manifested con-
siderable robustness with respect to varlation in rlight condition and
alrcraft configuration (disc 1loading). In an attempt to demonstrate the
robustness ‘of the controller during non-steady-state flight conditions, the
GENHEL simulation was set up to allow alteration of the trim cohtrol surface
B deflections, Since the SAS was not operative 1in the available GENHEL

simulation program, the transient flight was 'performed by iateractive
'manipulation of the stick', using ramp and step inputs for short periods of
time "while continually monitoring flight conditions. The coamand inputs
used to acceierate from 80 knots to 125 knots forward apeed and selected
flight parameters are shown in Figure 3-13. Though the intent was to main-
tain altitude at 1000 feet, this proved an exceedingly difficult task. The
altitudec time history indicates a loss of about 400 feet;: The control feed-
back commands and the‘vibrations for all three axes are presented {n Figure
3-14, '
In theae figures, no cohtrol is applied until 1 second. At 1 second
the fixed-gain controller is turned on. From 3 seconds on, the input coa-
‘mand 1is applied. From 1.5 to 3 seconds the vibration level is reduced to
~ less than 10% of its original level as is expected. During the transient
vflight, except during periods of radical command input, the vibration is
‘ ) ' reduced to about 15% of tﬁé_uncontrolled level., Between 3 and‘6.5 seconds,
large control commands are being applied resulting in an increase in the RSS
vibration 1level., Siniiar behavior is observed from 13 to iu seconds during
a period of ncreased swash plate deflection During these periods however,
the RSS vibration level does not exceed 1ts unforced level.
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Figure 3-13. Command Inputs and Selected Flight Parameters for Fixed-gain
Control during Transient Flight from 80 kts/i1000 ft to
127 knot/595 ft
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3.3.4 Discussion of Fixed-gain Controller Simulation Results

" Tatle 3-1 summarizes the results of the fixed-gain control applied to
the GENHEL simulation of the RSRA. As indicated earlier, their is a sig-
nificant increase in the control authority required to achieve similar
vibration reduction as the various flight conditions move farther from the
design point of 120 knots forward speed and 100 feet altitude. The fixed-
gain controller perforns quite well overall when applied to the simulation
howaver,

" Table 3-1., SUMMARY OF FIXED-GAIN CONTROLLER STEADY-STATE ACCELERATION AND

CONTROL AMPLITUDES FOR STEADY~STATE FLIGHT CONDITIOHNS

Flipnt Condition Steady=state Steady=-State Amplltudo Feedback Control
VEQ Altitude RSS ACC . (Peak-to~Peak) }
1

(knots) (re) (ft/sec?) B1s(deg) ec(deg) A15(deg) etr(deg)
5 100 1.0 0.3 o.u 0.4 0.2
4o 100 0.9 0.7 0.4 1.0 0.3
100 0.8 1.0 0.4 0.3 0.3
1000 0.9 0.8 0.4 0.8 0.3
120 2000 1.0 1.0 0.5 0.5 0.4
5060 1.5 1.3 0.9 1.0 0.6
7000 1.8 2.0 1.4 1.5 1.0
80-127 | 1000-600 1.5 0.8 0.4 0.5 0.3
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SECTION 4
ADAPTIVE CONTROLLER FOR RSRA ROTORCRAFT VIBRATION SUPPRESSION

This section diascusses the issues involved {n the design of an adaptive
controller for the RSRA helicopter. The primary reason for considering an
adaptive controller for vehicles of this type is the wide range of input-
output dynamic characteristics the helicopter is expégted to assume as the

- flight conditions and/or structural configurations change. Rather than

designing off-line, fixed-point control strategies, {.e. control strategies

designed for a specific operating condition, and attempting to choose tho'

appropriate strategy to meet the current conditions, the basic idea is to
perform on-line system identificaticn and control design simultaneously. As
the operating conditions changa, so does the systeam being identified and ap~
propriate changes are made in the control law, Thus, the control system is
adapting to the changing operating environment.

Adaptive control syatems have two basic componenta: an ostimation and
identification 'subsystem', and a feedback control 'subsystea’, The eatima=-
tion and identification subsystem uses the inputs and outputs of the system
in order to identify an equivalent input-output mecdel of the system, In ad~
dition, estimation of states in an internal dcscription'or the systen to be
controlled may be performed in crder to provide sufficient {nformaticn to
the controller subsystem, The distinction being made here is between full~-
state feedback versus output feedback control strategles.

The controller subsystem uses the outputs from therestimatlon and iden~-
tification subsystem to ccapute feedback control comma;E;Tw In a full-state
feedback control desfén. an estimator is then used to obtaln ‘optimal' es-
timates of the statcs in the dynamical model of the system based on past and
present {nputs and outputs of the system, Figure 4~1 gives a block diagranm
of the basic subaystems of an adaptive controller. The remainder of this
section describes the design of the two basic sdbsystems and thelr
interconnections. The state estimation is performed utilizing a time~varying
Kalman filter whose saystem parameters are the outputs of a mulﬁl*input,
multi-output parameter {identification algorithm based on recursive predic~
tion error methods. The controller is implemented via the time-varying LQR
optimal control law which i3 dual to the Kalman filter estimator.
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Figure -4-1. Block Diagram of an Adaptive Controller




4.1 PARAMETER IDENTIFICATION AND STATE ESTIMATION

State estimation and parameter identification ls performed to provide
to the control subsystem necessary information for the implementation of an
effective control 1law. This ls certainly not a simple task in the case of
the RSRA helicopter due to the extremely nenlinear nature of the vehicle, In
this study, the state estimation and parameter identification were lmple-
mented sequentially rather than simultaneously. The option of augmenting the
state estimation algorithm with states which are the parameters tb be iden-
tified was considered, but not implemented due primarily to computational
conaiderations. This decoupling of state estimation and model parameter
identification {3 ‘'suboptimal'  however, and the possible performance

- degradation warrants further analysis,

In this subsection, the parameter identification algorithm which was
employed {3 discussed in detail, The approximate model of the vibration
dynamics {3 discussed, and the modeling and rejection of the periodic dis-
turbances for identification purposes i3 detailed, Finally, discusaions of
practical 1issues such as implementation and tuning of the algoritha are
given, v

4.1,1 Parameter Identification Alpgorithm

The basic objective of parameter identification i3 to select frem a
class of models, a model of the dynemics of the systeam under investigation
which does the best job, according to a given criterion, of predicting the
future given the past. Impllcit in the statement of the objective are three
main tasks to be accomplished; selection of a class of models (model form),
choosing appropriate criteria for discrimination between models in the
class, and finally determination of the 'optimal' solution. The most dif-
ficult of these tasks {in general, 1s the selection of the model form,
Models which are overly complex unnecessarily increase the computation load,
and are more prone to suffering from input-output identifiability problems,
On the other hand, models which are overly simplified may not retain suffi-
clent {nformation for adequate control. In designing the identification
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subsysten, the goal ia to find the simplest model which results in an ade-
quate oloaod;loop controller, Knowledge of the underlying physics of the
problem, i{.0. hellicopter vibration, is used wherever possible.

4,1.1.1 Dynamic Model for Parancter Identification

As discussed in the previous section, the majority of the power in the
vibration 13 due to the excitation of the flexible modes of the RSRA
helicopter by the periodic disturbances at @ (N/rev) and its harmonics. A
controller designed to suppress vibration at 0 and its harmoniecs will
eliminate most of the vibration and could very well satisfy the objactives
in terms of overall vibration reduction, _

The extremely narrowband nature of the vibration pernmits major reduc-
tions {in the complexity of the model of the vibration dynamics., The
majority of the vibration at the pilot location results frcm transmission of
periodic disturbances at the rotor through the hub, aaplified (or
attenuated) and phase-shifted by the fuselage flexible modes. Therefore,
models. which can correctly account for the phass shift and attenuation from
each of the inputs to each of the outputs in intervals of frequency around Q
and its harmonics should be sufficient., Linear second-order systems satisfy
;hese requirements for linear forced response. Thﬁs, the model for ap-
proximating the vibration dynamics amounts to a direct sum of underdamped
second-order linear systems whose center frequencies arec the dominant vibra=
tion frequencles, Q@ and its harmonics. As discussed in the previous
sections, the inclusion of only the RSRA flexible fuselage modes near O was
intentionally designed to restrict the number of vibration frequencies to
one (Q).

Given a mnulti~input, multi-output system such-as the RSRA helicopter,
there are many model structures which incorporate phe second-order single
input to single cutput relationships desired. Noting that the flexible modes
in the simulation were uncoupled by construction (el’. Section 2); and
reasoning that for small vibrations the three orthogonal acceleration com-
ponents wculd be nearly decoupled in an actual helicopier as well, threce
uncoupled multi-input single~output (MISO) models were used. With reference
to equation 3.3, the equations for one of the éxes can be written (in ob~

server canonical state-space form) as followa:
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/ yo = 010kt + Dufh) + v(k)

;/‘ v where x i3 a two-vector [x, , x,]' of dynamic states, u is the vector of

; w 13 a vector of process nolse/disturbance terms. The subscript 'p' is used

s _ "~ to denote the 'plant,

tually four control degrees of freedom (inputs) assumed to‘be available,
L including the swashplate (two degrees of freedom), the main rotor collec- .
Aﬁy/ tive, and the tall collective. However, due primarily to its distance froa
/ . the pilot location and its limited thrust capabilitles in the lateral direc-
tion, the tail rotor effectiveneas in vibration reduction at the pllot
location was found to be minimal. For the majority of the flight conditions

. celeration. was the dominant ccamponent, and th: lateral, or y-component was
the smalleat. Thus, in order to reduce the cocaputation load and control ef-
fort requirements, the tail rotor collective was subsequently ignored in the

adaptive controller design,

o 4,1.1.2 Disturbance Modeling and Rejectlon

;. and {ts harmonics (as wel as accounting for dynamical model'uncertainties

1 to

- second-order model of the irput-output relationship, the effect of the nar-
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(5. 1)

control '1npuCS, I' is the process noise/disturbance disﬁribution matrix, .and

It should be noted that for performing vibration control, there are ac-

investigated, the vertical, or z-component of uncontrclled vibration ac-

The vector w(k) in equation !,1 is assumed to be composed of a broad-

band, low power component modeling disturbances at frequencles other.the ]

some extent), and a relatively high pawer narrowband disturbance at Q.

i In order to obtaln meaningful estimates of the parameters in the approximate

;! ' * rowband disturbance term which is present must be taken into account,
important difference between the fixed-gain and adaptive control algorithms
/*:. lies in the different approaches taken in addressing thia important issuve.

sl



o In the off-line {dentification procedure used in the fixed-gain con-
f ’ troller design, these disturbances were modeled as purely periodlc with !
f h unknown amplitude and phase. The amplitude and phase were estimated by ex~ i
ﬂj;{ plicitly including terms proportional to cosy, and siny in the ARX models.
/f.g Similar parameters could also be éestimated in the on-line identification al-

[ gorithm by employing model extensions similar to those used in the off-line
L identification procedure, A further extension would allow for estimation of
'J*;/Tr ) narrowband disturbances by including a damping coefficient in the model.
' This would seem appropriate in light of potentlal helicopter nonlinearities
'broadening' the disturbance spectrum at 2, The key point is that these ap=~
proaches require augménting the helicopter vibrations dynamics model with a i/
' model of the narrowband disturbance process,

“q;:_  . The main objective Iin estimation of these periodic disturbance terms,
o ) hovever, 1is basically to eliminate the disturbance ('colored noise') com~
ponent froam the measurements. This 13 done prior to updating the pérameters
B /[; in the {dentification algorithm, otherwise blased parameter estimates-result
I (leading to potential problems in the controller). Reallizing the objective
7 _ is to eliminate a narrowband disturbance of kncwn center frequency, a com~

. putaticnally more attractive, but suboptimal approach was taken. The s
. elimination of the frequency ccaponents at N/rev was accomplished with a ’
f v ' digital noteh filter., The continuous demain transfer function equivalent of

' the digital filter emplayed has two zeroes on the imaglnary axis at N/rev,
i | and two polas just inside the left half-plane:

32 + 92

F..(38) = ..
BP 32 + 2gQa + 02

As a practical Issue, in order to improve the transient performance of
o the notch filter for rparameter identification and retain the narrow
; bandwidth required during the identification process, a time-varying damping
coefficient was implemented. During the transient region of the simulation
start-up, a relatively wide bandwidth notch (z~2%9)  is used. The damping
coefficient 1s decreased exponentially when parameter identification is in-
fitiated, narrowing the notch filter bandwidth significantly (z~0.2%). Note

both the inputs and outputs are notch filtered before they are passed to the
/ [ "~ parameter identificatlon algorithm so as not to introduce an distortion of
/ one relative to the other,

. , ﬁ _ 5)4 _ o . ".




To conclude the discussion of the model of the vibration dynamics and i

TR

the disturbance modeling (rejection), several 1hportant points concerning
the number of identifiable parameters (to be estimated) in the model in
equation 4.1 are noted. Without loss of generality, the state component of
the output was chosen to be the first state x, (i.e. observer canonical
form), Since a second-order system is completely specified by its natural
frequency and damping coefficlient, only two parameters are required in the
system dynamlics matrix. The remaining elements in the contr61 distribution
matrix are unconstrained. By notch filtering the measurements and inputs,
identification of parameters in the disturbance distribution matrix as well
as possible parameters in a dynamical model of Fhe narrowband disturbances

13 not required,

4.1.1.3 MISO RPEM Parameter Identification Algorithm

Decoupling of the model into three separate axes led to considerable
simplifications 1in the design of the parameter identificatlion scheme. .The
MISO State-space model in equation 4.1 i3 readily transformed into an equi-~
valent MISO ARX (autoregressive model with exogenous inputs) model, which is
d standard form used in several recursive prediction error paremeter iden- B
tification (RPEM) algorithms. Transforming equaticn 4.1 into an ARX form
gives: o

y(k+1) = A1y(k)+A2y(k-1)+Bou(k+1)+Blu(k)+82u(k-1) + vik) (4.2)

where in an obvicus notation, the arguments are time indices and y is a
scalar output with u the vector of control inputs. The coefficlents are
matrices of the appropriate dimensions, and bear the following simple

reiationships to the parameters in the state space model:

Fiy = &4
F21 - A2 (4.3)
Gyy = Byy * A3y,
Dy = Byye
1
- 55 = %
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By stacking the outputs and inputs on the right;hand side of equation 4.2,

and collecting all the parameters in a asingle vector, the equation can be.

written in regression form as indicated in equation 4.4:
. T .
y(k) = 0 8(k) + v(k). : (4.4)

A- derivation of thobclassical recurslveileast-squares tdentification
algorithm is outlined below, leaving detailed derivations to the references.
The least—-squares cost criterion on the parameter vector estimate is:

N i
3 3o Iy - e"a(,k)lzi

Minimization of this cost function is acconplished by differentiating with
respect to the parameter vector (8) and setting the gradient to zero.

Taking care to preserve the recursive nature of the equations, the recursive
least-squares identificacion algerithm i3 obtained.

~

R(k) = R{k=1) + —:(—[¢(k)¢T(k) - R(k-1)1]
B(k) = 8(k=1) + = R(k)™ "¢ (K)ei), (4.5)

ek) = y(k) = 87 (k=1)6(Kk).

Mk e

A

Though thee2 equations are recursive, they are not well suited for on-line
implementation since at each step a matrix inverse is required. However,
taking advantage of the fact that the update to the information matrix (R)
is of rank one, the matrix inversion lemma can be used to exchange the i
matrix inverse for a. scalar division in the propagation of the parameter
covariance matrix as shown In equation 4.6.
. P (k=16 (K)o (K)P(k=1)
P(k) = P(k=1) - T (4.6)
. . 1+ ¢ (RIP(k~1)6(k) ;
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The parameter update equation becomes:

K(K) = P(k=1)6(K)T1 + 67 (K)P(k-1)6(k)] !
4.7)

8(k) = 8(k~1) + X(k)e(k).

The above equations assume that the parameters are constant over tine,
though the estimate 8(k) is certainly a time-varying quantity. The inter-
pretation to be given i3 that 6(k) is the best estimate of the conctunt
parameter vector given all the past informaticn, In order to allow for
time-variation of the parameters, past information must secmchow be
deweighted and greater emphasis placed on more recent information.

There are several methods for modifying the above equations to accem~
plish this geal, The first, and coaputationally less intensive method is to
insert a 'forgetting. factor' into the cost function such that more welght 1is
placed on recent errors than past errors, If the Welghting is exponential,

then above equatlons are simply modified:

P(k=1)6 (14" (k)P (ic=1)
ACK) + 0(K)P(k=1)8" (k)

1 -1y -
P(K) = O P(k~1)

K(k) = P(k=1)6(K)/ (A(K) + 8(KIP(k=1)8T (K)), |

whgré A(k) < 1 is the 'forgetting factor', a scalar variable (usually set to
some flxed value). These equation$ effectively include a time update along
with the measurement update by scaling up the parameter covariance maﬁrlx P
by the factor 1/x(k).

There i3 a certain amount of redundancy in equations 4.8, hnd this fact
can be taken advantage of in designing a fast algorithm for computing the
necessary quantities, The fast implementations rely on the fact that a
positive definite matrix (all covariance matriceca are positive definite) can
be factored into .a product of three matrices; an upper (lower) triangular

154

matrix with unit diagonal elcments, a diagonal matrix with positive ele-
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ments, and the transpose of the upper (lower) triangular matrix, the so-
called U-D algoﬁtthm; These equations propagate an upper triangular factor
(U) and a diagonal matrix (D) such that

P = UDUT,

The U-D update -equatlions are basically a modified version of the Gram-
Schmidt orthogonalization procedure, the details of which are left to the

. references (cf. Bierman, [9]).

Returning to the problem of the time update of the parameter co-
variance, the fact that only a scalar forgetting factor i{s allowed i{s quite
restrictive in the sense that all parameters are assumed in some sense to
have the same time~varying time constant. 1In most practical situations, ex-
cellent arguments based on physical laws can be made to suggest that some
parameters have larger expected time~variation than others, An identifica~-
tion algorithm which does not take this information into account must cer-
tainly suffer perfcrmance degradation in comparison to an algorithm which
does. ‘ ,

The discussion in the preceding paragraph suggests that an implementa-
tion of the covariance time update which allows for the inclusion of nmore
(stochastic) information is more appropriate. This second method of
dewelighting pzat information is more appropriately thought of as propagation
of the filtered parameter covariance in the presence of additive disturb-
ances (process noise or model uncertainty). The time update equatjon is now

separate from the measurement update and is given by:
P(k+1]k) = P(k]k) + Q(k) : (4.9)

where the notation has changed to reflect the fact that at each time K there
are predicted and filtered covariances. Though the computation load i{s in-
creased, there 1is a modified weighted Gram-Schmidt procedure (cf. Bierman,
[9]) for performing this time update in the U-D factorizition formalism,
For the reasons already cilted, this method of covariance time update was
chosen over the 'forgetting factor' approach. Tests of both approaches in-
dicated that the choice was well-founded on the basis of robustness and

overall vibration suppression performance.
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4.1.1.4 Practical Considerations for ID Algorithm Implementation

An important consideration in parameter ldentification is that of fnput-
design. Identification of parameters in a closed-loop system without pér—
sistently excliting external inputs i3 a singular problem in the sense that
pafameters in the open loop transfer function are not tdentifiable, In or-
der to inswe a well-posed .1dentitlcation problem, a sufficiently wide
bandwidth external input {s required to excite all the-modes of the system,

For identification .of the parameters in the narrowband model of the RSRA

helicopteir dynamics near N/rev, such an input was coastructed by pasaing

randca noise throuzh a cascade of two second-order filters whose damping A
coefficients were 30% anc whosc center frequencles were Q1. Figue 4~2 gives !
a two~second sample of thias excitation as well as a plot of its power

spectrum, ‘

oy . STWER Y i
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figure 4-2, Sample Time History and Power Spectrum of Wideband z
Excitation for Identification. :

The iésue of how much noise ts add for Ldentlfication baslically {in- oy
volves a trade-off between the requirement for persistent excitation at a
signal~to-noise ratio (SNR) sufficient to provide reliable parameter esti~
mates and the desire to keep the control effort and indﬁced vibration out~
side the controller bandwidth below acceptable levels. In the case of the
RSRA helicopter, acceptable control surface deflections for vibration con-
trol (at N/rev) were assumed to be on the order of two dagrees for all the
controls, . |

In the Iimplemnentation, the noise amplitude was made é function of the
performance of the controlier. The controller performance measure used vas a
sum of low~pass filter .outputs whose Ilnputs were the rectified accclerometer ) i

outputs from each axis. Betwecn preset upper and lower limits, the input




nolse amplitude was a linear function of the difference beﬁween the perfor-
. ' mance moeasure and a preset ID~OFF threshold (discussed in the next

i
|
4
o bmregia £ "

paragraph), This had the effect of increasing the input amplitude when the
-T;‘ . performance measure indicated a need for improved parameter identification,
S and reducing the control deflection required to suppress vibration resulting -
from this noise when the identified parameters were sufficient for control

purposes., } _

The performance measure was used not only to regulate the wideband ex~ -
ternal input amplitude, but also to turn on and off the ildentificaticn
algoritha, Using hysteresis 1logic, ID was turned off as the performance

TUT measure fell below a preset threshold (3 ft/sec? is used for most of the
el ’ results presented in this section), and was turned on {f the performance
measure exceeded a second preset threshold which was larger than the first
(3.6 ft/sec? was used for most of the results presented in this section). ;
Va Thia awltching 1loglic |is primérily used to prevent the identification
O algorithm from diverging during periods when {dentifiability of the’ i
J\p parameters {3 low, Parameter identifiability decreases as the zmplitude of
the external wids bandwidth noise input decreases, and the parameter iden-
tification algorithm becomes singular when the. exogenous wide bandwidth - ’
input 1is removed. Since the controller bandwidth is narrow, it is desirable :
to eliminate the wide bandwidth noise when a steady-state is reached., This f \;
enabling/disabling logic prevents the burst-type of instabilities reported .
s in the literature for adaptive controilers.

4,1.2 State Estimatlon Algorithn .

. ~The state estimation algorithm uses the model of the system to be con-
o~ trolled which, as discussed in the previous section, is comprised of three

decoupled second-order systems, The parameters ln these second-order models
are functions of the outputs of the parameter identiflicaticn subsystem, and
are given by the relationships in equaticn 4,3. The states of tnesec second-
order modcls are estimated using the measurements, and these estimates are
used in the feedback control law. "In the limit of zero measurement nolse on

the accelcrometer outputs and control surface deflections, state estimation -

.....
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/
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reduces to bandpass filtering of the outputs as was empléyed in the fixed4
gain algorithm, The inclusion of a state estimator in the adaptive
algorith: nckes the feedback controllier less susceptible to input process

nolss, input ‘measurement nolse and output nmeasurement noise at the cost of

an increase in the computational load.

4,1.2.1 Dynamic Model/Frequency Shaping Filters for State Estimation

The second-order model which approximates  the dynamics of the RSRA
helicopter .around N/rov .has been discussed in detalil in the previous sec-
tions. The state estimation algorithm augments this model with the
frequency shaping filter states as discussed in detall in Section 3.2.t1.
The - parameters associated with these artificlial states are calculated based
on the frequency shaped filter requirements and are not parzmeters to be
identified. These frequency shaping filters effectively penalize the

bandwidth of fnterest in the cost functional in the LQR problen rormulation,i

and can be thought of as simply providing dynanically cozpensated outputs
for feoedback control, Only that frequerncy which is decainant in the vibra-

tion spectrum {3 fed back through the controller so as not to excite any

other vibration modes via hellccpter nonlinearities,
The dominant <{requency in the RSRA helicopter (simulation) vibration

'spectrum is N/rev and is nearly constant. Variations in angular velocity

are expected only under savere, cor rapid, control demands, poasible
regulator failure (a rotor specd regulator was included in the simulation),
and random diasturbances, The random disturbances are expected to be small,
but imbortant in the 3sense that the phase of the disturbance terms is

altered, These observations formed the guldelines for the design of the -

frequency shaping filters.

The frequency shaping filters used in the control design have conflict~-
ing design requirements. Less control effort will be used in suppressing the
N/rev vibration as the fi;tér bandwidth is decreased. Howeéer. 1nr1n1£e Q
(or zero bandwidth) filters are not desirable from the atandpolnt of either

robustness or Speed'of response of the adaptive system, On the other hand,

.relatively large bandwidths (e.g. 5% of N/rev) excite modes which are out-

side the region of validity of the second-order model used, and consequently
may not be controllable. Values of the damping coefficient from 0.1% to 0.5%
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gave satisfactory response times while sufficlently suppressing frequencies

other than N/raev. -
In an attcmpt to employ a strategy similar to that used In the notch
filter design (cf, Section 4.1.1.2), the capability to vary the damping

coefficients as a function of time and controller performance was also

implemented, A wider bandwidth is used during the transient region to im--

prove the response time, followed by a period of decreasing bandwidth to
improve the steady-atate vibration suppression performance. Damping coeffi-
cients on the order of 0.5% vwere used during the transient region,
exponentially decreasing to 0.05% after sufficlent vibration suppression was
achieved. This resulted in improvement Iln the steady-state performance,
however it was not significant enough to warrant the increased computational
load (improvement was on the order of 3dB over fixed damping coefficient
filters),

Several other Tfilter design 1asues were also addressed., Zero phase
shift at l/rev effecctively eliminated any estimator lags that the controller
would have to compensate fcr with leads (differentiation). Care was taken
in the digital mechanization to accurately deternine the center frequency of
the filters, Finally, normalization of the filter gain at the center fre-

quency reduced round-cff error propagation in the esnimator and controller

equations,

Based un the frequency shaping filter design requirements, a filter
with a zero at the origin, unity gain at 2, and complex pair of poles deter-
mined by the desired damping coefficient and a natural frequency of 1 was
constructed, Assuning a measurement of the rotor angular velocity was
avallable, the fllters were contlnuously tuned to a center frequency of
N/rev, tracking any variations in the rotor frequency. The bllinear trans~
formation from continuous to discrete domain with prewarping was used,
giving the desired digital filter, The critical frequency for prewarping
was .

In the continuous-time domain, the frequency shaping fllters have the

followlng Laplacy transfer function;

2rQs

s° + 2cas « @°

H(s) =

- AD -
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The transformation to discrete-time domaln first involves substitution of @
with np, the prewarped critical frequency:

Q- 2

T
p T tan(-—é)

Then the Laplace variable s {3 replaced with;

2(z = 1)

8= T(z + 15

where T s the sampling interval. Expanding the resulting numerator and

denominator expressions results in the following discrete equivalent trana-
fer function:

bz  + b z+b
H(z) = =2 2,
aoz + a1z-* a2 .
where : b° - cin
- 0
= -b
2 0
92T2
a =1+ QT + =Bem
0 2.2 p 4
a1 " in /2 - 2
n2r?
.a, =

- . - B,
1 cin + m
Note that this transformation results in a filter with direct feedthrough
since the numerator and denominator polynomials are of the same order, This
results in a requirement to modify the standard control galn caiculations as
was discussed in Secticn 3.2. ‘Realizing thls transfer function in obaerver

canonical state-space form gives the following second-order system for the
frequency shaped filters:

Ffs‘l‘l 1 GfSH
X(k+1) = x(k) + y(k) ,

F 0

£521 Crsa1

Z(k) - [1 O] X(k) * DfSY(k)v
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where a
/a

£311
f£a21-
£s11 (b
a2y = (P

and . : Drs - 0

1

2

17 a,bolao)/a0
2
/

A O M 7

- azbolgo)/a

The output of the frequency shaped filters (z) iIs assumed with loss of
generality to be the first state plus a direct feedthrough term, However,
since the controller feeds back the states of the model only, the filter
output need never bo constructed, The effect of the direct feedthrough term
is to modify the coats in the performance function for the controller design
(cf. Section 3.2 and Appendix C).

4,1,2.2 Measurement Models for State Estimation

The accelerometer outputs can be modeled without loss of gencrality as
the first of the two atates in the sacond-order models for the input-output
relationships in each axis. A direct feedthrough term is also estimated in
the ARX form of the transfer function, but since significant cost i{s placed
only on the frequency shaped filter atates, the sole effect of the direct
feedthrough term is to modify the elements in the augmented control distri-

bution matrix G.
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" Flgure U~-3, Frequency Response of Bias Rejection Filter

The 1issue of blases in the accelerometer cutputs must be addressed.
Biases can elther be estirated (identified along with the other parameters
in the model) so there effert can be removed, or more directly, removed fren

- the measurements before entering the estimation and identlricatioh sub-

system, 'Slnce the frequency range of-interest for vibration control is well
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above DC, a firat-order lead-lag filter with a zero at DC and a pole at 1 Hz .

{s sufficient. Tranaforming this filter into the discrete domain using the
zero~order hold equivalence transformation gives the following discrete
tranafer function:

z -1

F(z) z + 0.9752 '

assuming a sample rate of 250 Hz. A frequency response plot of the bias
rejection filter is shown {n Figure 4-3.

4,1,2.3 Kalman Filtering for State Estimation

Having a set of three decoupled fourth-order syatems (a second-order
approximate dynamics model with a second-order frequency shaping filter)
with parameters predetermined as well as identified {n the parameter identi-

fication subsystem, state estimation 1is performed using a Kalman filter,

The dynamical model of one of the fourth-order subsystems is given by:

P
x(k+1) ={ - x(k) + u(k) + wik) ,

Gszp Frs Gstp

y(k) = [1 0 0 0Jx(k) + Dpu(k) + v(k) ,
where the elements of the 3system matrices have bzen previously defined.

Denoting by F the entire 12 by 12 system matrix, and by G the entire 12 by 3
control distribution matrix, the Kalman filter equations can be written:

;(k+1|k)

Fx(k[K) + Gu(k) ,

V(K1) = y(ke1) = Hxlke1[k) ,

x (ke 1|Kke1) = 2(ke1]K) + K(k+1)9(k*1) ,

P(ke1]k) = FP(K[KIFT + QK) ,

- 65 -

A

WIT s

I



v

-

AL T N I T DS TR A R T e AT NI e SR T L L e Y A e N Y TS R T T T IR N T T

e

,.-‘ ; ",’. . / . ,, . . ! ’ '- ’ .o

R (ke1) = HP(ket]k)HT + B,
T -1
K(ke1) = P(k#1[K)HR (k#1) ©
P(k+1]ket) = [T = K(k+1)HIP(k+1|K),

where H = [1 0 0 0] {is the measurement distribution matrix, R is the

" covariance of the measurement noise (v), and Q {3 the covariance matrix of

the process nolse (w). The process noise is included in the estimator to

model the source of the periodic disturbances (the process noise is rilteredb

through the bandpass fllters) as well as to account for the apbroximate na-
ture of the dynamical model, P i3 the covariance matrix of the state
estimation error, and K is the Kalman gain matrix which corrects the state
eatimates'(;) based on the prediction error, or innovations (v).

To conclude this subsectlion on state eatimation, a few algorithm in-
plementation 1issues are addressed, The Kalman filter equationa’ were
implemented in square-root form to decrease storage requirements and com-
putational 1load, as well as to ensure the positive definitcness of the
covariance matrix. The details of the square-root formulation can be found
in the references (cf. Bierman, [9]).

The filtered state estimates are the estimates actually passed to the
controller for feedback control computation., If this estimator/controller
combination i{s mechanized in a real~time environment, the control law compu-~
tation by a flight computer will result in a delay in the control actuation,
Further study to determine the effects of the delay on the stability of the
controller will be required.

4,2 CONTROLLER SUBSYSTEM

4,2, Adaptive Controller Gain Calculaticn

The design of the controller subsystem utilizes basically the same
linear quadratic regulator (LQR) design prccedure discussed in detall in the
previous section. The main difference is that the dynamical model of the
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system is timo-varying, thus requiring on-line gain compdtation. Also as
discussed in thae previous section, the standard LQR problem formulation must

'be modified to include the effects of a component of the inputs in the

outputs. This modification is desecribed in detail in Abpendix c.
Using the dual formulation of the_estimat;cn‘problem discussed in the
previous subsection, the 3same ecquations 1In square-root form can be used

.(with appropriate varlable substitutions) to obtain the optimal time~-varying

controller gains. Basically, the measurement distribution matrix is re-
placed with the control distribution matrix, and the process and measurezment
noise covarliance matrices are replaced with state and control cost matrices
respectively, The appropriate substitutions can be found in the references
(ef. Bryson and Ho, [8], Franklin and Powell, [9]). Using the time-varying
‘optimal' galns glives the following control feedback lau:

u(k) = C(KIx(k]%) ,

vwhere C(k) i3 the optimal Ricatt! controller gain, the dual of the Kalman

filter estimator gain K(k); suitably modified to account for the direct

feedthrough term as discussed in Appendix C,

4,2,2 Deteraination of State and Control Ccat Matrices

The parameters which must be predetermined for control gain calculation

- other than the frequericy shaping filter parameters are the state and control

cost matrices. Following the heuristic rules of thumb proposed by Bryson
and Ho, the control costs are set to the inverse of the square of the maxi-

mum RMS control authority desired.

1% peak-to-peak deflection => 0.707° RMS > cost of 2 (deg-z)

The state costs are similarly set to the inverse of the square of the

~maximum steady-state RMS vibration level acceptable, Cost is placed only on

the frequency shapling filter'output states to Insure that the maJorlty of
the fnedback control authority is at Q.
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In order to provent transiénts in the controller, the state costs are
time=varying as well, When the controller is first turned on, the initial
Ricatt! matrix (the dual to the state estimate error covariance matrix) is
set nearly to zero and the state costs are set to zero, The costs are then
exponentially fncreased to their final predetermined level, The exponential
time constant was {teratively determined to give satisfactory transient con-
troller performance, the primary objective being prevention of large control
deflections from exciting the nonlinearities of the RSRA helicopter
simulation. Since the Ricatti equation is nonlinear, the transient perfor-
mance is a function of the magnitude of the state costs as well as their
time  dependence. '

To summarize this discussion of the adaptive control design, a more
detailed block diagram of the controller is given in Figure 4-4, '

4,3 ADAPTIVE CONTROLLER TUNING AND SIMULATION RESULTS

The adaptive controller discussed in detall {n this section was pro~
gremmed and added to- the GENHEL simulation of the RSRA helicopter. In this
subsection, ~he results of simulations run at various operating conditions
are presented. The {nitial conditions for the runs at each operating condi-~
tion are the same as is the tuning of the ~rarious process noise covarlance
matrices and regulater cost matrices. Since these matrices represent in a
stochastic sense the uncertainty in the dynamical model and relative costs
of control and acceleration at N/rev respectively, they could easily be
scheduled on dynamic pressure, rotor ahgular velocity, altitude, or soxe
other appropriate parameter 1f further study showed that there is a corres-
pending change 1in the model - uncertainty or control and state costs,
However, no attempt to optimize the performance at each operating condition
over the various wvelighting matrices (process nolse and cost_matrices) was

made In the analysis presented here.
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4.3.1 Initfal Conditions and Algorithm Tuning

The initial conditions were the same for .each of the runs at the
various operating conditions. The 1Initial parameteras for the three
decoupled oscillators which modeled the dynamies of the helicopter around

N/rev were the same:

A1 = 1.7,
A2 = ~0.9 .
Jeand pe-Je,

Recall for a pailr of discrete poles at pe

A = 2pcoso ,
LI

A - -p2
2 .

Thus, these initlal conditions represent stable poles (inside the unlt;
circle) near 9 (at a sampling rate of 250 Hz) and lightly damped. The ini-
tial values of the entries in the control distribution matrices (B) are all
zero., The initial covarliance of these parameters is diagonal with a value
of 10 for each parameter variance in the parameter i{dentification algorithm.
Moderate changes 1in the initial covariance do not affect the final results
'signiricantly for two reasons, First, after allbwing the GENHEL simulation
internal states one second to reach steady state, the identification algo-
rithm {s given another second to accumulate information before the
controller 13 turned cn., Secondly, process nolse is inciuded in the model
which. deweights the contributions of initial conditions as data are
processed. ‘

The ({initial values of all the states in the estlmator are zero, and
their correspcending covariance matrix is the identity matrix. Since the es-
timator 1is turned on even before the identification i{s enabled, and since
process noise 1s included in the model for these states, large changes in
the initfal state covarlance wfll nct affect the final results signifi-
cantly, ' ' . '

The process nolse variances on the parameters ana the states in che es~
timator were determined {teratively. At 40 knots and 1000 feet altitude,

these variances were iteratively changed until satisfactcry performance was.
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achieved. (As an aside, only two iterations were Eequired, sidce excellent
tnitial valuea could be calculated based on expected parameter variations
over time. A priori information such as this can be used to schedule these
variances 1in the future if desired.) The process nolse variance associated
with the parameters was required to allow. the parameters to vary with time.
The equivalent dynamical model for the parameters is:

0= W

vhere w {8 white Gausslian noise of variance density corresponding to the
discrete excitation noise variance (a factor of the sampling interval is
involyed). For the wouscillator parameters (A1.A2). the variance used was
0.001, and for the remaining parameters (B), the variance was 0,01, The
variance of the oscillator parameters i{s unitless, while that of the para-
meters 1in the control distribution matrices is in units of degrees squared.
(The continuous variance density would have units degrees aquared per
second.)

The process noise variance used for the estimator states was the lden~
tity wmatrix. This value, though somewhat arbitrary, {s reasonable based on
the fact that the states in the estimator are in effect normalized so that
their magnitudes remain near unity. Though the magnitude of the proceas
nolse varlance s important in determining the covariance of the state es~
timation errcr, its value relative to the measurement noise variance fs the
key factor in determining the optimal Kalman estimator pains, A value of
0.01 ft/sec? for the standard deviation of the accelercometer noise was used
for the results presented in this repert in which measurement and process
nolse were absent. In cases where measurement noise was added, an ép-
propriate measurement nolse sigma was used in the estimation algorithm,

The cost matrices ior the regulator gain calculations were also deter-
mined iteratively. Initial values were calculated by the Bryson method
mentioned earlier, and fine tuning to obtain acceptable performance was per-
formed at 40 knots and 1000 feet altitude. The final values for the state
and control costs used for the results presented herein are 5 for the states
representing the frequency shaping filter outputs, zero for the remaining

states, and a cost of 2 on all three controls; A!s' B, , and ec‘

138
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As' mentioned earlier, the controller i3 turned on after two seconds to
allow tranaifents in the GENEEL simulation and the estimation and identi{fica=
tion algorithms to settle., The rate at which the control gains approach
their steady~state values (assuming for the moment that the parameter varia-

' tions are insignificant) is determined by two factcrs; the i{nitial value of

the Ricatti matrix (the control dual to the state estimate error covarlance
matrix), and the time history of the atate and control cost matricea, The
Ricatti matrix 1is initialized to an extremely small factor times the iden-
tity matrix. This results in essentially zero initial control gains (yet
avoids numerical difficulties which would arise if 2zero were {uput
instead!), a desirable feature in preventing possible transients. The expo-
nential growth of the state costs from zero to their final fixed value also
helps prevent undesirable transients in the control_demand.‘ The time con-
stant of this exponential growth 1s approximately two seconds for the re-
sults presented in this report.

It should be emphasized that these inti{al parameter values are required
for the most part to overccrme the phenoxenon of algorithm start-up, not

helicopter start=-up, Once the RSRA helicopter and the adaptive controller

are past. the initial translents, if the algorithm is properly tuned, {t will
track the system variations and should not require reinitialfization, Hou=
ever, should {t become necesséry to reinitialize the algorithm as the result
of a detected Instability, the same initialization procedure is engaged.

As discussed in the previous subsection, once the algorithm has
achieved an acceptable ateady~state performance as determined by a cumula~-
tive acceleration magnitude threshold, the parameter identification
algorithm 1is disabled in order to alleviate the nced to add nolse to the
control inputs (for identifiability) and to reduce the computation load.
The performance 18 continually monitored, however, and should it degrade
past a second cumulative acceleration threshold, the identiflcation algo-
rithm is re-enabled. Wien the identification algorithm is re=engaged, the
parameter covariance 1is augmented by adding 0.1 to al!l the diagonal
elements, Since the models of parameter dynamics anlude. process nolse,
this increase in the covariance serves merely to speed up the adaptation
time constant, The overall tracking performance is still determined by the

process noise varlance, not by the initial parameter covariance. .
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4.3.2 Adaptive Controller Simulatlon Results

This subsection presents graphically the results of the adaptively con~
trolled GENHEL simulation ~uns of the RSRA helicopter at various rlight
conditions.
GENHEL simuiatlon program, filtered through a high-pass fllter as discussed
in section 4,1.2.2 to remove any low frequency components, Remcval of most
of the rigid Sody accelerations yields plots which are converiiently nearly
zero-mean. - Also, unless otherwise indicated, the plots of control surface
deflectiors are plots of the feedback correction components only, and dc not
include any non~zero set point commands from a stability auvgmentation cys .
(SAS) or the trim condit.ons, Thus, the plots of contrcl deflections ére
also nearly zero-mean,

The time histories plotted clearly manifest the controller time con-
stants as envelopes of the N/rev modulation ~ad lts harmonics. Also, a3
discusased previoﬁsly. the firat one secund of output is uusuppréssed vibra~-

tion of the RSRA helicopter., Thus, the first second of the acceleroneter’

outputs gives an indication of the unf-orced vibration levels (at the pilot
location) for each flight condition. Furthermore, during the sgecond one-
second Interval of the output time historiea, the effect of the additive
noise can be geen by comparing the vib-ation levels during the first and

second. one-second Iintervals. The control dellections during the second

" one-second 'interval indicate the ~-mplitude of the additive excitation

clearly.
The RSS acceleration output presented in each f;gure is the root-sum-

square of the three orthogcnal accelerometer outputs snown. Low frequency

rigid body acceleration has been filltered out, so the RSS acceleration i3 a -

direct measure of the total vibra“ion power at the pilot location,

Figures 4-5 through L=-9 give selected results of t'e adaptive con-
troller for velocities of 5 knots, 40 knots, and 120 knots at an altitude of
100 teet., Plots of the time histories of selected parameters and thelr as-
sbciated estiuate error uigmas for tﬁe 40 knot/100 feet altitude flight
cendition are 1i-=cluded as well. The notation used for theblabeling of the
ordinates in the paramet:«¢ time histories indicates the input-output pair

_(eg. AZ/B1S) in the case of control distribution nparameters (B0,B1), and the

output only (eg. AF) in the case of the dynamic model parameters (A1,A2;.

The plots of acceleroneter outputs are the outputs of the.
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Table 4=t gives the correlation matrices for the three decoupled MISO
parameter covariance matrices for the 40 knots/100 feet flight condition.
The correlatlon between the A1and Az terms in ecach axis {s approximately =
0.9 as s the correlation between the Boand B1terms in each of the input-
output pairs (ef. [3,6], [4,7), and [5,8] elements of the correlation
matrices). This 1s a consequence of the strong identifiability of the
input-output amplitude ratio, and the ccmparatively weak identifiability of
the relative phase at Q.

Figures 4-10 through U~12 present selected results of the adaptive con-
troller at 5 knots, 40 knots, and 120 knots at 1000 feet. Powar spectra of
the controlled and uncontrolled steady-state vibrations in each axis at 120
knots and 1000 feet altitude are shown in Fighre 4=13. These spectra indi-
cate the the vibration at § has been suppressad to levels beléw the
contribution of the higuer harmonics and indicates the adaptive controller
is performing as expected., Figures l~14 through 4=17 present the results of
the adaptive controller for a speed of 120 knots and altitudes of 2000, 5000
and 7000 feet. _

The results in figures 4=5 through 4=17 indicate that froa the same al-
goritha initial conditions, the adaptive controller converges at each flight
condition,'yielding excellent performance in terms of RSS vibration supprea=
sion and control effort expended. To investigate the performance of the
adaptive controller under changing flight conditions, two cases were run,
Figures 4~18 through 4=20 show the results for a case in which the o (N/rev)
was changed abruptly by decreasing it 10 rad/sec in 0.2 seconds, held con=
stant for the next 1,8 aseconds, and then returned to its original value
linearly over the next U seconds. The objective of this test was to inves-
tigate the abllity of the adaptive algorithm to track variations in rotor
angular velocity and resulting changes in the hellcopter dynamics,

The objective of the second case was to Investigate thg performance of
the adaptive algorithm during a transition from one flight condition to
another, The 1initial [flight conditfon used for this test was 80 knots at
1000 feet, Control commands were glven to increase the velocity to 125
knots. Figures 4=21 through 4-23 present selected results for this case,

including plots of trajectory parameters,
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ERIGINAL FALE i
-OF PGOR QUALITY

IDENTIFIED PARAMETER CORRELATION MATRICES FOR
ADAPTIVE CONTROL AT 40 KNOTS/100 FT

Teble 4-1,

X-axls Parznmeter Correlation Matrix

Al

A2

B1S/B0O A1S/B0 COL/BO B15/B1

A15/B1

COL/B1

1.933~
L2135
=0.2i82
=0.4223
0,264
0.6522
0.6£23
0.8

A1l

0,823

1620

0.2734

0,367

0.022
~0.2342
<0.822)

A2

-0.21%2
0.2734
£.6300
Q.20%%

o Tl
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~0.3883
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0.2344
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Y-axily Paraneter Correlation Matrix
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~0,E337
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. Z=axis Paramater Correlation Matrix
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-0.6527

1
<
-0

0
-0

0
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- 0.0400
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Finally, to inveatigate the effects of process and measurement noise on
the algorithm performance, two cases were run, The first case included
white Gaussian noise (HCH) with a sigma of 0.1 (ft/sec?) on the outputs
only. Tho results are shown in Filgure 4=2L4, Little performance degradation
was noted, SO0 the sigma was increased to 0.25 (ft/sec?) and process noise
with sigma 0.1° was added to the control feedback commands, The results of
this test are chown in Flgures 4=-25 and 4-26. Thg 'measured' outputs on the
right in Figure 4-25 contain the measurement noise, while the outputs on the
left are the actual vibrations prior to the addition of the measurenment
noiseg. Similarly, in Figure 4-26, the control time histories on the left
are the feedback commands, and those on ﬁhe right are the controls actually
applied to the simulétion. 1.2, with the process noise added.
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4.3.2 Discuasion of Adaptive Controller Simulation Results

The simulation results of the adaptive controller applied to the GENHEL

model of the RSRA helicopter indicate significant vibration reductfon at all
steady-state flight conditions tested. Significant vibration reduction was

also achieved during changing flight conditions. Notably, the reduction was
.achieved with no unique a priorl information about the helicopter or flight

conditions. The algorithm initialization and tuning were independent of the
flight conditions. '

Adaptive controller performance under steady-staié riight conditions
without measurement noise or process noise included is shown'in'Figures f-5
through 4=17. As discussed previously, the first second of the acceleration

time histories 1indicates the uncontrolled, unforced vibration levels; from
one to two seconds wide band noiséf;s being added to the controls, but no

feedback for vibration control is present; frcm two seccnds on the control
feedback is pre5ent. As can be seen by noting'the tines at which the vibra~
tion levels drop suddenly to their final values, the time from control
feedback 1initiation to parameter identification disabling (and consequently

wide band noise turn-cff) is on the order of two ta three seconds, This is,

of course, a strong function of the ID~OFF threshold level. In Figure 4=16,
the results for the flight condition 120 knots at 5000 feet-indicate a tran-
sient time in excess of 4 seconds. For this flisht condition, the ID-CFF
threshold was lowered from 3.0 ft/sec? to 2.0 ft/sec?.

For all the steady-state flight conditions, less collective is used
than swashplate control, It was also noted during the algoritha tuning
phase - of the analysis, near the stability boundary large amounts of collec-
tive were used, Correspondingly larger amounts of suashplaté'deflection

to decrease the vertical vivration result in increasing amounts of power at
N/rev cross=-coupling into “he 1lateral channels; thus requiring larger
swashplate deflections. Incorborating cross=coupling terms in the MISO
parameter identification algorithm might alleviate these'problems. As far
as the GENHEL simulation is‘ccncerned; however, it is seemingly necessary to
keep the "~ amount of main rotcr collective used for vibration ccntrol small,

Increasing collective defiections are indlcative of impending instability.
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During each of the steady~state flight condition tests, it was also
noted that the RSRA simulation could not maintain the supposed trim condi-
tion. In each case, non~zero body éngular rates developed which after
several seconds caused slow divergence of the velocity and altitude pro-
files. The most common divergence was due to a small positive pitch rate
and resulted in (initially) Increasing altitude and decreasing velo~ity
profiles, For the 120 knot/7000 feet flight conditioa, th: diverzence was
rapld however, and over the eight second test interval,'the flight coadition
varied significantly. After {nitially suppressing the vibrction below the
ID-OFF threshold, the vibration level increased to the point where the Iu ON
threshold was surpassed. itncreasing amounts -of control authority were re-
quired throughout the eight second test. To preveat thls divergsice, the
roll and pitch rates of the body were set to zero in order to grevent the
di&ergence. Note this was required for the 120 knot/7000 feet fligh% condf-
tion only. ’

Table U4~2 summarizes the final steady-state vivration and cbntrcl
amplitudes for the varlous flighu conditlions without mesasurement or prccess
noise, For the steady state ccnditions, th2 input amplitudes gradually in-
crease for more demanding flight regimes, though not nearly as fast «s for
the fixed-gain controllers (cf. Table 3-1). These results are highly ce-
pendent upon the ID-ON/OFF threscholds and the time history of vide band
noise 1input for robust parameter identificaticn., This depcndence t3 pos~
2ibly a consequence of overparameterization/mismodeling as indicated by the
large parameter ccrrelations in Table 4~-1,

The results of the adaptive control with time-varying @ are shoun in
Figures 4-18 through 4-20, The rather abrupt change in 3 results in a2 sig~
nificant decrease in velocity over the interval (ec was Increased in an
attempt to maintaln altitude) as well. As can been geen in the output time
histories, during the period of Q-variation, the vibration suppression is

less than impressive, This {8 a consequence of the time constants in the

" narrowband filters In the identifier and controller atructures. The center

frequency of the filters tracks the Q-variation3, but the tandwidtn recuins
fixed. The time constants are tco large for the fllters to ve effective
when the certer frequencies are changing rapldlv After the fi~variaticn

ceases, the filters reach st2ady-stateé and the ccntroller performance in-

-proves substantially. The bandwidth of the filters could certzinly be

- 100 -




TABLE 4-2, SUMMARY OF ADAPTIVE CONTROLLER STEADY~STATE ACCELERATION AND
CONTROL AMPLITUDES FOR STEADY-STATE FLIGHT CONDITIONS

Flight Condition Steady=State Steady-State Feedback Control

- VEQ Altitude RSS ACC o Peak~to~Peak
{knot3) (feet) {ft/sec?) B1s(deg) 9 (deg) A, (deg)
. e 1s
100 0.8 0.2 0.3 0.7
5

1000 , 1.0 0.5 0.3 0.7

100 1.0 1 0.7 0.6 1.8

%0 :

1000 1.0 1,2 0.4 1.6

100 1.2 0.3 0.4 1.5

1000 _ 1.0 1.0 0.1 0.4

120 2000 1.0 1.0 0.2 0.6
5000 1.2 0.9 . 0.3 1.1

. 7000 1.5 1.0 0.6 1.6

increased somewhat during period of asignificant Q-variatioh. However, more
sophisticatéd logic would be required, and caution would have to be exer-
clsed so as nct Lo excite the nonlinearities of the helicobter, thus
invalidating the approximate model of the vibration dynamics, ' '
The vibration results during transltidn frcm 80 to 125 knéts are inter-
esting (cf, Figures U4-21 through 4-23)). After the identification start-up
procedure, the vibration is suppressed by a factor of 5-10 at 6 seconds when
the maneuver begina, The controller is continuously operating and iden-
tification comes on when the viwration performance measure exceeds the ID-CN
threshold about one tenth ¢ a second after the start of the manauver,

There 1{s a fair amount of dyhamlcs due to pilct motion in the period from 6

to- 1C seconds, By viewing parameter plots in Figure 4-22, it is evident
that at during the maneuver, the model poles become more heavily damped (a‘

and 32 decrease) and that the phase of the second-order transfer function is

changing radically (b0 and b1 change symmetrically by significant amounts).

The vibration level during this time !s slightly less than the uncontrolled
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vibration, even with the additive excltation., Note the pilot inputs during
this period are severe enough that they have some contribution ln-the
bandwidth around N/rev and thereby "fight" the vibration suppression con-
troller. With more stable rigid body motion after ten seconds the
parameters begin to stabilize and by sixteen seconds the vibration threshold
is passed such that the identification turns off. A3 the control gains reach
their steady-state values, the vibration level continues to decrease, Other
small increases are due to some lateral acceleration at twenty and thirty-
one seconds. The ID-ON threshold is not surpassed for the remainder of the
test, |

The results of the adaptlve controller tests with measurement noise
only (Flgure 4-24) and with measurement and process nolse (Figures 4-25 and
L4-26) indicate that the algorithm performance does not degrade significantly
with moderate amounts of nolse added, Certainly, with broadband measurement
noise only, 1little degradation is to be expected since the narrowband con-
troller filters output most of the nolse before generating the feedback
signals, Prbcess nolse clearly ia the dominant factor (unleas powerful nar-
rowband maasurement nolse is present), and for wideband noise wuith o=0.1°,

the performance degradation is minimal.
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SECTION 5
SUMMARY OF FIXED~-CAIN AND ADAPTIVE CONTROLLER RESULTS

The design of a fixed-gain controller for suppressing vibration in the
model (GENHEL) of the RSRA helicopter was successfully accomplishéd using
frequency shaped cost functionals and a linearized model of the vibration
dynamics obtained by numerical calculation of stability derivatives in a
fourteenth-order model of the vibration dynamics. The frequency shaping was
necessary In order to prevent Tfecedback at frequencies other than 2 (the
region of model validlﬁy) which could cause instablilities. This controller
was found to be destabilizing, however, when flexible fuselage modes were
added to the simulation, resuiting in the need for the inclusion of addi-
tional modes in the model. Noting that the model had grown too complex for

control of nearly periodic disturbances, an approximate second-order

autoregressive with exogenous input (ARX) model of the input-output

relationships was fdentified instead. Based upon this approximate model of
the vibration dynamics, a fixed-gain controller was designed at a flight co-
ndition of 120 knots forward speed and 100 feet altitude. The performance

of the. controller at and away frcm the design point was quite gbod.

The design of the adaptive cortroller employed a similar /RX medel of

the vibration dynamnics and used the frequency shaping concept in the control
design as well. The lmplementation was aignificantly.mcore complex than the
fixed-gain- controller, {nvolving on-line parameter {dentification, state es-
timation, and control gain calculation. The algorithm performed quite well
at all flight conditions as well as during transients. Robuatness to

measurement and process noise was demonstrated as well.

Though the temptation to compare the results of the two a.gorithms is
great, this should be done in the light of several important poirts. First,
and most {important 1s the fact that the underlying assumptions upon which

the two algorithms are based are differcent. The fixed-gain controller is

designed assuming that the mcdel of the vibration dynamics 1s fixed and
known for all future times, whereas the adaptive algorithm assumes the model

form 1is fixed, but that the parameters in the model may vary with tine.
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This subtle difference is similar to the difference between causal and anti-

causal filters, Knowledge of the future can always be used to great -

advantage in control design, and the fixed-gain controller 1s using such
knowledge. - The adaptive algorithm, on the other hand, attempts to identify
the present systen, estlmaﬁe the current states, and control the future out-
puts based on the past and limited expectations concerning the future.

A second key difference in the controllers involved the set of con-
trols used for vibration suppression, All four controls were uéed in the
fixed-gain design. whereas . only three were used in the adaptive algorithm;
tall collective was not used. Another important difference was that dif-
ferent models were used for system identification. ‘The rixed-gain control
design waas based on a fully MIMO identified ARX model structure. The adap-

tive' controller ignored the output coupling identifying parameters in three

decoupled MISO ARX models,
However, in spite of all these important differences, there are a few

general comments which can be made. First, the algorithms both performed’
"equally well at all the flight conditions tested in terms of cverall vibra-

tion suppression, Away from the design point of 120 knots/100 feet, the
fixed-gain controller required more control authority than did the adaptive
algorithm which s to be expected. However, the fixed-gain controllér ex—
hibited Cfaster convergence than the adaptive controller at and near the 120
knots/1U0 feet design point, This is a direct ccnsequehce of the different
assumptions discussed above.. ) '

As a final note, it should be remembered that both controllers were

controlling a simulation and not a real helicopter. The nonlinearities of a

real hélicopter are most assuredly more severe than those in the GENHEL

simulationi of the RSRA;> and real actuator dynamics (not modeled in the
simulation) will cer;ainly have an effect on the controller performahce.
However, the most important polnt with respect to unmodeled nonlinearities
is that the objective is to control vibration at or near a few select fre-
quencies . only. Global validity of the models employed is not required.
Approximate mocels, valid  in the frequency ranges of interest, are suffi-

clent for effective control designs, both fixed-gain and adaptive.
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SECTICN 6
RECOMMENDATIONS

The results of the adaptive controller tests are quite promising,
however f{urther analysis 1s warranted before stronger conclusions can be
reached, A more extensive process and measuement nolse sensitivity
analysis should be conducted in order to ascertain the performance degrada-
tion with {increasing measurement noise, Since the adaptive algorithm is
nonlinear, there' is 1little that can be done analytically; Monte Carlo
analysis 1s appropriate for these investigations.

Further trade-off studies should be performed in which the effect of
the bandwidth of the noise added for identification on the transient.vibra-
tion 1levels 1is ascertalned. Noise outside the controller bandwidth (which
is significantly smaller than the noise filter bandwidth) {s not controlled
and adds to the vibration level during the ID process. On the other hand,
as the notse filter bandwidth decreases, the identifiability of the mocdel,

parameters decreases resulting In larger variance estimates and possible

subsequent controller degradation, .

As discussed in Section 4, the controller implemented used the fil-
tered state estimates in the feedback loop., For real-time implementation,
this will resul- in a delay in the ccntrol actuation due to the finite com-
putation time. Use of the predicted state estimates eliminates the problem

of the delay, hut introduces states with a larger variance in the control

loop. The effects of the delay versus the predicted state feecdback shculd
be investigated. The fundamental factor in determining which approach is

superlor 1is the adequacy of the second-order model of the helicopter

dynamics around N/rev, If the model is not good, the predicted states will
deviate significantly from the 'true' states and the controller performance

will degrade. .

Finally, further atudies should be performed on a simulation including
nigher order aerocelastic ncnlinear effects and, meore importantly, with more
realistic models of ‘%he actuators., It is anticipated that the later will
have a more sigrificant impact on the achievable performance than the
former, Regardless of the magnitude of the nonlinearities, the second-order
model employed is sufficiently accurate in the frequency ranges of interest

for periodic dicturbuince suppression. Howevér, control actuator lags and
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limits could potentially limit severely the performance of both the fixed- .

gain and adaptive controllers.
In spite of the caveats discussed above, the autotuning type of adap-
tive controller successfully demonstrated in thls study is quite attractive

for an operational environment, where manufacturers will not want to do

identification on each vehicle that is produced nr 'retune' the controller
during periodic maintenance to track changes in the flexibility effects of
sfructual members, Thus, both the fixed—gain and adaptive frequency shaped
control techniques analyzed here should be tested in wind tunnels, A logi-

cal sequence would be:

Wind tunnel testing
1) with a fixed~galn scheduled contrcl law,
2) with a single-~point robust fixed-gain control law, and

3) with an adaptive autotuning control law,
Should the tests prove successful, demcnatrating sufficient robustness to

disturbances of all types, flight tests wculd be wariranted. A similar se-

quence as that outlined above would be appropriate.
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APPENDIX A
HASTRAN MODAL AHALYSIS OF RSRA FLEXIBLE FUSELAGE

The first 34 natural frequencies, generalized massés and generalized
stiffnesses for the RSRA flexible fuselage are shewn in Table A-1. .The

eigenvector of mode number 15, trs closest mode to the rotor frequency N/rev
shown in Table A-2. 1In Table A-2, point ID number 11 is the roter frame
(HUB) and point number 546 is considered to be the pilot'locatlon.
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Table A-t. MODAL AHALYSIS OF THE RSRA HELICOPTER MODEL
(MARCH 4, 1981 - NASTRAN 12/16/81)

REAL EIGENVALUES

EIGERVALUE FADIAND CYaLEs GERZRALIZED GERERRLIZED
HniE STIFFREES

¢.o 0.0 0.0 2547028401 0.0

6.9 &0 0.0 1.356"?25*01 6.0

G0 0.0 0.0 4.5230229E408 6.9

0.9 (Y 0.0 1.778957E401 {0

6.0 ¢.0 0.0 1 9214305402 Y

0.0 0.0 0.0 1.292919E402 0.0
7.421817EH02 < 27607262401 4,393035E400 1.62221CE400 1,2353522403
9.6301568402 3.103250£401 4,9385755+00 1.2672745409 1.220424E403
2,3083562403 4,8045792401 7.646728E400 1. 212077E400 J.GS2822E403
3.559379E+03 5.5840532401 9. 495268E7CD 1.5456442409 5.5727268403
4.190264E403 §.473225E401 1.030245E401 2,8727932400 1. 20377LEH0A
8.577077E403 8,109916¢401 1.290734E401 1.859145E400 1.222129E404
8,738201E403 9.348154E401 1.487395E401 1.8721588400 $,6380422404
9.494004E403 9.743715£401 1.550751E401 2.87342E2400 2.728034E404
1,230904E404 1,109451E402 1.7657622401 3.987R81E400 4.502542E404
1.359259404 11701545402 1,862I57EH1 2.8589762400 3.525434E404
1.448741E404 1.2035658402 1,915460£401 3.575121E400 S.17949SEH04
1.591382E404 1,2615772402 2,0078¢4E401 4, 2206728400 8. 717550F 404
1.732225E404 $.3i6140E402 2.094702E401 J.1801£5E40D S.474117E404
1.98C104E+04 " 1.407162C402 «2I95eTEHY 4.230754E400 8,377333E+04
2. 4527448404 - 1.,568125E402 2,492545E401 " 1295778400 3.223311E404
2.753161EH04 1.859258E402 2.640804E 400 3. 3114856400 9.117057E404
2.005484E404 1.47501EE402 2,665875E+701 1.987016E400 5.574744E404
2.08803EH04 1.8699421E402 2.704713E401 2.27767EE 499 §.578009E+04
3.316454E404 1.821118E402 2,898396E401 3.017274EH00 1,000669E403
J.497404E404 1.870115£402 2,5764128408 3. 3171508402 1.180141E405
3.673318E404 1.916590E402 3,050348E401 4.‘2804.246‘ 1.920424E405
4, 007387404 2.001846E402 JLiRAGITEHOL 2.B187#1E4Cr 1,129587E405
4,7056748404 21701787402 . 3.453648E401 3.761831E+O& 1.771700E 405
S.053965E404 2,2481038402 3.577948£401 3.510558E40% 1.774224E40%
3.095703E404 2. 2573648402 3,5927108401 5. 2418220400 2,671077E4CS
5. 638099E+04 2.374448E402 3.779031E401 1.847402e400 2,169204E405
5.¢98542E404 2,3671625402 3.799224E401 4.7317705400 2.696419E45

S.93928BE404 2.437065£402 3.878710£401 B, 498703E400 5.166411EH0S

= 109 -
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Table A-2, EIGENVECTOR OF MODE 15.0F RSRA HELICOPTER MODEL
(MARCH 4, 1981 - NASTRAN 12/16/81)

“EIGENUALLE =
CYCLES =

POINT 1D,

-
(=20 -2 I PV I I g

11
12
13
101
527
S35

546
847
8390
1401
1402
1463
1404
1440
1441
1442
1504
1540
1401 .
1602
1603
1604
1440
1641
1642
4913
stol
5102
5103
5130
3}
5132

1.230904E 404
1,765742E401

n
-2,189307E~62
-2:104183E-¢2
“2,2744306-02
-3.0125026-02
-2.431705E-02
-2.452504-02
-4.696096E-02
-2,454072E-02
-2, 812645602
-5,247715E-03
-2,142447-02
2,2279165-02
2,2103398-92
“2,113531E-02
2,1650472-02
“2,053491E-02
1.147524E~02

C 1.1124238-02

1,1503158-02
1,2380°08-02
1,761405E-02
1.411652£-02
1,228327€~02
1.514871E-02
2,324402E-02
1.979644E-02
1,8460842-02
1.760415E-02
1,631994E-02
2,30722%¢-02
2,142114E-02
2.0433338-02
84149341E-02
~4,3B5285E 400
-4,584285E4090
-4.5B4285E+0)
4.87CE5IEH00
4.675851E400
4,875551E400

REAL

mn
-2, 332110802
-2,520749E-02
=2,520749E-02
1.329802£-02
-1,301656E-02
~2.785824E-03
5.1281378-02
6,748819E-03
7,1455435-03
1.,410812¢-01
5.1158426-02
4,576912E-02
3.473072-02
3.7053458-02
2,6837002-02
2,992214E-02
-2,048304E-02
=3.05551CE-02
-3.212431€-02
~3,333530E-02
“s «337356E-02
-2,482533E-02
~2.6243528-02
-3,134585¢-02
=2,772009E-02
=2.5253138£-02
=2,530770:-02
=24551403E-02
-2, 80891EE-02
-2.929¢80E-02
-2,718337E-02
-2.603326E-02
8.517654E-01
1. 7244578400
1.164374E400
2,108426E-01
2,.0147582¢-01
1 1625158400
1.7270192+00

EIGENVECTOR

13
-5.830057£-02
~1.45%342E-02

2,4402260€-02

-9.998945E-04.

-9,588717E-04
'90%%!E'0°
-1.0010222-03
4,314£81E-02
§,094335E-02
-1.4551132-01
4,632010E-02
-7.4734438-02
-5.32405%2-02
5.521893£-02
-4,299295E-02
$,8752942-02
=3.6013258-03
-4,893360E-03
-4,830200£-03
-4,021813E-03
1.162264E-02
S.95A441E-03
5.827924E-04
~5.1664392-03
+201E6£E-0]
~8.488348E-04
-9, 227945E-03
-9.497183¢-03
-1.84077¢E-02
2.410931E-02
1,093753€-02
4.281957¢-03
1.970026E-01
=5.274023E+00
~3.303730E400
-5.34B3ATEHN0
5.531722E400
5.50F815E400
S.494944E400
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K1
-1.112254E-02
-1.112058-03

~1.410254E-03

~1.415954E-03
~1.132284E-C3

=1,112258E-03

=2.032791F-03
-9.S51572E-24
-1.475374E-03
-2, 44529AF-02
-2.373977E-03
-1,340232-03
-1.4310172-03
-1,8374758-03
-6, L45TA0E-04
~1,543560E-03
0.0

.

F1367E-02
91347€-02
£.,991347E-02
9.138338E-02
9.15633¢E-02
9,15833LE-02

0.¢
0.0
0.0
0.0
¢.0
0.0
0.0
G.0
0.0
0.9
0.6
0.0
9.0
0.0
0.0
0.0
0.9
8.9

Ho. 15

K:
=203999E4E-04
=2, J990BE-04
-2.399984E-04
=5,333004-04
-2 399784E-04
~2.399964E-04
-1,130327E-03

8.11223¢4£-04
8,445937E-04
-2.770054E-03

~4,463514E-04

-1.6573572-03
~1.5352502-03
~5.170583E-04
-1,381692E-03

-5.5121292-04-

-3.534379-04
2,036741£-04
2776835804

-1,3194326-04
3,470951€-04
4,5%3997E-04
3,683948E-04
3,024370£-04

-3.2172028-04
1.935107€-05
4,982934E-04
A, BSA8T9E-04
§,136770E-04

-8,728071E-04
5.358235€-04

5.323228E-04

0.0

4,1452048-03
4. 14525480
4, 145254803
-1, 52T745E-03
~1.527547E-03
-1,527545€-03

R3
~4.c28277E-03

=4 LLETTRSN

~4.820277E-05
-5.434995E-0%
-4,4262720-03
“4.624777E-05
-4,538213E-05
~1.455059E-04
~1.405402E-04
-1.03409SE-03

e e & o @ ® ® ® e e

OO O OO DO DOO OO TVDOODOCO DO
-
OO DO O OO OO0 VO DOCODOOOOTO

" =64650239E-02

-8.650239¢-02
-4,650235E-02
=6, 7¢2735E-02
~6.7C27IBE- O

5.702738E-02

A LB
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_ APPENDIX B )
LINEARIZED MODEL OF THE RSRA VIBRATION DYNAMICS

This appendix presents the dynamic matrices for the identified linear
model of the RSRA vibration dynamics in éteady-state flight at a 12u-knot

forward speed and 100 feet altitude flight condition. The discrete domain
MIMO ARX rodel given Iin equation 3.1;

Yiri RV P AV t By B v T (3.1

where u is the vector of control inputs,
w

y 13 the vector of outputa and
1s a vector of thc sine and cosine of the rotor angle (y), was used to

perforn.  least-squares lidentification of the coefficient matrices.
Tranaforming this equation into state-space form for controller design was
performed. in detail in Section 3 (cf. equatlonq 3.21 through 3,23). Using
the notation employed in Section 3.2, the following matrices represent the
fdentified model of the RSRA vibration dynamics (i.e. the plant) coupled
with the frequency shaping filter dynamics,. '

-1 -



-

TN
1 bk

s

R
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Ty

eenr i deur go getnsn 02
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O prs PR2P 2 X 3vp Y 4

_ CouEs 1 mau 4
1.5340D422

~7,73070-03
2,47500-04
~9.91350-01
0.45320-03
2,87540-03
1,2148D-02
2.42670401
=4.73200-05
~9.45400-02
1.51579-08
3.0203-03

8,6314D-03
1.§3150400
=5.28000-02
-9.97470-03
-9.93506-01
4,31410-02
+23420-05
1.05550-01
1.21310-02
2,4233M401
=3,23240-04
~6.,45830-01

CoLERs 7 T 12

0.00500462
0.03200430
G, 02000400
0.03000400
0,000
0.620eB400
9.93332-01
=1, 22320451
0.003004€0
0.C000D400
0.63003409
0,63000409

=1.3733-02
7,19730-02
2,00290-01
9.0035D-03
~7,2618D-02
~2.18810-01
-8.41950-435
~1,6822{.-01
4.40430-04
8.80353-01
1.22622-03
2.44550400

0.0000D400
0.0200p400
0,03C0D460

0.00500363-

0,C20034C0
0.£0550400
9.5795D-04
9.93552-01
0.000G0400
0:00000400
0.05000H00
0. 00000400

=2.22170-03
-1, 55001
-$,9127D-01

2,13220-04

1.08750-01

1.58710-01
-1,35430-03
«2,727982403
-8,8457D-04
~1.3278D200
~1.4711D-¢3
-2,3352040)

2.34100-03
2:10240-02
1.9750D400
-2,64930-03
=2,37810-03
~9.90493-01
1,4332D-03
2,06350-02
1.2871D-05
2,57160-02
1,21§60-02
2,42070401

00000400
05000400
0200400
00200400
0.00000400
0.86330460
0.0200D400
0.60000400
9.93230-01
+1,22320301
0,6300B+C0
0.G000D4CY

0

0.
.
0.

1.50150-01
4.469020-02
9.4016D-02
-1,87560-01
=3.§05D-02
-8.0228D-02
1,1443D-03
2,325801400
2.87140-04
5.73490-04
5.6047D-04
1.139ED400

-1z -

1.08000400
0.0000D400
0.C000D+C0
0,00000100
0.00400400
0.00000403
6,1221D-03
1,22320401
0.00000400
0.00000400
0.03000400
0. 00000405

0.08¥53460
946501460
0, (0320400
0409602460
0.00280409
0.£5552160
04£0330460
0.02500460
9.97943-04
9.92562-01
0.05000400
0.00562400

~4,18450-03 7]
-1,21160-02
2,3011D0-02
8.07380-03
1.20150-02
Lo P114D-02
=2,35300-05
=5.12020-02
~7.4185D-05
-1.48220-01
1.53120-04

3,05930-01 |

0.0000D400
1.,00000400
0.00000400
0.00000400
0.00000400
6.00000405
0.00000400
0.0000D405
61221003
1,223204C8
0.0060D400
0.0000D400

0.00000400
0.0000D400
0.40002400
0402000400
0,05530450
G, 0040DH00
0.506004C0
0.00930100
0.603004(0
0.00000400
9.93029-01

=1,223201461

0.00000400
0.000C0400
1.00000400
0,00000400
0.0000D400
0.00000400
0,0000D430
0.0000040¢
0.0000D400
0.00000400
6412210-03
1,22320401

0,{000400
0.05391:00
0.00000400
0. 63580400
0.69000409
0.08302400
000200460
0.6000400
0.04000100
0.00¢L04C0
9.879:0-04

9.92330-01 ]
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éi. This model was used for control deaign as discussed in Section 3.2. The
5.1, ) control gains used and the open-loop and closed-loop eigenvalues of the
‘;‘ ’ linearized vibration dynamics are: ’

. ) : o Open-Loop Eigenvalues
S ' : :
i _ ¢ w @y 4
» (1/sec) (rad/s) (dz)
g AZS460150  1,2061D402  1.583AD401  3.4140D-02

2,50670460  8,7334D401  1.3913D401  2,97200-02
4,4022D400  1.0011D402  1.59560401  4.3732D-02
4,2566D400 -1,24810402  1,5054D401  3.41400-02
2,5967D400 ~8.7334D401 © 139130401 2.97200-02
440220400 ~1.0011D402  1.5754D401  4,393201-02
=1.025D-07  $.10710402  1.76291401 ~9.24780-12
5.07030-12  £.10710402  1.762D401  5.3924D-14
- 3.6927D-11  1.10710402  1.78290401  3.51480-13
ol ~1,02320-07 ~1.10716402  1.76230401 =9.2417D-12
: : S5.96740-12 -1,10710402  1.76270+01  5.37020-14
3.02020-01 -1.10712102° $.74290401  3.50¢9D-13

Closed-Loop Eigenvalues

g w w
n 9

(1/3ec) (rad/s) = (dz)

. : ’ 7.0315D400  1,24400402  2.,01T5D301.  S.4411D-02
L . 7.1415D80  -1.26400302  2.0155D401  5.6411D-02
’ ' 4,45360460 . 0.65720401  1,3804D401  S,1374D-02
- 4.45340400  -8,45720401  1,3804DH01 5.13760-02
i : 6.4755400  9.8342D401  1.58960401  4.7724D-02
6,4755340%  -0.83420401  1.54960401  6,7724D-02
S.00240400  1,12400402  1.79230401  5.24400-02
S.F024D409  ~1.12400402  1,7923D40!  5.2440D-02
4.99430400  1.0947D402  1.7451D401  4,5473D-02
4.9943D400 -1,09670402  1,74B1D401  4.54930-02
1.82500400  1.1060D402  1.,7846D401  1.6449D-02
1.8250040 <1 30C0DH0D  1.78440401  1.8449D-C2
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S.23920-02  3.94590-91
=2.35500-01  6.2425D-01
-4,35210-02  5,0004D-01
5.03620-02 ~1.40420-02

COLLS 7 THAY 12
-3.0376D-04 -6.9423D-04

J.E0360-03  5.9148D-04
-0.90000-03  4.0230D-03
-1.,4216D-03 -1.91930-G5

-1.2631D-01
~1.047§D0-01
~2,5159D-02
-3.0547p-02

1.52200-02
~9.19670-03
-6.,05020-03

3.9101p-03

- 114 -

7.63330-02
“2.59830-C1
-6.87810-02

S.78120-02

7.35130-03
-1.15791-04
3.4335D-04
-1.95690-05

3.,22850-01
7.07%00-01
4.49480-01
2.02600-03

3.0940D-03
2.,22°4D-04
1,13625-03
=2,35520-05

-1.4201D0-C1
-1.§097D-01
~2.2837p-02
=3.5995p-02

2.53150-05
J.6410D-05
9.7865D-04
1. 5047003
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APPENDIX C
DIRECT FEEDTHROUGH MODIFICATION TO LQR COST FUNCTIONAL

In Aﬁhls' appendix, a derivation is preéented indicating the modifica-
tions to the standard LQR cost function in regulator design required to
account for a direct feedthrough term, i.e. the presence of a ccmponent of
the inputs {in the outputs, The derivation {is given in the continuous
domain to simplify notation. Inecluding the direct feedthrough term, the
dynanical model of the system to be controlled can be written: ’

= Fx + Gu

HKe

] (C.1)
y = Hx + Du.

The cost function to be minimized i3 the standzsrd quadratic functional:

J = é J [yTAy - uTBd] dt .

-Minimizing .J subject to the constréints of the dynamical model by the method

of Lacrangc‘ multipliers 1leads to the defintion pr the Hamiltonian and the
Euler-Lagrange equations: ' ' '

H m yTAy + uBu + AT(Fx + Gu), (c.2)
-%% w A e = x"HAH - uTDTAH - ATF , (c.3)
%% « 0 = xTH'AD + u'B + A7G + u'DTAD . (c.4)
Deflining:
B = B+ DAL,
A = A-ADB 'D'a ' (C.5)
F =« F-G3 'DTAH,
equation C.4 can be solved for u to glve:
u = =B ¢ - 3 "o AHx . (C.6)
- 115 -




Substituting equation C.6 into C.4, the Euler-Lagrange equations can be
written in the standard form:

- Fx-03'¢h,

Ao

(.7

>

- - FA - H'AHx .

Thus, with the substitutions given in C.5, the LQR design with direct
feedthrough of inputs to ocutputs can be cast in the standard cost functicnal

form which which leads to the forward Ricatti equation and asaoclated feed-
back gains:

§ « SF+Fls -3 'eTs « uan,
C - -3'%Ts, (C.8)
u = Cx .

In order to obtaln the feedback appropriate for the'original system in terms

of the regulator gains computed in C.8, equation C.3 is rewwritten as
follows:

u = =Cx - §-1DTAHX = =Cx,
(C.9)

Tan .

C = C+8R
It should be emphasized that even in the case of time-invariant system
matricies (F,G,H,D), the steady-state solution to the forward regulator
problem will not be the same as the fixed-galn regulator solution discussed
in Section 3. They are solving two DIFFERENT problems! 1In the forward, or
céusal regulator solution, only knowledge. of the past is assumed, The
fixed-gain regulator assumes knowledge of the systém over the entire inter-
val which i3 usually assumed to be infinite,
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