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Abstract 

The re1atlve roles of large-scale sClentiflc 
computers and physlca1 experlments ln several 
SClence and engineerlng dlsclp1ines are dlS
cussed. Increaslng dependence on computers lS 
shown to be motlvated both by the rapld growth In 
computer speed and memory, WhlCh permits accurate 
numerlca1 slmu1atl0n of complex physlca1 phenom
ena, and by the rapld reductlon in the cost of 
performlng a ca1cu1atlon, WhlCh makes computatlon 
an lncreaslng1y attractlve complement to experl
mentatl0n. Computer speed and memory requlrements 
are presented for selected areas of such dlSC1-
p11nes as f1uld dynamlcs, aerodynamlcs, aerother
modynamlcs, chemlstry, atmospheric sciences, 
astronomy, and astrophyslCS, together wlth some 
examples of the complementary nature of computa
tlon and experlment. Finally, the impact of the 
emerglng role of computers In the technlca1 dlSC1-
p11nes lS discussed In terms of both the requlre
ments for experlmentatl0n and the attalnment of 
prevlous1y lnaccesslb1e lnformatl0n on physlca1 
processes. 

Introductl0n 

Computers are p1aylng an lncreaslng1y lmpor
tant role In the SClence and englneerlng dlsci
p11nes. They are, In fact, revo1utlonlzlng not 
only the way research lS conducted In nearly all 
fle1ds, but also the way that sClentlflc knowledge 
and wlsdom are app11ed In the lndustrla1 enVlron
ment, lnc1udlng the search for and recovery of 
natural resources, the deslgn and manufacture of 
products, the development of pharmaceutlca1s, and 
the productlon of motlon plctures. ThlS revo1u
tlon, still ln ltS infancy, began about 20 years 
ago. It lS gatherlng momentum with exponentla1 
growth, and lt eventually could rlva1 other great 
events ln the course of the evo1utlon of the C1Vl-
11zed world. It lS crucla1 for those lnvo1ved ln 
the pursult of technlca1 endeavors, inc1udlng 
educatl0n, to understand how the computer revo1u
tlon lS enhanclng the economlC and technical value 
of human resources, and to take the necessary 
steps to stay at its leading edge. The conse
quences of ignoring th,S revolution are not 

acceptable for a country dedlcated to commandlng a 
1eadershlp posltlon In world affalrs. 

The prlnclpal obJectlve of thlS paper lS to 
provlde a brlef overview of how computers are 
beglnnlng to affect the technlca1 disclp11nes and 
to discuss how they are changlng the requlrements 
for assoc1ated phys1cal exper1ments. Th1S subject 
wl11 be treated by exam1nlng some examples related 
to aerodynamlcs, aerothermodynamlcs, chemistry, 
atmospheric SClences, astronomy, and astrophysics. 

Background 

The computer revo1ut10n 1n SClence and eng1-
neerlng lS lnt1mate1y connected to the development 
of both computers and numerlca1 methods. There
fore, lt 1S appropr1ate to reVlew past advances 
and to quantlfy future prospects. ThlS reVlew 
w111 be 11mlted to top-of-the-11ne comput1ng 
eng1nes, commonly referred to as supercomputers. 
These are the machlnes that are paclng the devel
opment of the computatlona1 d1sclp11nes, although 
to be used effectlve1y they must be augmented by 
approprlate perlphera1 devlces such as front-end 
computers, term1na1s, graph1cs dev1ces, long-term 
data storage facl11t1es, and communlcatlons net
works. It lS also necessary to have skl11ed per
sons tra1ned In the use of supercomputers. There 
lS a shortage of such personnel, and there are 
only a few unlversltles equlpped wlth supercom
puters to provlde thlS traln1ng. Th1S must be 
remedied soon 1f the growlng demand for these 
spec1a11sts 1S to be met. 

The increase in computer speed and cost lS 
shown for some eXlst1ng and planned machlnes 1n 
flgure 1.1 It 1S noteworthy that computer speed 
has grown about four orders of magnltude over a 
per10d of 30 years, whereas monthly rental cost 
has r1sen by approx1mate1y a factor of only 10 In 
actual-year dollars. In terms of the real value 
of money, the cost has actually decreased substan
t1a11y. The exponentla1 growth in computer speed 
lS expected to contlnue for some tlme as a result 
of advances In very-large-scale electronlcs lnte
gration and computer arch1tecture techno1og1es. ' 
The lncrease of computer memory, Wh1Ch 1S shown in 
f1gure 2, has been only ~bout half as large as 
that for computer speed. The rate of growth is 
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expected to be hlgh In the foreseeable future, 
however. In fact, a Cray-2 computer wlth a maln 
memory of 256 mllll0n 64-blt words lS ~xpected to 
be dellvered to the NASA Ames Research Center In 
the fall of 1985. ThlS capability represents a 
factor of 8 lncrease over the 32-mllllon-word 
Cyber 205 Just now belng made avallable. It lS 
almost certa1n that memory Slzes as large as one 
bllllon words wlll be avallable before 1990. 

Improvements In computer performance have 
been closely paralleled by lmprovements In numerl
cal methods over the past 20 years. ThlS lS 
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tlme of computer maln memory. 

lllustrated by the data presented 1n figure i, 
WhlCh show how the cost of perform1ng a computa
t10n has been dr1ven down by the advances that are 
be1ng ma~e 1n computers and 1n numerical 
methods. In th1S case, the methods refer to 
those used to solve two approxlmat1ng forms of the 
Navler-Stokes equat10ns governlng perfect-gas 
fluld dynam1cs, but the results are lndlcatlve of 
methods used for equatlons governlng many other 
d1sclpl1nes. Further improvement (several orders 
of magnltude) 1n algorlthms for solvlng the 
Navler-Stokes equatlons appears to be posslble at 
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F1gure 3.- Compar1son of numer1cal slmulatu10n 
cost trend result1ng from 1mprovements 1n algo
r1thms for d1fferent forms of the flu1d dynam1cs 
equat10ns w1th that oWlng to lmprovements ln com
puters. 

th1S t1me. Results of these 1mprovements ln com
puter and algorlthm performance compound to 
provlde a 105 reduct lon, over a 15-year per1od, ln 
the cost of performlng a computatlon w1th a glven 
computer code. 

Theory and experlment have been used by 
sC1ent1sts and englneers 1n a complementary 
fashlon for many years. In some cases, the phYS1-
cal observat10n comes flrst, ln other cases, the 
sltuatl0n lS reversed. Prl0r to the development 
of d1g1tal computers, however, the role played by 
theory was hampered by the lnabl11ty to solve the 
govern1ng equatl0ns for many phenomena. The rela
t1ve roles of theory and exper1ment began to 
change after the lntroductlon of the electronic 
d1g1tal computer. The exact tlme when these 
changes begin to occur ln a part1cular dlscipline 
15 dlrectly related to the complexity of the phys
lCS 1nvolved and the level of computer power 
requlred to solve the governlng equat10ns in a 
reasonable amount of comput1ng tlme commensurate 
wlth the lmportance of obtalnlng answers. Thus, 
dlfferent dlsclplines have dlfferent thresholds in 
terms of computer requ1rements. 
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One of the flrst disclpllnes to lend ltself 
to practical treatment by the dlgltal computer was 
the prediction of cannon-shell traJector1es. In 
fact, the ENIAC computer was developed dur1ng 
World War II to calculate balllst1cs f1r1ng 
tables. Today, problems lnvolvlng fllght mechan
ics and orbital dynamlcs are solved routlnely 
without the use of valldatlng experlments. 
Machlnes developed ln the early 1960s, such as the 
CDC 6600, were powerful enough to enable research 
and development of nuclear devlces to contlnue 
effectlvely desp1te the nuclear test-ban 
treat1es. The des1gn of alrcraft structures lS 
now done largely using computers, with only mlnl
mal proof-test1ng of the f1n1shed product. By 
1970 computers were powerful enough to beg1n 
tackllng nonlinear forms of the equat10ns govern-
1ng fluid dynam1cs for Slmple flow geometrles. A 
11ttle more than 10 years later there were exam
ples of signif1cant geometric deslgn modlflca
t10ns, based solely on computat10n, be1ng 
lnstalled on a1rcraft and comm1tted to fl1ght 
wlthout the benef1t of val1dat1ng exper1ments • 
These are but a few examples of how computers can 
be adapted for use by var10US d1sc1pl1nes when 
they become powerful enough to treat the underly
lng physlcal pr1nc1ples wlth a h1gh degree of 
preCision. 

Both techn1cal and econom1C factors mot1vate 
the lncreas1ng use of computers 1n the techn1cal 
dlsc1plines. Wh11e exper1mental apparatus and 
advanced instrumentat10n enhance the ab111ty to 
observe, computers enhance the ab111ty to 
reason. Phenomena governed by the laws of phYS1CS 
can be expressed 1n mathemat1cal form, and com
puters can be used to solve the result1ng equa
t10ns w1th a degree of exactness not otherw1se 
posslble. In many cases, computers enable 
researchers to study phenomena that are d1ff1cult, 
lf not 1mposs1ble, to study exper1mentally. Com
puters can ass1st englneers and sC1ent1sts 1n 
meet1ng 1ncreas1ngly complex demands placed on 
1ndustr1al des1gn and eng1neer1ng. These demands 
arlse from the need to be compet1t1ve on a global 
scale. There 1S very 11ttle tolerance for des1gn 
errors desp1te confl1ctlng requ1rements of low 
cost, h1gh qual1ty, energy eff1c1ency, and enV1-
ronmental compat1bl11ty. In add1tl0n, computers 
enable industrlal product developments to evolve 
more rap1dly to assure economlC market success. 
One by one, the country's maJor 1ndustrles are 
acqulring supercomputers. ThlS expand1ng market 
should help control the future costs of large
scale mach1nes. 

Unlike many experimental test fac1lities and 
lnstrumentatl0n acqulred through discrete pur
chases and then used for many years wlthout maJor 
change, computat1onal equ1pment requ1res frequent 
and continual upgradlng to rema1n current. Super
computer performance has been lncreas1ng by a 



factor of 10 about every 7 years. Thus, the maIn
frames should be replaced long before theIr compo
nents are no longer servIceable (tYPIcally 
15 years). PerIpheral devIces are also changIng 
rapIdly. For example, over a 20-year perIod, the 
method of Inputting data Into the computer has 
changed from readIng punched cards at the site of 
the computer, to readIng punched cards fed In 
through remote Job-entry statIons, to the use of 
"dumb" termInals on the user's desk, to the use of 
IntellIgent work statIons In the user's offIce. 
LIkewIse, the method of provIdIng computer output 
has changed from tabular lIstIngs, to centralized 
plottIng, to remote plottIng, to dIstrIbuted color 
graphIcs devIces. Therefore, a modern computIng 
envIronment requIres an annual budget consIderably 
larger than that requIred to maIntaIn and operate 
eXIstIng equ1pment, and 1t requIres a careful and 
cont1nuOUS plannIng process to stay abreast of the 
rapIdly chang1ng technology. 

The avaIlabIlIty of large computers IS also 
affect1ng the cost of perform1ng exper1ments. On 
one hand, the cost 1S gOlng down because prellm1-
nary work done on the computer can be used to 
gUIde the conduct of experIments and often ellm1-
nates the need to perform measurements for 
numerous values of the var1ables. The computer, 
1n effect, provIdes a great deal of 1nSlght Into 
what to expect from the experIment before 1t IS 
conducted, and It provIdes a means for lnterpolat-
1ng between w1dely spaced values of the param
eters. On the other hand, the cost 15 gOlng up 
because computer-generated 1nformatlon prov1des 
much more deta1l concernIng the underlYIng phYSICS 
than can be obtaIned from more analytIcal examI
natIon, and thus InspIres new exper1mental 
requ1rements. The experImentalIst 1S beIng forced 
to conduct more sophIsticated exper1ments that 
requ1re the development of 1mproved, but costlY, 
test technIques Eventually, the costs assoc1ated 
wIth experIments 1n selected fIelds can be dr1ven 
down, 1f not elImInated, as computers become 
suff1c1ently powerful to treat sltuat10ns w1thout 
apprecIable approxlmat10n. 

Impact of Computers on Selected D1sclp11nes 

The degree to whIch computers are affect1ng 
the sC1entlf1c and eng1neerlng process exerc1sed 
1n the var10US d1sc1p11nes depends, to a large 
extent, on the comp1ex1ty of the underlying phys-
1CS and the degree of exactness wIth whIch avaIl
able computer power can be used to solve the gov
ernIng equatIons. SInce the amount of requIred 
computer power varIes from dISCIplIne to dlSC1-
p11ne, each area of Interest must be examIned 
1ndlv1dua11y to determ1ne the 1mpact. The process 
1nvo1ves mak1ng an est1mate of the computer speed 
and memory requIred to solve the governIng equa
tIons, compar1ng the requ1rements WIth computer 
capabl11tles, and then factor1ng 1n flnd1ngs based 
on past exper1ence. Computers are not yet large 
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enough to treat all sltuat10ns from f1rst prlnc1-
p1es so the ab11ity to slmp11fy w1th models or 
approx1mat1ons plays a strong role 1n most d1sc1-
p11nes. Results of app1Y1ng th1S process to sev
eral diSCIplInes are d1scussed In th1S sectIon. 

F1u1d Dynam1cs 

The Nav1er-Stokes equat10ns govern the mOt10n 
of V1SCOUS f1u1ds over a broad range of contlnuum
flow s1tuatlons, Including those of 1nterest In 
aIrcraft des1gn. It 1S not poss1b1e to obtaIn 
closed-form Solut10ns to these equatIons for prac
t1ca1 eng1neerlng problems. However, varIous 
degrees of approxImatIon have been worked out over 
the years to obtaIn useful results. 

Four major levels of approxImatIon to the 
full equat10ns have been ldent1f1ed. 3 Each level 
of approxImatIon resolves the under1Y1ng physics 
to a d1fferent degree, prov1des a d1fferent level 
of understand1ng, and requIres a dIfferent level 
of computer capabIlIty. These approximatIons, 
theIr capabl11tles In resolVIng problems assocI
ated WIth aIrcraft aerodynamICS, and the computer 
requIrements to solve them In a reasonable amount 
of t1me (about 15 mIn) are summarIzed 1n table 1 
and d~sJussed 1n some depth 1n the lItera-
ture.' Computer requIrements are expressed In 
terms of the power of a Class VI machIne whIch IS 
defIned here to have a process1ng speed of 30 mIl
lIon floatIng-poInt operatIons per second (MFLOPs) 
and a maIn memory of about 8 mIllIon words. Com
puter requIrements Increase WIth each hIgher level 
of apprOXImatIon, both because more flow varIables 
are Involved and because more panels or grId 
pOInts are reqUIred to resolve the flows to a 
level of detaIl that 1S commensurate WIth the 
phYS1CS embod1ed 1n the approx1mat1on. Exper1ence 
1ndlcates that the Reynolds-averaged form of the 
Nav1er-Stokes equat10ns probably WIll be adequate 
for most deslgn-or1ented problems. The effects of 
all scales of turbulence are modeled 1n th1S level 
of approxImatIon. The development of these turbu
lence models IS the subject of extens1ve current 
research by both computatIonal and experImental 
flUId dynamlclsts. In fact,the exper1menta1lsts 
are be1ng gUIded, to a large extent, by computa
tIonal research programs whIch are based e1ther on 
the applIcatIon of the large-eddy slmu1at10n 
approxImatIon or on the use of the full Navler
Stokes equatIons for slmp1e flow geometr1es. 
InformatIon presented 1n table 1 shows that com
puters hav1ng one-tenth the power of a Class VI 
machIne are requ1red to beg1n to make Inroads on 
the computatIonal treatment of aIrcraft deSIgn 
problems. MachInes of thIS class, such as the 
CDC 7600, became avaIlable In the late 1960s, but 
1t was not untIl the m1d-1970s that they were 
generally acceSSIble by the aerodynamlClsts. Now, 
of course, Class VI machInes, such as the Cray-1 
and the Cyber 205, are w1de1y avaIlable. 
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Table 1.- Major levels of approximation to the Navier-Stokes eQuatlons with results 
provided, and computer requirements to obtain solutions in 15 m1n of computation t1me. 

APPROXIMATION CAPABILITY 
GRID POINTS COMPUTER 

REQUIRED REQUIREMENT 

SUBSONIC/SUPERSONIC 3 x 103 
LINEARIZED INVISCID PRESSURE LOADS PANELS 1/10 CLASS VI 

VORTEX DRAG 

ABOVE PLUS 
NONLINEAR INVISCID TRANSONIC PRESSURE LOADS 105 CLASS VI 

WAVE DRAG 

ABOVE PLUS 
REYNOLDS AVERAGED SEPARATION/REATTACHMENT 107 30 x CLASS VI 
NAVIER STOKES STALl/BUFFET/FLUTTER 

TOTAL DRAG 

ABOVE PLUS 
LARGE EDDY TURBULENCE STRUCTURE 109 3000 " CLASS VI SIMULATION AERODYNAMIC NOISE 

ABOVE PLUS 
3 MILLION TO 

FULL NAVIER STOKES 
LAMINAR/TURBULENT 

1012 TO 1015 3 BILLION 
TRANSITION 

TURBULENCE DISSIPATION CLASS VI 

Speed and memory requIrements for computa
tIonal aerodynam1cs are compared w1th several 
eXIstIng and planned computers In f1gure 4. Com
puters large enough to prov1de solutIons to the 
Reynolds-averaged Navler-Stokes equatIons for the 
flow about a complete aIrcraft are expected to be 
avaIlable before the end of thIS decade. That 
should mark the tIme when computers wIll not be 
Just a supplement to the a1rcraft deSIgn process, 
but they w1l1 be an absolute necessIty for a coun
try to remaIn competitIve In meetIng economIc and 
performance requIrements. 

An expert group of computatIonal flUId dynam
IC1StS, computer and wInd-tunnel technologIsts, 
and aIrframe and engIne deSIgners were brought 
together by the National Research CouncIl to 
assess the Impact of computatIons on the tradI
tIonal role of ground test facIlItIes over the 
next 15 years (1983-1998). They concluded that, 
over the 15-year perIod cons1dered, the capabilI
tIes of the computer as a tool for aIrcraft and 
engIne deSIgn WIll Increase substant1ally, the 
unIt cost of computatIon w1l1 drop by three orders 
of magnItude, and the type of test1ng w1ll change, 
but there WIll be no marked change In ihe requIre
ment for uSIng ground test facIlItIes. ThIS 
latter conclusIon stems from the fInding that 
computatIon and experImentatIon play somewhat 
dIfferent roles and have dIfferent strengths and 
weaknesses. On the other hand, computatIons give 
cons1derably greater detail of a flow f1eld than 
IS possIble 1n any wInd tunnel. They provide a 
capabIlIty for conf1guration optimIzatIon and for 
determInIng the effect of conf1gurat10n changes 

before comm1tment to model constructIon and test-
1ng 1S made. In add1t10n, computatIons can pro
v1de an alternate source of 1nformatlon often 
needed to interpret exper1mental results or to 
extend them to condItIons not obtaInable In ground 
test facIlItIes. On the other hand, ground test 
facIlItIes provIde a ready source of Integrated 
flow InformatIon sInce forces and moments are 
dIrectly obtaIned by w1nd-tunnel balance measure
ment. In summary, computatIons and experIments 
w1ll be used In a complementary rather than com
petItIve mode, and the end result WIll be products 
whIch WIll maIntaIn the country's preemInence In 
cIvIl and mIlItary aeronautIcal fIelds. 

AerothermodynamlCS 

Aerothermodynamlcs IS the extensIon of aero
dynamICs Into very-hIgh-speed flIght regImes where 
there are SIgnIfIcant thermal effects between gas 
and solId surfaces. As the motIon of a vehIcle 
Increases to hypersonIc speeds (Mach number 
greater than about 5), shock-heated molecules In 
the flow exh1blt exc1tatlon 1nto hIgher 1nternal 
degrees of freedom (VIbratIon, rotatIon, and elec
tronIc) and chemIcal reactIons begIn to occur. 
ThIS gIves r1se to the onset of convect1ve heat1ng 
and eventually to d1ssoclatlon of the gas mole
cules surroundIng the veh1cle. Add1tlonal gas 
specIes such as NO, N, and a are formed If the 
vehIcle IS flY1n9 1n a1r. At even hIgher speeds, 
10nlzatlon begIns causIng the appearance of N+, 
0+, and N/. In many instances, the gases w111 
become suffICIently hot to rad1ate at IntensIty 
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F1gure 4.- Computer speed and memory requ1rements for aerodynam1c calculat10ns compared w1th 
the capabilities of various machines; 1S-m1n runs w1th 1985 algor1thms. 

levels glv1ng rise to the requirement to prov1de 
thermal protectIon agaInst both radIative and 
convect1ve heat1ng to assure veh1cle surv1val. 
The gas 1S generally 1n thermochem1cal equ111br1um 
for fl1ght at alt1tudes below about 40 km 1n the 
Earth's atmosphere, but at h1gher alt1tudes, the 
phyS1CS are further compl1cated by hav1ng to treat 
the flow chem1stry w1th f1n1te rates of reac
t10ns All of these real-gas effects must be 
taken 1nto account to accurately obta1n pressures, 
forces, and heat loads exper1enced by a veh1cle 
flY1ng at these hyperveloc1t1es. Computational 
treatment of flows 1nvolv1ng aerothermodynam1c 
phenomena places greater demands on computer speed 
and memory than for the treatment of aerodynam1cs 
under perfect-gas assumpt10ns because of the need 
for a more deta11ed descr1ption of the equat10n of 
state These demands are offset, to some extent, 
by the fact that veh1cles des1gned to fly at 
hyperveloc1t1es generally have slmpler geometries 
than convent1onal a1rcraft so that fewer gr1d 
pOlnts are requlred to d1scretlze the computa
tlonal domaln. 

The 1mpact that modern computers w1ll have on 
the fleld of aerothermodynamlcs can be 11lustrated 
by conslderlng the approach contemplated for the 

deSl9n of the next-generatlon Space Shuttle and 
comparIng 1t to that used for the eX1st1ng 
Shuttle, Wh1Ch was developed 1n the 1970s. Dur1ng 
that decade, the computatlonal approach was 1n 1tS 
1nfancy and computers were not powerful enough to 
treat the complete veh1cle, even w1th codes based 
on perfect-gas assumptions The Shuttle was 
des1gned by testlng many competlng conf1gurat1ons 
1n ground test fac111t1es such as w1nd tunnels and 
arc-heated plasma Jets. This testing program 
extended over a per10d of more than 10 years and 
1t requ1red over 50,000 hours of tIme 1n w1nd 
tunnels alone. Clearly, th1S was a h1ghly suc
cessful program, but the approach was expens1ve 1n 
terms of t1me and added we1ght required to protect 
aga1nst uncertaIntIes caused by not beIng able to 
prec1sely slmulate all of the physical phenomena 
In the ground test facIlItIes. It 1S 11kely that 
the deslgn of the next-generat10n Shuttle w111 
beg1n WIth the calculatIon of the performance 
character1stlcs of many pOSSIble configuratlons 
uSlng codes based on 1deal-gas assumpt1ons. This 
w1l1 gUlde the selection of veh1cle shapes that 
satlfy low-speed performance requ1rements wh11e 
showlng the promlse of meet1ng hlgh-speed requlre
ments At thls pOlnt parallel experlments and 



computat10ns w111 begin to 1nvest1gate 11kely 
areas of concern related to real-gas effects. 
Once the real-gas codes are validated by compar1-
son w1th measurements made at cond1t1ons that can 
be obta1ned in ground test fac111t1es, they can be 
used WIth some degree of confldence to further 
narrow the number of cand1date conflgurations 
pr10r to exhaust1ve, t1me-consum1ng test1ng. 
Thus, the burden of "cut and try" opt1mizat1on 
w111 be ass1gned to the computer and the results 
w111 be checked by measurement for those portions 
of the fl1ght envelope acceSSIble by ground test 
fac111t1es. 

Computer speed and memory requirements for 
treat1ng real-gas flows about slmple shapes typ1-
cal of planetary probes, ball1st1c m1ss1les, and 
orbltal transfer veh1cles, Wh1Ch w111 use aero
braklng 1n the Earth's upper atmosphere to replace 
rocket-motor-ass1sted maneuver1ng, are shown 1n 
f1gure 5. Est1mates are shown for lncreas1ng 
levels of phys1cal complexity rang1ng from lami
nar-flow, 1deal-gas cons1derat1ons to the treat
ment of chem1cal and thermochem1cal nonequllibr1um 
effects wlth radlat10n and turbulence phYS1CS 
lncluded The results are based upon USlng 1985 
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algorIthms, the Reynolds-averaged form of the 
Navier-Stokes equatlons, and IS-min solution 
times. 

Aeroassisted orbital transfer vehlcles 
(AOTVs) wlll fly in a reglme in Wh1Ch all of the 
physlcal complexitles except turbulence are 
expected to be promlnent. The results 1n flgure 5 
lmply that about 40 hours of CPU tlme wlll be 
requlred to calculate the flow about this class of 
vehicle uSlng machlnes havlng a speed of 
1000 MFLOPs and a memory of 256 mllllon words. 
ThlS 1S not considered to be an exceSSlve amount 
of computing tlme to provide lnformatlon vltal to 
the design of an optlmlzed vehlcle, but not 
readlly accessible through ground test. 

Chemlstry 

Properties of matter can be calculated by 
solvlng the Schrodlnger equatlon, WhlCh is the 
fundamental equation of quantum theory. Interac
tlon energIes between specles and most phys1cal 
propertles of lnterest can be calculated for sys
tems composed of as many as 100 atoms uSlng cur
rent algorlthms and computers. W1th these 
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InteractIon energies, classIcal and semIclassIcal 
mechanIcs are used to compute collIsIonal proper
tIes, IncludIng rates of chemIcal reactIons. ThIs 
fIeld of research IS known as computatIonal chem
Istry, and ItS applIcatIons are as broad as those 
of chemIstry Itself. The dIscussion hereIn wIll 
be lImited to problems dealing with atmosphere
entry physics and aerospace materials. 

The solution of Schrodinger's equatIon is 
usually obtaIned by a basIs-set expansIon. Molec
ular orbItals for the system of Interest are writ
ten In terms of a set of atomIc basIs functIons, 
and the expansion coeffIcients are obtaIned by 
minImIzation of the total electronIc energy for 
the molecule or atomic cluster; the larger the 
basIs set, the more accurate the results When 
the energy mInimIzatIon IS accomplIshed wIth the 
total number of electrons In the system assIgned 
in only one way to the molecular orbItals, the 
result IS known as a self-conSIstent fIeld (SCF) 
solution. For some systems and some properties, 
these results are suffICIent, as wIll be dIscussed 
later. SCF solutions usually gIve InformatIon on 
only the lowest or ground electronIc state of a 
system, but thIS InformatIon often IS all that is 
of Interest. The SCF solutIon does not account 
for the fact that electrons tend to aVOId each 
other In theIr motIons about the nucleI of the 
molecule. To account for thIS, the electrons are 
allowed to occupy the molecular orbItals In many 
different ways follOWIng quantum mechanIcal 
rules. This approach IS called confIguratIon 
interaction (CI), and the resultIng electronic 
energIes and wavefunctlons from whence many prop
erties of Isolated systems are derIved often are 
as accurate as those from hIgh-qualIty laboratory 
experIments. In general, propertIes of eXCIted 
electronIc states requIre the use of the Cl 
approach and this can be computatIonally 
expensIve. 

AtomIstIC SImulatIon of materIal properties 
utilIzes the InteractIon energIes obtaIned eIther 
from the quantum chemIcal solutIons or those 
deduced from measurements. For the former case, 
quantum calculatIons are fIrst conducted on an 
atomic cluster such as 50 or more metal atoms with 
and WIthout the presence of gaseous ImpurIty 
specIes. EffectIve InteratomIC forces accounting 
for two- and three-body InteractIons are deduced 
from the potentIal energy surfaces for the small 
cluster. These forces are then used as Inputs for 
claSSIcal-dynamIcal-theory calculatIons for gas
materIal InteractIons by conSIderIng an ensemble 
of 10,000 atoms at a pOInt of Interest In the 
materIal WIth external (macroscopIc) forces 
connected to the dIscrete atoms vIa a set of 
finIte elements. 

ComputatIonal chemIstry currently IS being 
used to prOVIde InformatIon reqUIred for the cal
culatIon of the aerothermodynamlC behaVIor of the 
AOTVs. For example, the electronIc transitIon 
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probabilities for N2+, which contrIbute 
Importantly to the radiative emIsSIon from the hot 
air, and the rates for the N+ + N + N + N+ 
charge-transfer reactIon, which IS an Important 
convective heat-transfer mechan1sm for nonequi
librium aIrflows, are being prOVIded by compu
tation. Results based on CI studies are be1ng 
obtaIned with reliability levels comparable to 
hIgh-qualIty measurements. In addItIon, emIssIon 
spectra for the varIous other radIatIng specIes In 
the flow are beIng calculated and prOVIded as 
Input to the flow-fIeld codes to predIct emISSIon, 
absorptIon, and radIatIve heatIng. FInally, chem
ical reactIon rates are beIng computed from fIrst 
prInCIples by uSIng InteractIon energIes or poten
tIal energy surfaces resultIng from the solutIon 
of the Schrodlnger equatIon at all pOSSIble values 
of the InteratomIC coordInates. ThIS process 
Involves the SImulatIon of reactIve traJectorIes 
by solVIng HamIlton's equatIons of motIon. Many 
solutions, correspondIng to dIfferent Boltzman 
dIstrIbutIons over InItIal VIbratIonal states 
(VIbratIonal temperatures) and approach condItIons 
(translatIonal temperatures), are SImulated, gIv
ing rise to computed reactIon cross sectIons. By 
averagIng these cross sectIons over the appro
prIate VIbratIonal dIstrIbutIon, effectIve rates 
of reactIons can be determIned. For endothermIC 
reactions, thIS can lead to more than an order of 
magnitude dIfference In the rate constant, depend
ing upon the degree to whIch the VIbratIonal tem
perature is out of eqUIlIbrIum WIth the transla
tIonal temperature (e g., translatIonal tempera
ture of 10,000 K and VIbratIonal temperature of 
4000 K). 

Another applIcatIon of computatIonal chemIS
try is related to the development of new advanced 
polymers. Many phYSIcal propertIes of polymers 
depend upon theIr segmental motIons, such as rota
tIons of CH 3 groups about chemIcal bonds For 
example, glass transItIon and toughness of struc
tural polymers can be understood In terms of such 
changes on the molecular level. ExperIments have 
revealed a wealth of InformatIon on these motIons, 
but the interpretatIon of the data IS often very 
diffIcult. An example of how computatIons can 
assist with thIS InterpretatIon Involves a 
recently conducted study of polymethylmethacrylate 
PMMA, the clear materIal commonly used for aIr
craft windows. TorSIonal potentIals for appro
prIate rotations were computed uSIng a modest 
baSIs-set expansion and SCF wavefunctlons. The 
calculated torsional barrIers to rotatIon fell In 
three ranges and agreed In absolute value WIth 
previous measurements. However, assIgnment of the 
barrier heights to Internal motIons deduced by the 
experimentalists was found to be Incorrect. GUId
ance provided by the calculations permItted appro
priate corrections to be made for InterpretatIon 
of the measurements. This example Illustrates the 
value of a combined experimental and computatIonal 



approach 1n the program to develop advanced poly
merIc mater1als. 

The computational work Is having a profound 
effect on the approach be1ng taken by surface
physIcs exper1mentalists. Once 1t became clear 
that the computations would be capable of prov1d-
1ng deta1led and rel1able 1nformation on the phys-
10chem1cal properties of small atomlC clusters, 
experlmentallsts set the goal of measurlng these 
data for very small clusters supported on "inert" 
substrates. ThlS has recently been accompl1shed 
at Ames, and measurements have been made on clus
ters w1th as few as six atoms. In other labora
torles, clusters of two, three, and more heavy 
atoms have been seen In free Jets and trapped in 
rare-gas matrlces. Thus, the people who are con
duct1ng the experlments and those who are uSlng 
computers are now worklng on the same "turf" 1n 
the fleld of small partlcles, and many beneficial 
results In lnterpretatlon have already passed 
between them. It lS expected that these exchanges 
WIll lncrease WIth tlme and result In many more 
unforeseen beneflts. 

Examples of computer speed and memory 
reqUlrements for three areas of computatlonal 
chemlstry are shown In figure 6. The flrst area 
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relates to the gas-phase molecular propert1es 
required for nonthermochemlcal equll1brlum aero
thermodynamic studies of AOTVs. Rad1at1ve proper
tles of molecules such as dlatomlc nItrogen, for a 
single molecular geometry, can be calculated on 
eXisting computers in less than 15 mlnutes, 
although about 50 such calculat10ns are requ1red 
to prov1de all of the necessary lnformatlon. 
Intermolecular potentlal surfaces for two d1atomlC 
n1trogen molecules, 1n both ground or electronl
cally exc1ted states, requ1re e1ther substantlally 
larger computers or longer runs Slnce each p01nt 
on a potent1al surface requlres more than 
15 m1nutes of comput1ng t1me on today's computers 
and several hundred pOlnts are requlred to define 
a surface. Nevertheless, the cost of thls amount 
of computer tlme lS stIll less than that for mea
sur1ng requ1red rates of chem1cal react10n for the 
four-atom complex In the ground and exclted 
states, Requlrements for polymer research are 
Illustrated by the data for v1bratlonal and tor
slonal potentlals for polymethylmethacrylate PMMA 
1n the monomer, d1mer, tr1mer, and three-cluster 
tr1mer form. Agaln, these calculatlons are very 
lengthy on today's computers, but InformatIon is 
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provlded that cannot be obtained from experi
ment. Flnally, some estimates of computer speed 
and memory requlrements are shown for work on 
small clusters of metal atoms wIth focus on devel
oplng an understandIng of how metals Interact with 
gases. The data for NI20' with an without gaseous 
molecules present, correspond to one of several 
hundred calculatlons needed to predict the physio
chemlcal propertles of small clusters of atoms 
supported on substrates. Informatlon of this type 
lS pertlnent to the understanding of catalysis. 
It IS clear from the results presented In fIgure 6 
that computers much more powerful than those 
avallable now WIll be reqU1red to satlsfy the 
future needs of the computatIonal chemIst, 
although conslderable Informatlon of great value 
can be obtalned economlcally wIth eXlstlng 
machlnes. 

As an example of the cost effectlveness of 
computatlons In thIS fIeld, conSIder the determI
natIon of an lmportant electronlc trans1tlon 
moment for the C2 molecule. A summary of 12 dif
ferent laboratory measurements made pr10r to 1975 
showed that values reported for thls transltlon 
moment dIffered by a factor of about 6. 4 The cost 
of obtaInIng these measured data IS conservatlvely 
estImated to be about $600,000. ThIS estlmate 
assumes that each of the 12 experlments cost 
$50,000 to perform. Today, one computat10nal 
chemIst, spendIng 3 months and US1ng about 5 hours 
of tIme on d Cray-XMP computer ($10,000). Cdn 
obtaIn all of the transltlon moments between the 
elght lowest states of the C2 molecule, to wlthln 
!15%. and values for the bond-dISSOCIatIon energy 
accurate to WIthIn 0.1 eV. FIfteen years ago 
there was no alternatIve to uSIng shock tubes or 
SImIlar experImental devices to obtaIn data of 
thIS type; now, the computer lS a cost-effectlve 
substItute 

AtmospherIC SCIences 

SCIentIfIC studIes of planetary atmospheres 
are becomIng heaVIly dependent on the use of 
large-scale computers for performIng complex data 
analyses. archIVIng large data sets, and actIng to 
model the phySIcal behaVIor of the atmospheres 
over tIme Models of the atmosphere prOVIde a 
framework to organIze knowledge, defIne and 
Interpret measurements, predIct both short- and 
long-term weather and clImate, and predIct envI
ronmental Impacts resultIng from numerous natural 
and human-Induced perturbatIons. EquatIons gov
ernIng the phySIcal phenomena In planetary atmo
spheres are SImIlar to those descrIbIng the fluld 
dynamICs of flows about aIrcraft, but they must 
also Include the effects of multlphase systems 
(gas/lIqUId), radIatIve transfer, and In some 
cases, chemIcal reactIons. 

Computers are not yet large enough to resolve 
all of the tIme-dependent phySIcal processes 
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occurring globally within a planetary atmosphere 
WIthout the use of approxImatIons and empirically 
derIved InformatIon. Therefore, there IS a strong 
Interplay between computatIon and measurement. 
For example, models of stratospherIC aerosol phys
ICS and chemIstry have been used to gUIde the 
selection of Instruments and to defIne crItIcal 
measurements. Once measurements are made, the 
models are tested agaInst these data to IdentIfy 
areas of data and model defICIencies. After defi
CIenCIes are corrected, the models can be used to 
predIct the consequences of phenomena whIch are 
not directly observed, such as those resultlng 
from clouds from volcanic eruptIons or meteor 
Impacts In the dIstant past. Another example 
involves the use of radIatIve transfer codes to 
Interpret and extend measurements of the lIght 
fIelds In the atmosphere. Measured lIght values 
can be reduced to cloud temperatures and radiative 
heating rates can be related to atmosphere 
absorber concentratIons. 

Examples of computer speed and memory 
requirements for several selected areas of compu
tatIonal atmospherIC sCIences research are shown 
In fIgure 7. Current supercomputers are adequate 
for treatIng three-dImensional localIzed clImate 
and lImIted-domaIn atmospherIC models. Much 
larger machInes stIll are requ1red to extend c11-
mate mode11ng to Include complex chemIstry, 
Increased range, and greater resolutIon, and to 
perform Short-term, hIgh-resolutIon, three-dImen
SIonal atmospherIC slmulat10ns wlth exchange pro
cesses occurrIng between the stratosphere and 
troposphere. However, the threshold of reqU1red 
computer power clearly has been crossed for d1scI
pllnes In the atmospherIC sCIences. 

Astronomy and Astroph¥Slcs 

Many Important lnSlghts In modern astronomy 
have been obtaIned through large-scale computa
tIon. AstronomIcal phenomena tYPIcally combine 
complex Interplays of several physical processes 
WIth strong nonlInear effects. HostIle or unat
taInable envIronments preclude laboratory studIes, 
and many processes take mIllIons of years to com
plete. ComputatIon prOVIdes a major hope for 
sortIng out and understandIng such InteractIng 
processes. 

The compleXItIes of astronomIcal phenomena 
combIne WIth greatly Improved observatIonal data 
to broaden the scope of problems that demand 
attentIon and to sharpen the detaIl sought In 
InterpretIng observatIons. Along WIth SIgnIfI
cantly Improved accuracy and greatly 1ncreased 
data rates on more tradItIonal observat10ns, qual-
1tatlvely new kInds of data from space-based 
observatorIes and ImagIng detectors yIeld a flood 
of data and Introduce new k1nds of problems that 
can be Interpreted or solved only WIth the a1d of 
computers. 
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Examples of the use of computers In astro
physIcs, involving galactic dynamIcs, are Illus
tratIve of current research. Dynamics of 
galaxIes, in whIch galaxIes wIth three-dimensional 
shapes that had traditIonally been assumed were 
found to be dynamIcally unstable when treated by 
means of numerIcal experIments conducted wIth 
computers. These results led to the suggestIon 
that spIral galaxIes are embedded In massIve dark 
"haloes" that are themselves stable and wIthIn 
which the galaxy would be stable. ThIs suggestIon 
stimulated numerous observatIonal studIes and now 
seems to be confIrmed by observations of rotation 
fields in spIral galaxies. Dynamical flow fields 
In barred spiral galaxIes and the shapes and 
dynamics of elliptical galaxies are other basic 
properties whose character has been learned from 
numerical experiments. 

These examples illustrate how the computer 
can be used as an exploratory tool to uncover the 
domInant physics that govern observed astrophysi
cal phenomena or, even more basIcally, to study 
qualItatIve propertIes or global stabIlIty. The 
thread of continuIty that underlies these examples 
IS the fact that reality is complicated and it 

cannot be simulated wIthout Includ1ng all of the 
relevant physIcs. Computers now perm1t 1ncreas-
1ngly detailed modeling which can result in wholly 
new understandIngs. Th1s IS a pattern that, 
through stellar studies, has been repeated over 
and over agaIn 1n Invest1gatlons rang1ng from the 
red giants to stellar pulsatIons, Interstellar 
chemIstry, protostellar collapse, and galactIc 
dynamIcs. Other problems that requlre the largest 
and fastest available computers to treat are black 
hole dynamIcs, star formatIon, galact1c chemIcal 
evolutIon, magnet1c fields and plasmas, radio 
sources and Jets, and supernovae. 

Examples of computer speed and memory 
requIrements for computatIonal astronomy and 
astrophys1cs research are shown In fIgure 8. 
MachInes of the CDC 7600 class made possible the 
solution of two-d1mens1ona1 models of galactic 
dynamics and star formatIon. Current machines 
permit the move to three dimensions. Even larger 
machines will allow the simulation of galaxy 
formation with coupled hydrodynamIcs and stellar 
dynam1cs as well as star format10n, includ1ng 
magnetic-field accretIon disks and planet forma
tion. It is clear that computers are becomIng 
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1ndlspensable to research 1n astronomy and astro
phyS1CS, and that the need for physlcal experlmen
tatlon to provlde emplrlcal models and valldatlon 
w111 cont1nue lnto the 1ndef1nlte future. 

It IS clear from the examples presented that 
wh1le computers are a relatlvely new tool for the 
sClentlst and englneer, they are already becomlng 
IndIspensable to the research and development 
process Each of the technlcal dlsclpllnes has a 
dIfferent threshold ln terms of the computer speed 
and memory requ1red for computatlon to be an 
Important factor, but these thresholds are now 
beIng crossed for a wlde varlety of research and 
product-development sltuat1ons. Most of the dlS
clpl1nes st111 requlre substantlally more computer 
power before they are fully satlsfled; however, 
the prospects for obtaln1ng thIS power at reason
able cost 1n the foreseeable future are very 
br1ght. 

Experlence lS beglnn1ng to show how thlS new 
tool wlll lnfluence exper1mentatlon. In some 
cases, computatlon lS a cost-effectIve SUbStl
tute. In other cases, computatlon can provlde 

lnformatlon not readlly amenable to measur€ment. 
In the general case, however, computatIon comple
ments experlment and computers are not li~ely to 
ellm1nate the need for experlmentatlon, ~t least 
for many years to come. Worklng together, compu
tatlon and experlment can provlde a greater under
standIng of physlcal phenomena and more rapld 
advances than relylng solely on one or the other. 

The relat1ve roles of computatIon and exper1~ 
ment are beglnnlng to change. In earller years, 
experlments were performed to establlsh the Varla
bles governlng phys1cal phenomena and their lnter
relat1onsh1ps, and computat1ons were made after 
the fact elther to valldate computatlonal method
ology or to provlde addlt10nal understand1ng of 
the experlmental results. Now, computat1ons are 
belng used to establlsh these relatlonshlps 
beforehand, and exper1ments are be1ng conducted 
elther to valldate the computatIons, to provlde 
reflnements, or to ~SSlSt w1th the modellng of 
terms 1n the govern1ng equat10ns that are st1ll 
too complex to solve from flrst prlnclples. The 
development of experlments and the 1nterpretat1on 
of results now lS heavlly dependent on computa
tIon Therefore, the experlmentallst of the 
future should recelve at least some traInIng ln 



computatlon to be able to eIther to perform the 
computatIons requIred to defIne a good experiment 
or to be In a position to communicate wIth others 
who mIght be responsIble for the computations. 

The need for persons traIned In large-scale 
SClentlflc computatlon In all of the dIsciplines 
lS growIng very rapldly. To satlsfy thls need, 
unlversltles, research laboratorles, and Indus
trlal organizatlons Involved with product develop
ment need greater access to supercomputers and the 
per1pheral equlpment reqUIred to make them effec
tlve. ThlS access cannot be provided at the 
expense of other laboratory equIpment Slnce there 
WIll be a cont1nulng need for experImentatIon. In 
fact, the rapId Improvements In computers and 
computatIonal methodology are placIng more strIn
gent requIrements on the experImentalIsts to mea
sure more fundamental quantltles wIth greater 
degrees of precIsIon. ThIs, In turn, IS forC1ng 
the test facIlItIes and thelr supportIng Instru
mentatIon to become more dependent on computer 
technology as well. The move toward more depen
dence on computers IS IrreversIble and ways must 
be found to adJust to thIs Important revolutIon. 

ConclusIons ------
Computers are changIng the approach to the 

conduct of research and development In many of the 
SC1ence and eng1neerlng dIscIplInes. The rapId 
and cont1nulng growth of theIr speed and memory 
enable them to be used to solve, wIth hIgh degrees 
of preclslon, IncreasIngly complete forms of 
f1rst-pr1nclples governIng equatIons. They are, 
In fact, becom1ng an attract1ve complement to, and 
In some cases a cost-effectIve subst1tute for 
experiment. 

D1ffer1ng compleXItIes of the underlYlng 
physlcs In the varIous dlsclpllnes place dIfferent 
requ1rements on the power that a computer must 
have to solve the govern1ng equatIons 1n a reason
able amount of t1me. Thus, each dlsclpllne has a 
threshold of computer power that must be exceeded 
before the computer becomes an effectlve tool In 
that dlsc1pllne. Research and appl1catlons In the 
dlsc1pllnes for whIch thIS threshold has been 
crossed, such as flUId dynamlCs, aerodynamlcs, 
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aerothermodynamlcs, chemistry, atmospherIc 
sciences, astronomy, and astrophys1cs, now are as 
dependent upon the computer as they are upon phys
ical observation and testing. In fact, many of 
the experIments In these d1sc1pl1nes are def1ned 
by the computatIons. 

The 1rreverSlble move toward more dependence 
on computers IS plaCIng new requ1rements on both 
human and fInanCIal resources. There lS a grow1ng 
need for people w1th formal tra1nlng 1n the use of 
supercomputers. Unlverslt1es, lndustrlal corpora
t10ns, and government laborator1es must have 
Increased access to these machInes to meet thls 
need. In addItIon, equ1pment must be upgraded 
frequently to remaIn current. The complementary 
rather than competItIve nature of computatIon and 
experIment also means that experIments cannot be 
abandoned In favor of computatIon. Thus, labora
tory equlpment also must cont1nually be supported 
and upgraded, at least for the foreseeable future. 

Computers are an Ind1spensable new tool for 
the sC1entist and eng1neer. Th1S tool w111 con
t1nue to become more powerful with t1me as hard
ware, software, and people SkIlled 1n the1r use 
mature. The effect1ve comb1nat10n of computat1on 
and experIment WIll contrIbute greatly tOward the 
ma1ntenance of a compet1tlve pos1t10n 1n world 
affa Irs. 
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