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1. INTRODUCTION 

Modern microprocessor and display technologies have made it 
feasible to automate many flight deck functions. The recent 
advances in artificial intelligence (AI) suggest that it may have 
a great deal to offer in the way of providing advanced automation 
through intelligent aids to decision making, procedure following, 
fault monitoring and diagnosis, etc. The increased flexibility 
available to cockpit designers as a result of these technological 
advances provides both opportunities and challenges. Significant 
improvements in capability, safety and efficiency appear to be 
possible, but they will not be easily achieved. 

The AI field is presently the subject of much attention, and 
many claims are being made for its potential. Because of the 
diversity and richness of AI techniques, one can conceive of a 
wide range of possible applications in the area of intelligent 
aids for flight crew. However, it must be recognized that the 
design of AI systems is a subtle, multi-faceted art and that the 
technology is, relatively speaking, in a fairly early stage of 
development. Few, if any, AI systems have yet confronted the 
real-time operating constraints imposed by many flight deck 
tasks. F-uI'thermore, the systems developed thus far have not had 
to operate in an environment where human factors considerations 
take on the importance they have on the flight deck. 
Consequently, the successful exploitation of AI technologies for 
flight deck aiding will require careful consideration of what 
crew tasks and/or functions should be aided and how that aiding 
should be implemented to maximize performance and acceptability. 
To avoid many pitfalls and false starts, it is also necessary to 
have a realistic assessment of relevant AI technologies both with 
respect to current capabilities and reasonable future 
expectations. 

This report presents the results of a study aimed at 
developing a basis for applying AI to the flight deck environment 
of commercial transport aircraft. In particular, the study was 
comprised of four tasks: 

1. Analysis of flight crew tasks. 

2. Survey of the state-of-the-art of relevant AI areas. 

3. Identification of human factors issues relevant to 
intelligent cockpit aids. 

4. Identification of AI areas requiring further research. 

The report is organized as follows. Chapter 2 contains the 
results for tasks 1 and 3. Structured interviews of experienced 
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pilots was the principal tool used to analyze crew tasks to 
identify those that might benefit substantially from the 
introduction of intelligent aids and to uncover important human 
factors issues. In Chapter 2, the interview process and 
materials are discussed along with results of those interviews. 
Then, potential areas for intelligent aiding are identified along 
with relevant crew concerns and needs. 

The state-of-the-art in AI, particularly those aspects that 
relate to automation and intelligent aiding, is surveyed in 
Chapter 3 and in Appendix A. The specific areas considered are 
expert systems, knowledge representation, planning, natural 
language, speech and AI tools. Chapter 3 contains a brief 
summary of the state-of-the-art in those areas; Appendix A 
contains more detailed review information. 

Based on the needs and concerns brought out in Chapter 2 and 
the state-of-the-art of AI as discussed in Chapter 3 and Appendix 
A, research areas in AI that should be addressed for cockpit 
aiding applications are identified in Chapter 4. These research 
areas include many general and fundamental problems in AI as well 
as some more specific areas that emerge from the analysis. 

Finally, Chapter 5 contains brief concluding remarks. 
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2. ANALYSIS OF FLIGHT CREW TASKS 

Brief review of earlier efforts to identify areas in the 
commercial flight regime where provision of intelligent aids 
might enhance crew performance suggested that formulation of an 
adequate perspective required consideration of a large number of 
questions, among which are the following: 

1. In what phases of flight are aids needed? 

2. Where, within those phases, are aids most likely to be 
of benefit? What tasks of the crew/system within 
phases could be performed more successfully and with 
decreased workload as a result of the introduction of 
AI-based aids? 

3. What aids already exist within each of those phases 
that might need to be eliminated or redesigned in order 
to ensure satisfactory crew/system interfaces with 
prospective aids? 

4. What are the implications for crew workload in flight 
operations not directly addressed by prospective aids? 
If, for example, one proposed to· substitute new, 
workload-reducing aids to navigation for those 
currently employed during the high altitude cruise 
phase, might a requirement to employ these during 
descent and approach phases actually have adverse 
impact? 

5. What might be an appropriate distribution of priorities 
for research and development of prospective aids? This 
is clearly a difficult question when one considers that 
an ideal approach to integration of new technologies 
within the cockpit must necessarily take into account 
not only the objective requirements of the situation 
but also the subjective opinions of the crews who would 
need to be trained to use the technologies. 

6. What human factors issues arise in connection with the 
introduction of such aids that will impact 
significantly on crew performance and acceptance. 

It is clear from these questions that, in order to form a 
sound basis for design and development of AI-based aids, one must 
be able to characterize fairly accurately those aspects of 
crew/system interaction which demand high levels of attention and 
add significantly to workload. Further, since cockpit designs 
evolve over time and gradual transitions between old and new 
technologies must be anticipated, it is important to pinpoint 
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functional aspects of crew performance where newly-introduced 
aids might have to interface with existing aids. 

Our purposes during the analytic portion of this study were 
to acquire and to evaluate information relating to crew/system 
interaction and workload in the current generation of commercial 
aircraft as a means for identifying human factors issues critical 
to the design of intelligent aids. In order to conduct as broad 
an analysis as possible within the scope of the effort, we 
decided to pursue an approach based on structured interviews with 
experienced pilots. Response forms were developed to elicit 
answers to specific questions through a combination of pilot 
ratings on specific dimensions of workload and benefit, and pilot 
commentary obtained during intensive interviews. Below we 
discuss the methods used and the results obtained from the 
interviews. 

2.1 Method 

2.1.1 Preliminary Categorization of Crew Functions and Flight 
Phases 

We began by specifying two lists. The lists were generated 
with the help of two senior airline pilots, whose extended 
discussions, along with those of two other pilots, later provided 
input to the consideration of possible AI-based aids. Brief 
discussions of the lists are presented below. 

List 1. Systems with which Crew Interacts During Management 
and Control of Flight. Our purpose here was to obtain a generic 
list of the systems and subsystems with which a crew interacts 
significantly and repeatedly in the course of a normal flight. 
In particular, we were interested in obtaining items which 
required management, monitoring and control in order to satisfy 
given flight objectives. The final set of systems/subsystems 
agreed upon by the pilots is as follows: 

1. Navigation 6. Fuel 
2. Hydraulic 7. Thrust 
3. Electrical 8. Communications 
4. Flight Control 9. Internal Environment 
5. External Environment (cabin pressure and 

(other aircraft, temperature etc.) 
runway,etc.} 

List 2. Major Phases of Flight. Here, the total flight of a 
commercial aircraft was divided into phases that placed 
distinctly different demands on the functioning of the crew with 
respect to the nature of the activities that were performed 
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and/or the accuracy of performance required. The list of phases 
that proved most acceptable to the pilots is one commonly used to 

1 
categorize flight operations 

1. Pre-flight 6. Initial descent (to FL180) 

2. Taxi out 7. Final descent (FL180-FL100) 

3. Take of f 8. Initial approach (FL100-LOM) 

4. Climb to cruise 9. Final approach (LOM-TD) 
altitude 

10. Rollout 
5. Cruise 

11. Taxi in 

2.1.2 Response forms 

Lists 1 and 2 provided the bases for development of response 
forms which could be given to subject pilots in order to obtain 
general information and to guide interviews related to three 
major questions: 

1. "What workload is associated with each combination of 
activity and flight phase?" As an aid to 
dimensionalizing the admittedly difficult concept of 
"workload" effectively, pilots were instructed to 
consider the following while making their judgments: 

1 

o What percentage of the total time available is 
spent performing tasks related to the activity in 
question? 

o Does the activity require cooperation among 
members of the crew or is it accomplished by one 
crew member? 

o Does the activity require continuous attention or 
can it be interleaved with other tasks? 

Post-flight procedures were eliminated from the list after 
pilots agreed that activities in that phase were not 
intrinsically different from those covered during earlier phases. 
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2. "With respect to what combinations of activity and 
phase do aids to performance already exist in the 
cockpit?" As a further refinement here, subjects were 
asked to estimate the degree of aid provided. Although 
not of direct interest to this study, classical aids 
such as autopilots and anti-skid systems were included 
in these estimates, as well as more innovative aids 
such as the fault monitoring systems in Boeing 757/767 
aircraft. 

3. "With respect to which combinations of activity and 
phase would the provision of aids be most beneficial?" 

2.1.3 Personnel and Procedures 

Our study employed the services of three senior airline 
Captains, one from TWA and two from United Airlines, and of a 
test pilot based at NASA Langley Research Center, VA. The 
commercial pilots were intimately familiar with systems and 
procedures for 727 aircraft, one had operational experience in 
the LIDll and 747, another had operational experience in the 
DC-IO and in the 757/767 series. In addition to their regular 
responsibilities, individuals in the group had taken on 
additional tasks on behalf of their airlines in areas of accident 
investigation and flight check/instruction. One was receiving 
instruction in space shuttle operations at Johnson Space Flight 
Center. 

The Langley pilot had acquired much experience with 
experimental systems' in his role as test pilot for NASA and, as a 
result of this experience, was able to provide an important 
perspective on possible guidelines for the development of 
AI-based aids. 

As suggested in connection with the development of the 
Activity and Flight Phase lists, our initial intention was to 
require all pilots to provide scaled estimates on each of the 
three response forms while, at the same time, providing extended 
discussion of the rationale for each estimate. However, in an 
effort to extract as much information as possible in the time 
available, we soon departed from this intention and tailored our 
procedures to take maximum advantage of the background of each 
individual pilot. By the end of the data gathering process, one 
pilot had completed the entire set of three forms and provided 
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2 
many hours of additional discussion a second had completed the 
Workload/Activity form and provided extended discussion as a 
substitute for the other two forms; the two remaining pilots had 
provided only discussion. Although such an approach clearly 
presented a compromise in the extent to which the accumulated 
data might otherwise have been treated quantitatively, it 
represented, for us, a substantial gain in the degree to which we 
were able to pursue significant comments made by the pilots 
during the interviews. 

Beyond maintaining focus on points of interest to the 
project, we sought not to constrain the conversations with the 
pilots. This included not "building in" ahead of time, to either 
the response forms or the discussions, any specific assumptions 
regarding reliabilities and validities of prospective aids or 
airline-specific operating procedures. However, clarification 
proved to be necessary on both of these points: (l)The two pilots 
who completed Form 1 suggested that their answers with respect to 
workload during approach would vary somewhat depending on whether 
visual or coupled approaches were assumed. We encouraged them to 
respond differentially, as necessary (2) All pilots 
speculated, at least indirectly, on the probable reliabilities 
and validities that would be necessary for AI-based system 
acceptability. This speculation was addressed by suggesting to 
the pilots that they assume the systems WOUld, on these 
dimensions, exhibit approximately the performance of a modern 
autopilot. 

Each of the four pilot interview sessions lasted from two to 
two and one-half hours. One of the s~ssions (JM) was conducted 
at BBN; the remaining three sessions were conducted at Langley. 

The interviews were conducted under the supervision of an 
individual with a background in human engineering and systems 
analysis. This individual was familiar with techniques for 
obtaining verbal protocols, having been involved previously in a 
number of such processes for other complex systems. He also had 
a background in examination of human factors issues in commercial 
aviation. In addition, there was also present for the interviews 
an individual who was familiar with AI and could suggest and/or 
scope what might be reasonable technically. This was important 
for steering, and keeping, the discussion on appropriate paths. 

2 
This captain was a consultant to BBN during early phases of 

the project and provided much additional perspective on 
procedures, systems, and potential acceptability of new crew 
aids. 
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2.1.4 Limitations of the Analysis 

Because of the scope of the effort, the interview process 
and the definition of aiding possibilities was limited in certain 
ways. First, the discussions were limited primarily to present 
operations. This is a significant constraint in that a major 
need for additional aids is likely to arise as a result of future 
changes in the air traffic system and environment, such as more 
demanding approach paths, etc. 

Second the response forms and, with minor exceptions, the 
discussions, centered on normal operations, although abnormal and 
emergency situations are logical areas for which to consider 
advanced AI-based aids. To have addressed these areas well 
required, in our view, highly detailed and focused questions that 
were beyond the scope of this effort. Nonetheless, some of the 
content of the interviews was relevant to abnormal and/or 
emergency conditions and this was duly noted. 

Finally, it should be recognized that there is insufficient 
quantitative information to develop conclusions based on 
statistically reliable data. None of the results by itself 
clearly establishes the need or lack of need for new performance 
aiding techniques in the cockpit. This is particularly true of 
information collected on the response forms, which were utilized 
primarily as a mechanism to guide discussion. It is, rather, in 
the aggregate of findings that suggestions regarding the nature 
and benefit of such techniques can be found. 

2.2 Results 

In sub-sections 2.2.1-2.2.4 below, we present discussions of 
the findings associated with the response forms completed by two 
of the pilots. The findings which grew out of the interviews 
conducted with these and the remaining two pilots are presented 
in subsection 2.2.5. 

2.2.1 Question 1: What Workload is Associated with the Various 
CombiIi-atl ons oT-Fl ightPhase aridCrew Actfvi ty 

This form was completed by two captains (Capt's. "A" and "B" 
with the results shown in Table I and Table II below. For 
purposes of more quantitative assessment, each of the responses 
has been assigned a score between 5 (very high) and 1 (very low). 
The means of each row and each column and their corresponding 
ranks are shown on the tables in order to provide indications of 
the distributions of workload among phases and among activities. 
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Table I. Responses of Capt. A to Workload Question 

.... $YSTaM .. N.v, ... ~l.~l.. .HY~t •. :F.'~.C~r.l.E14,.5nYi .. f'Q.,t ... ~IP.IP. •.. 1'tu:\J • .t. 1(l~,~Qv, .: .M5A.N.: .RANK. 
DHA~~ . . . . . 
f" .. ""~ ................................ : ......... : .....•... : ....................•................ : •......•. : ........ . 

P.(e-:-T..xi ...... 5 ........ 3 ........ 3 ..... : ... J.. ... : ... ~ ..... : ... ~ ........ 3 ........ 2 ........ 3 ...... :. 2 .. A9 ... : ... 5 .... . 
r~j.Q\J~ ...... ~ ........ J. ....... ~ ..... : ... ~ ..... : ... 5 ..... : ... ~ ........ 5 ....... ~ ........ 3 ...... : .~ .. ~7 ... : ... & .... . 
r.~~. Qff. .. . .. J. . . .. . .. J..... . .. ~ ..... : ... ~ ..... : ... ~ ..... : ... 2 ... " ... 2..... . .. ~..... . .. J..... .:. ~.,5.~ ... : ... 9 .... . . . . . . . . . . . 
,. , ....... " .. , ............. , ............ ,. " ........ , ............................ , ....................... , .... ,. , ... . 
CU.lP.b. . . . .. ......... ......... ......... ......... ......... ......... ......... ......... ......... . ................. . 
.. .. . Jtl.i.~iAl ... ~..... .. .J..... . .. ~..... ...~..... . .. 4.... ...~..... ...~..... ...3..... ... l. ... . .2 .. '&... ...7 .... . 
.. .. 6o.r.ou.~~ ... ~..... ...J..... ...~..... ...3 ........ 3.. ... ...3..... ... i .... ..2,5.... ...~..... . . ~ .. 5.0 ..... .1.0 ... . 
•••••• , ••••••• , ••••••• " •••• " ••••• ,. ,0' •••• to., •••••••••••••••••••••• , •••••••• , •••••••••••••••• '" •••••••••••••• 

C(\Jj •. ~ ..... '" ~ ........ J.. ...... J. ....... ~ ........ 2 ........ 3 ........ 3 ....... 2.5. ..... 2,5 ...... 2 .. 3.3 ..... .1.1 .. .. 
. , " , ...... ' .............................................................. '" .................................... . 
D.e'j:.~~ .... ......... ......... ......... ......... ......... ......... ......... ......... ......... . ......... .. ..... .. 
.. t.Q .f~ un ... ~ ........ l.. ...... J. ....... , ........ ~ ........ , ........ ~..... ..~ ....... ~ ....... ' .. .1.1 ...... 2 .... . 
.. tQ.f~ Jon ... ~ ........ J. ....... J. ....... , ........ ~ ........ 3 ........ ~ ........ ~ ........ 3 ....... ' .. no ...... , ... .. 
........ ..... ......... ......... ......... ......... .. ....... ......... ......... .... ..... ......... . . ........ ........ . 
APJtf~h .................................................................................................... . 
.... . ~Q .I..()M ... 5 ....... 2,5 ....... ~ ........ 4 ....... ~ ........ 2 ........ i ....... 3,5, ...... 3 ....... 3 .. 5.~ ...... J. .. .. 
.. .. . .. t.Q .'liP ... , ........ ~ ........ ~ ........ , ........ , ........ 2 ........ 3 ....... 3.5. ...... ~ ....... 2 .• &.3 ...... ~ .. .. 
.••••••••• '1" " •••••••••••••••••••••••••••••••••••••••• '" , •• , ••••••••••••••••••••••••••••••••••••••••• , ••••••••• 

~.QllQ1J.t. ........ J. ....... J. ....... 3 ........ , ........ 5 ........ l ....... .l ........ i ........ ~ ....... ~ .. 3.3 ..... u .. .. 
r.~Un ....... 3 ........ 2 ........ ~ ........ ~ ........ 5 ........ ~ ........ ~ ........ J.. '" .. 3.5. ..... ~ .. 9.i ...... ~ ... .. 
.......... ... .. ....... " ........................................................................................ . 
. . . . . . M6AN .3 .. .1.7... . ... ~~ .... ~ .. ~2... . ~ .. A3. .. .3 .. '5 .... ~A2... . 3A2 ... : . 3 .. QO ... : . ~ .. ~7 ... : . : ......... : ........ . 

RANK 3 8 7 5 I 7 2: "i : 6 :: : 

KEY: 
5 = very high 
4 = high 
3 = moderate 
2 = low 
1 = very low 



Table II. Responses of Capt. B to ~7orkload Question 

'" .SYSTe~f .. N,v,..: .81.~~ •. : .Hyat .. f'J~.cU:I .. e~~1.8AVi . .fuel..: .CMJ.Qt. .. : .Th,("'II.t. ]Ol,f)),,:.: .MeAN.: .RA-til. 
PH4S.6 ..... : ......... : ......... : ......... : ......... : ......... : ......... : ......... : .. , ...... : ......... : . : ......... : ........ . 
Pre:-t-.xi ... : ... 1 ..... : ... J. .... : ... J .. , .. : ... J. .... : ... J. .... : ... J. .... ; ... J. .... : ... J. .... ; ...•.... , : . :. ' .. 3.3 ... : ... $ .... . 
ruJ.o. ... ~ ... : ... 1 ..... : ...•..... : ... 3 ..... : ... J. .... : ... 5 ..... : ... 2 ..... : ... 5 ..... : ... 2 ..... : .. 2,5 .... :.: .2 .. ~3 ... : ... 2 .... . 
T~~ Qff ... : .. 3,5 .... : ... J. .... : .. 3,5 .... : ... 5 ..... : ... 1 ..... : ... .I. .... : .. i,5 .... : .. 2,5 .... : ......... :. : . 2 .. ~9 ... ; ...•..... · . . . . . . " . · . . . . . . .. . ... " ..................... , ...................... , ...... '" , ..... , ................... , .. ,., ... , ............................. . 
CU.m.b ...... : ......... : ......... : ......... : ......... : ......... : ......... : ......... : ......... : ......... : . : ......... : ........ . 
· .... fni.t.i." : ... 1 ... " : ......... : ......... : ... 1 .. , .. : ... 1 .. , .. ; .. 2.5. ... ; ... 1 ..... ; ... 3 ..... : ... 2 ..... :. :. 2 .. ~3 ... : ... 2 .... . 
... 6nt:()1J.t.tt; .. 2.5. ... : .. J.5. ... : .. . 2 ..... : ... 3 ..... : ... 3 ..... : .. 2.5. ... : .. 2~5 .... : ... 2 ..... : ... 2 ..... :.:.2 .. 3.3 ... : ... ~ ... . · . . . . . . .. . · . . . . . . .. . ... ...... , ........... ,. , .................. , ,', .... , .... , .................... " .. , .. , .. "., ... , ...... , ......... ,., .. , ......... . 
Cr. ... jlS.~ ..... : ... 1 ..... : ... 2 ..... : ...•... " : ... 2 ..... : ... 2 ..... : ... 3 ..... : .. 2.5. ... : ... 2 ..... : ... 2 ..... : . :.2 .. 23 ... : ... 7 ..... · . . . . . . .. . · . . . . . . .. . ..... ...... ........ .................... " , ....... , ............... , .. , ...... , ..... -, .................. ,' ..................... . 
~f;.ttOa ... : ......... : ......... : ......... : ......... : ......... : ......... : ......... : ......... : ......... : . : ......... : ........ . 
· .t.Q.fL .l.3Q: ... 1 ..... : ... 2 ..... : ... 2 .. , .. : ... 3 .. , .. : .. 2.5. ... : ... 3 ..... : .. 3.5. ... : ... 2 ..... : .. 2.5. ... :. :.2 .. 72 ... : ... 3 .. , .. " . 
. lQ .f'L .l.OQ: ... 1 ..... : ... 2 ..... : ... 2 ..... : ... 3 ..... : .. 2,5 .... : ... 3 ..... : .. 3,5 .... : ... 2 ..... : .. 2,5 .... :.:.2 .. 72 ... : ... 3 ..... 

, . .. .... . 
.' . .. .... . ....... , .......... , ............. , .......................... , ................................... , ............................ . 

ApJ)f~t\ . : ......... : ......... : ......... : ......... : ......... : ......... : ......... : ......... : ......... : . : ......... : ........ . 
· .... \Q l .. QM: .. 3,5 .... : ... 2 ..... : ......... : .. 3,5 .... : ... ~ ..... : ... 3 ..... : .. i,5 .... : ... 2 ..... : .. 2,5 .... :. : . 2 .. ~9 ... : ... J. ... . 
· ... , .. \Q .TD. : ... 3 ..... : .. . J. .... : ...•.. , .. : .. 3,5 .... : ... 1 ..... : ... 2 ...... : ... i ..... : ... 2 ..... : ... 3 .... , : . : . 2A~ J ... : ... 5 .... . 

· . . . . . . .. . ..... ........ : ......... : ......... : ......... : ......... : ......... :' ........ :' ....... :: ......... : . .' ..... , ............. : ........ . 
· . . . . . . .. , · ................................. , ................. , ........................... , ........ , ....... ,' ............. ,., ......... . 

RQUOlJ,l. .... : ... 2 ..... : ... 2 ..... : .. 3,5 .... : .. 3.5. ... : ... 1 ..... : ......... : .. 3.5. ... : .. 2,5 .... : .. 2,5 .... : . :.2 .. 72 ... : ... ~ .... . 
Tulln .... : .. 2,5 .... : ... 2 ..... : ... 1 ..... : .. 3,' .... : ... 5 ..... : .. . J. .... : .. 3.5. ... : ... 2 ..... : .. 2,5 ... , :. :. 2 .. ~9 ... : ...•..... · , . . . . . ., . · . . . . . . .. . .................. , ................................................................... ' ..................................... . 
· ... , .~AN :. 3 .. ~2 ... : . 1...5.,* ... :. 2 .. Q3 ... :. 3 .. QO ... :. 3 .. ~2 ... :. 2 .. Q3 ... : . 3 .. 5.0 ... :. 2 .. Q3 ... :.2 ...•. 7 .. , :. : ......... : ........ . 

RANK: 3 : ? : 6 : 4 : 2 : 6 : I : 6 : 5 : 

KEY: 
5 = very high 
4 = high 
3 = moderate 
2 = low 
1 = very low 



The ratings presented in Table I and Table II with respect 
to workload across activities are in substantial agreement (r 

s 
> 0.90) and suggest that, from the perspective of these pilots, 
workloads associated with navigation, communication's management, 
and external data management are the three most demanding 
activities when averaged over all phases of flight. 

Comparison of the right hand columns of Table I and Table II 
suggests a low correlation (r < 0.10) between the pilots' 

judgements of relative 
question arises as to 
of the high degree 
activities. 
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workload among 
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of agreement 

flight phases. An 
be so, particularly 
among rankings of 

obvious 
in view 
flight 

There are at least two factors that could explain the 
outcome. One is a procedural artifact that could result from the 
fact that the pilots were requested to complete their ratings for 
a given flight phase before considering the next phase. This 
would tend to ensure that anchor points in their judgement 
processes were less variable within phases than between phases 
and could lead to greater agreement. The second possibility is 
that intrinsic differences among airline procedures, aircraft and 
route structures contribute to greater variety in relative 
workloads across phases than that associated directly with 
management and utilization of systems. 

Despite the low correlation, the pilots seem agreed that 
descent phases and the initial approach phase produce high levels 
of workload. They are also in general agreement that "En route 
Climb" and "Cruise" generate relatively low workloads under 
normal circumstances. 

2.2.2 Question 2: What Aids Currently Exist in the Cockpit 

The form associated with this question was completed by 
Capt. A with the results shown in Table III. Cells containing 
the letter "A" (absent) indicate combinations of system activity 
and flight phase where, in the pilot's opinion, there are few, if 
any, salient aids. Cells containing the letter "P" indicate 
combinations where such aids are present. Numbers associated 
with "P'''s indicate specific types of aids considered and are 
identified in the Key to the Table. A "P" unaccompanied by a 
number indicates an assist to the activity that is rendered by a 
combination of systems/devices, no one of which is particularly 
salient. 
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Table III. Responses of Capt. A to Current Aids Question 

· .... SYSTEM: .... N.,v ..... : .. . ~(.~t, ... : ., .twa..-, ... : . .fU,CJr.l .... : . E'-'J, .en", .: ... .f~(''' ... : ... CAAl.fP'" .. : .. .Tll.f:\l!l.t ... : ..• f)J .. ~f}V, .. 
PHASe ...... : ............. : ... , ......... : ............. : ............. : ............. : ............. : ............. : ............. : ............ . 
ft:~-:-r~i .... : ...... A ..... : ...... A ..... : ...... A ..... : ...... A ..... : ...... A ..... : ...... A ..... : ..... A ..... : ...... A ..... : ...... A .... . 
T~j. Q\l~ .... : ...... 4. ...... : ... ' .Pt ..... : ...... ~ ...... : ...... A ...... : ..... A ..... : ...... ~ ...... : ..... A ..... : ...... A ..... : ..... A .... . 
Tu~ Qff .... : ..... P~ ..... : ..... P •..... : ..... A ..... : ...... A ..... : ..... A ..... : ...... A ..... : ..... A ..... : ..... A ..... : ...... A .... . · . . . . . . . . · ...... . ................... ....... , .... ,' ................. , , ... " ....................... , " ,-, ... , ..... , ............. , ... , ........ , , .... , .......... . 
cu.IP.~ ....... : ............. : ............. : ............. : ............. : ............. : ............. : ............. : ............. : ............ . 
· ..... J tl,i,t.i._t : ..... P~ ..... : ..... P •..... : ..... A ..... : ..... P~ ..... : ...... A ..... : ..... A ..... : ..... A ..... : ...... A ..... : ...... ~ ..... . 
· .... e(lfQ\J.t.~: ..... P~ ..... : ... , .P' " ... : ...... A ..... : .. " .P~ ..... : ..... .4 ...... : ...... A .' ... : ..... .A. ... , . : ., .... A ..... : ...... J? .... . · . . . . . . . . · . . . . . . . . 
............•....•. , .••.....•••.•.. , ••..••..•••••.•••..•••• ••· .••••••••• ' •••.• 0.'.' ••. · ••.• · ••••. , •.••••••... ,' ..••.............•....... , ..• 

Ct:1,I.i~.~ ...... : ...... A ...... : ..... Pt ..... : ..... A ..... : ..... P~ ..... : ..... A ..... : ..... A ..... : ..... P3 ..... : ..... Pi ..... : ...... ~ ..... . · . . . . . . . . · . . . . . ., . . 
•• , ••••••••••••••• , •• : ••••••• ,. , ••• , ••••••• , ••• 0 ••• 0 •••••••••••• , ••••• , •• , •••••••••••••• , •• , ••••• " , ••••••••••••••••• ,' ••••••••••••••••••••• 

P'~P.~f)~ .... : ............. : ............. : ............. : ............. : ............. : ............. : ............. : ............. : ............ . 
· .. '9f~ .l.3.Q: ..... A ..... : ..... Pl ..... : ..... A ..... : ..... P.~ ..... : ..... A ..... : ..... A ..... : ..... P3 ..... : ..... Pi ..... : ...... ~ ..... . 
... '9 f~ .l.O.Q: ..... A ..... : ..... Pl ..... : ..... A ..... : ..... P~ ..... : ..... A ..... : ..... .A ..... : ..... P3 ..... : ..... P.i ..... : ...... ~ ..... . · . . . . , . . . · . . . . . . . . .................................................................................................................... - ............... , ..... ,. 
Ap.Pf~tl ... : ............. : ... , ......... : ..... , ....... : ............. : ........ " ... : ............. : ............. : ............. : ............ . 
· ..... t.Q .I,.QM : ..... A ..... : ..... P.' ..... : ..... A ..... : ..... P~ ..... : ..... A ..... : ..... .A ..... : ..... P3. : ... : ..... Pi ..... : ...... ~ ..... . 
....... . ~q.TP.: ..... A ..... : ..... Pl ..... : ..... A ..... : ..... P~ ..... : ..... A ..... : ..... A ..... : ..... A ..... : ..... Pi ..... : ...... ~ ..... . · . , . . . . . , · . . . . . . . . · , ... , .... , ...... , ........... , .... , ... , ................ , ........................................ , ....................................... , .. 
RQt lout ...... : ..... .A ..... : ..... P •..... : ..... P.5 ..... : ...... A ...... : ..... A ..... : ...... A ..... : ..... .A ..... : ..... .A ..... : ..... .A .... . 
Taxi In : A : A : A : A : A : A : A : A : A 

KEY: 
A = Significant Aids Currently Absent 

pI = Aid Present: Auxiliary Power Unit (APU) 
P2 = Aid Present: Auto Pilot/Flight Director 
P3 = Aid Present: Select Call (SELCAL) 
P4 = Aid Present: Auto Thrust 
PS = Aid Present: Anti-Skid 



Collectively, they mayor may not present an accurate picture of 
the level of assistance available in current designs. To the 
extent that they do portray such a picture, they represent 
technologies with which a newer generation of AI-based aids may 
need to interface during early stages of development. 

In general, these results suggest that few aids exist for 
management of fuel and hydraulic systems, for acquisition and 
processing of data in the external environment, and for 

3 
navigation. The lack of aids may, moreover, be most apparent in 
"Pre-Taxi", "Rollout" and "Taxi-In" phases of flight. 

2.2.3 Question 3: Where Would Aids be of Benefit? 

The responses of Capt. A to the question of where provision 
of new or additional aids would be of benefit are presented in 
Table IV. Cells containing diagonal lines indicate combinations 
of activity and phase where such provision was judged to be 
beneficial. Certain of these cells also contain the letter "A". 
These indicate combinations in which aids were said to be lacking 
in response to Question 2. 

The results in the table suggest that further aids to 
navigation and to communications are needed throughout all phases 
of flight. It also suggests that aids related to fuel and thrust 
management, navigation, communication, and monitoring of nearby 
traffic would be of significant benefit. 

2.2.4 System Activities/Flight Phases Associated with High 
Workload and In Need of Further Aiding 

The responses of Capt. 's A and B to Question 1 and of Capt. 
A to Question a deal separately with distributions of workload 
and potential benefit. It is of considerable further interest to 
determine what combinations of system activities and flight 
phases might be associated with high workload and high benefit, 
since these combinations could provide initial foci for research 
and development of AI-based aids. Such a determination has been 
made for the pilot who responded to both questions and is 
presented below in Table \/;:. An "x" in a cell indicates a 

3 
Considerable aiding has, of course, been introduced into areas 

of fuel. hydraulic. and electrical systems monitoring and 
reporting and into navigation in, for example the 757/767 series. 
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Table IV. Responses of capt. A to Further Aids Question 

SVSTEM:. .. N.v, .... : ... p.1.~l, ... : ... HY~h·, ... : . fll, C~r.l. ... : . E~~, .en", . : ... .fQ~I. ..:. . ~IP.IP'" .. : ... Tfl.r:~J .. : .. l~~.p'f)v, .. 
PI:IA s.~. . : ............. : ............. : ............. : ............. : . . . . . . . .. . . : ............. : . .. . ........ : ............. : .... . 
P.t:~:- r.~.i. . :. / (.IN. / I! .: ............. : ............. : ............. : ............. : . . . . . . . .. . ................ :. .. . ....... : ............ . 
T~~lO~ .. : ............. : ............. : ............. : ............. : /I/A/(I./.:.. ... .: /I/A//II.: ... ...................... . 
r~~~ Qff . . ........ : ............. : ............. :" ............ :.1 IIA.I II! . . . ...... . ........... :. / I/AI I 1/ . : ...... . . . . . · . . . . . ....... . ', ......... - .... ,., ... , .................. ,........ ......... . ....... . ............ . .. -, ................ " ....... . 

Cli1l1.t) . . . . . .......... : ............. : ............. : ............. : . . . . . . . . .. ..:... ............ .... . .... : ............. : ............ . 
.. . . 'll.il.i.~L .l11I111t.: ............. : ............. : ............. :........ ...... .. ...: .l1.lAIIII.: ............. : .. ........ .. 
. ' .... ~Pfq~t.~ : ............. : ............. : ............. : ............. : ............. : . . . . .. : /i/AIII/ . : . . .. . .... . · . . ., . · . . . .. . . ..... . , ..... - .. " ...... ', ................................. , ....................... , ............. , .. ' ..... , .. " ........................ . 
Ct:~.i~.~ ...... : . .I / (All t. . : ............. : ............. : ............. : ............. : ............. : ............. : ......... ' ............... . 

· . . . . · . . . . 
."., •••• ,", •••• _, ,_ •••••• , ••••••••••••••••••••••• 0' ••••••• ', •••••••••• , •••••••••• ' ••••••••••••••••••• , ••••••••••••••••••••••••••• 

p~~~f)~ ... : ............. : ............. : ............. : ............. : ............. :...... .............. . .... : ............. : ........... . 
.. . t.Q.f='~ .l~.Q: ./I.lAIIII.: ............. : ............. : ...... ...... : ............ : ............. : //111((/1.: /1111/llI.:....... . .. . 
. t.Q.f='~ I.OQ: .II/A/( II: ......... ... : ............. :...........:.. ........:.......... :(.11(111(1/ j((II(I/I: ....... . 

· . . . . . . . . · .',., . . ,' , ..... ' ......... , .. ' ............................. ' ............................. , ..................... , .. , .............. , ............ . 
Ap.P.f~'" .. : ............. : ............. : ............. : ............. : ............. : ............. : ............. : ............. : ............ . 

... . t.Q.I..OM: .((.IA(III.: ............. : .II/AIIII.: ............ : .11.lAIII.I. : .............. : /11.1/11/(: /11.1//1/1.: ........... . 
. . . . . . . .t.QTP: .... " ...... : ............. : ............. : ............. : ............. : ............. : ............. :.1 / lilli/I. : /11/1 (1.1(. · . . . . , . . · . . .. ' . .. .................................... , ............................................................. , .................. . 
RQHC)~t ...... : ............. : ............. : ............. : ............. : ............. : ............. : ............. : ............. : ............ . 
Taxi In:: :::: IIIAIIII : : IIIAIIII 

KEY: 
IIIAIII = Aids Currently Absent and Highly Desirable 
IIIIIII Aids Currently Present but Additional Aiding Highly Desirable 
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Table v. System Activities/Flight Phases Associated with High Workload 
That May Benefit From Introduction of Aids. 
(Based on responses of Capt. A) 

... SYSTEM ... N.v, ....... e.l.~l.. ..... HY~(',,, .. .J:h,(:~r.l. .... E.~~ ... ~p.~ ...... f~~l ....... CP.tP.tP ........ Ttl.t:\J!i.t ..... bl~ .. ~t)V .. .. 
PlIAS.e...... . .................................................................................................................. . 
P.r:~-:-r .)'.1.. .. .. .... l ... " """'"'''' ............ ............. "" .. ""." .... "....... ............. """'"'''' ....... ... . 
r.~.i. Q\J~. ... ............. ",,,,,,,,,,, .,........... ............ .. .... l .... , ............ , ..... .l...... "'''''''''' """"'" 
ru.~. Q ff .... .......... ............. ............. ............. .. ... X .. ... ............. ............. .. .... l .. ... . ........... . 
...... , .............. " ............ , .............. '" ................ , ..... ' ........... ,., ....... , , .... , ......................... -. 
Cl.bp.~ ....... : ................................................................................................................... . 
.. .. .. '~.i.t.i.~' '"'' l .. ... .."......... ............. ............. ............. ............. .. .... l .. ... ............. .., ........ .. 
. . . . . J;:OfqV.t.~ ............. ............. ............. ............. ............. ............. . ..... l...... ............. . ........... . 

· . . . . 

Cr\JJ~:~. : : : :: .:::: i . : : : . ~ : : : : : : : : : : : : : : : : :: : : : : : . : : :: : : :: : : :: : : : : : : : : . : : : : : : : : : : : : : : : : : : : : : : .: ::::::::::.:: ::::::::::.:::::::::::::::: · . . . . · . . .. . .. , .. ,- ...... ' .......................................... , .................. ". , ....... " ................ , .......... , ........... -, ... , 

O~'~.~f)~ . . .. . ............ : ............. : ............. : .............. : ............. :............. ............. . ............ : ..... . 
... t.Q f~ I.$Q ...... l. ..... : ............. : ............. : ............. : ............. : ................... ~ ............ l ..... : ............ . 
.. . t.Q f~ .1.0Q ...... l. ..... : ............ : ............. : ............. : ............. : ................... l ........... l ..... : ........... . . . 

.,"" " .,.,' .. ,..... ,............ . ............................................... ,'.' ...... , ........... . 
Ap9f~h . .. .......... , ............. .. ...... ,.... .. ........... : .. "......... ............. """""'" ............. . .. 
.. . .t.QI!,.QM '" .l .. ... ............. .. .... ~...... ........' .... .l..... ............. .. .... l .. ... """ l .. ... ....... ... 

.. .. tlQ .1'0 ............ ............. ............. . ............ :............. .. .. , ....... .. ........ ". .. .... ~...... ... .. X .... .. 
. . . . , 

' .... ,' ........... ,...... . ...... ' '" ........ , ....... ,' ,. , ............................... -. , .. , ... , .................. . 
RQUQ~.t. .. .. .. .. .... ......... .. ............. .. ........... :. . . . . ............... ......... , .... ', , ..... , .. . 
Taxi In x x 



combination of activity and phase that was judged high or very 
high in workload (VH or H in Table 1) and a candidate for aiding 
(111111 or IIIAIII in Table IV). 

The results in Table V suggest that efforts aimed at 
developing aids to the accomplishment of navigation, 
communications and thrust management activities could have high 
payoff across all phases of flight. Also, they suggest the high 
utility of aids to acquisition, processing and management of 
external environmental information, particularly during initial 
and final phases. 

2.2.5 Pilot Commentary 

The results obtained with the response forms provide 
indications of where workload is high and of where there may be 
benefit, in terms of increased performance accuracy andlor a 
decrease in workload, that would accrue to the intrqduction of 
various aids. They do not, of course, suggest the natures of the 
problems that need to be addressed. Nor do they suggest the 
types of technologies or applications that might address the 
problems. As indicated earlier in this chapter, information 
regarding these factors was obtained through interview. 

The material presented in this section consists primarily of 
statements made by the pilots in response to specific questions 
posed by the interviewers or as parts of longer dialogs aimed at 
explication of current operating procedures, current problems 
andlor prospective aids. The material is organized into seven 
subsections. The first four of these contain statements relating 
to aiding of specific functional activities: "Navigation", 
"Communi cat ions" , "Fue IIThrus t Management" , and "External 
Environment". The remaining three subsections present additional 
statements relating to "Fault Monitoring", "Control 
Responsibility", and to the general concept of a "Pilot's 
Associate". 

2.2.5.1 Navigation 

It is frequently the case that the aircraft is forced to 
deviate from its normal flight plan. Aids that could facilitate 
development of new or modified plans and that could help satisfy 
various specific goals (e.g., maximize fuel savings, maintain 
schedules as closely as possible, etc.) are desired. Such aids 
would also be important in abnormal situations where re-routing 
and other factors necessitate changes in plans. 

The manner in which such aids are implemented--what inputs 
are required, how and when they are to be made, and what is 
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required to 
considerations. 
concerns. 

verify them--are important human 
The following comments provide a sense 

factors 
of the 

fl ••• Flight plans routing, etc. --always change 
right after you take off. It would be a big advantage if 
inputs from all the button pushing that goes on now in 
the airplane and in ATC could be integrated and used for 
nav/fuel expenditure, flight profile planning and 
replanning, etc. -- (probably in the cards.)" 

" ... The prob I em that was occurr ing .. was trying to 
restring a flight plan or an approach plan in the 
computer, and (the crew under discussion) flew right past 
the airport trying to set up an approach. So that 
becomes an operational thing that you can say, well, if 
everything starts to go to pot, you can go back to Plan 
A. You don't have to use Plan C all the time. (There) 
should be a simple way of doing it, but, in fact, it 
appears not to be as simple as I thought it was, because 
apparently they're going back to trying to restring the 
thing while right here on approach, feeling like they 
have to get it into the computer." 

" ... Well, we started it (telling our guys that once they 
got into the terminal area, they shouldn't try to 
reprogram) .. almost every other airline went along .. In 
fact, TWA wanted to bolt a plate over (the keyboard) 
during the approach. (A smart system could say, "We're 
on approach; you're not supposed to be playing with 
this.) .. This is where you could turn what could be a 
negative automation into a positive (automation), by not 
letting him do it." 

2.2.5.2 Communications 

Communications in the cockpit represent a major source of 
workload (and sometimes confusion). Relatively simple systems 
that could aid in, for example, frequency selection would be 
helpful. More complex systems that could monitor incoming 
communications and information that would normally be on a 
headset and then filter it to present only information desired at 
the time--a difficult technical feat--would be of extremely high 
value. 

" ... If I were having an assistant I would have, 
say, a big black button out there that said, "inhibit 
incoming call s, (commence) final check". (Then I coul d) 
do the final check, then it could give (me) those calls. 
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In other words, "DON'T BOTHER ME RIGHT NOW -- I've got 
something more important .. This would be an area where 
you would want different levels of communications or 
filtering." 

" ... If you're taxiing out, you have an interest as to 
what number you are, which way you're taking off, 
weather, problems, ., you want to know what the guys in 
front of you are doing, and what the thinking is, and 
that helps you make the same kind of a decision." 

" ... Turning on ground control early in the morning 
(during pre-taxi) is an incessant line of chatter. 
Sometimes you have to wait 4-6 minutes just to be able to 
get that fraction of a second break where no one is 
talking. You grab the microphone and hope that the rest 
of the guys didn't cut you off once you started to talk. 
It would be really nice if you could do it through the 
ACAWS." 

" ... The tower has cleared somebody to land on runway 
33 and he's clearing me for runway 36 and (I) look out 
there and say,"that's far enough away, go ahead and go." 
At that point, I'd like to hear two airplane 
communications. I'd like to know what's going on as 
far as my routing is concerned, I don't care. Nobody is 
really interested in that and I'm not interested in what 
they're doing." 

2.2.5.3 Fuel Expenditure Planning and Thrust Management 

It was our initial intention to include in the "Thrust 
Management" category only those pilot/crew actions related 
directly to throttle control, and to include in "Fuel Management" 
activities more significant cognitive requirements, such as 
planning of fuel resource expenditures, monitoring of resources 
against plan, and replanning where necessary. This distinction 
proved to be a major source of difficulty to the pilots during 
completion of the workload response form (see Tables I and II) 
and impossible to maintain during discussion, particularly when 
the pilots began to reflect on possibilities for combining 
AI-based planning systems with auto-throttle control. The two 
categories are merged into a single category in the comments 
below. 

"An artificial intelligence system would say, "Hey, 
this is just what (you) did the last time. (You) really 
screwed up last time. (You) thought it was heavy on the 
left--(You) burned the fuel out of the left. (In fact) 
it was heavy on the right. Here it is on the next 
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flight, looks exactly the same as it did the last time. 
(Will you) just go ahead and do it wrong again." 

" ... one of the biggest things in the airplanes now is 
fuel management--you gotta save fuel .. almost more 
important than safety. ATC is gonna bring you in high 
and drop you fast, and it all sounds good, and then you 
gotta make last minute changes or get in line and the 
whole thing (conservation) goes out the window." 

" ... Anything in 
out calculations and 
come in as a high 
year (on fuel)." 

fuel or fuel efficiency and working 
numbers and things like that would 

priority item .. we spend 1.3 billion a 

"(ATC is) trying to do things that they cannot do 
reasonably ... there's not a weatherman in the world that 
has the kind of accuracy (to predict thunderstorms at a 
great distance so) you back up traffic, you miss 
connections ... they start people down 80, 150, 200 miles 
early. Fuel flow goes sky high when you do that." 

2.2.5.4 Ac~uisition and Management of Environmental Information 

This is a safety-critical, high workload area for the crew. 
Systems that would monitor sensors and other data and utilize 
already-stored knowledge of routes, schedules, etc. to aid the 
crew in avoiding collisions with terrain or other aircraft would 
be desirable. Obviously, such systems would have to outperform 
current systems with respect to detection, computation, display 
capabilities and false alarm rate. 

" ... External data ... I think that's probably at least 
high in that area (Initial Climb). You are listening and 
trying to be aware of other things going on, who took off 
next to you, which way they're going, ATC clearance, 
looking out for things like windshear, windsocks, and 
things like that, so there's a lot that's going into 
that." 

" ... anytime you're climbing you're still looking and 
listening, not so much for communications but there's 
still the need for external data--listening, looking and 
being aware of traffic. Anytime, they're gotta be high." 

" ... If you start going into weather, then the need for 
external data becomes high." 
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2.2.5.5 Fault Monitoring and Diagnosis 

The continued development and utilization of fault 
monitoring and diagnosis systems were judged by all the pilots to 
be highly desirable. The capabilities of some of the 
sophisticated systems which have already made their appearance in 
the cockpit, and operate within the context of rule-based 
production systems, were regarded to be very attractive. Within 
this broad area, engine system monitoring was cited as a prime 
candidate. The desire is for systems that can answer the 
following types of questions in timely, reliable and 
understandable ways: 

1. What systems have failed? 

2. What systems are likely to fail in the near future? 

3. What capabilities remain? 

" ... the first place I would like to see 
intelligence is in the engine monitoring 
airplane--engine systems monitoring." 

artificial 
end of the 

" ... If the system is smart, it wi 11 say "oi I pressure 
10 psi over the last 5 minutes". It will start to look 
for temperature, quantity, and will direct me as to what 
to do with the engine. That is what I think a smart 
flight engineer would be doing .. I'm not interested in a 
box that sits there and waits until all of the oil's gone 
and the pressure goes to zero .. " 

" ... 1 would want (the system) to know when to tell me 
(well before values approach limits): "At the present 
rate of temperature increase in your hydraulic fluid, 
you're going to exceed the limit in five minutes."" 

" ... It seems to me that artificial intelligence, 
rather than concentrating on areas of flying the 
airplane--that's not the area that would be most 
beneficial--at least to start with, would be more systems 
oriented to present information in a clear way to the 
pilot to be able to answer a lot of "what if" questions 
which a computer can do very well and very fast. Like 
you've got an electrical problem: You lost a couple of 
busses and a couple of sUbsystems. What do you have 
left? What happens if other things happen down the line? 
What are the tie- ins to the system? How does losing a 
couple of electrical busses affect not only the 
electrical system but the hydraulic, and the fuel system 
and a number of things like that. This kind of 
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information is what artificial intelligence can do fairly 
well for us. And fairly quickly." 

2.2.5.6 The Concept of a Pilot's Associate 

One of the more intriguing ideas to arise during the 
interviews and one which provoked much discussion concerned the 
possibility of developing an AI-based system that could provide 
support to management and control functions of the Captain in 
much the same way that a First and/or Second officer currently 
does. In some circumstances, this "Pilot's Associate", as it has 
been called by the Defense Advanced Research Projects Agency 
(DARPA) in connection with military aviation, might substitute 
briefly for a busy or otherwise incapacitated crew member, while 
in others, it might permanently replace him/her. The idea of 
developing and utilizing such a system in the commercial cockpit 
is attractive for at least three reasons: 

1. There is a significant trend toward smaller crews in 
the design of new commercial aircraft. The philosophy 
represented in the design of 757/767 crew stations and 
procedures serves as an example of what it may be 
reasonable to plan for in the way of crew complement 
and division of responsibility. The move to smaller 
crews may result in increased workload for one or more 
remaining crew. Any system that could aid in 
offsetting that increased workload might be highly 
desirable. It might be particularly desirable if it 
could sense when one or more members of the crew was or 
could become overloaded and then assume part of the 
load. 

2. As the pilot's role as a supervisor and monitor of 
automatic systems continues to evolve and he/she is 
required to provide less and less direct input to 
rudimentary flight control functions, his/her immediate 
"feel" for environmental. forcing functions and the 
compliance of the aircraft may decrease substantially 

well below that which exists in current systems. 
This could become a serious problem when rapid takeover 
of control by the pilot is necessary. An "Associate" 
might be able to smooth this transition. 

3. During abnormal or emergency conditions, it would often 
be useful to have access to the kind of expert 
knowledge and guidance that is currently available in 
the heads of designers of the aircraft and its systems 
and SUbsystems. If a system could be designed with 
such experts' knowledge bases and the capacity for 
symbiotic interaction, the crew's performance might be 
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more effective that it would be if it were merely based 
on standardized procedures. 

It was clear from the discussions that the concept of a Pilot's 
Associate would have to be sharpened considerably and that 
important questions would need to be addressed before the scoping 
of such an aid could realistically proceed, The following (not 
un-related) questions provide examples of some of the deeper 
issues requiring consideration and also illustrate that 
functionality and human factors interact strongly. 

1. Should the Associate merely replace the "missing" crew 
member? If, for example, the responsibilities of the 
Second Officer (Flight Engineer) are to be incorporated 
into the task structure of the First Officer or, more 
generally, the Pilot-Not-Flying, does the Associate 
provide aid only to satisfaction of those inherited 
responsibilities? 

2. Should the Associate "think:' or does it merely detect 
and report? Does it need to be endowed with 
inferential and decision making capabilities, or is it 
sufficient that it act as a sophisticated monitor of 
events and repository of recommended procedures? What 
are the limits of these inferential and decision making 
processes--should they attempt to emulate only 
rule-based behavior or include knowledge-based behavior 
as well? 

3. If the Associate is required to exhibit knowledge based 
behavior and to interact with the crew, whose knowledge 
base should it obtain? Should it contain the 
accumulated knowledge and expertise of the Pilot or the 
First Officer or both? Or does it need to have the 
capacity to make inputs based on, for example, 
engineering knowledge that is not normally available to 
any crew member? Are there circumstances in which it 
might need to emulate group problem solving behavior 
and, therefore, perform in the aggregate like an expert 
panel of designers and operators? 

4. Should the Associate act as well as think? Should it 
be endowed with cognitive skills and effectors 
appropriate to the performance of aircraft management? 
Under what circumstances should such skills be 
enabled--when it senses the need?, when told by the 
crew? 

As indicated, there was much discussion of the proposal to 
develop such an "associate". The following quotes provide some 
of the flavor of this discussion. 
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" ... the nicest thing in the world .. would be to have an 
(AI-based) copilot who is absolutely knowledgeable about 
all the procedures and all the airplane's capabilities 
and to have a flight engineer who is absolutely 
knowledgeable about all of the basic aircraft systems. 
You think about these people being 100% dedicated--flight 
engineer just scans from instrument to instrument to to 
instrument. He knows what the normal range should be, he 
knows what it was on the last flight, he knows if there's 
been any change in the last 15 minutes, and anytime 
there's anything I should be aware of, he gives me that 
information." 

" ... My co-pilot would know everything there was to 
know about the airplane's performance envelope and he has 
all the sensors to know what the wind is doing and what 
the temperature is doing, what the airplanes gross weight 
is, what the best mach number would be and what the best 
altitude should be for the weight and the mach number, 
and he advises me of those thing." 

" .. Remember , my crew chief knows every piece of wire, 
etc., and although he may not pass that information to 
me, he may have completed- analyzed everything that's 
going on in that airplane and jotted it down, and when he 
gets on the ground, he gives that to Charlie and says, 
"fix it"." 

" ... I'd lean over here to "Charlie" and I say, 
"Charlie, I'm going to watch the airplane and I want you 
to get our display and I'll take a look at it and tell 
you whether or not I like the way it looks .. now I can 
either fly it myself .. or I can turn it over to the 
automatic." 

2.2.5.7 Control Responsibility 

Perhaps the major human factors concern of the pilots in 
regard to introduction of AI-based aids in the cockpit is that, 
in some circumstances, operations with such aids may leave 
critically unanswered question, "Who is in control"? There were 
two critical dimensions to this concern: 

1. AI-based systems may take away control initiatives. 

2. AI-based systems are likely to be complex and difficult 
to understand. They may draw on data that is largely 
unobserved by the pilot/crew. For this reason, they 
may evaluate and choose among alternatives whose 
characteristics and utilities are not directly 
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available to the pilot/crew. Given time and workload 
constraints, the pilot/crew may not be able to approve 
system choices before implementation is required. 

The concern is legitimate. Unlike current autopilots and 
fault detection/reporting systems, which operate on "simple" 
inputs, generate easily verifiable outputs and produce 
predictable consequences when disabled, AI-based systems have the 
potential for quickly manipulating large quantities of diverse 
data, executing rule-and knowledge-based algorithms beyond the 
immediate comprehension of the pilot/crew, and effecting 
significant and unseen changes in remote aircraft sUbsystems. 
These systems must, of course, be designed in ways that allow the 
pilot/crew to remain "in the loop". H;ow to accomplish that 
remains a difficult problem to which the pilots in these 
interviews were very sensitive. 

" ... the worst thing is to see something happen and not 
know what is going on. That puts you in a confused loop. 
You don't know what is happening or why, and now you're 
spending your time trying to think about why did (the AI 
~o) something in the first place that you didn't want to 
happen or, at least, didn't understand the reasons for in 
the first place. Even though it (may have been) the 
right thing to do, you didn't want it to happen. So now 
you're confused and you're wondering what it will do 
now." 

" ... Every time you do something di ff erent from an 
automated standpoint, the pilot has to not only know how 
to do it himself manually, which he doesn't practice as 
much, but then he has to spot faults with the automatic 
system and know when to take it out of the loop, and 
that's got to be part of the same kind of process". 

" ... (In reference to a system that informs the pilot 
that some condition may require eventual shutdown of a 
subsystem) "that's good that's excellent. Because 
then it becomes advisory, and even in a case, of a light 
is going to come on and say, "You have an engine fire in 
#2 engine", and say it out loud, ok, in that case,; or if 
you want to have it (present) some kind of alerting 
device that wakes the guy up if he happens to be asleep 
(unlikely?) ... But somehow, before I would want something 
to just automatically shut it down, I would want a system 
that would maybe say, "In 10 seconds engine #2 will be 
shutdown". And then if I'm in critical situation, I can 
reach up and disconnect the (automatic shutdown sequence) 

no. I don't want (that to happen) let it 
(continue)." 
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" ... you have to have some way of interacting. (The 
system) doesn't just say, "1 did this". It's got to say, 
"1 did this, because. You've got to let me (.the 
system,) know you (,the pilot,) know I did this ... (and) 
did this because you were busy doing something else) . 
.. . this is all part of keeping the man in the loop." 

2.2.6 Human Engineering Considerations 

A host of questions related to human engineering of 
system/crew interfaces arise in connection with the development 
of AI technology. Many of these are classical questions, but 
they take on added significance in the light of expanding 
technological opportunities for information acquisition, 
processing and display. The following two are representative: 

1. What methods/techniques of information input are most 
consistent with goals of rapid, accurate and reliable performance 
by the crew? Which provide the lowest average increase in 
workload? 

Obvious alternatives are: 

o keyboards and function buttons 

o voice input 

o touch-sensitive displays 

2. What formes) should 
processing take in order to 
assimilation by the crew? 

o printed copy 

o synthesized speech 

o visual display (CRT) 

o auditory and visual alarms 

the outputs of AI-based system 
assure rapid and accurate 

Although the merits of technological alternatives associated 
with such questions cannot be judged without a reasonably 
specific concept of the functions(s) to be performed by an 
intelligent system, the general desirability/undesirability of 
certain of the alternatives was touched on during our 
discussions. These are summarized in subsections below along 
with our comments. 
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2.2.6.1 Keyboards and Function Buttons 

The value of function buttons and keyboards as input devices 
is undeniable. Their signification is unequivocal and virtually 
instantaneous and their use conserves space. At the same time, 
they have at least three obvious disadvantages that are difficult 
to design away: 

1. They present opportunities for 
particularly during conditions of high 
errors, when they occur, may not 
obvious. This is especially true when 
are made via keyboard. 

human error, 
workload. Such 

be i rome d i ate I y 
lengthy inputs 

2. It is difficult, if not impossible, for the operator to 
accomplish other tasks while pressing buttons or keys. 
If the input task cannot be deferred, the pilot has the 
choice of accepting the risks that go with a division 
of attention, deferring the competing task{s) or adding 
an increment to the workload of another crew member. 
None of these alternatives may be acceptable in some 
circumstances. 

3. Current cockpit layouts require that the operator 
remain head down while accomplishing most button and 
keyboard inputs. Again, depending on circumstances, 
the input task may be accomplished only at a cost in 
performance in other competing tasks. In this 
connection, our pilots recalled instances (See Section 
2.2.5.1) where crews already well into the approach 
phase chose, probably inappropriately, to type revised 
coordinates into their automatic system rather than fly 
to the coordinates manually, thereby risking critical 
losses in awareness of external environmental factors. 
The context in which these events were recalled 
suggested a latent "trap", namely, the typical degree 
of success experienced with the automatic system may 
actually have pr.evented consideration of hand flown 
corrections to the flight path. 

2.2.6.2 Voice Input 

It may not be surprising that, despite increasing use of 
function buttons and keyboards for input of information (e.g., in 
navigation), one of the most desired modes for transmission of 
information under most circumstances is voice. It is the mode 
very likely to be preferred for communications both within the 
cockpit that is, between the crew and an AI-based system 
-- and for up-and-down-links. 
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The preferences of the pilots in this study for voice mode 
seem to have largely to do with the naturalness and efficiency 
with which voice communications can be carried on, and, perhaps 
more importantly, with the fact that voice transactions can be 
completed in parallel with the performance of ongoing control and 
monitoring functions. 

The pilots in the group were aware of efforts to develop 
speech understanding technology and of some of the difficulties 
inherent in that enterprise. One noted, for example, that 
changes in the characteristics of the voice under stressful 
conditions might pose a severe problem. The responses suggested 
that a conversational mode mediated by natural language would be 
required for most crew-system interaction under any but the most 
routine circumstances. 

It is important when assessing the potential utility of 
voice or synthetic speech as an input/output modes to consider 
that a virtue which verbal outputs may not share with, for 
example, a warning light or horn or even printed copy, is 
persistence. The warning light or horn typically remains on 
until the condition it signals is attended to. A printed message 
is somewhere in the cockpit until it is disposed of. But human 
memory for the content of spoken messages is typically short. If 
the full potential of systems that will employ voice or speech 
synthesis techniques is to be realized, methods which permit 
rapid pilot/crew access to the content of previous transmissions 
must be developed. 

2.2.6.3 Touch Sensitive Displays 

Although major disadvantages of touch-sensitive displays are 
that they, like buttons and keyboards, generally require the user 
to remain head-down and to concentrate carefully on his/her task, 
there may be an off-setting advantage in the application of this 
technology to input of navigational map-based information. 
Depending upon the scale(s) of the map(s) used and the accuracy 
of specification requirements for a given maneuver, one can 
imagine a crew member actually pointing at map locations rather 
than keying in coordinates in order to trigger route planning or 
re-planning computations by an intelligent system. Or, pointing 
and keying modes might be intermixed in such a way that global 
desires were initially imparted to the system via touch control 
panel and then final tuning of plans proposed by the system was 
accomplished via keyboard. 

2.2.6.4 Printed Copy 

Few direct comments were made during the interviews 
regarding the desirability/undesirability of printed copy outputs 
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beyond those already generated in the cockpit by ACARS. One 
might guess, however, that the addition of more printed material 
to the already large body represented by maps/charts, procedure 
handbooks, etc., would not be well received by crews for at least 
two reasons: 

1. Information presented in any form must be at least 
scanned before it is possible to conclude that it is relevant, 
partly relevant or not relevant. The scanning probably cannot be 
accomplished as efficiently with printed material as it can be 
with information delivered on a status board, on a graphic 
display, or auditorially. As such, ~dditional critical time may 
be lost and/or more division of attention may be required with 
this method of presentation than with most .others. 

2. Printed copy can pose a storage and retrieval problem in 
the cockpit, that is not necessarily solved by the addition of 
more and better engineered space. Testimony to what may already 
be an accessibility problem is the retro-fitting by several 
airlines of large, spring-loaded paper clamps, suitable for 
holding approach charts and other important information, to the 
yokes of 727's. 

2.2.6.5 Synthesized Speech 

As a result of the growing use of speech synthesizers to 
generate commands (e.g., low altitude "PULL-UP ... PULL-UP") and 
advisories, pilots have at least nodding acquaintance with the 
potential of this technology for providing human-like voice 
inputs to the crew. Largely for the same reasons that voice 
input is desirable--"naturalness", efficiency and allowance for 
parallel processing--the use of synthesized speech is generally 
preferred to other output modes. 

2.2.6.6 Auditory and Visual Alarms 

Simple auditory alarms, instrument flags and annunciator 
panels are, of course, the traditional methods for advising crews 
of out-of-tolerance conditions, equipment failures, etc., and 
most have the virtue of being easily understood when attended to. 
Their major disadvantages are that they are occasionally a 
nuisance and that they serve primarily an alerting function, not 
a directive function. When they become a nuisance, either 
because they divert attention from a critical task being 
performed, they report a condition that has already been 
appreciated, or they are thought to be false, they are often 
ignored and/or cancelled, with undesirable results. 

While discussing these characteristics of current alarm 
systems, several pilots in this study also commented unfavorably 
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on the increasing extent to which (particularly) auditory alarms 
are being incorporated into systems. One complained of having to 
attend "Sound School" so that he would be able to "sort out all 
that crap". He had the distinct feeling that the limits of human 
auditory discrimination capacity under stress were rapidly being 
approached. 
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3. STATE-OF-THE-ART OF ARTIFICIAL INTELLIGENCE 

Six areas of AI research and development were identified as 
being of prime importance to intelligent cockpit aiding. These 
are: 

0 Expert Systems 

0 Knowledge Representation 

0 Planning 

0 Natural Language 

0 Speech 

0 AI Tools 

The Expert Systems, and planning areas are particularly 
relevant to specific types of aids and to the crew associate 
concepts. Natural Language and speech are primarily of interest 
with respect to -crew/system interface questions. Knowledge 
representation and AI tools are of significant interest because 
they are fundamental aspects of AI that impinge on all 
developments. These six sub-areas of AI have tended to function 
somewhat separately in the past. However, we expect that they 
will interact much more substantially and frequently in the 
future; certainly, the capabilities required for advanced 
intelligent aiding of the type desired on the flight deck cannot 
be attained without such interaction. 

3.1 Expert Systems 

We define an Expert System to be a computer program that 
explicitly incorporates knowledge based in significant part on 
symbolic representation of facts, rules of thumb, strategies, 
concepts and heuristics that an expert might use in solving one 
of a class of problems. Thus, it is a knowledge-based system. 
The knowledge is supplemented by an inference mechanism that 
enables drawing conclusions from the knowledge and generally, by 
some capability for the system to "explain" its decisions or 
recommendations. Expert Systems is clearly the most visible area 
of AI with it receiving an enormous amount of interest. 

Some expert systems applications have already proven 
commercially viable; the recent frenzied growth in AI start-up 
companies and industrial research labs testifies abundantly to 

31 



that. The criteria regarding whether an application problem is 
likely to yield to expert system technology is, however, unclear; 
e.g., it is doubtful that one could design a useful expert system 
to give advice on the appropriateness of expert systems 
technology for a given problem. Expert systems thus far have 
been developed only in applications where one or more experts can 
employ introspection about their decision making. Finally, 
current systems have generally not had to function under the 
solution time constraints that would be characteristic of dynamic 
environments such as aircraft operation. 

Table VI provides a brief summary of some expert systems 
that have been placed in use or have received extensive research 
and development effort. 

TABLE 1. 

Name 

ACE 

CADUCEUS 

CASNET 

DELTA 
(former ly 
CATS-1 ) 

DENDRAL 

DIPMETER 
ADVISOR 

MDX 

MYCIN 

SOME EXTENSIVELY DEVELOPED EXPERT SYSTEMS 

Application 

Analysis of 
telephone cable 
trouble spots 

Internal medicine 

Consultation 
regarding glaucoma 
treatment 

Troubleshooting 
diesel locomotives 

Projecting 
molecular structure 
from mass 
spectrograms 

Interpreting oil 
well drilling 
log data 

Medical diagnosis 
for cholestasis 

Diagnosis and 
treatment of 
bacterial infections 
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Oq~anization 

Bell 
Laboratories 
Whippany, NJ 

Univ. of 
Pitts­
burgh 

Rutgers 
University 

General 
Electric 

Stanford 
Univ 

Schlum­
berger 
-Doll 

Ohio State 
Univ. 

Stanford 
Univ. 



PROSPECTOR 

PUFF 

STEAMER 

XCON 
(formerly 
Rl) 

of blood 

Predicting likely 
ore deposits 

Consultation 
regarding pulmonary 
disorders 

Training regarding 
operating of a steam 
propulsion plant 

Configuring VAX 
computers given a 
customer order 

SRI Int. 

Stanford 
University 

BBN Labs. 

Digital 
Equipment 
Corp. 

As can be seen, a major application of expert systems, that 
is of particular interest in cockpit aiding, is fault monitoring 
and diagnosis. This is an active development area and systems 
are moving from pure rule-based designs to ones employing more 
sophisticated knowledge representation schemes that attempt to 
represent physical systems structure and function and admit more 
powerful (d~ep) reasoning. 

Unfortunately, virtually all of the work in diagnosis to 
date has not been concerned with, or had to deal with, the kinds 
of issues imposed by operation in a commercial transport 
environment. In such an environment diagnosis must occur in 
extremely timely way and be very reliable. The diagnostic 
systems must also be able to "explain" their diagnoses quickly 
and clearly (it is not enough to trace the rules that have been 
invoked). The ability to conduct further tests to confirm or 
discard the diagnosis can be quite limited in this environment. 
Finally, it is often not identifying the fault that is important 
but, rather, reasoning about that capability remains. This kind 
of reasoning has not been an issue in past expert diagnostic 
systems. 

Though a potentially large class of applications of current 
expert systems technology is amenable to commercial success, 
significant advances in knowledge representation, planning, and 
natural language processing seem necessary to broaden the class 
of operational applications, particularly to the classes of 
applications indicated in Chapter 2. Very briefly, most of the 
systems that currently exist, and most of those under 
development, are rule-based systems and, as such, are based on a 
limited paradigm. They tend to function in very narrow domains 
and they have difficulty dealing with inferences that require 
knowledge of structural, casual, spatial and temporal 
relationships. They break down when knowledge is incomplete or 
inconsistent. Few, if any, of the systems run in real-time. 
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Finally, they tend to have only rudimentary 
capabilities. In addition to these limitations 
systems, the effort to elicit knowledge and to build 
(knowledge engineering) is currently very large. 

explanation 
of present 
the systems 

This picture is likely to change to a substantial degree in 
the foreseeable future. Due to the high investment research in 
expert systems arising from the venture capital companies and 
industrial labs, current technology will be advanced in: 

o diversity of applications 

o software tools for constructing expert systems 

o some aids for acquiring knowledge 

The DARPA Strategic Computing effort will also contribute 
substantially to the next (second) generation of expert systems. 
In particular, it can be expected to contribute uniquely to bring 
the results of exploratory research to a level of maturity such 
that it is ready to be applied. Of the areas addressed in that 
program, one should note particularly: 

o major increases in speed (this will help foster 
real-time expert systems) 

o advances in automating the acquisition from of knowledge 
from experts 

o demonstrating of highly complex, real-time, dynamic 
applications (e.g., Pilot's Assistant) 

o extension of expert systems to domains where human 
expertise does not exist 

Most of the areas or goals of a second generation of expert 
systems, do not, in general, involve problematic research issues. 
Thus, the probability that the research efforts will have a 
significant impact on technology and applications is high. One 
area where problematic issues may surface is in applying the 
technology to domains where suitable human expertise does not 
exist or is not readily accessible, since previous applications 
have depended on the existence of experts that can introspect 
about their decision-making. 

A "third generation" of expert systems of the type that 
would be most desirable for advanced intelligent aids is likely 
to require fundamental advances in knowledge representation and 
natural language. Such systems would involve integrating 
reasoning across domains, models of the user (crew) and advanced 
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explanation capabilities. Integrating knowledge sources is quite 
an advanced question which is just becoming of interest to 
members of the AI community; there are no well-differentiated 
schools of thought with respect to it. User models are required 
to optimize systems response and facilitate interaction with the 
crew. The appropriate forms for these models is not presently 
known but their incorporation will undoubtedly require advances 
in knowledge representation to represent goals, beliefs, 
intentions, etc. The pilot interviews suggested a strong desire 
(need?) for more human-like interactions with the intelligent 
systems. This is not likely to be achieved with direct 
extensions of the explanation capabilities available in existing 
systems. 

3.2 Knowledge Representation 

Knowledge representation is the task of providing a formal 
representation (i.e., one whose syntax and semantics is 
well-defined) for knowledge such as facts, plans, rules of thumb, 
etc., in a way that supports reasoning based on that knowledge. 

_ Consequently, it is at the heart of AI research and applications. 

Though there are three classes of knowledge representation 
languages (logic languages, semantic networks and frames), there 
is general agreement about the goals of such a language: 

o to be able to represent any piece of knowledge 
expressible in English 

o to support common sense reasoning and reasoning about 
another's beliefs and knowledge 

o to support reasoning and decision-making performed in 
real-time 

Current work is also conSidering a new category called 
hybrid KR systems, in which different components of the system 
utilize different representation and inference types. 

While knowledge representation has advanced sufficiently to 
support laboratory prototypes and even commercial products in 
expert systems and natural language processing, there are a 
number of fundamental gaps that need research. The most relevant 
to the applications of interest here include: 

o representation of actions, events, space, time, mutable 
objects, beliefs and desires 
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o representation of users 

o support for nonmonotonic reasoning (see Appendix) 

o support for analogic reasoning 

o support for determining how much time to focus on and 
reason about a given hypothesis or goal 

The representation of actions, events, etc. is critical for 
the dynamic environment in which aircraft operate. Much that 
occurs is event-driven and is influenced by external factors. 
Navigation and planning take place in four-dimensional 
space~time. The necessity for planning in and reasoning about 
this environment requires appropriate knowledge representation 
schemes. 

Nonmonotonic reasoning is a critical part of expert system 
and planning capabilities. The reason is that there is a need to 
make reasonable assumptions when information is lacking. Those 
assumptions are based on knowledge about what is a reasonable 
default assumption and drawing conclusions based on that 
assumption until some contradiction arises that invalidates those 
assumptions. If a discrepancy does arise, then the reasoning 
agent must know what conclusions to retract based on erroneous 
assumptions. 

Reasoning by analogy is critical to making use of past 
experience. It includes not only discrimination between similar 
and dissimilar entities, but also being able to itemize and 
explain) the factors in which two entities are analogous and the 
factors where they are not analogous. This kind of reasoning can 
be very relevant for basing current decisions and situation 
assessment on past, recorded situations. 

The need for timely results in the cockpit impose a 
requirement for speed in arriving at a solution. Hardware 
advances will help satisfy this requirement, but there may also 
be a need for explicit control of the computational resources 
devoted to a problem. Humans reason about how long they should 
spend on a given problem, how long they should take a particular 
approach, and how long they should plan. As we try to apply 
computer reasoning capabilities to larger and larger domains, an 
increasing problem will be the number of alternative possible 
solutions to consider in solving a problem or in drawing a 
conclusion. Therefore, it will become more and more important to 
specifically reason about how long a particular approach to a 
solution should be investigated, when to look for an alternative 
approach, and when to give up on a problem altogether. 

Since applications of expert systems and natural language 
processing depends so centrally on knowledge representation 
this is an area that is critical for progress in AI. 
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3.3 Planning 

In AI, "planning" refers to the process of finding a set of 
actions which will transform some initial state of affairs to 
some desired state of affairs. As such, it will play an 
important part in expert systems of the future and also in 
natural language generation (to achieve goals in communicating). 
In general, planning research thus far has substantially 
simplified the problem by assuming there is only one agent that 
can effect the state of affairs and states do not change without 
an agent's acting. Of course, there are severe restrictions. 
"Planning policies" are additional constraints on acceptable 
plans to achieve a goal; these include time of completion, cost 
of carrying out a plan, cost of planning itself, safety of the 
agent, etc. 

The major gaps in planning as a capability are: 

o satisfying two or more goals (The problem here is that 
one cannot simply deal with the goals independently, 
since the plan to achieve one may undo the results of a 
plan to achieve another.) 

o taking planning policies into account 

o planning where there are multiple agents, some of whom 
can be adversaries 

o planning where the environment changes 

o coordination of diverse activities in space and time 

o determining how much effort to expand in trying to find 
a plan 

Many of these gaps relate to those in the knowledge 
representation and expert systems areas and filling them will 
require suitable advances in those areas. A few of the more 
planning-specific issues that will have to be addressed to 
achieve the kind of advanced capability that is desired are 
indicated below. 

o Recognition that a plan is no longer valid or is now 
undesirable due to changing conditions. The environment 
will not remain static, due to natural events and the 
action of others; any changes could invalidate a plan. 

o Construction of revised plans as needed. Of course, if 
change of conditions invalidate an old plan, a revised 
plan is necessary regarding achieving a mission. 
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o Explanation of why a plan has the form it does, rather 
than some other alternative. Explanation is necessary 
so that the pilot can know why a particular 
recommendation differs from the human's idea, there is 
no basis for comparing the two alternatives. (See the 
sections on Expert Systems and Natural Language 
Understanding) . 

o Classification of individual problems as to whether 
special-purpose (e.g., algorithmic) methods or general­
purpose search methods are more appropriate. 

3.4 Natural Language 

Both natural language understanding and natural language 
generation offer great potential not only in making computers 
more useable to those who are not professional programmers but 
also in making new computer applications. 

Natu~al language understanding research is already yielding 
commercial products based on results in syntactic processing and 
semantics in narrowly, precisely defined domains, such as access 
to a single data base. Today, there are some (pseudo-) natural 
language systems available commercially, but all are severely 
restricted. Substantially richer natural language systems, still 
without much pragmatics, will be available by late 1985. The 
second generation of natural language understanding systems 
having more pragmatic capabilities are not likely to be available 
until 1988 or 1989. There are no natural language generation 
products at present. 

Since the effort to achieve robust, second generation 
systems with limited, but quite useful, capabilities requires no 
fundamental breakthroughs and requires primarily applied research 
within a well defined framework, it is highly likely to be 
successful. Substantial success, sufficient to make systems far 
more usable than the second generation, is also highly likely 
because a firm foundation for the research has already been laid 
and adequate resources should be available as a result of 
corporate funding and the DARPA Strategic Computing Initiative. 

Some of the capabilities required for more advanced natural 
language systems of the type desirable for cockpit applications 
are: 

o understanding based on a model of user goals and plans 
(This is necessary for succinct communication without 
the burden of having to spell out every detail.) 
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a understanding ill-formed input as the uSer intended 
(Input may appear ill-formed due to grammar errors, 
mispronunciation, faults in the communication medium, 
and lack of complete knowledge by the system. Case 
studies have shown it to occur in as much as 25% of 
typed communications. It also occurs frequently in oral 
communications.) 

o integration of displays with natural language to convey 
information (This arises in describing positional 
information conveyed via map displays, etc.) 

o customized natural language generation (Since the 
language generated in the cockpit may be oriented to 
many individuals of differing background, expertise, 
rank, etc., choice of vocabulary and level of 
description for individuals is important to effective 
communications. This involves models of user expertise. 
The purpose is to avoid stating the obvious to different 
users.) 

o natural language understanding and generation in a broad 
domain (Many different domains arise for "discussion" in 
the cockpit, e.g., air traffic control, plans, 
procedures, sensor data, sUb-systems.) 

With respect to achieving these capabilities, there are two 
significant limitations to keep in mind. The first is that all 
successful natural language research and all successful research 
in reasoning up until this time, has assumed that the knowledge 
and reasoning underlying the system is confined to a single, 
narrowly defined domain. When this assumption is removed, it is 
not clear whether heuristics that function acceptably in a single 
narrowly defined domain will continue to do so in a broad domain. 
The reason is that the size of the domain and the number of facts 
to be recorded in the knowledge base, if kept small, is a 
limiting factor to the number of alternatives that any heuristic 
must consider and/or eliminate. With broad domains, the number 
of alternatives may grow exponentially. The second problem or 
limitation is the amount of effort it requires to encode 
knowledge, vocabulary information, and the formal relation 
between terminology in the domain and its formal representation 
in the knowledge base are very programmer intensive. Therefore, 
building natural language systems suffers from the same 
limitation that building expert systems does. Namely, the effort 
in encoding sufficient information to make natural language 
system or an expert system work is a long-term problem requiring 
programming effort to build or extend these systems. 

In short, there is much research required to achieve the 
potential in natural language processing. Syntax, the study of 
how words and phrases are combined to make meaningful 
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expressions, still needs some study, particularly in providing a 
unified treatment of understanding and generation, in 
understanding ungrammatical forms, and in employing the nuances 
of particular words and syntactic constructions. In semantics, 
research in knowledge representation and in formally representing 
vague terms such as "few" and "very" is needed. Semantics is 
less well understood than syntax, but is more advanced than 
pragmatics, the study of the influence of linguistic context, 
beliefs, goals, and the situation on the meaning and intention of 
communication. In pragmatics, modelling contextual factors and 
their impact on the meaning of expressions requires much research 
in order to achieve natural, helpful communication. 
Additionally, substantial breakthroughs are needed so that the 
underlying applications need not be so constrained. Systems that 
can communicate about many overlapping domains (e.g., overlapping 
data bases or overlapping expert systems) are many years away, 
though certainly feasible in the future. 

3.5 Speech 

Speech recognition and synthesis is certainly one of the 
most exciting potential applications of AI, both because of the 
added dimension in natural communication with computers and also 
because of its need in certain environments, such as a cockpit. 
For many applications, there already are adequate synthesis 
systems available. Speech understanding is lagging behind. 
Furthermore, the most difficult problems in synthesis remain in 
understanding as well, such as prosody. As a consequence, this 
report has focused only on speech recognition. 

It is important to distinguish between isolated word 
recognition, where there is clear silence between words, and 
continuous speech recognition, where there is not. In continuous 
speech the adjacent words affect the sound of the current word, 
e.g., making "1 scream" and "ice cream" impossible to distinguish 
phonetically. Virtually all commercially available systems are 
of the isolated word recognition type. Other difficult problems 
include variation among speakers within the same dialect, 
variation across dialects, variability in an individual speaker 
(e.g., due to stress), level of background noise, vocabulary 
size, and grammar simplicity/complexity. 

A recent committee of experts has examined automatic speech 
recognition in severe environments as follows. (see Appendix). 
Some of their more relevant conclusions were 

o Current technology for automatic speech recognition is 
not sufficiently advanced to provide robust, reliable 
performance in hostile and high-stress environments. 
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o Current speech recognition technology is not 
sufficiently advanced to achieve high performance on 
continuous spoken input with large vocabularies and/or 
arbitrary talkers. 

o Current technology is mature enough to support 
restricted applications in benign environments, with 
disciplined use under low-stress conditions. Success 
strongly depends upon the integration of speech 
recognition with improved automation techniques. 

o No established human-factors methodologies exist for 
analyzing and evaluating human-machine performance in 
integrated voice-interactive systems or for 
systematically quantifying the benefits of speech input 
as compared to related automation techniques. 

o Speech synthesis is an important adjunct to automatic 
speech recognition for voice-interactive systems. 

Thus, we are many years from being able to have truly 
natural speech input. In addition to the significant problems of 
deciphering speech, there are also the problems of natural 
language understanding as discussed earlier. 

Based on the expectation of cheaper hardware, special 
purpose hardware, and incremental improvements in algorithms, we 
can, nonetheless, confidently project the individual word 
recognition (IWR) systems will continue to become cheaper, handle 
larger vocabularies, achieve higher performance, and progress 
toward speaker independent recognition, at least for smaller 
vocabulary sizes. Connected word recognition (CWR) systems will 
progress similarly, and grammatical constraints of tasks will 
become more widely applied. These trends will be driven 
primarily by cheaper computation and by incremental research 
driven by this availability of computation. Therefore, those 
applications that can be served by IWR and CWR systems will be 
served more effectively. However, the limitations of the 
word-based approaches will become felt as these systems attempt 
to grow toward high-complexity applications. 

To obtain a better understanding of what to expect, consider 
a 200-word CWR system, capable of running in real-time in an 
environment with a restricted grammar, speaker independence, 
severe noise, severe psychological and/or physical stress. Such 
a speech recognition system could be used to assist an aircraft 
pilot. The vocabulary is small and the task-oriented commands 
have a rather constrained syntax. The speech will be uttered in 
a noisy environment, and the speaker could be subject to 
emotional stress. Such a system must be small enough to be 
installed in aircraft. A system with this capability should be 
achievable in 7-8 years given projected support. This assumes 

41 



the availability of suitable fast computational or special 
purposes VLSI designs, research on noise handling (signal 
processing, recognition) and research on speaker stress (speech 
production, recognition) and the effort of assembling the results 
of the parallel research efforts into a system. Additionally, 
this assumes that such a system can be achieved using present 
grammar-driven CWR techniques, that the signal analysis and 
recognition can be extended to handle the noise, and that the 
effects of stress can be characterized and handled by known 
methods. 

3.6 AI Tools 

The term "AI tools and environments" refers to the hardware 
and software provided for research and development of AI. That 
programming environment is particularly critical to AI since: 

o AI systems tend to be very large (in terms of number of 
lines of code) 

o AI research and development centers on devising systems 
that have not been built before 

o as a consequence of the two above, AI is very labor 
intensive 

o AI applications and prototypes typically make intense 
demands for computer time and main memory 

o AI research often involves much empirical use of 
prototypes to evaluate their effectiveness 

Typical of the environment of choice for AI research at 
present is a powerful "workstation." This involves a computer 
designed to serve a single user at any time, so that the intense 
demands for computer time and main memory are met. They normally 
involve: 

o a fast processor comparable to a mini or super 
mini-computer 

o 1-8 megabytes of main memory (This is also comparable to 
a mini-computer.) 

o loeal disk space of 20-500 megabytes 

o a graphics console 
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o sophisticated display management 

o a rich dialect of LISP as the programming language and 
interface 

o network capabilities to provide for large file storage 
and printing 

o 

Research in this area falls into three categories: 

generally 
power ful , 

commercial research in order to provide more 
less expensive workstations 

o hardware research in highly parallel computers 

o programming environments, 
parallel computations (In 
is a little understood, 
problem.) 

particularly to support 
general, parallel programming 

very difficult research 

No capabilities in this area are specifically called out by 
the cockpit application. However, since this area is the 
infrastructure upon which both AI applications and research are 
based, it is unquestioningly important. Processing speed is 
particularly critical for real-time expert sy.stems, planning, and 
speech recognition. Programming environments that improve the 
productivity of individuals are critical in all of the areas 
since all of the efforts (both research and application) are 
labor intensive. 
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4. RESEARCH NEEDS IN ARTIFICIAL INTELLIGENCE FOR COCKPIT AIDING 

Artificial Intelligence is an extremely diverse and rich 
field but the following AI sub-areas are particularly important 
for cockpit aiding: expert systems, knowledge representation, 
planning, natural language understanding and speech. Important 
applications such as fault diagnosis draw on aspects of these 
more fundamental areas. Although progress is being made in each 
of these areas, the current state of development is not adequate 
to meet many of the needs associated with the kind of intelligent 
aiding that seems desirable in light of the analyses in Chapters 
two and three. Below, we note a few of the special demands that 
intelligent cockpit aiding will impose on AI development and then 
separate factors and research needs by AI sub-area; however, 
because for the most part they are inextricably interrelated when 
cockpit applications are considered, there will be an inevitable 
overlapping of topics. 

Much of the current interest in applying AI in the cockpit 
is centered on the potential of Expert Systems (ES) both from the 
stand-point of narrowly-scoped, "mini-experts", to broader 
concepts such as a "pilot's associate". It must be recognized 
that only a few operational systems exist today and none of these 
are designed to function in as demanding an environment as the 
cockpit. For example, current rule-based expert systems often 
break-down when knowledge is inconsistent or incomplete; the 
behavior exhibited would be unacceptable in a flight-rated 
system. This raises another important issue with respect to ES 
(and other AI systems) in the cockpit and that is specification, 
validation and certification of the programs. This is a critical 
area in flight applications and it has been virtually ignored in 
prior AI work. Moreover, it is not at all clear that standard 
software verification and validation methods, such as they are, 
are appropriate for these programs. 

Perhaps one of the major demands and difficulties for 
intelligent aids in the cockpit concerns real-time operations. 
Current AI systems have not operated under the time constraints 
that the cockpit environment imposes. This is true for expert 
systems, for planners and for diagnostic systems. Real-time 
operations could impose severe constraints on the functionality 
of the aid, the nature of the knowledge representation, the 
inference mechanisms and the output or display presentation. For 
example, an intelligent fault monitoring and diagnostic system in 
the cockpit will have significantly different requirements that 
one associated with maintaining and repairing equipment in a 
benign environment. The real-time requirements along with the 
functional needs will undoubtedly have important implications for 
the power and architecture of on-board computers, as well as for 
the development of AI methods. 
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In general, intelligent cockpit aiding systems will have to 
"know about" the aircraft and its subsystems, the flight plan, 
the external world and the crew. Some knowledge will be 
mathematical quantitative while some will be qualitative. Some 
information will be numeric and some symbolic. All knowledge and 
data must be "processed" in appropriate and efficient ways. 
These requirements will necessitate new developments in knowledge 
representation and in reasoning techniques. 

Fault monitoring and diagnosis is an application for 
intelligent systems that seems of high value in the cockpit 
environment. It should be noted that an intelligent system would 
be one that went considerably beyond the performance and 
capability of current systems. It would provide more information 
and/or information about remaining capabilities. It should also 
be noted that past work in AI on diagnosis has not been focused 
on the kinds of operational constraints and reqUirements imposed 
by the flight deck environment. Thus, to develop intelligent 
fault monitoring and diagnosis systems will require advances in 
expert systems, knowledge representation and planning of both a 
fundamental and targeted nature. 

Another area that seems particularly important for 
intelligent aiding is planning and re-planning. Planning aids 
can reduce workload. Moreover, adequate representation of plans 
can improve safety and efficiency by providing a basis for 
situational awareness. Monitoring the situation in relation to a 
plan facilitates interpretation of events, discovery of what 
courses of action are possible and determination of critical 
situational factors. To achieve such a capability will require 
significant advances in AI planning. 

Intelligent cockpit systems will also have to communicate 
their often complex results without overloading or confusing the 
crew and in such a way that the crew maintains control where 
appropriate. The system will have to integrate qualitative and 
quantitative information in ways that the crew can interpret 
quickly. For systems that are viewed as "associates" to the 
crew, natural language and speech will often be a preferred mode 
of interface. It will therefore be desirable that the interfaces 
themselves exhibit some level of intelligence. In particular, 
they will have to "know enough" about the user to communicate 
information when it is needed in an appropriate way. In 
addition, expert systems on board will have to be able to respond 
to questions so as to provide an adequate basis for the crew to 
accept their recommendations. Current technology, which allows 
simple explanation based on simple knowledge structures (rules), 
is not likely to be adequate in the cockpit. The challenge of 
developing intelligent interfaces, or interfaces to intelligent 
systems, or both, is a major aspect of bringing AI to the 
cockpit. 
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Finally, we mention a general need for definition of 
significant test cases and problems appropriate to the transport 
cockpit. This will ultimately be necessity for measuring the 
readiness of AI technology and to further identify specific areas 
requiring additional work. The goal here should be to choose 
modest sub-problems that have to be solved to solve a larger 
problem and which illuminate basic difficulties. 

The following is a list of some of the most important AI 
needs that, in our view, will require significant levels of 
research before the real potential of AI in the cockpit will be 
realized. 

Expert Systems 

o Increased domains of expertise in particular, 
integration of expertise from various bases such as 
interpretation of sensor data, symbolic encodings of 
"situations", flight path management, etc. 

a More flexible control structures than simple forward and 
backward chaining. 

a Aircraft and system functional descriptions that are 
adequate to: infer overall aircraft functionality; to 
infer causal sequences and other relationships between 
aircraft systems; to serve as a basis for diagnosis; and 
to assess the impact of system malfunctions. 

a Techniques that can: use default assumptions; reason 
given incomplete information; and withstand inconsistent 
data. 

a Methods for adding "intelligence" to built-in-test (BIT) 
systems to reduce false alarm rates. 

a Methods for incorporating trends and other information 
into fault "monitors". 

a Methods for facilitating knowledge acquisition. 

a Techniques for adapting system output to user intentions 
and needs. 

a SUbstantial expansion of the explanatory capabilities of 
expert systems. 

a Methods (and hardware) for ensuring real-time operation. 

a Methods for specifying, validating and certifying expert 
system programs. 
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Knowledie Representation 

o Deep conceptual representations for structure, function 
and process as they relate to aircraft systems and 
activities. (See above) 

o Hybrid knowledge representation systems 
integrating multiple representations and 
process to provide efficient reasoning 
domains. 

capable of 
inference 

in multiple 

o Techniques for representing and reasoning with spatial 
and temporal knowledge. 

o Methods for integration both quantitative and 
qualitative itiformation, including the ability to 
represent incompletely specified or unknown information. 

o Knowledge bases which contain information about 
graphical presentation and symbology. 

o Methods for representing failure (and other) situations. 

o Methods for representing (modeling) users. 

plannini 

o Methods for representing flight plans that are 
computationally adequate for: plan monitoring; high­
level pilot interaction for in-flight replanning; 
assessing importance of deviations from plan; and 
accounting for the interacting constraints on the flight 
plan. 

o Incremental planners that can interact with a user to 
refine underspecified plans and revise over-constrained 
ones. 

o Systems that monitor plan execution and revise the plan 
based on changed situations. 

o Planners that can deal with multiple simultaneous and 
overlapping events both naturally occurring (e.g., 
weather) and caused by multiple agents. 

o Planners that can represent and deal with own intentions 
and capabilities and those of others. 
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Natural Langua~e 

o Understanding ill-formed input as the user intended 
(input may be ill-formed because of grammar errors, 
mispronunciation, faults in the communication medium 
and/or lack of complete knowledge by the system). 

o Integration of natural language with other display 
modalities or methods (e.g., graphics) 

o Customized natural language generation capability. 

o Models of user expertise and desires for information so 
presentation can be tailored to crew (e.g., avoid saying 
the obvious). 

Speech 

o Algorithms for recognition of continuous speech that is 
speaker independent and robust under conditions of 
degraded input. 

o Analysis of pilot/system communication tasks to quantify 
benefits and potential problems with speech 
input/output. 
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5. SUlflJARY ~~D CONCLUDING REMARKS 

In this report. we identified areas for. and issues in. the 
introduction of intelligent aids in a commercial air transport 
environment. The basic analysis tool was a series of structured 
interviews with pilots and conducted by interviewers with 
familiarity with flight operations. human factors and artificial 
intelligence. Tasks that would benefit from intelligent aids 
were identified as was the possibility of providing a broader 
capability in the form of an "intelligent associate" for the 
crew. Some the key human factors issues pertaining to the 
introduction of this technology into the cockpit were determined 
from the interviews and other sources. 

The state-of-the-art in Artificial Intelligence areas of 
prime interest was then reviewed. Here. our approach was to rely 
heavily on internal expertise for the assessments. Based on this 
review and the analysis of cockpit tasks. research needs in AI 
were identified and summarized. 

During the interviews. some of which were conducted with the 
aid of formal questionnaires. four pilots were asked to identify 
areas of high workload in current operations. to discuss crew 
performance aids currently in use. and to suggest particular 
functions and tasks that could. in their judgement. benefit from 
the introduction and use of intelligent aids. Nine basic flight 
phases were included in the survey: Pre-Taxi. Taxi Out. Take Off. 
Climb to Cruise. Cruise. Descend, Approach. Rollout. and Taxi In. 
Within each of these. nine systems management/monitoring 
functions were reviewed: Navigation. Electrical. Hydraulic 
Systems. Flight Control. Fuel. Communications. Thrust. and 
Internal and External Environment. 

The interviews suggested that high levels of workload were 
associated with Navigation and Communications management and 
monitoring of the External Environment. and low levels were 
associated with management of Hydraulic and Electrical systems. 
when averaged over all flight phases. Descent and Approach 
phases accounted for the greatest amounts of workload when 
averaged across all systems management categories. The data also 
suggested that the design of intelligent aids to crew performance 
with respect to these systems and phases and. in addition. to 
Fuel and Thrust management would have high benefit. 

A key concept that emerged during the interviews was that of 
a "Pilot·s Associate" which could aid the crew in monitoring and 
diagnosing faults. establishing priorities among and possibly 
assist in carrying out courses of action. and generally aid the 
crew in maintaining an accurate sense of the state of the 
aircraft and its systems/subsystems. A number of significant 
human factors issues related to the general question of how. in 
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the context of such an intelligent system, the crew might 
effectively be kept "in the loop" were identified. 

The review of AI suggested that the following areas were of 
most relevance to cockpit aiding: expert systems, planning, 
natural language, speech, knowledge representation, and AI tools. 
The expert system and planning areas are particularly relevant 
with respect to implementation of specific aids or to a pilot's 
associate. Natural language and speech are of interest with 
respect to the crew/system interface. Knowledge representation 
and AI tools are fundamental aspects of AI that impinge on all 
developments. 

Very briefly, the current and near term state-of-the-art in 
4 

these areas as they pertain to cockpit-aiding is as follows: 

Expert Systems 

Expert systems technology is one of the leading "success" 
stories of AI. Tool kits for building them are commercially 
available. Despite their successes, they are still severely 
limited as regards building cockpit aids. They have been applied 
in only a limited number of domains, to only one domain at once, 
and typically not in real time. They are usually rule-based, and 
have the ability to explain what rules were fired in reaching a 
conclusion. They are weak in handling common sense reasoning, 
use of default assumptions, and dealing with uncertain, 
incomplete or inconsistent knowledge. 

These weaknesses notwithstanding, expert systems will form a 
major part of any cockpit aiding approach. We can expect major 
advances in the next few years as a result of significant private 
and governmental efforts. Commercially, the representation and 
control languages should improve in the next few years, and the 
range of domains attempted will grow. Critical problems such as 
knowledge acquisition, inadequate computational power and dealing 
with uncertainty are being addressed by the DARPA Strategic 
Computing Initiative, and advances in these areas should be 
significant. 

Planning 

The ability to predict situations and have ready appropriate 
responses significantly improves time to response with a viable 
solution, which is essential for overall effectiveness and 

4 
Here, we leave AI tools out of the discussion as it is of 

peripheral interest. 
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survivability. Current planners are much less mature than expert 
sysiems. ~lanners have been applied in situations where goals 
and conditions can be well specified, objects and properties are 
well known and fixed, and actions are physical. They have not 
been successfully built with multiple agents or to function in 
real time. Their representation is less mature than that of 
expert systems also. 

Natural Language 

Natural language could be one of the best methods of 
communicating with the pilot. It would allow him to function at 
his symbolic best, just as though he did have a crew of experts 
to assist him. Currently there are commercially available 
pseudo-natural language systems, and a few advanced demonstration 
systems. They are all restricted to one domain, and don't 
generally operate in the real-time needed for cockpit 
application. They don't deal well with ill-formed input. Their 
vocabularies and grammars are restricting, but will probably 
support the minimum needed for flight operations. 

Speech 

Speech is a communication medium which can be significantly 
less restrictive than switches, touch panels, etc. It is also a 
medium which pilots find most natural. Combined with natural 
language, the two form a powerful communication tool which could 
significantly improve the pilot-vehicle interface. Current 
speech systems either have small vocabularies (50 or less words) 
or do not operate in real time, or are speaker dependent using 
isolated words. The DARPA Strategic Computing Program (SCP) is 
aiming for a speaker dependent 1000 (connected) word, restricted 
grammar system. The state-of-the-art for speech recognition in 
noisy environments is not adequate at this time. However, the 
SCP is addressing this area as well, and near-term availability 
of a 200 (isolated) word, speaker independent system is expected. 

Knowledge Representation 

Different types of aids or a "pilot's associate" will impose 
needs for representing wide range of different kinds of 
knowledge, and for successfully drawing inferences across them. 
The available knowledge representation languages (e.g., 
LOOPS (LK-TWO) all require programmer expertise, and are weak in 
representing or supporting inferences about: space and time, 
actions and events, mutable objects, goals and beliefs and 
preferences, numeric or qualitative or analogic reasoning. 
Improvements in general representation will occur in the next few 
years, but this area will remain the most critical, and, perhaps, 
least solved of the AI areas. 

The most important AI research needs that are specifically 
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related to cockpit aiding as derived from the analysis and review 
involve: expanding expert systems capability substantially 
(especially in relation to real-time operation and in dealing 
with uncertain or incomplete data); developing "intelligent" 
crew/system interfaces to intelligent systems, including 
substantial improvement in explanation capability; developing 
suitable representations for aircraft systems and functionality, 
particularly to support truly and reliable fault monitoring, 
diagnosis, and overall status assessment; developing 
representations of flight plans that are adequate for plan 
monitoring and to support in-flight replanning; and developing 
methods for specifying, validating and certifying expert systems 
programs for flight operations. 

We close by noting that, in our view, the full potential of 
AI in the cockpit can best be realized by an integrated systems 
approach to the aircraft avionics design aimed at development of 
an "intelligent airplane". Such an approach is implicit in the 
notion of pilot's (or crew's) associate. The implementation of 
that approach will require very careful attention to new design, 
technological and methodological issues arising because of the 
possibilities of AI and because of many of its unique 
characteristics. In the design area critical questions will 
arise concerning the exact functionality of the system including 
the nature of the crew system interface. A major feature of an 
intelligent airplane, we believe, will be a very high-level of 
"situational awareness" in the system. This can only be achieved 
by correspondingly high levels of knowledge concerning the 
aircraft and its sub-systems, the flight plan, etc. and by rapid 
access to many sources of internal and external data; to achieve 
this may require fundamental changes in avionics architectures. 
The technology issues revolve around the ability of AI and 
computer hardware developments to meet the stringent needs of 
cockpit aiding. Finally, methodological questions concerning the 
specification, test and evaluation, documentation and 
certification for flight-rated AI systems will have to be 
addressed. 
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APPENDIX A 
ARTIFICIAL INTELLIGENCE: A STATE-OF-THE-ART REVIEW 

This appendix provides a state-of-the-art review of six 
areas of artificial intelligence that were deemed most relevant 
to the cockpit aiding application: expert systems, knowledge 
representation, planning, natural language processing, speech, 
and AI tools. For each of those areas, the following information 
is provided: 

o an overview of the area 

o a glossary of key terms and ideas 

o the current status of the area including operational 
applications where they exist and significant problems 
and research areas 

o a brief list of key references 

A.1 EXPERT SYSTEMS 

A.1.1 Overview 

Work in expert systems is currently the most visible area of 
artificial intelligence. It is also the area most likely to 
impact the cockpit in the near term. Furthermore, other areas 
discussed below are closely related to expert system development. 
For these reasons, we will devote the most consideration to this 
area of AI. 

In the last five years, initial commercial applications and 
the potential of revolutionary ways of using computers have 
spawned numerous start-up companies and even more research groups 
in industrial labs. In the light of such a frenzied growth 
period due to the widespread expectation tnat artificial 
intelligence will have big payoffs, it is not surprising that the 
AI technology at the center of this frenzy is labeled ambiguously 
with the term "expert systems." 

What is an expert system? For some, "expert systems" refers 
to any system that incorporates some competent decision-making, 
regardless of the form in which the knowledge enabling the 
decision-making is implemented. Thus, for example, a program 
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that incorporates statistical capabilities might be referred to 
by some as an expert system. This is too broad a definition to 
be useful. It is tempting for people to use it of course, since 
if one doesn't have an "expert" system, what one has seems highly 
undesirable. Is it an "inexpert" system? A "novice" system? 

A second definition that seems too narrow, focuses on the 
manner in which the knowledge of an expert is incorporated. Many 
current expert systems consist of a collection of if-then rules, 
together with an "inference engine," namely, a procedure for 
applying the rules to data and previous conclusions to derive new 
conclusions using the rules. Additionally, the system may 
include some "explanation capability," which is designed to 
respond to questions about why the system behaved in a particular 
way. Classically, expert systems carry out inference on the set 
of rules by using the rules repeatedly from the data (forward 
chaining), using the rules from a hypothesis to see if the data 
support it (backward chaining), or some combination of the two. 
Rules, by this definition have a form such as II A & B & C then 
D, where A, B, C, etc. are conditions or facts which, if true, 
allow conclusion D. As with most programs, the executable version 
may actually be the result of a transformation, called 
"compilation," i.e., converting the set of rules and the 
inference engine into a compiled form, rather analogous to a 
FORTRAN compiler converting a FORTRAN program to a lower level 
language. 

We believe that a definition that occupies a mid-ground 
between the two extreme definitions is the only one that makes 
sense in the long term. Thus, we consider an expert system to be 
a computer program that explicitly incorporates knowledge based 
in significant part on symbolic representation of a body of 
facts, rules of thumb, strategies, concepts, and heuristics that 
an expert might use in solving one of a class of problems. Such 
knowledge is supplemented by an inference mechanism that enables 
drawing conclusions from the knowledge. This is narrower than 
the broad definition, since it requires explicit symbolic (as 
opposed to numeric or equational) representation of knowledge for 
a significant part (but not the entirety) of the system, and 
since it requires that a human expert, if one exists, might 
reason that way. It is broader than the narrow definition by 
incorporating more general knowledge, such as planning knowledge, 
and by allowing richer representations of that knowledge as well 
as richer inference mechanisms when they become available. 
Furthermore, it allows transformation of the knowledge and 
inference mechanism into lower-level programming languages, as in 
compilation. 

Since building an expert system requires substantial 
programming, and since the experts in general do not know AI 
programming, a major effort in building expert systems currently 
is interaction between an AI person and an expert to transform 
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their knowledge and reasoning into programs. The process of 
transforming the desired knowledge and reasoning into programs 
(e.g., rules, an inference mechanism, explanation capability, 
etc.), is called "knowledge engineering." To bui ld an expert 
system, one must know (a) what knowledge to incorporate, (b) what 
software tools are adequate for the task, and (c) how to encode 
knowledge and reasoning using these software tools. Typically, 
the knowledge engineering required for a project is very extended 
and complex. The proficiency of an expert system depends more on 
the knowledge engineering process than any other factor, for it 
is the encoding of the knowledge and reasoning as programs that 
accounts for an expert system's ability to draw conclusions. 

Once the knowledge engineer has built an adequate 
understanding of the expert and the domain, and has considered 
the expert system architectures that might be appropriate to the 
domain, a very important step in the process is to set goals for 
a feasible expert system. It should not be assumed that the 
expert system will be able to do everything that the expert 
informant does. Part of the expert's skill may depend on 
knowledge that is difficult to express in satisfactory form in an 
expert system. Then, too, there will be time and resource 
constraints. All of these considerations imply careful planning 
in order to define an expert system that can be completed within 
the available time, using the available technology, and which, 
when completed, will make a significant contribution to the 
problem at hand. 

With the specifications of the intended expert systems in 
hand, a detailed architecture and representation has to be worked 
out. This may employ a single knowledge representation, or it 
may involve a hybrid system, one that makes use of several 
different kinds of knowledge representations in an integrated 
form. (See section A.2 for details regarding Knowledge 
Representation.) 

If the goal is to build an expert system for unsolved 
problems, then we have a very difficult situation; some of the 
problems in cockpit aiding may be of this kind in so far as they 
involve systems or technology for which there are no suitable 
domain experts. In such a case, the most the expert system 
designer has to work with are informed guesses by experts in the 
closest current approximations to the area. 

Once the process of eliciting information is well along, it 
should be possible to begin prototyping and evaluating the 
initial expert system. Here is where the environments and tools 
~ssociated with the LISP language are most helpful (see section 
A.7). Because these environments and tools have evolved in the 
context of artificial intelligence programming, they include a 
great many aids for analyzing and modifying systems as they are 
being developed. The knowledge engineering process will require 
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repeated cycles of such modification, as 
acquired from the expert, and as evaluation 
inconsistencies in the knowledge base. 

new information is 
indicates gaps or 

The relation between the expert system and the user of the 
system is an important consideration. As is well known, many 
otherwise adequate systems fail because of lack of consideration 
of how the user will react to the system. Thus, it is extremely 
important to follow up the initial knowledge engineering process 
with a phase in which the resulting expert system is tested for 
robustness and user acceptability. (Robustness includes not only 
a broad range of problems but the ability to respond 
intelligently to user behavior not necessarily envisioned by the 
designer.) This need dictates the use of tools for rapid 
prototyping, (see section 3.8 for AI tools). Rapid prototyping 
is the most effective means of ensuring user acceptance, since 
oftentimes features of a complex system are impossible to 
evaluate without the user first experiencing them. 

Finally, since expert knowledge changes, and the situations 
the knowledge is to be applied to change, the knowledge 
engineering process must provide for the modification and 
extension of the expert system. One of the claims for early 
expert systems was that, inasmuch as they consisted of a modular 
collection of rules, they could be extended and modified by 
simply adding, changing, or deleting rules. It is now recognized 
that the situation is more complex than this. The problems can 
be even more severe when it is necessary to add new system 
components and more importantly, reorganize the total system. In 
fact, experience has shown that when these more substantial 
modifications are required, it may be simpler and easier to 
rewrite the entire expert system. 

It should be noted that a large number of applications of 
expert systems pertain to some form of diagnosis. In as much as 
fault monitoring and diagnosis is a specific area where 
intelligent aiding is desirable (see Chapter 2) it is worth 
commenting briefly on work in this area. 

There are several techniques relevant to building fault 
monitoring and diagnostic systems. A monitoring system may be 
described in terms of "demons". A demon is something that waits 
for a certain event or set of events to occur and then triggers a 
set of actions. Thus, it is a means of detecting a fault. 

Once a fault has been detected, determination of the most 
likely cause of the fault is of interest. In the "testing" field 
this is referred to as fault isolation whereas in AI it is called 
diagnosis. There are currently two approaches being used in AI 
diagnostic reasoning: 
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o Ruie based diagnosis. 

o Model based diagnosis. 

A rule based diagnostic system, such as MYCIN, attempts to 
reason from a set of failed tests to identify the most likely 
cause of the failure. It does this by using a set of rules. For 
example, the failure of a particular test may indicate several 
potential faults. The set of rules will guide the system to make 
the appropriate choice, and possibly make additional checks along 
the way. The knowledge that the system uses to perform the 
diagnosis is written explicitly in terms of these rules. 

An alternative style of diagnosis reasons from a model of 
the underlying system. This model includes a description of the 
system in terms of physical and functional structure. The 
functional structure describes the system in terms of functional 
units such as and-gates and or-gates. The physical structure of 
the system is described in such terms as PC-boards or IC-Chips. 
(See articles by Davis in the Bibliography) 

Using this model, a system reasons in much the same way that 
an engineer would reason about the system given a schematic 
diagram. Although this approach is likely to be superior to the 
rule based one, there is much more experience with rule based 
approaches to diagnosis than the model based ones. 

A.l.2 Glossary of Key Words and Ideas 

Backward chainin2: 
conclusions 

Reasoning backward from desired 

Causal Reasonin2: 
behavior. 

Reasoning about the causes of observed 

Chainin~: Using rules one after the other to draw a complex 
conclusion in several steps. For instance, if we have two simple 
rules ii A & B then C and ii C & D then E, we can conclude E if 
A. B. and D are true. The rules may be used in forward chaining 
by drawing conclusions from the data; namely. A. B. and D being 
true would give us two conclusions; C and E. Alternatively. if we 
hypothesize that E might be true. we might use the rules via 
backward chaining to determine whether the data supports it. 
namely. if A, B. and D are true. 

Contextin2 mechanisms: Grouping related rules together. to 
reduce search. 

Dia2nosis: Identifying or analyzing the cause or nature of 
a condition. situation. or problem. 
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Forward chainin2: Reasoning forward from what is initially 
given. 

Hierarchical Models: Multi-level (one level at a time) 
descriptions of a system so as to minimize the number of parts 
under considerations anyone time. 

If-then rule: A pairing of a situation specifications with 
some action to be taken if that situation occurs. 

Inference en2ine: A component that carries out the action 
specified by a rule, altering the situation accordingly. 

Knowled2e acguisition: Extracting expert knowledge from the 
expert and adding it to an expert system's knowledge base. 

Knowled2e en2ineerin2: the process of translating the 
knowledge and reasoning of an expert into computer programs. 
Since normally the domain expertise and AI programming do not 
reside in the same individual, this normally involves intense 
cooperation by at least one expert and at least one AI programmer 
to build an expert system. 

Knowled2e refinement: The process of adding and modifying 
rules in the rule base. 

Monitor: A system which observes the behavior of another 
system, checking for errors. 

Production rule: Another name for an if-then rule. 

~ packets: Collections of related rules grouped together 
by a contexting method. 

A.l.3 Current Status 

Expert systems began as a spin-off from artificial 
intelligence, a field that was, until a few years ago, a purely 
academic discipline. At this point, the major producers of 
serious expert systems are commercial enterprises small 
start-ups, commercial laboratories, and some large industrial 
firms. Thus, the rules of the game regarding unconstrained 
information about academic research no longer apply to expert 
systems. In other words, the capabilities of commercial expert 
systems may be exaggerated, and the significant design elements 
that make one expert system better than another are likely to be 
treated as proprietary secrets. For these reasons, it is very 
difficult to collect detached, objective information either about 
how a particular commercially significant expert system works, or 
how effectively it works. Hence, the assessment of the 
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technology in general, and of individual systems in particular, 
necessarily depends much more heavily upon word-of-mouth 
information from informed sources. 

To obtain some insight into the current state-of-the-art, we 
briefly summarize some of the best known expert systems. The 
descriptions of specific systems which follow are mostly taken, 
with the author's permission, from Nickerson (unpublished 
manuscript). These descriptions, as well as those in the 
literature, should be read with the cautions stated above in 
mind. 

As Nickerson points out, there are very few expert systems 
in operational use. However, application areas for which expert 
systems are being applied or developed include computer system 
configuration, locomotive maintenance, oil exploration, 
biological research, medical diagnosis, business information 
management, and instruction. Among these systems are the 
following. 

o Xcon: A system (also known as R1) used by the Digital 
Equipment Corporation to configure VAX computer systems 
in accordance with the needs and wishes of individual 
customers. The need for expertise comes from the fact 
that instead of marketing a small number of 
preconfigured systems, Digital offers a variety of 
system components (over 1000 options) from which buyers 
can customize systems to their tastes. Not all 
components are compatible with each other, however, and 
configurations must be designed with the knowledge of 
the constraints. Xcon uses about 2500 rules, and is 
claimed to be the largest expert system in daily use in 
an industrial environment anywhere in the world. 

o Delta/Cats-1 (Diesel-Electric Locomotive Troubleshooting 
Aids/Computer Aided Troubleshooting System): This 
system was developed by General Electric to help 
diagnose problems with railroad locomotives and to 
facilitate maintaining them. It reportedly contains 
over 500 "if ... then" rul es, runs on a PDP11/23, has 10 
megabytes of disk memory and uses a VT100 terminal and a 
Selanar graphics board. It also contains a video disk 
player, which allows the system to provide the user with 
drawings, photos and movies as appropriate. 

0 Prospector: Thi s was one of the earliest expert 
systems. (The final report at SRI International 
appeared in 1978). It analyzed data to determine 1 ikel y 
sites for ore, such as porphyry copper deposits and 
molybdenum. 
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o DipMeter Advisor: Developed by Schlumberger Ltd. for 
analysis of oil well drilling data, the Dipmeter Advisor 
gets its name from the fact that one objective of the 
system is to determine the angular displacement, or 
"dip" from the horizontal, of subsurface mineral strata. 
Its purpose is to help geologists interpret . data 
obtained from a dipmeter inserted into drill holes. 
This system is claimed to now be undergoing extensive 
field testing. 

o Drilling Advisor: The Drilling Advisor was developed 
jointly by Teknowledge Inc. and the French National Oil 
Company Society Nationale Elf Aquitaine. Its purpose is 
to provide consultation to the supervisor of an oil rig 
regarding the problem of "sticking," which is often 
encountered in the drilling of production oil wells. 
Sticking refers to a situation in which it is impossible 
either to continue drilling or to raise the down-hole 
equipment to the surface. The Drilling Advisor is 
intended to help diagnose the most likely causes of such 
problems, and to recommend actions aimed at alleviating 
or avoiding them. Its knowledge base contains about 250 
if-then rules. 

In diagnosing a problem, the Drilling Advisor attempts 
to identify the most likely of six possible causes of 
sticking. It qualifies each hypothesized diagnosis with 
a probability reflecting its degree of certainty. 
Diagnoses are accompanied by explanations of the 
reasoning on which they are based. Prescribed 
treatments are also selected from a relatively small set 
of possibilities. In diagnosing, the system requests 
information from the user regarding the well, 
constituent rock types, type of activity immediately 
preceding the sticking, depth of drill bit, and so on. 
When it has proceeded far enough to form a tentative 
hypothesis, the specific questions it asks are 
contingent on that hypothesis. 

Elf Aquitaine has made positive statements about the 
system. However, Elf has an equity position in 
Teknowledge. Other sources give varying reports about 
the system's effectiveness. 

o Puff-VM: Developed by Stanford University and the 
Pacific Medical Center, Puff is a small production-rule 
system for helping to diagnose lung disorders. It takes 
a patient's history and a variety of measurements and 
test results as inputs and produces a diagnosis, which 
is added to the patient's records and is checked by a 
physician. 
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o Mycin: Also developed at Stanford University, Mycin was 
intended to assist in the diagnosis and treatment of 
infectious diseases and in the selection of antibiotics 
appropriate to their treatment. Mycin's data base 
contains about 500 rules in the form of if-then 
statements. In attempting a diagnosis, Mycin tests the 
various rules in its data base against information that 
has been provided about the patient. 

Mycin has a limited ability to explain to the user at 
least some aspects of its processes. If, for example, 
the user types "why" in response to a request from the 
program for additional information, the system responds 
with an explanation of why it wants the information 
requested. The explanation reveals the rule that it is 
currently working on and why it is working on that rule. 
By typing why repeatedly, the user can back the system 
up through its entire chain of inferences. This feature 
adds to the usefulness of the system for purposes of 
training. 

o Internist-1: Developed at the University of Pittsburgh, 
Internist-1 is intended to assist in diagnosis in 
internal medicine. Its diagnostic capability was 
intended to be broader than that of previously developed 
systems and to apply to the diagnoses of multiple and 
complex disorders. The inferential methods it uses to 
arrive at a set of possible diagnoses and to select the 
most appropriate alternative from among that set were 
modeled after those that are believed to be used by 
physicians when confronted with similar diagnostic 
problems. 

The knowledge base of Internist-1 represents 15 
person-years of work, contains over 500 disease 
profiles, approximately 3550 disease manifestations 
(symptoms), and about 6500 relations among 
manifestations (information regarding how the presence 
or absence of a given manifestation may influence the 
presence or absence of other manifestations). 
Associated with each manifestation in a disease profile 
are an evoking strength (the degree to which that 
disease explains that manifestation) and a frequency 
(the frequency with which patients with that disease 
have that manifestation); also associated with each 
manifestation is a disease-independent import (the 
extent to which the manifestation requires an 
ex~lanation). Diagnoses are produced by application of 
a scoring procedure involving assigning numerical values 
to evoking strengths, frequencies, and imports and 
combining these values in accordance with a set of ad 
hoc heuristics. 
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Internist-1 is still viewed by its originators as a 
research tool, and much of their current work is focused 
on identifying its specific shortcomings and limitations 
for the purpose of paving the way to the development of 
more effective systems. 

o Steamer: A graphics-oriented system developed at BBN 
for training operators of a steam propulsion plant. The 
system contains a model from which it can generate 
graphical representations of the plant, or components 
thereof, at different levels of detail. It can also 
represent graphically the flow of water or steam through 
the system and the consequences of specific 
malfunctions. It permits structured tutoring in which 
it presents problems to the student and guides the 
session, and also exploratory learning whereby the 
student can perform "what if" experiments and thus 
discover the consequences of various operator actions. 

Despite the above list and the reports in the literature, it 
is probably the case that, as of September 1984, there were no 
more than ten fully operational expert system applications in 
regular use under field conditions. The best examples of heavily 
used operational systems are the two Digital Equipment expert 
systems, XCON (formerly called R-l) and XSEL. In addition, the 
Puff Pulmonary Analyzer is allegedly in use on a regular basis 
for analyzing pulmonary disorders. 

Several other systems are in the advanced field test stage. 
These include AT&T's Ace system, which diagnoses, locates, and 
schedules repair of phone cable malfunctions; and the dipmeter 
advisor system being developed by Schlumberger-Doll. 

There are, however, 100-200 other expert systems that have 
good 
thi s 

been described as in some stage of development. A 
description, overview, and characterization of the state of 
collection of expert systems as of mid 1982 is given by Gevarter 
(see reference at the end of section). 

Another important aspect of work is expert systems concerns 
software systems to aid their development. The first generation 
of expert systems tool kits is now available. The best example 
of such a system is the KEE System, produced by IntelliCorp, and 
available for about $60,000. Others include the Loops Language 
from Xerox, ART from Inference Corp. and the Expert Tool Kit 
available from Rutgers University. These are provided for the 
programmer; as such, they provide some aid to knowledge 
engineering by making it easier for a programmer to codify 
his/her understanding of the expert's knowledge and reasoning. 

In two to four years we should see the next generation of 
systems, where the existing system tool kit capabilities will be 
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integrated with other program components, and will employ both 
richer representation languages and more varied control 
structures. Sources of these capabilities will be the private AI 
firms and AI labs involved in the Strategic Computing initiative. 

Since there are so few operational systems, and since those 
that exist are mostly proprietarY,it is difficult to do more than 
make informed guesses as to the properties of a problem that 
ensure the development of an effective, operational expert 
system. We would conjecture that the following features increase 
the likelihood of successful development. 

o The subject matter may already be structured naturally 
as highly codified rules. Examples might be the rules 
governing interest payments and charges on bank accounts 
and certificates of deposit. Of course, this greatly 
simplifies the knowledge engineering process, since the 
subject matter is naturally near a usable 
representation. 

o The description of the situation given as input for the 
expert system may be representable as a collection of 
properties. Many medical diagnosis problems have this 
property; for instance, the symptoms and test results 
form a collection of properties regarding the patient. 

o An expert system may be decomposable, i.e., the set of 
rules may be broken into contexts or subsets of rules, 
with each subset appropriate to a particular state of 
the process. The expert system XCON is decomposable. 

o There may be many acceptable solutions to any given 
input problem. This of course, may simplify the search, 
since any acceptable solution may be adequate. This is 
another property true of the domain of the expert system 
XCON. 

o No reasoning may be required based on a complex model of 
some operating mechanism nor based on experience that 
happens to be difficult to analyze. Interpreting 
dipmeter data has this simplifying property. Of course, 
some mechanisms and some experience is easy to model. 

The following principal areas are currently the focus of 
significant investigation in expert systems. 

o Automatic procedures for inducing rules from data. This 
would particularly be helpful in reducing the effort 
when experts have trouble introspecting about decision 
making or in situations where no expert is available. 
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o Increasing the expressive power of the rule formalism 
(primarily with respect to time-oriented data, and 
causal information). Knowledge representation 
techniques are weak in those areas, thereby limiting the 
problems to which expert systems may apply. 

o Developing effective tools for diagnosing errors or 
incompleteness in the rule set, and assisting the user 
to modify/correct these appropriately. Such "debugging" 
is exacerbated with large rule sets, the unfamiliar 
control structure of inference mechanisms, and the 
degree of detail the expert must specify. 

0 Better methods for de ali ng wit h uncertain, incomplete, 
and erroneous input information. Many applications 
imply such input by the nature of the problem; 
techniques for reasoning in such conditions is a 
fundamental need. 

All of this work is in the research stage. No techniques 
for dealing with these problems have emerged as yet; rather 
progress is being made principally by case studies of building 
individual expert systems. However, each of these research 
problems appears to be feasible to solve, and limited success 
within five years can be anticipated. 

The major gaps in expert systems technology of interest in 
cockpit applications are listed below. Each of these will be 
addressed to a major extent over the next few years as a result 
of the DARPA strategic computing initiative. 

o More flexible control structures are needed than simply 
backward chaining or forward chaining. 

o More powerful representation techniques are needed, for 
instance, to adequately encode knowledge about time, 
space, and causality. Section A.2 on Knowledge 
Representation amplifies this issue. 

o Aids to knowledge acquisition are needed, since 
acquiring the knowledge of an expert and encoding it in 
programs is the most difficult problem in knowledge 
engineering. 

o The input may contain uncertainties, errors, 
incompleteness, or misinformation. Obviously, this is a 
key in multi-party and adversarial situations. Ignoring 
disconfirming data, for instance, is not reasonable, 
since that data may be the key to rejecting a wrong 
hypothesis. 
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o "Explanation" is a term that has been used to describe 
the ability of expert systems to respond to "why" and 
"how" questions. This is a very much weaker and more 
limited form of explanation than those that can be 
provided by a human expert. It is generally agreed that 
the limited explanatory capabilities of current expert 
systems, though useful, need to be expanded if these 
systems are to be entrusted with substantially greater 
responsibilities and more complex tasks. A further word 
on the problem of "explanation" may be helpful. The 
problem has to do with the differences between what the 
system can tell the user and what the user wants to 
know. This is particularly clear in the case of much of 
the work on medical diagnosis systems. These systems 
are ptesently not utilized on a regular basis. Partly 
this is because although they allegedly contain most of 
the information that is relevant to making a diagnosis, 
the explanatory mechanism is inadequate. These systems 
do not allow the users to query in unconstrained ways. 
Consequently, the medical team members do not develop 
the confidence in the systems necessary to be willing to 
use them to make important decisions. This relates back 
to the need to integrate expert systems into their 
larger decision~making context. This also restricts our 
ability to subject such systems to extensive tests: 
because they are not fully integrated into a 
decision-making context, they cannot be put to a 
complete test. 

o The need for multiprocessor architectures derives from 
the requirement for a higher rate of processing expert 
system rules. In addition, multi-processor 
architectures with appropriate operating systems might 
enable us to explore several potential solution paths at 
the same time, thereby greatly increasing the real-time 
operating effectiveness of systems. 

o Expert ,systems originally were intended to enable 
computers to carryon some of the nonnumeric information 
processing characteristics of human experts. Now, 
efforts are being made to apply the same technology to 
the design of systems which will be capable of 
sophisticated decision making in the absence of existing 
experts. This is particularly true in some of the 
military applications that DARPA is funding under the 
strategic computing initiative. It should be clear that 
all of the payoffs of such systems, if they can be 
d~signed, will be high, but that building such systems 
entails substantially greater problems than building 
systems that can make use of existing experts as models. 

Additionally, we should note that all current systems are 
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targeted at specific problems. We do not yet know how to build 
systems that can evolve dynamically and adaptively respond to 
changes in problem situations. One of the putative advantages of 
rule based systems is their modular structure, which supposedly 
permits easy modification. It remains to be proven whether this 
ease of modification will be true in more complex systems. 

In general, it can be said that all known problems in the 
area of expert systems are being pursued at some level, though 
some of the research may be classified as knowledge 
representation, planning, or natural language processing when 
appearing in conference proceedings, etc. Of course, new 
problems and research areas are likely to emerge as more complex 
and realistic applications are pursued. 
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A.2 KNOWLEDGE REPRESENTATION 

A.2.1 Overview 

Researchers in knowledge representation (KR) take as their 
primary goal the development of techniques to allow information 
about the world to be stored in a computer so that this 
information may later be used and new information inferred. The 
author of any computer program, no matter how small or large, 
must make choices regarding representation. Even a trivial 
program that, for example, calculates amounts of money must 
represent these amounts in some manner, where there are typically 
a variety of ways to do so. But there is a distinction between 
representation in general and knowledge representation in 
particular. 

While no clear line of demarcation can be drawn around the 
field of knowledge representation, it has several distinguishing 
characteristics. First, the long term goal is to develop a 
computer language that has the expressive power of natural 
language, such as English. Second, its goal is not only to store 
and retrieve this information but to infer all new information 
that is logically deducible from it. A third goal that is 
increasing in importance is the ability to reason, which goes 
beyond inferring that which is logically deducible to that which 
is plausibly inferable. If one drops the requirement of 
inferring and reasoning, then the task is greatly simplified, and 
one finds oneself closer to the field of databases rather than 
knowledge representation. 

Inferring and reasoning are generally considered within the 
realm of intelligent behavior, and as a result, knowledge 
representation (KR) is a concern of all researchers in artificial 
intelligence. It is not that all AI researchers focus on KR, but 
each must address it at some point in his or her work. Of the 
many groups that do focus on KR, nearly all do so in the context 
of other research interests, such as natural language 
understanding or computer Vision, and these groups concentrate on 
the particular knowledge representation problems that arise in 
their related projects. In fact, since it is impossible to 
represent "everything," topics in representation must be selected 
with some type of application in mind. This produces a spectrum 
in KR research that ranges from techniques that are applicable 
across a wide range of applications to those that specialize in 
just one. 

Usually, each KR group designs and/or constructs a computer 
program that embodies its ideas, and each such program has: 
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o a description language for specifying information 

o mechanisms for retrieving and inferring information 

Some KR systems also allOW one to describe relations that 
are typically, but not always, true. In such systems, for 
example, we could state that elephants are typically gray. 
Usually, these systems have a mechanism for drawing plausible 
inferences from such statements, where the mechanism is based 
upon the idea that if there is no evidence to the contrary, 
assume to be actually true that which is typically true. So, if 
we asked for the color of Clyde the elephant and if there was no 
evidence to the contrary, the system would plausibly infer that 
Clyde's color was gray. Of course, the system might later be 
informed that Clyde was an albino elephant, leading the system to 
retract the statement of his color being gray and to retract any 
conclusions that were reached based on Clyde's being gray. This 
type of reasoning is also called default reasoning; here, our 
default is that in absence of contrary evidence, an elephant is 
colored gray. 

A semantics for a language is an account of what the 
sentences in the language mean with respect a given domain. 
Unfortunately, most KR researchers are lax in formally specifying 
a semantics for their representation languages, and instead are 
quite informal, leaving the operational semantics of a KR 
computer system to be the final arbiter. Thus, users of such 
programs may need to guess or to discover by trial and error 
certain subtle questions of meaning. 

These points immediately raise some crucial questions 
regarding KR systems. Let us assume that one has in mind a 
particular domain and class of problems, and that she or he is 
evaluating a particular KR system. Since each description 
language is limited in its expressive power, to what extent can 
the description language satisfactorily capture the relevant 
information from the domain? A similar question should be asked 
regarding the mechanisms for retrieval, i.e., can all information 
that is stored 'be retrieved readily? But more important is the 
extent to which the system can infer new information and the 
manner by which inferences are made. Can the system make the 
inferences that the given problem requires? Will the inference 
mechanism work quickly enough? Will it avoid making lots of 
inferences that are not of use? If plausible inferences are 
needed, are the necessary mechanisms available? 

Unfortunately, this approach using yes/no questions is 
somewhat misleading as the problems of representing and inferring 
knowledge are far more complex than it suggests. Rather, the 
above should be construed as dimensions for evaluations to be 
made. It is unlikely that well-tailored fits can be readily made 
between the needs of an application and the properties of an 
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existing KR system. This is due, at least in part, to the 
extremely sensitive balance between that which can be expressed 
versus that which can be inferred in a reasonable amount of 
computer time. For applications, one must avoid combinatorial 
explosion--a problem suffers from combinatorial explosion if it 
requires so many steps to solve that it is simply not solvable 
given any reasonable amount of resources. Of course, one wants a 
KR system in which one can state just about anything and to be 
able to infer likewise. However, it is all too easy to design a 
system that infers so much that it is impossible to control, so 
that while searching for a way to infer a certain fact, it 
follows many, many blind alleys. Even worse, it is very easy to 
design systems that cannot guarantee that the questions one might 
ask are even decidable. 

A.2.2 Glossary of Key Words and Ideas 

Decidable: A problem is decidable if it can be viewed as a 
and a computer program can be written which is 
in a finite amount of time given any instance 
to correctly answer yes or no. 

yes-no question, 
guaranteed to halt 
of the problem and 

Exponential time: 
measured as the integer 
exponential time if it 
2 on inputs of size n, 

Suppose the size of an input can be 
n. An algorithm is said to run in 

would take computer time on the order of 
n > O. 

Expressive power: The expressive power of a KR language is 
the class of statements that can be made in that language. 

First-order predicate calculus: A class of languages 
developed in mathematical logic that are used by some KR systems. 

Frame lan~ua~e: A KR language where information is 
organized around units in a hierarchy. 

Horn clause: A logic statement of the form: 

A and A and ... and A implies C 
1 2 n 

where C and each Ai are simple assertions. All programs in 
PROLOG are written in this form. 

Inferential closure: The set of statements deducible from 
all possible, valid inferences no matter how long the chain of 
reasoning steps, given a set of axioms and a set of rules for 
drawing'valid inferences. 

Inferential tractability: The property 
inference can be drawn in polynomial time, given 
the conclusion. 
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Inference: 
conclusions. 

A conclusion or the process of drawing 

Inheritance: The property in a hierarchy that a lower frame 
has associated with it (by inheritance) all tne information 
associated with all of its ancestors in the hierarchy. 

Knowled~e representation: A computational means of formally 
representing information, which would be called knowledge in a 
human. 

L02ical deduction: In logic, the means of drawing valid 
inferences given a set of axioms and a set of inference rules. 

Lo~ical representation lan~ua2e: A KR language based upon a 
mathematical logical language. 

Plausible inference: An inference which is reasonable but 
may not be valid logically. 

Polynomial time: An algorithm is said to run in polynomial 
time if for any input of size n, n > D, the algorithm computes 
the answer using time that is a polynomial in n. 

Resolution theorem provin2: A particular means 
logical deduction in first-order predicate calculus. 
inference rule ("resolution") is used, and all formulas 
converted to a standard ("normal") form. 

of doing 
Only one 

have been 

Semantic network lan2ua~e: A class of KR languages based on 
labeled, directed graphs of mathematical graph theory. 

Subsumption: A particular relation between formulas in a 
logic or between sets. A formula B subsumes a formula A if 
whenever A is true, B must also be true. In a similar way, a set 
B subsumes A if A is a subset of B. 

A.2.3 Current Status 

There are a number of knowledge representation languages and 
processors now available though not necessarily as products. 
These include LOOPS (Xerox PARC) , Units (Intellicorp), ROSIE 
(Rand), KL-TWO (BBN) , KRYPTON (Fairchild), and SNEPS (SUNY 
Buffalo). All assume programming expertise. Within the next 
five years, languages like these will become more broadly used, 
clearer semantically, better integrated into programming 
environments, and more general in scope and control. This can be 
expected because each of these advances involves incremental 
improvements on existing, much used systems. These developments 
will support applications of expert systems and natural language 
processors well during the next five years. 
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Styles of description languages for KR systems fall into 
three general categories; logic languages, semantic networks, and 
frame languages. 

Logic Languages 

The name "logic languages" is misleading as it implies that 
other languages are not logical, which is not the case. The 
intent of the category name is to show that these languages have 
a nearly one-to-one correspondence to some language from 
mathematical logic, the most popular ones being first order 
predicate calculus (FOPC) and a well known subset of FOPC, Horn 
clauses. The primary advantages of these languages from logic is 
that they have (1) a wide expressibility, (2) a formally 
specified semantics, and (3) a general mechanism for inference. 
These languages provide a good example of the trade-off between 
expressibility, inferential capability and inferential 
tractability. FOPC has more expressive power than Horn clauses, 
as the latter is a subset of the former. For FOPC, resolution 
theorem proving is a technique that will infer all that is 
logically deducible from a given set of sentences (i.e., 
information). But for FOPC, resolution is semi-decidable--i.e., 
some attempts at proving a sentence that is in fact invalid can 
theoretically take forever. Consequently, one usually imposes a 
resource limit; if those resources run out, the program returns 
with "don't know." Since Horn clauses constitute a smaller 
language, resolution theorem proving is more tractable. A proof 
cannot theoretically take forever. In fact, it can take 
exponential time at most and, by restricting the language still 
further, polynomial time. Thus, one must carefully weigh one's 
representational and inferential needs when choosing among these, 
and indeed all, KR languages. 
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Semantic Networks 

The second category is that of semantic networks. A 
semantic network is composed of nodes and links, each link 
connecting a pair of nodes. A node can be named, but is 
otherwise without structure, and usually represents either an 
object or a set of objects. A link can be named, is without 
structure, and represents a relation between either objects or 
sets of objects. Semantic networks offer a wide expressibility 
although typically without a clear semantics. The claim is that 
semantic networks simplify the search for information relevant to 
a given entity because the links between nodes are directly 
accessible from each connecting node--i.e., the information about 
an object is "physically close" to the node representing the 
object. However, in practice, this claim has never been clearly 
shown to be true. An important relation between nodes in almost 
all semantic network systems is that of subsumption, sometimes 
called "ISA." Like all relations, subsumption is represented by 
a link between nodes. Usually such nodes represent sets and the 
subsumption link means that the subsuming set includes the 
subsumed set--subsumption is like set inclusion. It is an 
important relation because it appears so often. To say that all 
elephants are mammals, one adds a subsumption link from the node 
for elephants to that for mammals. Several types of inference 
have been found useful with semantic networks, particularly 
inheritance. Inheritance works between nodes with subsumption 
links connecting them, and it enforces the notion that properties 
of the members of a set are also properties of members of subsets 
of the set. In other words, if mammals are warm blooded and 
elephants are mammals, then elephants are warm blooded. Nearly 
all semantic network systems perform inheritance automatically, 
and some perform other types of specialized inference. This 
contrasts with the logical languages in that researchers of 
semantic network systems have concentrated upon various types of 
specialized inference and have not attempted mechanisms for 
inference in general. 

Frame Languages 

The third category is that of frame languages. Here, the 
primary unit is a frame that, like nodes in semantic networks, 
usually represents an object or set of objects. A frame has a 
name and a collection of slots. Each slot is named, represents a 
relation and has an associated filler. This is similar to 
semantic networks, except that the fillers of a slot need not be 
other frames (for example, they could be procedures), and 
furthermore, each slot of a frame can have additional additional 
information stored with it. Thus, a wide variety of information 
can be captured. Regarding inference, frame and semantic network 
languages are similar--researchers for both have provided 
specialized inference mechanisms, inheritance in particular, but 
not general inference mechanisms. 
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Several current, well-known KR systems fall into a new 
category called hybrid KR systems. In these, a KR system is 
viewed as having two or more components, where each specializes 
in what it can represent and the types of inferences it can 
perform. The hope is that by "carving up" one's representational 
and inferential needs into efficient components, one can hope to 
get wide expressibility with an efficient inference capability. 
Of course, the problem is in the "carving up" and in the system's 
ability to transfer information between components. This is a 
promising outlook being explored at BBN with the KL-TWO system, 
and at Fairchild with KRYPTON. Both of these systems include a 
component for describing terms based on earlier semantic network 
and frame languages, and a second component for making assertions 
about the world using those terms. 

Regarding the logical languages, there is much work using 
the PROLOG programming language that is akin to KR, although in 
general, PROLOG belongs under the heading of programming tools. 
In general, users of PROLOG first write a KR system in PROLOG and 
then use that KR system as if it were written in any other 
programming language, for example, WARP LAN (Warren, 1976). Many 
AI researchers who use FOPC as their representation languag~ 

simply assume that a resolution theorem prover will be able to 
supply their inferential needs. At the current time, this is an 
incomplete strategy as a theorem prover is far from a simple 
tool. But work on theorem proving continues and looks promising, 
making it a reasonable long term bet. 

Regarding frames, the UNITS system is the most well known 
current work. It embodies the ideas discussed earlier and 
includes many tools for aiding one who is building a knowledge 
base. The UNITS package is now a component of the KEE system 
commercially available from IntelliCorp. Also, the predecessor 
to the KL-TWO system developed at BBN, KL-ONE, was a KR system 
based largely on the ideas of frames and, to some extent, 
semantic networks. KL-ONE has been superseded by KL-TWO. 

All of the KR approaches discussed above have reached a 
level of maturity such that the languages have been used in 
commercial or prototype expert systems or in prototype natural 
language understanding systems. On the other hand, it is clear 
that none has yet achieved the level of expressibility or the 
level of inference support that their creators dream of. 

Much of the other well known work in KR is dedicated to 
particular types of problems, each of which still presents 
enormous difficulties to AI. Briefly stated, these are the 
representation of defaults (or typicality) information, actions 
and events, space, time, mutable objects, and propositional 
attitudes (e.g., beliefs and wants). Additionally, drawing 
analogies based on representations is another gap. Each of these 
problems is important for the development of more sophisticated 
systems. 
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The problem of representing defaults deals with an essential 
component of human reasoning. One often needs to: 

o make decisions based on what is normal 

o justify a decision 

o recognize what conclusions should be retracted in light 
of previous assumptions proving inappropriate 

The type of reasoning this typifies is called non-monotonic 
reasoning. In each of the classes of KR languages discussed 
earlier, research has begun on this problem. Since it is so 
fundamental, it may be very long before fully adequate solutions 
are found. Partial solutions should contribute significantly to 
applications as the work progresses. 

Representation of actions, events, space, time, and mutable 
objects are all interrelated. This may be obvious for the first 
four since actions can result in events, and both obviously occur 
in space and time. Actions and events effect objects by possibly 
imposing change upon them, as in the event of an explosion 
reducing a small building to rubble or in the action of wandering 
through a snow covered landscape causing snow blindness. The 
problem in all of these is to represent common sense knowledge 
and common sense reasoning. 

Both this problem and nonmonotonic reasoning have proven to 
be critical for future generations of expert systems and natural 
language processors. The basis for this conclusion is that not 
all facts necessary for decision-making can be reduced to 
numbers, systems of differential equations, etc. For instance, 
in the example of the explosion, the appropriate conclusion for a 
robot might be to duck to avoid flying debris. Even if one could 
reduce certain knowledge to numbers, trajectories, and equations, 
it may be more expedient to simply represent it symbolically as 
in the case of the robot's need to duck flying debris. Other 
knowledge is simply vague or incomplete. For example, "Fewenemy 
X aircraft are equipped with jamming facility for transmissions 
such that ... 

Representation of beliefs and desires is also critical, 
because of several needs: 

o the need to predict the 
colleagues and adversaries 
assess, plan, etc. 

beliefs and 
in order to 

knowledge of 
appropriately 

o the need of some expert systems to reason about likely 
adversarial action 
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o the need of natural language understanders to interpret 
input in terms of beliefs and wants (e.g., so that "Can 
you predict its ETA?" is interpreted as a command rather 
than a yes/no question) 

o the need of natural language generators to communicate 
effectively given the expertise of the listener 

This is a significant problem for reasoning because even 
when we know that A believes "x" and that A believes "if X then 
Y," we do not know whether A believes "Y." If we did, 
mathematicians would not have to struggle to discover theorems, 
scientists would not have to work to know the consequences of a 
theory, and other experts wouldn't have a problem in knowing the 
implications of a new datum. Reasoning by analogy is also 
critical to problems such as situation assessment and advi.ing, 
for the analogy may suggest a general framework of solution while 
the differences from the analogous can imply concrete aspects 
needing attention. It provides ways of viewing one thing 
differently, an important aspect of creative intelligence. 

All of the problem areas discussed are being pursued. 
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A.3 PLANNING 

A.3.1 Overview 

Classically, the goal of planning is to find a sequence of 
operations guaranteed to take you from some initial state to some 
desired end state. In the classical conception, effective 
planning was primarily a matter of search; research had to do 
with investigating the various search strategies (top down vs. 
bottom up, breadth first vs. depth first, etc). Problems having 
to do with the "planning policies" underlying search were 
generally left implicit. 

"Planning policies" refers to those 
determining acceptable planning procedures and 
considerations involve: 

meta constraints 
solutions. The 

o whether the planning must produce a solution that works 
under all conditions 

o whether it is merely reasonably likely to be workable 

o whether it works only under some explicitly specified 
assumptions, and conditions 

In other words, "planning policies" refers to the need to 
make explicit our guidelines for determining the tradeoffs 
involved in processing costs vs. quality, unrestrictiveness, and 
"optimality" of the solution. Note the distinction between an 
optimal solution (cost what it may) and an optimal search 
procedure (which may be very cost effective, though it does not 
necessarily come up with the "optimal" solution). 

Another type of issue under the general heading of planning 
policies has to do with what determines acceptable side effects. 
Some initial constraint, e.g., "object x is not movable," may in 
fact be one that is violatable, but only at some very large cost 
in the effort, or in side effects produced. Similarly, it is 
necessary to make explicit any time restrictions that are 
imposed. A solution may be useless if it is only discovered well 
past the time it was required. 

Still other similar planning policy issues involve 
specifying the resources that can be allocated, the restrictions 
on them, etc. Likewise, one must make explicit what is an 
acceptable solution. For example, in planning in a game context, 
only the next move has to be specified unconditionally. 
Subsequent moves need not be so specified. 
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Once such planning policy questions are recognized and made 
explicit, it becomes apparent that classical research on planning 
has been carried out under highly unrealistic assumptions with 
respect to real world planning conditions. 

An important aspect of planning that should be made explicit 
is the distinction between the underlying state space, and the 
problem space. The state space consists of information about the 
state of the world and about the relationship of the possible 
operations to that information. The problem space, on the other 
hand, is associated with the particular planning methodology or 
planning discipline being used to find a state of the world that 
satisfies the planning objectives. Thus, for example, we can 
think of the planning space associated with a system like the 
General Problem Solver (GPS). This includes the particular basic 
operators that GPS makes available, the representation of the 
initial state and the goal specification, goal stack status, and 
the set of actions that can be applied (with information about 
their pre-conditions and outputs). Note that the operators of 
the planning space (or problem space) are not in general the same 
as the operators of the state space. 

Subsequent research attempted to explore the relations 
between descriptions in the state space and in the problem space. 
For example, depending upon the particular planning discipline 
being used, there might be a range of different descriptions in 
the problem space which correspond to a particular state in the 
state space, some descriptions being more useful than others. 

A.3.2 Glossary of Keywords and Ideas 

arc: (See Definition of a Graph) 

breadth-first search: exploring a state space by considering 
first solutions involving a single action, then those involving 
only two actions, etc. This is a technique which "examines all 
alternatives be"fore attempting to extend any line of "action. 

depth-first ~earch: exploring a state space by considering 
first only one action, then a follow-on action to that, etc., 
considering an alternative first action occurs only if all 
extensions given the first have already been examined or 
eliminated. 

ioal: The statement of what is to be achieved. Viewing 
planning as a state space search, a goal identifies a number of 
nodes in" the graph ("goal states") 

iraph: 2 sets, mathematically defined as a set of "nodes" 
(usually represented pictorially by circles) and a set of "arcs" 
(usually represented pictorially by arrows) which connect nodes. 
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node: (see the definition of a graph) 

plan: a sequence of actions to achieve a goal. If one 
represents the alternatives as a state space, then a plan is a 
path. Sometimes a plan determines only the next step to take, 
sometimes it is a conditional plan with contingencies 
incorporated. 

plannin~ policies: conditions imposed on when a goal is 
acceptable and beyond merely achieving the goal. Examples 
include the cost and the risk involved in carrying out a plan or 
the cost of searching for a plan. 

problem space: denotes various states in the progress toward 
solving a problem. The transition from one state to another are 
problem solving maneuvers (of state space). 

search space: another name for state space, based on the 
fact that finding a solution involves searching the graph for a 
path from initial state to some goal state. 

state space: a graph where the nodes represent diverse 
states of the world and the arcs represent actions or operations 
that may be used to effect a change of state. 

A.3.3 Current Status 

Broadly speaking, the conceptual development of the planning 
field has proceeded from the first planning and problem solving 
system, GPS, to such subsequent generalizations as Sacerdoti's 
Noah system, in which the discipline of a strictly linearly 
ordered goal stack is replaced by the possibility of a partially 
hierarchical procedural net. This was followed by the MOLGEN 
system of Stefik, which tried to apply this generalized 
representation to meta planning, making the decision about what 
subportions of the problem to work on next, a decision that could 
be planned about. 

All of the systems just described work by breakini an 
overall problem into a conjunction of subgoals. This may be done 
recursively for each of the subgoals. One issue that becomes 
apparent when this view is taken is the question of how to handle 
the interactions among the conjoined subgoals. In particular, 
when you solve one subgoal, that may generate constraints that 
must not be violated in subsequent planning or problem solving 
work on other subgoals. The general approach that has been 
followed in dealing with this is to try to provide intelligent 
orderings of the subgoals. 

Interactions can be thought of under two broad categories. 
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There are interactions involving conflicts among the conditions 
assumed by individual subproblems. These have been studied for 
some time. However, there also are interactions having to do 
with the possibility that two subproblems, each of which can be 
solved without violating any of the planning policy constraints, 
will, when conjoined, violate such constraints (e.g., constraints 
on effort, constraints on time, etc.). 

One pragmatic approach with dealing with these interaction 
problems, which has had some limited success in task specific 
planning and problem solving domains, is to define overall goal 
priorities, and action preferences. In the long run, however, 
for intelligent planning and problem solving, it presumably will 
be necessary to endow systems with more flexible capabilities for 
discovering and dealing with harmful or interfering interactions 
among the subgoals. 

Current operational planners employ the same technique as in 
expert systems; see that section for those details. The reason 
is that expert systems also employ a search space in terms of 
several alternative rules (view them as "actions" changing the 
state of what is known) and in terms of many successive rule 
applications that may be needed to infer a conclusion. 

Current planners cannot solve the planning problems that 
arise in a complex domain involving both time and external 
events. The principal reason for this is that the knowledge 
representation systems that underlie them cannot be used to 
express many of the problems that are part of planning. As we 
have discussed earlier, classical planning research has for the 
most part focused on on a restricted set of planning contexts. 
Goals and conditions typically are well specified. The objects 
and properties involved are known, and fixed. Nothing in the 
situation changes unless the user makes a change. There are no 
external events or agents, and no explicit representation of 
temporal relations. In contrast, in many domains of interest, 
planning has to do with circumstances that are true at one time, 
or for some period of time, but not true at others. Hence, 
knowledge representation languages must provide representation 
for time and events. And planners must be designed to use these 
representations. 

Not only are present languages lacking adequate 
representations of time and events, but also they c~nnot express 
goals and plans that vary in the degree of specification. 
Initially in planning, a user often has a vague objective that 
has few or no constraints. As the planning proceeds the 
objective may become more constrained, sometimes to the point of 
being over constrained. A representation capable of supporting 
planning must be able to add, delete, and transform constraints. 
That is, it must be able to deepen its descriptions 
progressively, and to transform the representation of desired 
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actions and objects whenever it is unable to satisfy a current 
description. Current planners rely on representation systems 
that cannot express such concepts. 

In some cases, the set of constraints explicitly specified 
by the user may actually have no solution. If the user is to 
achieve any result at all, user and system must be able to 
explore ways of ascertaining priorities and evaluating subsets of 
constraints. This exploratory planning is a valuable tool for 
controlling the planning process. It allows the user to change a 
part of a plan, evaluate its results and then cancel the change 
and explore another part of the plan. Only in this way is the 
user likely to achieve an acceptable transformation of the 
original problem statement, i.e., one that redefines the problem 
but still satisfies his basic objectives. 

Real world planning contexts may be subject to uncertainty, 
or to exogenously driven change. In situation assessment, for 
example, the information the planner works with may be 
inaccurate. Furthermore, the planning context may not be under 
the planner's total control, with nature and other parties 
affecting the situation. Thus, planning mechanisms are needed 
that can come up with useful results (1) in uncertain or changing 
contexts, and (2) in circumstances in which it is to be expected 
that the actions of others may to thwart or these plans or cause 
them to be modified. 

All of the current principal areas of research in planning 
share the framework described earlier of search through a state 
space, though the notion of "node" and "arc" may differ widely. 
These research areas include the following. 

o Using various abstract search spaces above the level of 
concrete actions. The actions may be collections of 
concrete actions; the nodes may be generalizations of 
concrete states. The hypothesis is that examining the 
more abstract space (initially ignoring many details) 
will lead to general plans which may be refined into 
solutions, [See Robinson 81], [Vere' 81]' [Wesson & 
Hayes-Roth 79], [Sacerdoti 74]. 

o Studying alternatives to breadth-first and depth-first 
search. Many believe that measures of how near one is 
to finding a solution can be found so that numerical 
comparison enables the search algorithm to 
opportunistically explore alternatives. See [Pearl 
1983] and [Hayes-Roth and Hayes-Roth, 1978]. 

o Using distributed and parallel planning components. 
techniques of dividing the planning process 
components that can be executed in parallel 
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distributed over several machines is one way of 
capitalizing on the availability of micro-processors. 
See [Konolige & Nilsson 80], [Thorndyke et al 81] for 
initial work in this case. 

o Providing for plan repair and incremental planning. A 
defective plan that is almost correct may need only a 
minor repair, namely, having special-purpose heuristics 
to identify the parts where repair is needed, and others 
to propose what repair to make. See [Thorndyke et al 
81]. [Wesson & Hayes-Roth 79], [Wilkins & Robinson 81], 
[Srinivas 78]. 

o Using explicit resource declarations with actions to 
account for constraints on the cost of executing a plan, 
the cost of finding a plan, etc. Optimization of a 
resource, if that is an issue as opposed to keeping 
resources below some threshold, is rather like using 
measures of nearness to the goal to guide search. 
Overlap in heuristic techniques for using such measures 
in this and the area mentioned earlier should not be 
surprising therefore. See [Wilkins & Robinson 81] and 
[Pearl 83]. 

Since planning has generally been simplified by considering 
only a single agent and an unchanging situation, an obvious gap 
in current systems particularly as they relate to cockpit aids, 
is planning in dynamic environments. In such an environment, it 
is possible that the situation may change, either due to natural 
causes or to the activities of other agents operating in the 
environment. 

In these dynamic situations, the "planning policies" change. 
That is, one cannot guarantee that a plan that appears 
satisfactory at one time will be satisfactory at some other time 
(because the environmental constraints may change). However, one 
may nonetheless use planning to: 

o determine the significant, relatively invariant features 
of the environment 

o understand what their implications are 

o provide early alerts to significant changes in the 
environment that might effect current plans 

Another gap involves developing plans in situations 
involving communication among multiple actors. Planning research 
aimed at this problem could be of significant practical 
importance in a military context and in air traffic situations. 
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Still another gap in current work is in planners that use 
both special purpose and general purpose methods appropriately. 
There often are well defined subproblems for which quite 
efficient algorithmic procedures can be used, for example, 
determining most effective routes in space. Universally 
applicable search strategies are general, but quite ponderous by 
comparison to a special purpose strategy. A really powerful 
planner would be able to recognize when it had a subproblem that 
could be solved using the more efficient special purpose strong 
methods appropriate to that subproblem, and rely on 
general-purpose reasoning strategies otherwise. 

Additionally, research is needed to develop: 

o methods of providing more effective ways of coming up 
with appropriate problem formulations 

o better techniques for controlling search in realistic 
problem solving. Some candidates are listed below: 

decoupling strategic and tactical analysis 

focusing on specific goals and questions 

knowledge-based selection of options 

dynamic redefinition of relevant facts 

use of surrogates 

use of failure information to redefine goals 
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A.4 NATURAL LANGUAGE 

A.4.1 Overview 

The goal of work in this area is to enable computers to 
communicate in natural language. By this it is meant that they 
will understand normal communications that humans use with one 
another and will be able to respond to them appropriately. Since 
the special problems of speech input/output are covered in a 
separate section, we will assume here that communication between 
person and machine takes place through an alphanumeric terminal. 
"Natural language" includes not only polished prose; but also 
spontaneous, sometimes ill-formed utterances; jargon; and 
specialized forms as in chemical formulas or in some highly 
formatted military messages. Natural language communication 
involves both understanding (input) and generation (output), 
which so far have generally been studied separately. 

There are several reasons why natural language understanding 
by a computer system is desirable: 

o some useful input may not be available in any other 
form, such as newspaper articles or the comments field 
of even what is otherwise a very sty-lized, constrained 
message. 

0 it obviates the need for consciously translating 
requests into an artificial language. Thi s is 
particularly critical if the individual should be 
focusing on other tasks, as in the case of a pilot. 

o for an infrequent user, the idiosyncratic detail of an 
artificial language will be a source of frustration or 
will be a barrier, since remembering the morass of 
detail is unlikely unless frequently used. 

o even frequent users have facilities which 
infrequently and therefore for which natural 
will prove convenient. 

they use 
language 

o artificial languages tend to require great precision; 
nevertheless, sometimes it seems almost impossible to be 
that precise, as in requesting help when one is at a 
loss. Typical online help facilities suffer from this. 

o natural language conveys vast amounts of information 
concisely. For instance, if one says to a train 
conductor, "Cul ver Ci ty?," the conductor answers 
correctly without the need to spell everything out, as 
in "Does this train stop at Culver City?" 
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There are also straightforward reasons for wanting natural 
language generation: 

o explanation, appropriate to the understanding of the 
user, seems critical in knowing whether to follow the 
advice of an expert system, to supply additional 
information to it, or to consult another expert 

o paraphrasing the system's understanding of a user's 
requests/input is critical to make sure no 
miscommunication is occurring and to clarify what the 
user wants in light of vagueness or ambiguity 

o as in the case cited for understanding, natural language 
output can be marvelously concise for conveying certain 
information, just as graphs, tables, or pictures are 
ideal for other data 

Since programming language technology is so advanced, why 
isn't natural language a present capability of computers? One 
reason is already evident in the example of the cryptic dialogue 
with the conductor. Namely, context external to the language 
itself will normally have a significant effect on the 
interpretation of the communication. Second, ambiguity not only 
occurs, but is common in natural language; context determines 
what is intended. For example, in "Display all malfunction 
reports on planes in squadron 45 and in squadron 43," one wants 
reports on two squadrons. However, in "Display all planes that 
were in service in January and in February," one could want to 
know only about the ones in service in both months or 
alternatively about those in service in either month. Third, 
though there is much success in interpreting programming 
languages, there is little success to date in computer generation 
of meaningful expressions in either artificial or natural 
languages. 

Effective communication entails integration of the following 
broad collection of capabilities: 

o understanding the content of a single sentence, on a 
sentence by sentence basis. If one cannot extract the 
meaning of a sentence in isolation, there is no basis 
for answering questions, carrying out requests, etc. 

o understanding the user's intentions and plans. Without 
this, one encounters humorous (or frustrating) 
situations because of purely literal interpretations, 
such as be ing answered "yes" to the quest i on, "Can you 
pass the salt?" 
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o understanding discourse structure. Plans are usually 
complex, multi-faceted structures revealed over several 
sentences. Modelling the structure of the discourse has 
proved critical to machine understanding of user 
intention, use of descriptions, and meaning of cryptic 
language. 

o dealing with ill-formed language. Typed or spoken 
language has a high frequency of ungrammaticalities, 
fragments (rather than sentences), spelling errors, 
slips of the tongue, etc. Such forms are termed 
ill-formed and provide a particular problem for machine 
language understanding since the rules of well-formed 
language have proven a key to determining what is meant. 

o knowing how to clarify or even correct 
misunderstandings. Misunderstandings occur even among 
native speakers of a language. Therefore, how much more 
important if we command computers via natural language 
that they be able to recognize and clarify the situation 
when potential misunderstanding arises. 

o interacting with the user in graphics and language the 
user can understand. The alternative does not bear 
consideration. 

o understanding how to assist the user with his/her task. 
Sometimes even an expert user needs help, such as what 
to do next, knowing how to communicate what they want, 
etc. 

Of those capabilities only the problems of sentential syntax 
are generally well understood. That is, research in natural 
language has had ten years of experience with systems that can 
look at the sequence of words in a sentence and determine the 
syntactic function of each of the sentence components. In each 
of these other areas, research is under way, but we are a long 
way from understanding how to build natural language systems that 
incorporate these capabilities in an effective general fashion. 

A.4.2 Glossary of Key Words and Ideas 

Anaphora: 
communication. 
(l ike "the big 
can be used in 

reference to something earlier in the 
Pronouns (like "he") , definite noun phrases, 

dog"), and demonstratives (like "this" and "that") 
this way. 

Deixis: referring to something implied from extralinguistic 
context, e.g., the observable environment, rather than from the 
previous text. Pronouns, definite noun phrases and 

90 



demonstratives can be used in this fashion. 
accompanied by pointing to an object on a map, in 
objective" is a deictic reference. 

"That," when 
"That's the 

Discourse: large linguistic units consisting of connected 
sentences, paragraphs, dialogues, etc. 

Ellipsis: a fragment which in context expresses a complete 
thought. For example, one can answer the question "Did you go to 
Chicago?" with the elliptical form "Last month," which in context 
means "Last month I went to Chicago." 

Grammar: a body of rules describing the structure and 
meaning of well-formed phrases, such as words (morphology), noun 
phrases, and sentences. A grammar for spoken language also 
specifies phonological rules, describing the acoustic realization 
of the phrases of the language. (For written language, there are 
rules for spelling and punctuation instead.) The word "grammar" 
is sometimes used in a broader sense, when one talks about 
developing grammars for discourses or stories rather than 
sentences. 

Natural Lan2ua~e: any of the languages normally spoken by 
humans, e.g., English, Swahili, Japanese,etc. 

Parsin~: the process of taking a sequence of words, usually 
a sentence, and determining what its syntactic structure is. A 
parser is an algorithm for parsing a sequence of symbols to 
determine the corresponding syntactic structure. 

Pra2matics: the branch of linguistics which describes the 
actual use of language, rather than the structure of language 
(described by syntax) of the meaning of language (described by 
semantics). Pragmatics deals with the conventions among speakers 
about how language is used to convey intention and meaning. 
Pragmatics also describes how the intended meanings of utterances 
depend upon the real world contexts in which they are uttered. 

Semantics; the branch of linguistics which describes the 
meanings of words, sentences, and larger discourse units such as 
paragraphs or whole conversations. This involves the 
specification of rules for deriving the meaning of a sentence 
from the meanings of its word and phrase elements, given the 
syntax of the sentence. At the discourse level, semantic rules 
build higher order structural representations that express not 
only the meanings of the individual sentences, but also the 
meaningful relations among the sentences. This may involve 
interpreting pieces of discourse as speech acts in terms of the 
speaker~s intentions, plans and goals. 

Speech Acts: social acts 
sentence or 
speech acts. 

discourse unit. 
A speech act has 

which are performed by uttering 
Promises and requests are forms 
two components: 
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1. Its illocutionary force (e.g., asking a question, 
making a statement, making a promise, etc.) 

2. Its propositional content (the description of what is 
asked, stated, promised, etc.) 

Syntax: the rules of a language which describe how words 
can be combined to form larger linguistic entities, such as 
phrases, clauses and sentences. The syntactic rules also specify 
the internal structure of the entities which are built up in this 
way. 

A.4.3 Current Status 

There are several commercially available pseudo-natural­
language systems on the market. However, none of them can be 
said to be "operational" in the sense that you can give it to a 
naive user and expect it to produce reliably meaningful and 
relevant answers to questions. 

In the hands of a user who understands the limitations in 
such systems, they can be said to be operational in a limited 
sense. The main examples of such systems are Intellect and 
Themis. 

Intellect is produced by the Artificial Intelligence 
C9rporation (AIC) in Waltham, MA. It sells for $70,000 and 
operates in an IBM mainframe environment. It has been licensed 
to Cullinet Software (under the name Online English), Information 
Sciences (as GRS Executive), and IBM. Intellect was the first 
system on the market. However, the natural language component of 
Intellect is based on decade-old technology and has serious 
problems in resource use (both space and time). 

A major installation at Atlantic Richfield Corporation is 
underway that will make Intellect available to over 200 users at 
10 sites. AIC is expected to introduce a version.of Intellect 
that runs on an IBM PC XT which then interfaces with a mainframe 
computer that houses the data base management system. Future 
improvements will also include interfacing with various 
spreadsheet and report generator systems. 

Themis is a product of Frey Associates in Amherst, NH and is 
currently behind schedule in beta-testing, i.e., experimental use 
of software outside of the site where it was created. It is 
priced at $24,000, interfaces to two relational database 
management systems (Datatrieve and Oracle), runs on DEC VAX-11 
minicomputers and requires about 2M bytes of memory. It does not 
have the graphical output capabilities of Intellect, but is 
reported to be more efficient. 
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Mathematica Products Group in Princeton, NJ, recently 
introduced a system called English which sells for $24,000 and 
interfaces to their Ramis II query system. However, this 
"English" system cannot even handle verbs. A Datamation article 
reported that instead of saying "Show me all the cars that went 
to California" the user must phrase the query to reflect the 
fields of the database: "Show me the cars with shipper state 
Pennsylvania and destination state California." 

About to enter the home and small business market is 
Symantec of Sunnyvale, CA, which is hoping to begin marketing a 
natural language interface integrated with a database system 
sometime in 1985. The package will run in Pascal on an IBM PC 
with 256K bytes of memory and a hard disk drive. (The company 
was originally expected to have a product on the market nearly a 
year ago, they have had considerable difficulty defining a 
product and squeezing it onto a microcomputer.) 

Additional sources in this area include Texas Instruments' 
Natural Link (a menu-based data base management system interface 
that allows the user to compose a sentence by choosing from a 
limited set of words and phrases displayed in menus on the 
screen), Cognitive Systems' custom-built natural language 
interfaces, and Excalibur Technologies' Savvy (which can run on 
personal computers and uses a pattern-recognition scheme). 

There are also several advanced demonstration systems 
available, notably, the BBN IRUS system. These utilize more 
sophisticated technology, and therefore provide a stronger base 
for incorporating results of current and future research. 

Natural language understanding systems succeed best when 
they deal with concrete, reasonably well defined, reasonably 
easily symbolized areas of conversation. Much of human 
conversation has to do with properties of the real world, or 
properties of human experience, feelings, etc. These are things 
that people are well qualified to gain experience in, but where 
we don't know how to provide equivalent experience to computers. 
Thus, it is 'very difficult to provide the semantic basis for a 
natural language understanding system that would enable it to 
communicate about such areas. 

It is fairly generally agreed that all sources of knowledge 
are critical to understand and generate natural language. These 
sources include: 

o vocabul ary 

o grammar 

o a knowledge representation language (this is discussed 
in ihe nexi chapier) 
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o a tightly scoped and restricted domain (e.g., a 
particular data base) 

o a knowledge base for this domain (e.g., the facts) 

o inference methods 

o models of linguistic and extra-linguistic context, e.g., 
user goals and beliefs, entities in context, etc. 

Note that the need for a knowledge representation language, 
a restricted domain, a knowledge base, and an inference mechanism 
were critical for the success of expert systems as well. 

Several grammar formalisms exist, and these imply techniques 
for vocabularies (more formally called lexicons). Examples are 
lexical functional grammar, augmented transition networks (ATN) , 
unification grammar, and augmented context-free grammars. 
Winograd (1983) provides an in-depth survey. 

There are no unified techniques at present for modeling and 
using linguistic context. Joshi et al. (1981) and also Brady 
and Berwick (1983) contain a number of recent papers in this 
research area. 

There have been other approaches to building natural 
language understanding systems -- syntax-free semantics (Schank); 
semantics-free syntax; keyword analysis; and various kinds of 
m~thematically-based models, (e.g, Markov models of natural 
language). Few researchers believe these approaches to be 
adequate (a notable exception being Shank and some of his 
stUdents). Instead the general sense of most researchers in this 
field, is that it takes all sources of knowledge (vocabulary, 
syntax, semantics, and pragmatics) at the very least as a basis 
for an adequate natural language system. Any attempt to leave 
out one of these major components results in a loss of capability 
compared to human understanding and use of natural language 
utterances. 

For instance, keyword analysis seems appropriate only for 
tasks of message routing, i.e., determining who receives as 
message, or for broad bibliographic search. Syntax free 
semantics seems appropriate only for tasks where superficial 
analysis is adequate without understanding of everything. For 
instance, in a database environment, the only way to distinguish 
between the following two requests is by syntax (which conveys 
the intended message). 

1. "List all assets of any company that were sold to XYZ 
in 1984." 
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2. "List all assets of any company that was sold to XYZ in 
1984." 

Similarly, semantics-free syntax is inappropriate where 
reliable understanding is required, for syntax alone is 
insufficient to understand that "time flies like an arrow" has 
one meaning rather than four. Nevertheless, it could be useful 
in tasks or purely stylistic feedback to authors editing their 
manuscripts. 

One major focus of current research is higher-order 
linguistic phenomena, trying for a more complete understanding of 
discourse. This involves understanding references to entities 
implicit or explicit in previous parts of the discourse 
(anaphora) and also reference to entities in extralinguistic 
context (deixis). It also involves building models of user 
intentions, their goals, and plans. 

Another major line of work is trying to extend natural 
language systems to the point where they can deal with ill-formed 
input (i.e., input involving deviations from strict 
grammaticality). 

Additional work is going on in broadening and strengthening 
syntactic and semantic capabilities. There is much that is not 
understood, such as semantics for vague terms and significance of 
particular syntactic constructions. 

Finally, there is substantial interest in natural language 
generation, i.e., getting a component to produce coherent, 
comprehensible discourse, as well as understand it. 

All four of these are basic research areas, with some 
limited prototype systems illustrating possible solution 
procedures. There are no fundamentally insoluble or problematic 
issues associated with any of these areas, so we can anticipate 
at least limited success in the long run. The major bottleneck 
is the time and effort involved in modeling increasingly broad 
and complex subject domains. 

If the current research outlined above is successful, it is 
likely that a system that can understand substantial amounts of 
human conversation will be produced. It would function as a very 
literal-minded, narrow, but nonetheless, quite useful assistant 
that can communicate with us. 

Besides the areas listed above, there are three additional 
important problems. One is the design of generation and 
understanding components so that a system can understand what it 
says and vice versa. The two areas have been studied separately 
thus far, since each has rather unique aspects. 
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The more problematic areas for future development have to do 
with the use of metaphor, and other more "creative" uses of 
language, to express new meanings or to extend or vary an 
accepted meaning of a term in a new way. Additionally, nothing 
in ongoing work will enable systems to understand more personal 
self-expressive meanings of language, rhetorical uses of 
language, etc. 

Another open area has to do with the relation between purely 
linguistic meanings, and meanings that are tied to 
extralinguistic context. At the moment, our ability to design 
systems that are capable of ascertaining the extralinguistic 
context directly, without a human intermediary, is extremely 
limited. This involves questions of machine perception that are 
not dealt with in this report. 

Though not a problem in natural language per se, it should 
be pointed out that natural language research and knowledge 
representation are synergistic. Timely progress in natural 
language certainly assumes adequate progress in knowledge 
representation. 

The one problem not likely to be pursued in the short term, 
say, within the next three years, is natural language across 
domains, rather than over a single narrowly defined domain. 
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A.5 SPEECH 

A.5.1 Overview 

Speech recognition may be defined as deriving the linguistic 
message from a spoken utterance. The term is also used in 
contradistinction to speech understandin2, where speech 
rec02nition refers to deriving only the words that were spoken 
(such as for a "phonetic typewriter), and speech understandin2 
implies building a representation of the meaning of the utterance 
as part of the recognition process, which representation is then 
used as part of a person-machine interaction task (Newell et al., 
1973; Walker, 1973; Wolf, 1980). In this report, this 
distinction is not especially important, and we shall use the 
term speech reco2nition in its general sense. 

This definition of speech recognition depicts 
mechanical equivalent to the human ability of speech 
and therefore it is necessary to focus on the 
dimensions along which speech recognition systems 
dimensions are: 

o isolated words vs continuous speech 

o speaker dependence 

o vocabulary or language complexity 

it as the 
perception, 

important 
lie. These 

o conditions on the acoustic environment and on the 
speaker 

o speed of operation 

We treat these subjects in more detail below. 

A.5.2 Glossary of Keywords and Ideas 

Isolated/Continuous: Isolated word recognition (IWR) refers 
to the recognition of words or phrases spoken in isolation, i.e., 
delimited by silence. Words thus spoken are not affected by the 
context of neighboring words ("did you" vs. "did you"), and the 
silences make the word boundaries easy to spot, so the 
recognition is made much easier. Connected speech recognition, 
on the other hand, is much harder (and requires more computation) 
because of phonological and phonetic word boundary effects, and 
because the boundaries between words are not clearly marked in 
the acoustic signal, they must be inferred. The earliest 
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commercial speech recognizers were isolated word recognition. 
Even today, only a few CRS systems are available, and they are 
much more expensive than isolated word recognition systems. 

Speaker Dependence: Each person produces a different speech 
signal, due to differences in anatomy, dialect, and 
idiosyncrasies. This diversity is handled with apparent ease 
over wide variations by humans, but neither this ability nor the 
personal differences in the signal are sufficiently well 
understood. Performing speech recognition in a speaker­
normalized or speaker-invariant manner has proved to be a 
challenge, even over a narrower range of variations. Simple 
speech recognizers are speaker-dependent, in that they must be 
"trained" with speech samples of each vocabulary item by the 
speaker; a different speaker requires his own training patterns. 
Several approaches to partial or full speaker-independence have 
been investigated, but even the most successful ones operate over 
only a limited domain. Speaker independence remains an important 
but e I us i ve goal. (The term "speaker independent" deserves, but 
rarely receives qualifications. As a practical matter, it cannot 
include literally every speaker of the language. Relevant 
questions are: Does it include both men and women? Children? 
One dialect only or wide variety? American English speakers only 
or foreign accents also? Even among speakers of the same 
dialect, there are a few that seem not to perform well with 
speech recognizers [Lea, 1980, p. 561]). 

Complexity: The complexity of a speech recognition task is 
not easy to define or measure. For small vocabularies, it 
depends on the size and makeup of the vocabulary (a larger 
vocabulary, shorter words, and words that are phonetically 
similar are more difficult to recognize). However, in a large 
vocabulary, where vocabulary makeup is not controllable, system 
performance is largely related to the complexity of the allowable 
linguistic structures. (Here we introduce the notion that real 
applications employing large vocabularies must have grammatical 
constraints. Allowing any word to appear anywhere in an 
utterance is not communication but would be nonsense, and any 
recognizer that fails to use such constraints is working on an 
artificially difficult problem!) Vocabulary size is not directly 
important, for the grammatical complexity determines the number 
of possible words at each point in the grammar. 

Environmental and Speaker Effects: The quality of the 
speech signal, as determined by the absence of noise, interfering 
signals, and distortion, is important for speech recognition. If 
a task must be performed in a high noise environment (such as in 
a vehicle or factory) or under variable transmission conditions 
(such as over the telephone), these effects on the signal will 
make it more difficult to recognize. 

Utterances produced by speakers subject to variable health 
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(e.g., nasal congestion), emotional stress (e.g., excitement or 
danger) or physical stress (e.g., exertion or g-force) contain 
significant additional variability that must be handled by speech 
recognizers, adding to the difficulty of the recognition task. 

Prosody. Prosody is acoustic information above the level of 
segments, for example, stress, timing, inflection, and pitch. 

Operation: Human perception of speech is virtually 
instantaneous once the speech has been uttered. This rapidity of 
communication is one of the attractive aspects of speech for 
person-machine interaction, but it places a severe constraint on 
speech recognition systems, to operate with roughly the same 
speed as the speech is produced. Many research systems, of 
course, do not achieve this speed, but they must do so eventually 
if they are to become practical. Advanced computation, e.g. fast 
processors and parallel processing, must be available at low 
enough cost for complex speech recognition ever to be practical. 

A.5.3 Current Status 

The first commercial speech recognizers (limited vocabulary, 
speaker dependent, isolated word recognition systems) appeared 
over 10 years ago, and the number of commercial products has 
burgeoned as recognition techniques have been refined and as 
computational ability/cost has increased. This commercial 
presence provides a convenient criterion for distinguishing 
~perational applications from demonstration or research systems. 
(The commercial boom has also been matched by the number of 
industrial concerns performing research; unfortunately their 
results and techniques are often not always available.) 

A prime difficulty in comparing systems is that system 
performance depends on task difficulty, which as stated before, 
is not directly measurable. Even when a vendor or researcher 
quotes performance results, they refer to a specific set of 
conditions, and it is frequently unclear how the system would 
perform on a second set of conditions: different vocabulary, 
speakers, noise conditions, etc. Standardized performance 
testing is a current area of research and development. 

Commercial speaker-dependent isolated word recognition 
systems offer vocabulary sizes of 20-150 words (and higher) at 
costs of $1-10K. An exception to this is software available from 
Dragon Systems, Inc. at a $10 per unit licensing fee and which 
operates on an 8088 or 6502 based personal computer. Some 
systems claim to handle noise or telephone input. Recent tests 
on a common 20-word vocabulary show error rates between 13% to 
0.2% in quiet and 30% to 0.5% in moderate noise (Lea, 1980), so 
performance of some systems is poor. Such systems generally use 
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a filier bank to do a short-time sPectral analysis of the speech 
and model the words as patterns of energy in time and frequency. 
Recognition is performed by comparing such patterns without 
analysis of phonetic units. Some systems use dynamic programming 
to achieve a time alignment between input signal and stored 
patterns. A few systems claim speaker independence, but only on 
very small vocabularies. 

A few commercial speaker-dependent CRS systems are 
available, in a restricted sense known as connected-word 
recognition In connected word recognition, word models are 
"trained" in isolation (and in one system, they are refined by 
training from connected word utterances). Recognition uses the 
same sort of short-time spectral analysis and an elaboration of 
the dynamic programming time alignment used in isolated word 
recognition systems. At much greater computational cost, this 
process can deduce the word boundaries, but it can do little 
about word-boundary effects. Therefore the vocabulary items 
should be phonetically dissimilar, and the input speech should be 
somewhat carefully enunciated. At least one connected word 
recognition system allows grammatical constraints and several 
hundred word vocabularies. 

In research laboratories, grammar-directed isolated word 
recognition and connected word recognition systems are more 
common. One approach to speaker independence uses multiple 
templates per word and training with exemplars from many speakers 
followed by clustering and merging of similar templates. This, 
or course, requires additional computation. 

Connected word recognition systems seem adequate for many 
applications of low complexity, but they cannot be easily 
extended to very large vocabulary, high complexity tasks. The 
training of each vocabulary item from exemplars becomes 
impractical, linguistic knowledge (such as between-word 
contextual effects, fluent-speech phonological effects, and 
dialectal effects) cannot be handled adequately, and phonetic 
knowledge of speech cannot be applied at all. Consequently many 
laboratories are developing connected speech recognition systems 
based on smaller linguistic units such as phones, diphones,in­
context, demisyllables, or syllables. The problem is still 
difficult, for while there may be fewer phones than words, the 
phones are severely affected by context (coarticulation). The 
methods used for modeling and recognizing these units range from 
traditional acoustic-phonetic features to syntactic pattern 
recognition to statistical models such as hidden-Markov and to 
combinations of these. 

The preceding discussion has focused on speech recognition 
at the word level and at the subword level. The use of simple 
grammatical knowledge is becoming more common, but complex 
grammars, such as natural language subsets, still lie in the 
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future. The use of other knowledge sources, such as phonological 
rules, prosodics, semantics, and pragmatics, which was espoused 
and initiated during the DARPA Speech Understanding Project of 
the 1970s (Newell et al .. 1973; Walker. 1983). has largely lain 
dormant since then. Multiple knowledge sources cannot apply 
themselves; strategies for applying diverse multiple knowledge 
sources is itself a research topic. Without changes in funding. 
this particular area of all the areas is likely to remain 
unresolved. 

Significant computation will be required to achieve high 
performance in large vocabulary, high complexity applications, 
and there is potential parallelism in many speech recognition 
paradigms. Therefore speech recognition is a good candidate for 
implementation in a multiprocessor computation environment. 

Another area of increasing difficulty is that of measuring 
system performance as system capabilities increase (e.g .. large 
vocabulary. continuous speech, many speakers) and as system error 
rates become close to zero. This is a problem both for the 
researcher ("How can I tell if my last change was an 
improvement?") and for the marketer. The amount of speech 
required for training and testing is large. as is the number of 
system operations that must be observed. Automatic testing over 
extended periods of time is required. 

The state-of-the-art of automatic speech recognition is 
severe environments was addressed in a very recent study by a 
committee of the National Research Council. The report of that 
Committee (Anon. 1984) listed both conclusions and 
recommendations with respect to the area that represent the last 
current thinking on the subject of thinking of experts. These 
are included here. verbatim, for ease of reference. 

Based on its exposure to the issues and its familiarity with 
the field, the committee concluded that: 

o The use of speech for communication between humans and 
machines has distinct potential for military and other 
government purposes. 

o Current technology for automatic speech recognition is 
not sufficiently advanced to provide robust, reliable 
performance in hostile and high-stress environments. 

o Current speech recognition technology is not 
sufficiently advanced to achieve high performance on 
continuous spoken input with large vocabularies and/or 
arbitrary talkers. 

o Current technology is mature enough to support 
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restricted applications in benign enviro~~ents, with 
disciplined use under low-stress conditions. Success 
strongly depends upon the integration of speech 
recognition with improved automation techniques. 

o No standardized techniques exist for evaluation and 
comparing the performance of speech recognizers. 

o No established human-factors methodologies exist for 
analyzing and evaluation human-machine performance in 
integrated voice-interactive systems or for 
systematically quantifying the benefits of speech input 
as compared to related automation techniques. 

o There is insufficient fundamental understanding of how 
human speech degrades under severe environmental and 
stress conditions and of how to design recognition 
algorithms for these conditions. 

o Government-sponsored efforts are currently insufficient 
to sustain major advances in speech recognition 
technology. 

o Laboratory studies of speech recognition algorithms will 
probably require sophisticated computational resources 
that are not widely available. 

o Successful deployment of advanced 
systems will be directly related 
dependent upon, continued advances in 
technology and computer architecture. 

speech recognition 
to, and in part 
integrated circuit 

o Speech synthesis is an important adjunct to automatic 
speech recognition for voice-interactive systems. 

o No central focus exists in the U.S. government to manage 
research and development in speech recognition. 

The committee's conclusions lead. to corollary 
recommendations. These recommendations aim to achieve a speech 
recognition technology that can provide utility, accuracy, and 
reliability in severe as well as benign environments. 

o A basic research program is needed to characterize 
speech and its variabilities, including the study of the 
acoustic properties of speech in various contexts and 
for different speakers. 

o Because an automatic speech recognizer is limited by the 
information delivered to it, new methods for sound 
transduction (including microphone systems designed for 
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severe environments) and for electronic 
enhancement should be sought and studied. 

signal 

o Significant research efforts are required in the design 
of algorithms and systems for the recognition of 
continuous speech in complex application domains, for 
speaker-independent operation, and for robust 
performance under conditions of degraded input. 

o Research is necessary to establish human-factors 
procedures for analyzing human-machine communication 
tasks, to quantify the benefits that speech input/output 
can contribute, and to develop systematic techniques for 
integrating speech functions into the systems design. 

o Extensive hardware development and deployment, based on 
existing technology, is inappropriate. Exploratory 
hardware efforts, however, are vital for gaining 
practical knowledge about applications and for 
establishing the limitations of existing technology. 

o Standardization should be established to quantify the 
performance of automatic speech recognizers and to 
permit comparisons among algorithm philosophies and 
environments. Common data bases and prescribed 
procedures for assessing performance should be made 
generally available. 

o Sophisticated computational capabilities are required to 
support continued advances in speech recognition work. 
A program for advanced research in speech recognition 
should have appropriate interfaces with government­
sponsored work on high-speed processors and strategic 
computing. 

o A substantial, sustained, and coordinated program of 
research and development is required to realize the 
potential of speech recognition within the U.S. 
government. The program should be built around long­
range goals, with the acquisition of fundamental 
knowledge as a central thrust. This objective IS 

especially crucial to advancing continuous speech 
recognition and to achieving talker independence with 
large vocabularies. A focus of responsibility and 
accountability as well as a means for coordinating the 
program is necessary. 
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A.6 AI Tools and Environments 

A.6.1 Overview 

The category "AI tools and environments" refers to 
hardware/software systems within which other AI research and 
development is conducted. It provides both the foundation on 
which AI work is built (i.e., AI programming languages) and the 
engineering environment in which that work is designed, 
implemented, and tested (i.e., AI programming systems). In this 
sense, it contributes to all of the other categories of AI 
research. Yet it is properly a category in its own right with 
its own set of goals. 

AI programs, almost by definition, are large and complex 
programs intended to perform complicated behaviors for which 
straightforward algorithms either are unknown (e.g., the 
comprehension of natural language) or cannot be computed with a 
reasonable amount of resources in a reasonable amount of time 
(e.g., playing chess). Consequently, the "solutions" to such 
problems are programs which at best approximate the desired 
behavior. Program development is very difficult and highly 
exploratory in nature. Historically, this has led to two 
orthogonal directions of research. 

The first direction is in programming paradigms. Whereas 
early use of computers for scientific calculation motivated 
algebraic languages such as FORTRAN and ALGOL, the requirements 
of AI problems demanded languages with an essential symbolic 
character. The most important of these has been LISP, which 
embodies the functional paradigm. Among the other durable 
paradigms, one counts logic programming, object-oriented 
programming, and rule-based programming. More minor paradigms of 
past, present, and future include pattern match, constraint, and 
access centered schemes. Though many of these paradigms 
originated as special purpose notations arising from particular 
problems, many are being examined as general applicable 
languages, because of their proven utility in special problems. 

The second dimension is not programming language research 
itself, but the programming environment that supports the 
programmer in a given language. An interactive programming 
environment is built to support the language, including tools for 
four purposes: browsing, editing, debugging, and analysis. 
Briefly, browsing involves the presentation of information within 
the system (e.g., data structures, program components, analysiS 
results); editing concerns the modification of the underlying 
representation of information through interaction with any of its 
many presentation forms (e.g., textual, graphical, structural); 
debugging controls the execution so that the deta.ils of program 
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behavior can be observed and modified in order to achieve a 
correctly functioning program; and analysis makes explicit 
information (such as number of uses of a particular subprogram, 
computer time, etc. to solve a problem) which is otherwise only 
implicit in the static and dynamic relationships of program 
components and state. It should be clear that the tools in these 
separate groups are intimately related. (Many of the tools which 
were developed for AI have now been successfully other 
programming languages; for example, many implementations of 
PASCAL now admit a degree of PASCAL-level debugging.) 

If a programming system proves sufficiently successful, 
har~ware can be designed and refined to substantially increase 
computational speed. This is important since AI applications 
tend to make intense demands on both computer time and memory. 
Such machines have been built to run LISP. 

An important trend in the "AI tools and environments" 
category is the attempt to unify or integrate several of the 
paradigms within one system. The argument is that no single 
paradigm suffices for a sufficiently broad range of problems. 
Moreover, it is recognized that often current problems are merely 
components of larger issues and the component solutions will have 
to be integrated eventually. The goal is to find a conceptually 
clear way of joining paradigms together in order to provide a 
greater range of capability. In addition, this requires a proper 
abstraction of environment tools which can provide a uniform 
interface perspective over a larger scope of objects. An 
alternative, which has yet to be achieved, would be to find a 
truly unifying paradigm which singly captures the essential 
benefits of a number of the other paradigms. Whether this is even 
possible remains an open question. 

Nearly all of this work has proceeded in the context of 
serial computation. The notion of parallel computation opens up 
new frontiers, but little has been achieved to date. A 
fundamental dimension of parallel computation is the size of the 
components comprising the parallel system, and their organization 
(network connectivity) is an open issue. Many hardware 
architectures have been devised along the size scale. AI problems 
typically require the subclass of such architectures which allow 
independent though communicating processes at each component. No 
applications have yet been achieved in parallel architectures for 
AI. There is large but untapped potential here. 

A.6.2 

can 
to a 

Glossary of Keywords and Ideas 

Access-oriented pro~rammin~: programming where variables 
be made "active", in the sense that read and/or write access 
given variable causes another program to run. 
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Browsin~!inspectin~: skimming (browsing) complex structure 
to focus (inspect) on a particular part of that structure. 

Constraint pro~rammin~: a form of AI programming based on 
performing a search, where constraints operate directly to block 
consideration of alternatives in violation of those constraints. 

Debu~~in~: the process of locating and correcting errors 
("bugs") in programs. 

Functional pro~rammin~: programming in a style that does 
not involve side-effects, such as changing the value of a 
variable. Its advantages are that it is far more amenable to 
verification, transformation, and parallelism. It is much closer 
in semantics to mathematical notion than to the semantics of 
side-effect programming languages, such as FORTRAN, PASCAL or 
ADA. Computational efficiency and ease of expression in purely 
functional languages are topics of debate at present. 

Lo~ic pro~rammin~: 

instructions of programs. 
programming language. 

programming using logical axioms as the 
PROLOG is an example of a logic 

Object-oriented pro~rammin~: programming where procedures 
are organized around entities (objects) or classes of them. 
SMALLTALK is an example of an object-oriented programming 
language. 

Pattern match pro~rammin~: programming where subprograms 
~re called not by gIvIng their name, but by giving a pattern 
describing a goal to be achieved. The programs state what goal 
they apply to. 

Pointin~ devices: input devices for identifying a 
particular spot on a CRT screen. Many computer workstations come 
with a "mouse," which is an example. 

Rule-oriented pro~rammin~: programming based on writing 
simple rUles, such as if A & B & C then D. 

Window systems: an input/output system where the display is 
divided into various rectangular regions ("windows") so that i/o 
from various interrelated or disjoint activities may be visible 
at the same time. 

A.6.3 Current Status 

The best operational examples of this work 
and Zetalisp LISP systems, both of which 
available and which together support more 
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development than any other programming environment. They provide 
not only robust implementations of their languages but an 
enormous set of programming tools. Common Lisp is an attempt to 
integrate the many dialects of MACLISP Zetalisp. Common LISP is 
available, though programming tools to support common LISP are 
still under development. Both Zetalisp and Interlisp are 
intended to support Common Lisp at some time in the future. 

PROLOG is the most widespread language based on logic 
programming; several dialects and implementations exist and are 
widely used. Concepts from PROLOG are part of the basis of the 
Japanese Fifth Generation Computer Project. Use of Prolog in 
operational application is likely to grow. 

LOOPS is a recent product from Xerox, and integrates 
functional, object, access, and rule oriented programming into 
one system. It is built on top of Interlisp; it is designed to 
support bui lding expert systems. We expect its use in 
operational applications to grow. 

SMALLTALK is the primary example of the object-oriented 
paradigm and provides a rather complete programming environment. 
The FLAVORS component of Zetalisp also embodies the object 
paradigm and is commercially available as part of that system. 
This paradigm is rather new. There is particular interest in it 
for applications in graphics, simulation, and CAl; see the 
chapter on tutoring and training. 

A major factor governing effectiveness of programming tools 
is performance. If programs cannot be developed and executed in 
reasonable time, almost nothing else matters. The programming 
environments of the kind being discussed together with AI 
applications make intense demands. It is now typically 
cost-effective to dedicate a machine to a single user. 

Robust environments with adequate tools are critical, since 
the program development task for AI programs is so demanding; 
This way investment can be shifted away from the implementation 
problem and more directly aimed at design issues and rapid 
prototyping. 

Since program development in AI is demanding in that it 
requires breaking new ground constantly, the convenience of 
expressing things in the language and the degree of aid provided 
by the programming environment are critical to reduce the already 
large burden on AI programmers. 

As described in the overview, one principal area of research 
is in developing programming paraQlgms such as functional 
programming, logic programming, and object-oriented programming, 
including development of programming environments. Furthermore, 
integrating various programming paradigms into a single system 
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(such as LOOPS) is an area of research. Since earlier work has 
already led to operational systems such as INTERLISP and 
ZetaLISP, and since the concepts developed can often be 
incorporated into existing languages, the probability of the 
results of this research being applicable in AI programming is 
very high. However, though tools can lighten the burden of the 
software effort in constructing AI systems will be a burden for 
the foreseeable future. 

An ongoing concern is improvements in cost and performance 
of systems for AI programming, but advances in VLSI will continue 
to offer substantial improvements in both. 

The longer, harder problem is a conceptual one. The current 
programming paradigms are still not at a sufficiently abstract 
conceptual level; too much detail needs to be specified by the 
programmer. Consequently, the cycle time for trying new ideas is 
longer and more arduous than it might be. 

Another long-term problem is the exploitation of 
parallelism. The interactions of many simultaneous computations 
are difficult or impossible for people to understand. One needs 
to find ways of aggregating parallel components such that the 
interactions between aggregates are minimized reducing conceptual 
complexity. 

Only the very beginnings of effort to integrate several of 
the durable programming paradigms have appeared. It appears that 
no work is underway to create single paradigms which unify the 
essential characteristics of several of the paradigms. The 
distinction between integration and unification is an important 
one. Integration of several paradigms provides all of the 
selected paradigms with one setting together with mechanisms for 
aggregating them. Unification attempts to make available one 
paradigm whose components can provide at one time the 
capabilities normally found distributed among the several 
paradigms. 
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