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SUMMARY 

Navier-Stokes transonic airfoll calculations based on a recently developed 
nonequilibrium, turbulence closure model are presented for a supercritical alrfoil 
section at transonic cruise conditions and for a conventional airfoil section at 
shock-induced stall conditions. Comparlsons with experimental data are presented 
WhlCh show that this nonequlllbrium closure model performs significantly better than 
the popular Baldwin-Lomax and Cebeci-Smith equllibrium algebraic models when there 
is boundary-layer separation that results from the lnvlscid-viscous lnteractions. 

INTRODUCTION 

The greatest llmiting factor in the accurate numerical prediction of airfoil 
flows has been the lack of an adequate turbulence model. For alrfoil flows wlth 
sufficiently mild pressure gradients and without separation, simple algebraic turbu
lence models (e.g., Cebeci and Smith, ref. 1) have been shown to Yleld good results 
(see e.g., refs. 2-4). As speeds are increased into the transonic reglme and angles 
of attack are increased, however, adverse pressure gradients become stronger, and 
separated-flow regions make their appearance. For modern-day supercrltical sec
tions, these problems are further complicated by the hlgh surface curvatures on the 
rearward portion of the airfoil. Under these harsher conditions, the algebraic 
turbulence models do not work well. Characteristically, they overpredict pressure 
recovery on the rearward part of the airfoil. The separated-flow region is pre
dicted to be much thinner than that observed experlmentally, and even the general 
shape of the velocity prof lIe in the reverse-flow reglon does not agree wlth 
experiment. 

Recognizlng the limltations ln the slmple algebraic models, considerable effort 
has been dlrected toward lncorporatlng two-equatlon eddy-viscosity models lnto 
numerical prediction methods. Although these models are more complex, they are also 
more general than algebralc models. It was hoped that the greater generality would 
provide improved results for hlgh-adverse-pressure-gradient and separated-flow 
situatlons. Indeed, improvements have been noted ln predicting the experlmentally 
observed rapid rlse in skln frlction downstream of reattachment, and mean-velocity 
profiles within the separated region are also in better qualitative agreement with 
experiment. Yet, for transonlC cases With large separation, the prediction of shock 
positlon and surface pressures has been unsatisfactory (ref. 5). 

Recently, a turbulence closure model (ref. 6) deslgned speciflcally to treat 
two-dimenslonal, turbulent boundary layers with strong adverse pressure gradients 
and attendant separation has been developed. In thlS model, the influence of 



history is modeled by using an ordinary differential equation. The equatlon, 
derived from the turbulence kinetic-energy equation, describes the streamwise 
development of the maximum turbulent shear stress. An eddy-viscosity distribution 
through the lnner part of the layer lS assumed which has as ltS velocity scale the 
maximum turbulent shear stress. In the outer part of the boundary layer, the eddy 
viscosity 1S treated as a free parameter which is adjusted to satisfy the Reynolds 
shear stress resulting from the ordinary differential equat1on. Because of this, 
the model 1S not simply an eddy-viscos1ty model, but contains features of a 
Reynolds-stress model. 

Results obtained with this new model 1ncorporated into an inverse boundary
layer code were very encourag1ng (ref. 6). Subsequent to that work, further evalua
tions of this closure model were made (ref. 7) uS1ng a compressible Nav1er-Stokes 
method. The test flows in this latter study were those developed on the aX1sym
metric bump wind-tunnel model of reference 8. This wind-tunnel model was designed 
to produce 1nviscid-V1SCOUS interact10ns slm1lar to those that develop on airfoils 
at transonic speeds. In the present work, the closure model has been incorporated 
into a Navier-Stokes airfOil code so that an assessment of its performance could be 
made on actual a1rfoil flows. Two airfoil test flows are considered. The first is 
the DSMA 671, supercr1tical a1rfoil section at test condltions selected to simulate 
transonic cruise. The second is the NACA 64A010 a1rfoil section at shock-induced 
stall cond1tions. The exper1mental data for these two test cases are reported in 
references 9 and 10, respectively. 

THE TURBULENCE MOOEL 

The turbulence closure model as developed in reference 6 has as its basis three 
main observations: (1) that algebra1c models such as the Cebeci-Smith model do 
quite well for attached flows in mlld pressure gradients; (2) that they predict too 
rapid a rise in turbulent shear stress inside the boundary layer when high adverse
pressure grad1ents are encountered and, conversely, pred1ct too rapid a decrease 1n 
this stress when the pressure gradients are relieved; and (3) that the inner mix 1ng
length formulation of these models results in separated velocity profiles that are 
1nconsistent with exper1ment. 

An algebra1c eddy-viscos1ty distribution 
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is used to describe the var1ation of the Reynolds shear stress normal to the shear 
layer under both attached and separated-flow cond1tions. In equation (2), D is a 
Van Driest-type near-wall damp1ng term, y 1S the d1stance normal to the surface, 
and -u'v~ is the maximum Reynolds shear stress d1vided by the local denSity at the 
given streamwise station. For convenience, -u'v~ will be referred to simply as the 

maximum Reynolds shear stress. In equation (3), cr(x) 1S an unknown modeling param
eter; Ue is the veloc1ty at the edge of the shear layer; 6~ is the 1ncompressible 
boundary-layer displacement th1ckness; and 0 1S the bound~ry-Iayer th1ckness. In 
the model, history effects (i.e., the slow response of the Reynolds shear stresses 
to local changes in the mean-veloclty f1eld) are taken into account through the 
parameter a(x). The streamW1se distributIon of this parameter is establIshed in the 
solution procedure (details are given in ref. 7) to give a streamwlse distr1bution 
of -u'v' 1n the computed flow that satisfies an ord1nary d1fferential equation m 
for -u'v~. This O.D.E., which is obtained from simplifications to the turbulence 

kinetic energy equation, can be found in references 6 and 7. 

The model described is des1gned for wall-bounded shear flows. In the wake, 
equation (3) was used to represent the eddy viscosities WIth separate displacement 
th1cknesses used for the upper and lower parts of the wake. These displacement 
thicknesses were determ1ned by lntegratlng outward from the m1n1mum wake-velocity 
locations. At the gr1d pOInts corresponding to the locatIon of mInimum velocity, 
the eddy viscosity was taken to be the average of the eddy V1Scoslties at the upper 
and lower adjoining grid points. In the wake, -u'v~ decreases with streamwise 

d1stance. As a result, cr(x) wlil tend to increase from its value at the trailing 
edge. When cr(x) was less than unity at the tra1l1ng edge (this generally w1II be 
the case), it was allowed to reach unity downstream but not allowed to exceed 
un1ty. If It were greater than 1 at the trailing edge (whlch would be more likely 
to occur on the lower airfoil surface), it was set equal to 1 in the wake. 
Although, 1nitially the eddy viscosities In the upper and lower parts of the wake 
were unequal, farther downstream the wake was observed to develop symmetry causing 
the eddy-viscos1ty d1str1but1ons also to become symmetrlc. 

In the very-far wake, equation (3) with a(x) = 1 underestimates the eddy 
vlscoslties by approxlmately a factor of 4 (ref. 11). However, it seems reasonable 
that the flow about the alrfoil ltself should not be senSItive to the very-far-wake 
development. The treatment of the wake 1S acknowledged to be very approximate. But 
In our opinion, the resultant aIrfoil surface pressures are much more sensltive to 
the turbulent Reynolds shear-stress development along the airfoil surface than to 
the rate of decay of these stresses In the wake. The favorable results obtained 
wlth th1S slmple wake model support thls op1n1on. 

In the two sets of calculatlons to be presented, a dIfferent veloclty scale was 
used for the Van Driest dampIng term In equatIon (2). In the DSHA 671 calculations, 

the conventional fr1ctlon velOCIty u = (L /p ) 1/2 was used. But in the MACA 
64A010 calculations, steady-state solJtionswco~ld not be obtained with either the 
Cebeci-Smith model or the present model when u

L 
was used. As in the supersonic 

compresslon corner study of reference 12, this problem was alleviated by uS1ng 
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(_u'v,)1/2 as the near-wall damping veloc1ty scale. In both sets of calculations, 
the V~n Driest constant, A+, was taken to be 15. 

THE NUMERICAL PROCEDURE 

The basic numerical method used in the present investigation is that due to 
Steger (ref. 13) for the Reynolds-averaged, t1me-dependent, compressible Navier
Stokes equations. In Steger's method, the govern1ng equations are transformed to a 
generalized body-fitted coord1nate system and solved w1th the second-order-accurate, 
factorized implicit algor1thm of Beam and Warming (refs. 14 and 15). In the origi
nal version of the code, V1SCOUS terms 1n the streamw1se d1rection were neglected, 
resulting in the so-called "thin-layer approXlmatlOn." The present version of the 
code contains all V1SCOUS terms, w1th an implementation slmilar to that of Degani 
(ref. 16). To account for wind-tunnel wall 1nterference effects so that direct 
comparisons 
modified by 
boundaries. 
and Johnson 

with w1nd-tunnel data may be made, the Steger code has been further 
incorporat1ng a pressure boundary condition along the upper and lower 
Details of this modificat1on are presented 1n earlier papers by K1ng 

(refs. 2 and 3). 

Mesh generation was accompl1shed uS1ng a P01sson solver slm1lar to that of 
Thompson et al. (ref. 17) as modif1ed by Steger and Sorenson (ref. 18). The mesh 
code produces a "wraparound," or C-mesh, and is COincident with user-prescribed 
points on the boundaries, that is, the airfoIl surface and the outer computatIonal 
boundary. With the Steger-Sorenson modification, orthogonal1ty at the a1rfo1l 
surface and concentration of coord1nate llnes near the surface may be controlled to 
resolve the turbulent boundary layer. In the DSMA 671 calculations, the mesh was 
composed of 139 p01nts 1n the wraparound direction and 50 p01nts 1n the direction 
away from the a1rfoil. For the NACA 64A010 calculations, the number of p01nts in 
the wraparound direct10n was 1ncreased to 159 to ensure adequate resolut1on of the 
strong shock-wave/turbulent-boundary-layer 1nteract1on of th1S test case. With th1S 
more refined mesh, the streamw1se spac1ng 1n the v1c1n1ty of the shock was approx1-
mately 0.01 chord. The meshes were constructed w1th the f1rst coordinate line off 
the a1rfoil at a normal d1stance of 2x10-5 chords from the surface. Th1S distance 
corresponds roughly to a value of y+ of 2, w1th approximately 20 p01nts in the 
turbulent boundary layer near the a1rfoll m1dchord. 

The upper and lower mesh boundaries at which measured stat1c pressures were 
applied as boundary cond1tions were located at ±1.125 and ±1.0 chord for the 
DSMA 671 and NACA 64A010 sect1ons, respect1vely. The upstream boundary was located 
2 chords upstream of the a1rfo1ls. Slnce no data were available at the upstream 
boundary, an approx1mate set of upstream boundary cond1tions had to be created. For 
the DSMA 671 airfoil, these were obtained from inv1sc1d free-air calculations (see 
ref. 2). In the NACA 64A010 calculations, un1form flow at the upstream boundary was 
assumed. 
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RESULTS AND DISCUSSION 

The results obtained for the DSMA 671 airfoil section at test conditions 
selected to simulate transonic cruise will firgt be presented. The test conditions 
were M~ = 0.72, a = 4.32°, and Rec = 2.67x10. Trans1tion was 1nitiated on the 
upper and lower surfaces at x/c = 0.17, Wh1Ch corresponds to the trans1t1on strip 
locations of the exper1ment. The aspect ratio of the a1rfoil was 3, and the tunnel 
half-height to chord was 1.5. 

The significance of wall effects at these test conditions is illustrated in 
figure 1, which shows surface-pressure distributions obtained with the Baldwin-Lomax 
closure model (ref. 19), uS1ng free-air and pressure-boundary-conditions. The free
air solution was obtained w1th the upper and lower boundar1es far removed from the 
airfoil. In order to make comparisons of computations and experiment, it is obvious 
that the pressure boundary cond1tion (PBC) 1S necessary. Th1S is also true for the 
NACA 64A010 test case. 

In figure 2, the surface pressures pred1cted with the present model and w1th 
the Baldwin-Lomax model, both using the PSC, are compared w1th the exper1mental 
results. As can be seen, the differences between the solutions of the present model 
and of the Baldw1n-Lomax model are small on the forward port1on of the a1rfo11. The 
small disagreement with exper1ment on the forward portion of the airfoil 1S believed 
to be a result of the upstream boundary cond1tions employed. It appears that these 
boundary cond1tions created an effect1ve angle of attack that was slightly too 
large. On the rear portion of the airfoil, hIgh adverse pressure gradIents exist 
because of the hIgh curvature. SeparatIon IS predIcted to occur slightly forward of 
that observed in the experIment, at 0.95 chord Instead of 0.98 chord. The Inset of 
fIgure 2, showing the traIlIng-edge regIon In greater detail, illustrates that the 
solution based on the present model IS In excellent agreement WIth the data 1n thIS 
high gradient and separated-flow regIon. On the other hand, the BaldWIn-Lomax model 
overpredicts pressure recovery In the separated regIon. 

Predicted upper-surface boundary-layer velOCIty profiles are shown In figure 3 
along WIth the experImental data. Four stat10ns are shown, from x/c = 0.63, down
stream of the shock, to x/c = 0.99, In the separated regIon. At x/c = 0.63, the 
pressure gradient is small, and the two results agree well WIth each other and with 
the data. Proceed1ng farther downstream, hIgh adverse pressure gradients are 
encountered, with the result that increasingly larger dIfferences between the two 
solutions can be seen. At x/c = 0.99, the flow IS separated. At th1S streamw1se 
station, the present model results are In good agreement with the experImental 
data. Such is not the case for the Baldwin-Lomax model results. WIth this closure 
model, the momentum loss incurred by the boundary layer at thIS statIon IS substan
tIally underpredicted, and the shape of the separated profile is not In agreement 
with the experimental results. 

In figure 4, the predIcted and measured Reynolds shear-stress profIles are 
compared at the streamwlse statIons of the mean-velocIty profiles of figure 3. As 
recommended 1n reference 7, these results are compared In shear-layer coordInates as 
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def1ned by the direction of the flow at the location of maximum Reynolds shear 
stress. The predicted stresses are lower than those measured, but there was concern 
1n the exper1ment that the measured stresses may have been 1n error on the high 

side. Th1S concern arose because v,2 was measured to be as large as u,2 across 
the boundary layer at x/c = 0.63 and 0.75. Skin-fr1ct1on determinations from law
of-the-wall fits of the mean-velocity data at these two stations where the stream
wise pressure gradients were small agree better with the predicted shear stresses 
than w1th the measured shear stresses, which further suggests that the measured 
values of -u'v' may have been h1gh. Not1ce from th1S figure the d1fferent rates 
at which the shear stresses are pred1cted to 1ncrease near the trailing edge for the 
two closure models. The slower growth 1n -u'v' predicted by the present model 
accounts for the larger momentum losses and lower pressure recoveries predicted by 
this model. 

As a result of improved velocity predictions with the present model, flow 
angles in the near-wake are pred1ct~d_much better than with the Baldwin-Lomax 
model. The flow angle, e = arctan vlu, is shown 1n f1gure 5 along a vert1cal line 
in the near-wake 0.02 chord downstream of the trailing edge. In this figure, 
y = 0 corresponds to the vert1cal pos1tion of the a1rfoil trailing edge. Both the 
data and the calculations based on the present model show a large jump 1n flow angle 
where the boundary-layer flows from the upper and lower surfaces meet. 

Velocity profiles in the wake of the supercr1tical sect10n are shown 1n 
figure 6. Because the velocity prof1les of the present model were in substant1al 
agreement with the data at the a1rfoil trailing edge, results in the near-wake also 
agree well with the data. Farther from the trailing edge, the results from the 
present model show a larger veloc1ty defect than the data. Th1S is as expected, 
since the simple wake model employed in the calculat10n results in eddy-v1SCos1ty 
values which are too low 1n the far-wake. In contrast to the Baldwin-Lomax model, 
however, the present model does predict wake position very well. 

Results are presented for the NACA 64A010 conventional a1rfo1l 1n fi~-
ures 7-10. The test conditions were Moo = 0.8, a = 6.2°, and Rec = 2x10. Transi
tion was 1n1t1ated along the upper and lower surfaces at x/c = 0.17, the transition 
strip locat1ons of the experiment. The aspect rat10 was 4 and the tunnel half
he1ght to chord was 2. At these test cond1t1ons, the upper-surface boundary layer 
separates at the shock, and the flow rema1ns separated 1nto the wake. The th1Ck, 
detached shear layer that develops downstream of the shock 1S clearly eV1dent in the 
1nf1nite-fr1nge 1nterferogram presented 1n f1gure 7(a). The fr1nges represent llnes 
of constant dens1ty, Wh1Ch 1n the 1nv1sc1d flow regions correspond very nearly to 
lines of constant Mach number. In f1gure 7(b), a Mach contour plot of the solution 
obta1ned w1th the present model 1S presented. 

In f1gure 8, surface-pressure predict10ns obta1ned w1th the present model and 
w1th the Cebeci-Smith model are compared w1th the exper1mental results. A steady
state Solut1on could not be obtained for this test flow w1th the Baldwin-Lomax 

model, so the Cebeci-Smith model (with (-u'v~) 1/2 used in the near-wall damping 
express1on) was run instead for comparison purposes. These two algebraic models 
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are, in theory, equivalent (ref. 19). As evident from figure 8, the present model 
does much better at predicting the resultant pressure distributIon for thIs shock
induced stall conditIon. The Cebeci-Smith model sIgnificantly underpredlcts the 
viscous displacement effects downstream of the shock, as seen from the mean-velocity 
profile comparIsons presented In figure 9. The present model, on the other hand, 
does qUIte well at predIctIng the thIck, detached shear layer that 1S generated by 
the shock wave farther upstream. Shown alongside the mean-velocity profIles are the 
predicted and measured Reynolds shear stresses. The calculatIons and the measure
ments are compared in shear-layer coordInates as defined by the dIrection of the 
flow at the location of maximum Reynolds shear stress. At the two upstream measure
ment stations, the shear stresses predIcted by the present model are in quite good 
agreement wIth the experiment. The dIsagreement between the predIcted and measured 
stresses Just downstream of the traIlIng edge (x/c = 1.02) IS the result of the 
approximate wake model. Near the minimum-velocity locatIon, the eddy VISCOSItIes 
are too large, a result of equation (2) beIng abruptly dropped from the eddy
v1scosity relationship immedIately downstream of the traIling edge. ThIS defIcIency 
could easIly be corrected, for example, by modeling the Inner boundary-layer eddy
viscosities approach to the larger wake values to be a function of the wake-velocity 
deficIt. 

Shown in figure 10 IS the development of -u'v' wIth streamwlse dIstance as m 
predicted wIth the present model and the CebecI-Sm1th model. WIth the present 

model, a less rapId rIse in -u'v' is predIcted to occur at the shock wIth -u'v' m m 
continuing to grow downstream as a detached shear layer IS formed. With the Cebecl-

Smith model, however, -u'v' attaIned its maxImum value at the shock and then mono-m 
tonically decreased downstream. The decay In -u'v~ downstream of the shock Indi-

cates that the computed boundary layer In this case had lIttle dIffIculty negotIat
ing the larger adverse pressure gradients predicted on the aft section of the 
airfoil. 

CONCLUDING REMARKS 

A nonequlllbrlum turbulence model has been incorporated Into a Navler-Stokes 
aIrfoil code. Solutions obtaIned for two dIfferent aIrfoIl flOWS, one wIth a small 
trailing-edge separation bubble and the other wIth a large, shock-Induced, detached 
shear layer, have shown that results wIth thIS nonequlllbrlum model are clearly 
superIor to those obtained wIth eqUIlIbrIum models lIke those of Baldwin and Lomax 
and Cebeci and Smith. AirfOIl surface pressures and boundary-layer and wake
velocity profIles are In much better agreement WIth experImental data when the 
nonequillbrlum model is used. 
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Figure 3.- Upper-surface mean-velocIty profiles for DSMA 671 section. 
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Figure 4.- Upper-surface Reynolds shear-stress profiles for DSHA 671 sectlon. 
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Figure 5.- Flow angles at x/c = 1.02 for DSHA 671 section. 
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Figure 6.- Mean-velocity profiles in wake of DSMA 671 section. 
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Figure 7.- NACA 64A010 airfoil section at shock-in~uced stall conditions: 
Moo = 0.8, a = 6.2°, Rec = 2x10 . 
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Figure 8.- Comparlson of computed and experlmental surface pressures for NACA 
64A010 airfoll at shock-induced stall conditlons: M~ = 0.8, a = 6.2°, Rec = 2x106. 
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Figure 9.- Upper-surface and near-wake mean-velocity and Reynolds shear-stress 
profiles for NACA 64A010 section. 
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Figure 10.- Upper-surface maximum Reynolds shear-stress development with streamwise 
distance for NACA 64A010 section. 
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