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SUMMARY

A fully second-order closure model for turbulent reacting flows is suggested based on Favre statistics. For diffusion flames the local thermodynamic state is related to a single conserved scalar. The properties of pressure fluctuations are analyzed for turbulent flows with fluctuating density. Closure models for pressure correlations are discussed and modeled transport equations for Reynolds stresses, turbulent kinetic energy dissipation, density-velocity correlations, scalar moments and dissipation are presented and solved, together with the mean equations for momentum and mixture fraction. Solutions of these equations are compared with the experimental data for high heat release free mixing layers of fluorine and hydrogen in a nitrogen diluent.

INTRODUCTION

A test case for the evaluation of a fully second order closure model of turbulent reacting flows with moderate to large heat release has been provided by the recent experiments of Hermanson et al. (ref. 1) and Mungal and Dimotakis (ref. 2). The dynamic field consists of a two-dimensional mixing layer with gas phase free streams carrying hydrogen in a nitrogen diluent in one stream and fluorine in a nitrogen diluent in the other. The reaction is

\[ H_2 + F_2 \rightarrow 2 HF \]

and is highly exothermic. The experimental results with the highest heat release correspond to fluorine concentration of up to 6 percent and hydrogen concentration of up to 24 percent, with a maximum adiabatic flame temperature rise of 940 K.

An attempt will be made to assess the possible improvement in the prediction of the above flow field by accounting for both velocity and scalar fluctuation time scales and by inclusion of the chemical heat release effects in the modeling of the Reynolds stresses, scalar fluxes, and dissipation equations.

Closure Model

The closure model consists of three parts:

1. The thermo-chemical model based on the shifting equilibrium flame model (ref. 3). This model requires a fast rate of chemical reaction and relates the value of all thermodynamic variables to a conserved scalar. There are several scalar variables which are conserved in a chemical reaction and can be used as a basis for describing the mixing in a nonpremixed reacting flow. The mass fraction of a given element is such a variable. A normalized
A conserved scalar is referred to as the mixture fraction. Hence the density $\rho$, temperature $T$, and composition $y_k$ are local functions of the mixture fraction $f$.

(2) The turbulence or moment model consisting of a set of closed Favre averaged equations of order one and two, including the equations for all Reynolds stress components, scalar fluxes, dissipation rates of turbulence kinetic energy, and the mixture fraction variance.

(3) The coupling model which relates the thermo-chemical model and the turbulence model through the probability density function, p.d.f., of the mixture fraction. In general, the form of p.d.f. will depend on the flow conditions and will be coupled with the chemical heat release. If constraints are imposed by solving the transport equations of the mean and the variance of the mixture fraction, the errors that can be made using an arbitrary form of the p.d.f. are limited. A Favre Beta function will be used here to represent the p.d.f. of the mixture fraction. The means and higher moments of the thermo-dynamic variables at any point may be obtained from their local relationship with the mixture fraction obtained from the thermo-chemical model and the p.d.f. of the mixture fraction.

NOMENCLATURE

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>D</td>
<td>velocity divergence</td>
</tr>
<tr>
<td>f</td>
<td>mixture fraction $f = \tilde{f} + f''$</td>
</tr>
<tr>
<td>fs</td>
<td>Stoichiometric value of the mixture fraction</td>
</tr>
<tr>
<td>$g_i$</td>
<td>gravitational acceleration vector</td>
</tr>
<tr>
<td>k</td>
<td>turbulent kinetic energy</td>
</tr>
<tr>
<td>p</td>
<td>pressure, $p = \overline{p} + p'$</td>
</tr>
<tr>
<td>$\tilde{P}$</td>
<td>Favre probability density function</td>
</tr>
<tr>
<td>R</td>
<td>ratio of turbulence velocity to scalar time scales</td>
</tr>
<tr>
<td>T</td>
<td>absolute temperature</td>
</tr>
<tr>
<td>$T_{adg}$</td>
<td>adiabatic flame temperature</td>
</tr>
<tr>
<td>$T_{amb}$</td>
<td>ambient temperature</td>
</tr>
<tr>
<td>U</td>
<td>longitudinal velocity component</td>
</tr>
<tr>
<td>$U_1$</td>
<td>velocity vector, $U_1 = \tilde{U}_1 + u'_1$</td>
</tr>
<tr>
<td>V</td>
<td>transverse velocity component</td>
</tr>
<tr>
<td>x</td>
<td>position vector</td>
</tr>
<tr>
<td>$y_k$</td>
<td>mass fraction of the $k^{th}$ species in the mixture</td>
</tr>
</tbody>
</table>
transverse location of the point at which \((\bar{U} - U_2)/(U_1 - U_2) = 0.5\)

diffusivity (same for all species)

\(\delta_t\)
integral thickness

\(\delta_w\)
vorticity or maximum slope thickness

\(\delta_1\)
shear layer 1 percent thickness of the mean temperature profile

\(\epsilon\)
turbulent kinetic energy dissipation rate

\(\epsilon_f\)
scalar variance dissipation rate

\(\rho\)
density of the mixture

\(\tau\)
time scale

\(\phi\)
equivalence ratio

\((\cdot),(\cdot)\)'
conventional averaging

\((\cdot),(\cdot)\)"
density weighted averaging

\((\cdot)_1,(\cdot)_2\)
high speed and low speed sides

**TURBULENCE MODEL**

Second-order closure methods are believed to be the optimum level of closure and have been successfully applied to constant density flows, including buoyancy effects (refs. 4 to 6). The presence of the density fluctuations in the variable density or combusting flows results in far more complex equations for the second moments. Application of density weighted (Favre) averaging to variable density flows results in a set of equations which are similar to those of constant density flows. This extends the use of the well developed constant density second-order closure models to the variable density case and makes available well tested model expressions for many terms in the moment equations (ref. 7). This is, however, not sufficient for the complete closure of the density weighted moment equations, since new correlations involving density and divergence of velocity appear in the set. The exact equations show that the variation of density is felt via three mechanisms: (1) the variation of the mean density and the correlation of density with velocity; (2) the non-zero divergence of velocity; and (3) the correlations involving pressure which are related to density via mass, energy, and state equations. These correlations appear in the transport equations of the Reynolds stresses and scalar fluxes and play an important physical role.

**Pressure Equation**

The instantaneous pressure equation follows from mass and momentum balance as

\[
\Delta p = a_{tt}^2 \rho - a_{ij}^2 (\rho U_i U_j) + g_i a_i \rho + a_{ij}^2 \tau_{ij} \tag{1}
\]
where \( \tau_{ij} \) denotes the Newtonian stress tensor. In contrast to the constant density case, the type of this equation for known velocity is hyperbolic. It describes the change of pressure due to hydromechanical motion and acoustic propagation of waves. The density term however contains not only acoustic variations of pressure but contributions which are due to mixing and chemical reaction. Expanding the first and second terms of above equation and utilizing the instantaneous mass and momentum equations, the above equation can be rewritten as,

\[
\Delta p = -\rho a_i U_j a_j U_i + \frac{1}{\rho} a_j \rho a_j p - \rho D_t D - \frac{1}{\rho} a_j \rho a_i \tau_{ij} + a_i \tau_{ij}
\]

where the substantial derivative is

\[
D_t = a_t + U_i a_i
\]

and

\[
D = a_i U_i = -\frac{1}{\rho} D_t p
\]

The last two terms in equation (2) represent the molecular viscous effects on pressure and are ignored in comparison to other terms in high Reynolds number flows. The second term in equation (2) results in an integral equation of the Fredholm type of second-order. It can be shown that the iterated kernels for this equation exist, thus a solution can be obtained. This solution is rather complicated, but it produces an integral form with a kernel modified by the density fluctuations. This term will have negligible effect at high Reynolds numbers due to the lack of correlation. The first term on the right-hand side of equation (2) is the well known hydrodynamic source of pressure change, see Chou (ref. 8). This would be the only term appearing in the case of constant density flows. In the context of the thermochemical model for diffusion flames introduced above, density is a local function of the mixture fraction. It is however advantageous to consider \( \rho^{-1} \), specific volume, instead of \( \rho \). Therefore

\[
D = \rho d_f \rho^{-1} D_t f
\]

The pressure equation can be recast in terms of mixture fraction,

\[
\Delta p \approx -\rho a_i U_j a_j U_i - \rho D_t \left( \rho d_f \rho^{-1} D_t f \right)
\]

In pure mixing of two gases of different molecular weights the variation of the specific volume as a function of the mixture fraction is close to linear, with its second derivative equal to zero. However in diffusion flames this relation is strongly nonlinear near the stoichiometric value of the mixture fraction. To the left and right of this value \( \rho^{-1}(f) \) is nearly linear with different slopes. If this local relation is simplified to partially linear with a jump in the slope at the stoichiometric value of the mixture fraction, then the terms involving the first derivative of the specific volume reflect the effect of mixing, with
and the terms involving the second derivative of the specific volume reflect the effect of chemical heat release, with

\[ d_f^2 \rho^{-1} = -a \delta(f - f_s) \]  \hspace{1cm} (5)

where \( H(f - f_s) \) denotes the Heaviside function, \( \delta(f - f_s) \) the Dirac function as generalized derivative of \( H(f) \) and \( f_s \) is the stoichiometric value of the mixture fraction. Utilizing the specific volume, the equation of conservation of mixture fraction and considering the limiting case of high Reynolds number and Kolmogorov's hypothesis of local isotropy (refs. 9 and 10) the pressure equation for diffusion flames is then reduced to

\[ \Delta p = -\rho \alpha f_i \alpha f_i f \]  \hspace{1cm} (6)

where \( E = r \alpha f_i f \). Based on the above model and equation (5) the second term on the right hand side of equation (6) is recognized as the heat release contribution to the pressure equation. This term behaves like a Dirac delta function and its magnitude is determined by the location and movement of the instantaneous flame front, \( f(x,t) = f_s \), since only near the flame front it has a large contribution and is small everywhere else. This simplified pressure equation analysis indicates that the fluctuations of the pressure contain the contributions of mixing and reaction in addition to velocity fluctuations. Janicka and Lumley (ref. 11) have argued that the mixing part can be neglected at high Reynolds numbers in pure mixing. An order of magnitude analysis shows that in the case of chemical heat release the mixing contribution can also be neglected.

Solution of the Poisson equation, (eq. (6)), for pressure can be obtained by application of Green's theorem. Thus far from walls, where the surface integral may be neglected

\[ P(x) = P_1(x) + P_2(x) \]

where

\[ P_1(x) = \frac{1}{4\pi} \int \int \rho \alpha^2 U_j \alpha^2 U_j \frac{1}{|x - x'|} \, dx_1 \, dx_2 \, dx_3 \]  \hspace{1cm} (7)

and

\[ P_2(x) = -\frac{1}{2\pi} \int \int \rho^2 (r \alpha f_i f)^2 \frac{d_f^2 (\ln \rho)}{d_f^2 \rho^{-1}} \frac{1}{|x - x'|} \, dx_1 \, dx_2 \, dx_3 \]  \hspace{1cm} (8)

Second-Order Closure

The complete set of equations constituting a closed system of Favre-averaged moments including all density variation effects will be discussed briefly.
The mean velocity, at high Reynolds number, satisfies

\[ \partial_j (\rho \bar{u}_j \bar{u}_j) = -\partial_i \rho - \partial_j (\rho u_i u_j) + \rho g_i \quad (9) \]

No closure assumption is required at this level of closure.

The modeled Reynolds stress equation is given as

\[ \partial_1 (\bar{u}_1 u_1 u_j) = - (\bar{u}_1 u_j \bar{u}_1 + \rho \bar{u}_1 u_j) - \frac{2}{3} \rho \epsilon \delta_{1j} \]

\[ + \partial_1 \left( C_s \rho \frac{k}{\epsilon} \bar{u}_1 u_m \bar{u}_m \bar{u}_1 \right) + \frac{1}{\rho} \left\{ \rho' \bar{u}_1 \partial_j \bar{p} + \rho' \bar{u}_j \partial_1 \bar{p} \right\} + Q_{1j}^1 + Q_{1j}^2 \quad (10) \]

The Kolmogorov assumption of local isotropy at high Reynolds numbers is used here, so that the dissipation tensor is isotropic with its trace equal to twice the turbulence kinetic energy dissipation, \( \epsilon \). The diffusion model of Daly and Harlow (ref. 12) is chosen over the more complicated model suggested by Hanjalic and Launder (ref. 13) due to their equivalent performances in constant density flows. Consideration of the exact solution of the pressure equation given by equations (7) and (8), suggests the following decomposition of the velocity-pressure gradient correlation

\[ - (u_1 \partial_j \bar{p} + u_j \partial_1 \bar{p}) = - (u_1 \partial_j \bar{p} + u_j \partial_1 \bar{p}) - \partial_1 \left( u_1 \partial_j \bar{p}_1 + u_j \partial_1 \bar{p}_1 \right) - \left( u_1 \partial_j \bar{p}_2 + u_j \partial_1 \bar{p}_2 \right) \]

The first term on the right-hand side of the above equation is denoted by \( Q_{1j}^1 \) and represents the correlation of the velocity fluctuations with the hydrodynamics part of the pressure fluctuation gradient. This would be the only term present for the incompressible flow case and contains the pure turbulence interaction "return to isotropy," and mean strain rate interaction "fast response" contributions. The closure model of Launder, Reece, and Rodi (ref. 4) is used for this term. In density weighted form this term is given as

\[ Q_{1j}^1 = -C_1 \rho \frac{k}{\epsilon} \left( u_1 \bar{u}_j - \frac{2}{3} \delta_{1j} k \right) - C_2 + 8 \frac{11}{11} \left( \gamma_{1j} - \frac{2}{3} \delta_{1j} \pi \right) \]

\[ - \frac{8C_2 - 2}{11} \left( \Delta_{1j} - \frac{2}{3} \delta_{1j} \pi \right) - \frac{30C_2 - 2}{55} \rho k (\partial_j \bar{u}_1 + \partial_1 \bar{u}_j) \]

\[ - \rho \partial_1 \bar{u}_1 \left\{ \frac{6C_2 + 4}{11} \bar{u}_1 u_j - \frac{40C_2 + 12}{55} \delta_{1j} k \right\} \]

where \( \gamma_{1j} = - (\bar{u}_1 \bar{u}_j + \bar{u}_j \bar{u}_1) \) and \( \pi = -u_1 \bar{u}_j \partial_j \bar{u}_1 \)

\[ \Delta_{1j} = - (u_1 \bar{u}_j \partial_j \bar{u}_1 + u_j \bar{u}_1 \partial_1 \bar{u}_1) \] and \( k = 1/2 \bar{u}_1 \bar{u}_1 \)
The term $Q_{ij}^2$ represents the heat release part of the pressure-strain rate correlation. Insight into modeling of this term can be gained by careful analysis of the pressure equation's solution (eq. (8)). Considering just the heat release portion of the pressure solution we have

$$-u_i'' a_j a_p = \frac{1}{2\pi} \int \int \int \rho \gamma a_i'' a_j'' a_p d_f^2 (\ln \rho) d_f^2 \rho^{-1} u''(x)$$

$$\times a_j \left( \frac{1}{|x - x'|} \right) dx_1 dx_2 dx_3$$

(12)

Due to the Dirac delta function behavior of the second derivative of the specific volume near the stoichiometric value of the mixture fraction, this correlation is determined by the location and movement of the instantaneous flame front, $f(x,t) = f_s$, i.e., only near the flame front does the second derivative of the specific volume contribute to the pressure equation. Therefore, the integral representation of the heat release contribution indicates dependence on the probability of the flame sheet being present at a given location. On the other hand, the probability of mixture fraction being in an interval about the stoichiometric value, $P(f_s; x) df$, is zero for pure oxidizer, where $f = 0$, and grows quickly with fuel concentration. It reaches its maximum at the flame front region and declines to zero in the pure fuel region, where $f = 1$. This suggests that $a_i'' P(f_s; x)$ is large and positive on the entrainment side of the flame and becomes small and negative past the flame front. Considering the dimensional properties of equation (12) it becomes clear that there are two time scales affecting this term. One is the scalar fluctuation time scale defined by the scalar variance and its dissipation, the other one is the dynamic or velocity fluctuation time scale, which is related to the turbulence large eddy structures. If tensorial properties and consistency with the limits of zero fluctuations and pure mixing without reaction are required, the following possible closure model emerges:

$$Q_{ij}^2 = C_{R1} \kappa \left( \frac{\bar{\rho}''}{\rho} \right)^{1/2} R^2 \frac{1}{\rho} \left[ \rho'' u'' a_j \left( \bar{\rho}''(f_s; x) \right) + \rho'' u'' a_i \left( \bar{\rho}''(f_s; x) \right) \right]$$

(13)

where $R = 2 \epsilon_f / \bar{\rho}'' k / c$ denotes the ratio of turbulence time scale to scalar fluctuations time scale and $\epsilon_f = \gamma a_i'' a_j''$ is the rate of dissipation of the scalar variance. Begueler, Dekeyser, and Launder (ref. 14) showed from a survey of several nonisothermal, nonreacting turbulent shear flows that the time scale ratio was approximately equal to 2.0. The implied constancy of $R$ is used in most work aimed at calculating scalar variances. However based on the evidence to the contrary provided by Warhaft and Lumley (ref. 15) an exact transport equation for the scalar dissipation is derived and modeled, so that $R$ can be determined at each point.

The constant $C_{R1}$ can be estimated as

$$C_{R1} \sim C^* \frac{1}{8\pi} d_f^2 \ln \rho$$

where $C^*$ is a measure of correlation among the terms in the integral (eq. (12)) and should have a value much less than one due to the degree of
statistical independence implied in the modeling of this term. $d_2 \ln \rho$ is a chemically dependent term that varies from zero (for nonreacting cases) to the order of 100 for reactions with large heat release. Therefore the value of $CR_1$ depends on the energy release in the flow field. For the hydrogen-air flame of Dibble, Kollmann, and Schefter (ref. 16) a value of 1.25 is recommended (ref. 10).

The rate of turbulence kinetic energy dissipation determines the dynamic length and time scales and satisfies the following modeled equation

$$
\rho_1 \left( \frac{\partial \tilde{u}_1}{\partial t} \right) = \rho_1 \left( \frac{\partial}{\partial x_j} \left( \epsilon \frac{\partial u_j}{\partial x_i} \right) \right) - \frac{\epsilon}{k} \rho_1 u_j \frac{\partial u_i}{\partial x_j} - \frac{2}{3} \rho \epsilon \frac{\partial}{\partial x_i} \tilde{u}_1
$$

$$
+ C_\epsilon \left( \frac{\rho \tilde{u}_1}{\rho} \right) \frac{\partial \rho}{\partial x_i} + C_{R_2} \left( \frac{\rho \tilde{u}_1}{\rho} \right)^{1/2} \frac{\partial \rho}{\partial x_i} \frac{\partial \rho}{\partial x_j}
$$

where the last term contains the effect of chemical heat release on dissipation. This complex process is tentatively taken into account by analogy with the corresponding term (eq. (13)) for the normal stresses.

Density - Velocity correlations appear both directly and through the modeled terms in the Reynolds stress transport equation (10). Derivation of exact equations and the closure of the equations are discussed in detail by Farshchki (ref. 10). The modeled transport equations for these correlations is given by

$$
\rho_1 \left( \frac{\partial \tilde{u}_1 \rho' u_1}{\partial t} \right) = - \left\{ \tilde{\rho}' u_1 \frac{\partial \tilde{u}_1}{\partial x_j} \tilde{u}_1 + \tilde{u}_1 \frac{\partial \rho' u_1}{\partial x_j} \rho \right\} - \tilde{\rho}' u_1 \frac{\partial \tilde{u}_1}{\partial x_j} \tilde{u}_1
$$

$$
+ \rho_1 \left( C_5 \frac{\partial \rho' u_1}{\partial x_j} \frac{\partial \rho' u_1}{\partial x_j} \right) - 2C_5 \frac{\partial \rho' u_1}{\partial x_j} \frac{\partial \rho' u_1}{\partial x_i} + \frac{\partial \rho}{\partial x_i} \frac{\partial \rho}{\partial x_j}
$$

$$
- C_{RUD} \frac{\rho' u_1}{\rho_1} \frac{\partial \rho' u_1}{\partial x_j} + C_{1RU} \frac{\partial \rho}{\partial x_j} \frac{\partial \rho}{\partial x_i} - C_{RF} \left( \frac{\rho}{\rho_1} \right)^{1/2} \frac{\partial \rho}{\partial x_i} \frac{\partial \rho}{\partial x_j}
$$

$$
+ C_{2RU} \frac{\rho' u_1}{\rho_1} \frac{\partial \rho' u_1}{\partial x_j} \tilde{u}_1
$$

$\tau$ is the turbulent time scale, which is traditionally set equal to the turbulence time scale $k/c$. However it can also be the time scale of scalar fluctuations or a combination of the two time scales (ref. 17). $\rho'_{12}$ is the variance of density and is obtained directly using the thermo-chemical model and the appropriate weighted integration of the mixture fraction p.d.f.

The transport equation of the mixture fraction's mean value requires no modeling and is given as
where the molecular diffusion effects are neglected in comparison with the turbulence diffusion at high Reynolds numbers.

Next a transport equation for the scalar flux vector, \( \overline{u_1 f''} \), is derived and modeled (ref. 6). The scalar pressure gradient terms (pressure scrambling) are modeled using the same line of argument used for velocity-pressure gradient correlations in the Reynolds stress equation. The modeled form of this equation is given as

\[
a_1 \left( \frac{\rho u_1 f''}{2} \right) = -a_4 \left( \frac{\rho u_1 f''}{2} \right) + a_4 \left( C_c \frac{\rho u_1 u_j a_j f}{2} \right)
\]

\[
+ \frac{1}{\rho} \rho f'' a_j a_j f + C_1 \rho u_1 f'' + C_2 \rho u_1 f'' a_j a_j f
\]

\[
+ C_R \rho f'' \left( f'' \right)^{1/2} \frac{\rho f''}{2} a_4 \left( \rho f'' \left( f'' \right)^{1/2} \right)
\]

\[\rho f''\] appearing in the above equation can be obtained from the p.d.f. of the mixture fraction.

Mixture fraction variance appears in the Beta function representing the probability density of the mixture fraction. For high Reynolds number flows the modeled mixture fraction variance equation is expressed as

\[
a_1 \left( \frac{\rho u_1 f''}{2} \right) = -2 \rho u_1 f'' a_1 f + a_4 \left( C_c \frac{\rho u_1 u_j a_j f''}{2} \right) - 2 \rho f''
\]

The variance of the mixture fraction is dissipated by molecular action at small scales. This dissipation rate is also the key to determination of scalar fluctuation time scale. The exact form of the scalar dissipation equation and its modeling is discussed in detail by Farshchi et al. (ref. 18). However, regrouping some of the exact terms and applying an order of magnitude analysis and ignoring terms of order \( Re_t^{-1} \) and less, where \( Re_t = k^2/\nu \epsilon \) is the turbulence Reynolds number, Farshchi (ref. 10) shows that for high heat release cases there is a source along with a sink of the scalar dissipation. The chemical source term for diffusion flames is given by

\[
d_{ffp}^2 \left( \frac{\rho u_1 f'' a_1 f''}{2} \right)^2 \approx C_p \rho f'' \left( f'' \right)^{1/2}
\]

with \( C_p = 1.0 \). The completely modeled scalar dissipation equation is then given by:
\[ a_{ij} \overline{u_j \epsilon_f} = a_j \left( c_{\epsilon 2 \rho} \frac{\kappa}{\epsilon} \overline{u_i u_j \epsilon_f} \right) - c_{\epsilon 2 \rho} \frac{\epsilon}{k} \overline{u_i u_j \epsilon_f} + c_{p3} \frac{\rho P_{f_s}}{2} \frac{\epsilon_f}{f_f^2} \left( \overline{u_f^2} \right)^{1/2} - c_{D1 \rho} \frac{\epsilon_f}{f_f^2} - c_{D2 \epsilon_f} \frac{\epsilon}{k} - c_{D3} \frac{1}{\rho} \left( \frac{k}{\rho} \right)^2 \frac{\epsilon_f}{f_f^2} \]

All constants used in above equations are summarized in table I.

APPLICATION AND COMPARISON WITH MEASUREMENTS

Hermanson's (ref. 19) experimental studies of the effect of heat release in a planar, gaseous reacting mixing layer formed between free streams containing hydrogen and fluorine in nitrogen diluents are used for comparison. The density ratio of the free streams is kept equal to one by using as diluent a mixture of nitrogen and a small amount of helium, on the fluorine side, and a mixture of nitrogen with small amount of argon on the hydrogen side. The nominal high speed, hydrogen containing side, flow velocity is 22 m/s and a free-stream speed ratio of \( U_2/U_1 = 0.4 \) is maintained. The high speed free-stream turbulence level was measured to be about 2/3 percent. The measuring station was positioned 0.457 m downstream of the splitter plate trailing edge. The Reynolds number at the measuring station based on the high speed free-stream velocity, the downstream distance and the cold free-stream kinematic viscosity was \( Re_x = 6 \times 10^5 \). The Reynolds number based on high speed boundary layer momentum thickness just upstream of the trailing edge was estimated to be about 240.

Two cases of moderate and high heat release are considered, corresponding to two equivalence ratios (ref. 2):

1. \( \phi = 1 \), corresponding to fluorine concentration of 6 percent and hydrogen concentration of 6 percent, with a maximum adiabatic flame temperature of 860 K.

2. \( \phi = 1/4 \), corresponding to fluorine concentration of 6 percent and hydrogen concentration of 24 percent, with a maximum adiabatic flame temperature of 1240 K. Thermodynamic tables relating density and temperature to the mixture fraction are obtained using CEC83 (ref. 20) computer program.

Numerical Method

The numerical method used for this calculation is a modified version of the Patankar and Spalding method (ref. 21) where all the first order moments are defined on node points, and all higher order moments are defined at midpoints. The given initial velocity profiles have Blasius form and agree with the boundary layer momentum thickness value reported by the experiment. The initial dissipation rate, \( \epsilon \), and the shear stress, \( \overline{u_i v_j} \), are determined.
utilizing the turbulence equilibrium assumption, a simple gradient flux model with molecular kinematic viscosity, and the assigned velocity profile. Next the well known turbulence viscosity model,

\[ \mu_t = 0.09 \rho \frac{k^2}{\epsilon} \]

with laminar viscosity is used to determine initial turbulent kinetic energy profile. The normal stresses are equi-partitioned. The initial mean mixture fraction has a step profile and all other turbulent correlations are set to zero. The longitudinal mean pressure gradient must be prescribed analytically in terms of the gradient of the outer boundaries velocities and is zero here. The transverse pressure gradient cannot be prescribed and is approximated by a simplified version of the mean transverse momentum equation as

\[ a_y p = -a_y (\rho v^2) \]

The upper bound of the marching step of the main procedure is determined at each forward position with respect to the value of a characteristic thickness of the mixing layer. To solve a typical problem with this 13 equation turbulence model over a distance of 0.9 m with 80 node point in the cross direction, the time needed on an IBM 370 is about 30 min CPU. The p.d.f. integration for the calculation of mean density, temperature, and other mixture fraction moments at each node takes 2/3 of above time.

Discussion of the Results

The initial prediction of the homogeneous cold flow mixing layer resulted in a mixing layer thickness 35 percent below its experimental value at the axial measuring station. To validate the model constants and the method used here and due to the lack of velocity correlations measurements by Hermanson (ref. 19) it was decided to use Browand and Latigo's (ref. 22) experimental study. Two measures of thickness of the turbulent mixing region are employed. First is the integral thickness defined as

\[ \delta_t = \frac{1}{(\Delta U)^2} \int_{-\infty}^{\infty} [U_1 - U(y)][U(y) - U_2] \, dy \]

Second is the vorticity thickness defined as

\[ \delta_w = \frac{(\Delta U)}{(a_y U)_{max}} \]

Figure 1 shows that there is about 16 percent difference between the experimental and calculated values of the normalized integral thickness. The axial rate of change of vorticity thickness is experimentally estimated to be between 0.15 and 0.17 \( \lambda \), where \( \lambda = (U_1 - U_2)/(U_1 + U_2) \). The calculated value, \( d_x \delta_w = \)
0.148 \( \lambda \), is at most 13 percent less than the experimental value. Comparison of normalized mean velocity and turbulence shear stress are presented in figures 2, 3, and 4. They show good agreement with experiment except near the high speed side where the calculation shows a faster approach to the outer values.

Physically the spread of the mixing layer downstream of the splitter plate is determined by two different mechanisms. The spreading rate of the mixing layer at dynamical equilibrium stage is one mechanism. This is reasonably well predicted by the calculation. The other and more crucial mechanism, which is not predicted by the calculation, involves the transition from attached boundary layers on the splitter plate to free mixing layer developing downstream of it. If the boundary layers are laminar then there is also a transition from laminar to turbulent flow in the developing region of the mixing layer. Birch (ref. 23) has attempted to model the developing region of the mixing layer by a multi-length scale gradient flux turbulence model. However, present calculations indicate that a single-length scale second-order model along with substantially reduced value of the initial turbulent kinetic energy dissipation would result in an increase of the spreading in the initial developing region. Even though the final spreading rate in the similarity region is the same as before, the thickness of the mixing layer is larger by up to 25 percent. The major short coming of this treatment is that the amount of initial reduction of \( \epsilon \) is not the same for all flow conditions and is a function of velocity ratio and character of the boundary layers on the splitter plate. Since in the study of heat release effects only relative values of the spreading are of importance the basic model without any modification can be used.

To examine the contribution of heat release terms introduced by pressure fluctuation correlations and those appearing in the scalar dissipation equation two sets of model constants are examined:

(I) Constants \( C_{R1}, C_{R2}, C_{RF}, C_{D3}, \) and \( C_{p3} \) are all set to zero

(II) The values given in table I are used for above constants

The rest of the constants are kept the same in both cases.

The comparison of mean axial velocities (fig. 5), and turbulent shear stresses (fig. 6), obtained for the large heat release case, \( \varphi = 1/4 \), utilizing models (I) and (II) indicate that there is a little difference between the two models and the improvement obtained by the application of model (II) is almost negligible. This means that the heat release portion of the pressure fluctuation correlations has little effect on the turbulent velocity field. This result can also be shown by the fact that at each level of heat release, models (I) and (II) predict very close values for the spreading rate of the mixing layer. The spreading rate, however, decreases with the heat release. Spreading rate is defined by \( d(y_{0.1} - y_{0.9})/dx \), i.e., the rate of spread of the distance between the points at which \( U \) equals \( 0.1(U_1 - U_2) + U_2 \) and \( 0.9(U_1 - U_2) + U_2 \). Table II summarizes the spreading rates at different levels of heat release.

The moderate heat release case causes about 10 percent reduction in the spreading rate, however the increase in the heat release has only produced about 3 percent further reduction. The spreading rate levels off as the heat release is increased. This leveling corresponds with the leveling of the mean
density reduction reported by Hermanson (ref. 19) and leads to the conclusion that probably the single most important cause of the spreading rate reduction with heat release is the reduction of density and the subsequent reduction of the turbulent shear stress, \( -\rho \bar{u} \bar{w} \). Turbulent shear stresses normalized by free-stream density and velocity difference are compared in figure 7. There is a considerable reduction of shear stress between the cold and moderate heat release cases. Further increase of the heat release, however, results in a small reduction in the value of shear stress.

Hermanson (ref. 19) reported a monotonic decrease of the vorticity thickness, \( \delta_w \), with heat release without any influence of the equivalence ratio on this trend. The present equilibrium flame formulation of the chemical reaction is however dependent on the stoichiometric value of the mixture fraction and therefore on the equivalence ratio, \( \varphi \). For 6 percent fluorine and \( \varphi = 1 \), the stoichiometric value of the mixture fraction is about 0.5 and for \( \varphi = 1/4 \) it is about 0.2. It is in the neighborhood of this value that the mixture density reaches its minimum value. Figures 8 and 9 show the differences in the density variance distributions and the mean density minimum value location for the two cases of \( \varphi = 1 \) and 1/4. The movement of the mean density minimum value causes the shift in the profile of turbulent shear stress and the location of its peak value as displayed in figure 7. Since the velocity profile is dependent on the gradient of the turbulent shear stress and not its absolute magnitude, the vorticity thickness predicted for the case of moderate heat release, \( \varphi = 1 \), is smaller than the value predicted for the high heat release case, \( \varphi = 1/4 \). Hermanson's (ref. 14) experimental results for 6 percent fluorene and \( \varphi = 1 \) also show some scatter in vorticity thickness measurements with some values that are smaller than those measured for the higher heat release case, \( \varphi = 1/4 \). These values are compared with calculated results in table III.

Considering the general trend of the experimental vorticity thickness behavior and assuming that above scatter is within acceptable measurement accuracy bounds, one concludes that the above discrepancy between the predicted and measured results and the dependence on the stoichiometric value of the mixture fraction can be resolved by accounting for intermittency effects by such methods used by Kent and Bilger (ref. 24). Byggstoyl and Kollmann (ref. 25) have presented a model for the prediction of intermittency and initial exploratory calculations with such models point to better predictions.

Figure 10 compares the predictions of model (I) and (II) for the ratio of scalar to velocity field time scales, indicating that the influence of modifications included in model (II) is larger on the scalar field than the velocity field. Even though the difference in density predictions (fig. 11), is not large, the density variance and the mixture fraction variance predictions (figs. 12 and 13), show as much as 36 percent jump in their values with model (II) near the stoichiometric value of the mixture fraction. This change in the magnitude of the mixture fraction variance causes more than 10 percent reduction in the peak value of the predicted temperature which corresponds very well with the experimental measurement, as shown in figure 14. The transverse coordinate in this figure is normalized by shear layer 1 percent thickness, which is defined as the transverse width of the layer at which the mean temperature is 1 percent of the maximum mean temperature rise. The shift between the predicted and measured temperature profiles is symmetric on both sides and is expected to be a consequence of a fixed horizontal high speed upper side wall and diverging low speed lower side wall in the experiment.
Comparison with the limited experimental results available indicate that the modeling approach used here is a step in the right direction. However, comprehensive measurements of the scalar field quantities, such as mixture fraction and density variances and scalar-velocity correlations, are needed to examine and fully evaluate the contribution of the model presented here.

CONCLUSIONS

A fully second-order closure model for reacting turbulent flows have been extended to include the effects of heat release on the turbulence flow field. This was done by analyzing the exact pressure equation of a turbulent non-premixed flame. The scalar field time scale has also been directly calculated by developing an equation for the dissipation of scalar variance which also includes the heat release effects. Two models, (I) not including heat release terms and (II) including the heat release terms were compared and indicate that: (a) The velocity field predictions are very similar in both models, correctly predicting the reduction in mixing layer spread rate with heat release. The scalar field results of model (II) are in better agreement with the experimental data yielding a 10 percent improvement in temperature predictions. (b) The time scale ratio is sensitive to density fluctuations. This points to a correct inclusion of heat release effects in the equation of scalar variance dissipation. Nevertheless, it would be premature to draw any conclusion about universality of such a closure and the values of the constants used here. Further experiments are needed to support or to improve present assumptions and modeling.
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### TABLE I. - MODEL CONSTANTS

<table>
<thead>
<tr>
<th>( C_1 )</th>
<th>( C_2 )</th>
<th>( C_R1 )</th>
<th>( C_e )</th>
<th>( C_{e1} )</th>
<th>( C_{e2} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.2</td>
<td>1.6</td>
<td>0.43</td>
<td>1.25</td>
<td>0.15</td>
<td>1.45</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>( C_{e3} )</th>
<th>( C_R2 )</th>
<th>( C_{1RU} )</th>
<th>( C_{2RU} )</th>
<th>( C_{RF} )</th>
<th>( C_{RUD} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0</td>
<td>1.25</td>
<td>4.0</td>
<td>0.5</td>
<td>1.25</td>
<td>1.0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>( C_c )</th>
<th>( C_{1C} )</th>
<th>( C_{2C} )</th>
<th>( C_{C2} )</th>
<th>( C_{D1} )</th>
<th>( C_{D2} )</th>
<th>( C_{D3} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.18</td>
<td>3.2</td>
<td>0.5</td>
<td>1.18</td>
<td>2.2</td>
<td>0.8</td>
<td>1.0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>( C_{p1} )</th>
<th>( C_{p2} )</th>
<th>( C_{p3} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.8</td>
<td>0.8</td>
<td>1.0</td>
</tr>
</tbody>
</table>

### TABLE II. - SPREADING RATES OF THE MIXING LAYER AT DIFFERENT LEVELS OF HEAT RELEASE

<table>
<thead>
<tr>
<th>Heat release level</th>
<th>( d(y_{0.1} - y_{0.9})/dx )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cold flow</td>
<td>0.0562</td>
</tr>
<tr>
<td>Moderate heat release ((\varphi = 1, T_{adb} = 860 \text{ K}))</td>
<td>0.0505</td>
</tr>
<tr>
<td>High heat release ((\varphi = 1.4, T_{adb} = 1240 \text{ K}))</td>
<td>0.0488</td>
</tr>
</tbody>
</table>

### TABLE III. - COMPARISON OF NORMALIZED VORTICITY THICKNESS \( \delta_w/\delta_{w0} \) WITH MEASUREMENTS

\( \delta_{w0} \) is the cold flow vorticity thickness.

<table>
<thead>
<tr>
<th>( \varphi )</th>
<th>Experimental (ref. 14) measurements</th>
<th>Present calculation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 moderate heat release</td>
<td>0.7645</td>
<td>0.8814</td>
</tr>
<tr>
<td>1/4 high heat release</td>
<td>0.8066</td>
<td>0.8814</td>
</tr>
<tr>
<td>1/4 high heat release</td>
<td>0.9067</td>
<td>0.8814</td>
</tr>
<tr>
<td>1/4 high heat release</td>
<td>0.8826</td>
<td>0.9627</td>
</tr>
</tbody>
</table>
Figure 1. - Normalized local integral thickness as a function of downstream distance for $\lambda = 0.695$ and $\delta_{ti} = 0.46$ mm.

Figure 2. - Longitudinal mean velocity.
Figure 3. - Distribution of shear stress.

Figure 4. - Longitudinal mean velocity, cold flow.
Figure 5. - Comparison of velocity prediction of models I and II with the experiment for the high heat release case, $\varphi = 1/4$.

Figure 6. - Comparison of turbulent shear stress prediction of model I and II for high heat release case, $\varphi = 1/4$. 
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Figure 7. - Comparison of turbulent shear stress for different heat release values, using model I.

Figure 8. - Comparison of density variances for different equivalence ratios, using model I.
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Figure 9. - Comparison of mean densities for different equivalence ratios, using model I.
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Figure 10. - Ratio of scalar to velocity time scales for high heat release case, \( \varphi = 1/4 \).
Figure 11. - Comparison of density predictions for high heat release case, $\varphi = 1/4$.

Figure 12. - Comparison of density variance predictions for high heat release case, $\varphi = 1/4$. 
Figure 13. - Mixture fraction variance for high heat release case, $\varphi = 1/4$.

Figure 14. - Temperature comparison for high heat release case, $\varphi = 1/4$. 
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