The Telecommunications and Data Acquisition Progress Report 42-86
April—June 1986

E. C. Posner
Editor

August 15, 1986

NASA
National Aeronautics and Space Administration
Jet Propulsion Laboratory
California Institute of Technology
Pasadena, California
The Telecommunications and Data Acquisition Progress Report 42-86
April – June 1986

E. C. Posner
Editor

August 15, 1986

NASA
National Aeronautics and Space Administration
Jet Propulsion Laboratory
California Institute of Technology
Pasadena, California
The research described in this publication was carried out by the Jet Propulsion Laboratory, California Institute of Technology, under a contract with the National Aeronautics and Space Administration.

Reference herein to any specific commercial product, process, or service by trade name, trademark, manufacturer, or otherwise, does not constitute or imply its endorsement by the United States Government or the Jet Propulsion Laboratory, California Institute of Technology.
Preface

This quarterly publication provides archival reports on developments in programs managed by JPL's Office of Telecommunications and Data Acquisition (TDA). In space communications, radio navigation, radio science, and ground-based radio astronomy, it reports on activities of the Deep Space Network (DSN) and its associated Ground Communications Facility (GCF) in planning, in supporting research and technology, in implementation, and in operations. Also included is TDA-funded activity at JPL on data and information systems and reimbursable DSN work performed for other space agencies through NASA. The preceding work is all performed for NASA's Office of Space Tracking and Data Systems (OSTDS).

In geodynamics, the publication reports on the application of radio interferometry at microwave frequencies for geodynamic measurements. In the search for extraterrestrial intelligence (SETI), it reports on implementation and operations for searching the microwave spectrum. The latter two programs are performed for NASA's Office of Space Science and Applications (OSSA).

Finally, tasks funded under the JPL Director's Discretionary Fund and the Caltech President's Fund which involve the TDA Office are included.

This and each succeeding issue of the TDA Progress Report will present material in some, but not necessarily all, of the following categories:

OSTDS Tasks:
- DSN Advanced Systems
  - Tracking and Ground-Based Navigation
  - Communications, Spacecraft-Ground
  - Station Control and System Technology
  - Network Data Processing and Productivity
- DSN Systems Implementation
  - Capabilities for New Projects
  - Networks Consolidation Program
  - New Initiatives
  - Network Sustaining
- DSN Operations
  - Network Operations and Operations Support
  - Mission Interface and Support
  - TDA Program Management and Analysis
- GCF Implementation and Operations
- Data and Information Systems

OSSA Tasks:
- Search for Extraterrestrial Intelligence
- Geodynamics
  - Geodetic Instrument Development
  - Geodynamic Science

Discretionary Funded Tasks
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DSS 13 Frequency Stability Tests Performed During May 1985 Through March 1986

T. Y. Otoshi and M. M. Franco
Radio Frequency and Microwave Subsystems Section

This article presents results of station frequency stability testing performed at DSS 13 during May 1985 through March 1986. The testing was done on X-band uplink and X- and S-band downlink subsystems as well as on end-to-end systems. The subsystem test data are useful for assessing the frequency stability of various prototype X-band uplink or downlink subsystems for purposes of making design improvements. Information derived from extensive testing at DSS 13 will be useful in the preparation of an X-band Uplink Demonstration Experiment to be conducted at DSS 13, and will also be valuable in the preparations of gravity wave experiments to be conducted at other DSN stations in the future.

I. Introduction

An excellent introduction to the "Gravitational Wave Experiment" was given by Berman (Ref. 1) in 1978. As stated in Ref. 1, "One of the most exciting challenges facing gravitational theoreticians and experimenters in the remaining decades of the 20th century will be the attempted detection and measurement of 'gravitational waves' as predicted by Einstein's General Theory of Relativity." One of the steps recommended by Berman for gravitational wave detection was the development of X-band uplink capability.

The DSN undertook a development program in 1979 to add an X-band uplink capability to DSN Deep Space Stations. Early X-band uplink development work is described in Ref. 2. Descriptions of the overall X-band uplink and X- and S-band downlink systems at DSS 13 and the planned demonstration at DSS 13 with the Galileo spacecraft were given by Meeker and Timpe in Ref. 3. A theoretical phase stability analysis of this new DSS 13 system was performed by Koerner (Ref. 4).

Frequency stability tests performed at JPL on some prototype subsystems (for the X-band uplink project) were reported by Sosa (Refs. 5 and 6) in 1981. The first actual station stability testing on X-band uplink equipment at DSS 13 was done by Otoshi during March 1984 through March 1985, and the results of those tests were reported in internal JPL documents (Table 4, items 1 through 5). More recently, from May 1985 through March 1986, Otoshi and Franco have performed extensive frequency stability tests at DSS 13 (Table 4, item 6).

The purpose of this current article is to present the results of the recent frequency stability tests performed at DSS 13. It is also the purpose to impart some of the knowledge gained from this work that will be useful to designers of X-band
uplink systems and to users of radio science data. The following sections of this article are organized as follows: (1) description of the current system status at DSS 13 and discussions of problem areas to correct or avoid for future X-band uplink systems, (2) brief descriptions of the test setups and measurement techniques used to obtain the test data, (3) a summary of test results for nine test periods, and (4) concluding remarks, including a list of important knowledge gained as a result of extensive testing at DSS 13.

II. Present System Status

Many problems were encountered during the 11-month period from May 1985 through March 1986. Failures occurred on two different Dana synthesizers, the DSN prototype cable stabilizer, the X-band klystron magnet power supply, the klystron vacuum seal, two S-band translator modules, an X-band translator module, the X-band maser, the S-band maser, and the Block III receiver modules. Some of the problems and failures occurred during testing, while other failures occurred between test periods. Very often, the test plans had to be modified after arriving at the site so that improvised tests could be performed on whatever subsystems were working at the time.

At the present time, most of the hardware is now working and problems are identified. The R&D X-band uplink-downlink hardware at DSS 13 is not up to DSN quality standards, and cannot be expected to perform as reliably as the implementation versions that will be going into 34-m antenna DSN stations in the near future.

Leakage signals corrupted data taken at the Block III receiver doppler extractor ports. The leakage problem was circumvented in subsequent end-to-end tests by putting terminations on the output ports of the doppler reference signal paths at the control room bulkhead, and then operating the Block III receivers in modified open-loop configurations.

The current open- and closed-loop receiver systems at DSS 13 are very difficult to check for leakage or to perform AGC calibrations on because all controls for the step attenuators have to be manually operated by personnel inside the cone on the antenna.

Another important problem area discovered was that the Hydrogen Maser Frequency Distribution system outputs are not adequately isolated. When personnel for other projects run simultaneous tests at DSS 13 (on a noninterference basis) and begin connecting and disconnecting cables from 1 MHz and 5 MHz output ports on the Hydrogen Maser Frequency distribution boxes, the frequency stability of the end-to-end system is affected and degraded.

III. Test Setups

Figure 1 shows the output test ports used for DSS 13 X-band uplink and X-band downlink subsystem and end-to-end system tests. Figure 2 shows the output test ports for the X-band uplink and S-band downlink system. Figure 3 shows the special test equipment used for performing station frequency stability tests, and Fig. 4 is a block diagram of the Data Acquisition System (DAS) used to acquire and collect the test data.

At test output ports 4, 5, and 6, shown in Fig. 1, measurements were made by comparing the output phase of the test signal (coming out the microwave subsystem under test) to the phase of a reference signal. For X-band uplink and X-band translator output tests, respectively, the reference signals were generated by use of oven-stabilized ×72 and ×84 multipliers that were driven by the cable-stabilized 100 MHz frequency in the cone. For translator S-band output port 12, shown in Fig. 2, the reference signal was generated by an oven-stabilized ×23 multiplier driven by the cable-stabilized 100 MHz in the cone. The reference signal was fed into one of the ports of a test equipment X- or S-band microwave mixer, while the test signal from the output of the microwave subsystem under test was fed into the other port of the mixer.

The transmitter synthesizer in the control room was set so that the frequency of the test signal would be offset from the frequency of the reference signal by 1 Hz. Then the 1 Hz output from the test equipment X- or S-band mixer was fed into a 1 Hz amplifier-filter (with a passband of DC to 10 Hz) which was followed by the Zero Crossing Detector (ZCD) and the Data Acquisition System (see Fig. 4). The 1 Hz amplifier-filter was not used in all of the tests, but tests showed that negligible degradation of the test data resulted from use of this amplifier-filter.

Connections to mixer(s), subsystem test ports, reference multiplier, and 100 MHz cable stabilizer output port were made with special phase stable test cables. Fixed attenuator pads having the appropriate values were used to obtain desired power levels. For translator output tests, it was necessary to insert an external low-noise amplifier between the translator output port and the mixer input port.

For purposes of testing the microwave subsystems at frequencies that were not integer multiples of 100 MHz, the two-mixer method test configuration shown in Fig. 5 was used. The two-mixer method permits testing at any of the microwave frequencies in the DSN band. This technique is a new development in the specialized field of frequency stability measurements.
For tests at Multi-Mission Receiver (MMR) output ports (see port 7 in Fig. 1 and port 13 in Fig. 2), an HP 8662A synthesizer, driven by a 10 MHz reference frequency, was used as part of the external test equipment. The 10 MHz reference frequency for the synthesizer was derived from the output of a divide-by-10 assembly that was driven by the station's 100 MHz reference frequency from the hydrogen maser. The output frequency of the HP 8662A synthesizer was set to the MMR IF output plus 1 Hz and fed into one port of a test equipment IF mixer. The IF test signal from the MMR was fed into an IF amplifier whose output was fed to the other port of the mixer. The 1 Hz output from the mixer was then fed into the 1 Hz amplifier-filter, followed by the Zero Crossing Detector and Data Acquisition System.

For closed-loop receiver output tests at the X-band doppler mixer output ports (see ports 8 and 9 in Fig. 1) and S-band doppler mixer output ports (see ports 14 and 15 in Fig. 2), an HP 8662A synthesizer was set at 1 MHz + 1 Hz or 5 MHz + 1 Hz and fed into a test equipment IF mixer. The test signal output from the doppler mixer was fed into the other port of the test equipment IF mixer. The 1 Hz output was then fed into the 1 Hz amplifier-filter, followed by the Zero Crossing Detector and Data Acquisition System.

For modified open-loop receiver output tests at ports 11 and 17, it was only necessary to set the transmitter and receiver synthesizers to the appropriate values to obtain a 1 Hz output which was then fed directly into the Zero Crossing Detector, which was followed by the Data Acquisition System. No test equipment mixer or amplifier-filter were necessary in this configuration and only a single test cable (carrying the 1 Hz signal) was required.

IV. Test Results

The results for the tests performed at DSS 13 during May 1985 through March 1986 are summarized and tabulated in Tables 1 through 3. Tables 1, 2, and 3, respectively, show the results for X-band uplink only tests, X-band uplink and X-band downlink only tests, and X-band uplink and S-band downlink only tests. The test output ports are described in the tables and refer to the test ports shown in Figs. 1 and 2. In order to keep this report concise, only frequency stability results for tau = 1000s will be given.

The following symbols used in the tables are defined as follows:

FFS = Fractional Frequency Stability (Allan Sigma)

#SDP = Number of second difference points used to determine FFS

The heading “Xmtr Syn” used in column 2 of the tables refers to the particular synthesizer used for the transmitter (or uplink) synthesizer. The symbol

T refers to the Dana synthesizer, J270(F)-84502, normally used at DSS 13 as the transmitter synthesizer.

R refers to the Dana synthesizer, J270(F)-79284, normally used at DSS 13 as the receiver synthesizer.

S refers to the Dana synthesizer, J270(F)-59853, normally used as a DSN spare synthesizer.

It is important to record which synthesizer is used for the tests because the stability of the particular synthesizer used for the transmitter or uplink synthesizer is crucial for obtaining good station stability.

In the tables, the heading “Air Temp.” is used to refer to the outside air temperature as monitored by a thermometer placed on the cable tray just outside the control room interface bulkhead. It is important to monitor the outside air temperature because test results seem to improve considerably during periods when the air temperature was 12°C or colder, and also from about 10 p.m. to 3 a.m., when the outside temperature variations are minimal. Good test results were sometimes difficult to obtain during some times of the day and whenever the outside air temperature rose above 25°C.

In the Comments column in the tables, the term “edited data” is used to indicate that the original data set had bad data points in it. For the FFS results corresponding to edited data, only selected good portions of the original data were used. Although the “edited data” results tend to indicate that stabilities are better than what was actually achieved, it was necessary in some cases to edit and salvage the data. In some cases, the causes of bad data points could be isolated and attributed to a non-typical event occurring at the station during the test.

Although much more information is contained in the tables, the discussion of results will be limited to the following general points of interest and comments

(1) For exciter closed-loop tests, the FFS (for tau = 1000s) ranged from 2.27E-16 to 1.58E-15 and was typically better than 1.2E-15.

(2) For transmitter closed-loop tests, the FFS ranged from 3.46E-16 to 2.68E-15. In previous tests (Table 4, items 1 through 5) the FFS for the same configuration was typically better than 1.4E-15, but most of the time, the FFS results were only slightly worse than the exciter closed-loop results.

(3) For transmitter open-loop tests, the FFS ranged from 4.94E-16 to 1.42E-15. It should be noted that the
tests were intentionally done during a period when the air temperature change was small to minimize the klystron heat exchanger cycling on and off during the tests. Previous tests (Table 4, items 1 through 5) showed that the FFS for this configuration varied between 1.2 and 2.0E-15, depending on the air temperature variations occurring during the test.

(4) The X-band translator output tests showed that FFS ranged from 4.99E-16 to 1.56E-15. This is consistent with previously reported data (Table 4, item 5).

(5) The end-to-end tests for X-band uplink and X-band downlink with the receiver in closed loop will not be discussed because the data may be invalid due to leakage signals which were detected after the tests were completed. The effect of the leakage signals is not presently known. The data is shown for reference only.

(6) The end-to-end tests for X-band uplink and X-band downlink with the receiver in modified open loop showed that the stabilities were far better than expected. For the system with the transmitter bypassed, the FFS ranged from 6.72E-16 to 3.05E-15. Most of the time the FFS was better than 1.25E-15. For the system with the transmitter included, the FFS values ranged from 9.51E-16 to 2.09E-15.

(7) The S-band translator output tests showed that FFS ranged from 4.71E-16 to 7.07E-15. The FFS was typically about 3.0E-15 or better, which agrees with some earlier test results that were not reported.

(8) The S-band MMR output tests showed that the FFS ranged from 1.15E-15 to 5.04E-15. Some problems were encountered in these measurements due to noisy 295 MHz IF signals coming down to the control room. The IF signal had to be amplified with an external amplifier and mixed with a 295 MHz plus 1 Hz signal from an HP 8662A synthesizer.

(9) The end-to-end tests for X-band uplink and S-band downlink with the receiver in closed loop may not be valid because leakage signals might have existed at the time of these particular S-band downlink tests. The results, therefore, should be considered preliminary and are shown for reference purposes only. This data will be compared to data taken at some future time when equipment leakage problems are eliminated.

(10) The end-to-end test for X-band uplink and S-band downlink with the receiver in modified open-loop configuration showed that the stability was not good. However, only one test was made and the results may not be indicative of true system performance.

Based upon the test results obtained at various subsystem output ports, the total end-to-end system stabilities were better than expected. It should be pointed out that subsystem test results were degraded by the use of external test setup equipment such as reference path multipliers, mixers, an auxiliary synthesizer, amplifiers, and test cables. In the final end-to-end system tests for the modified open-loop configurations, the test setup did not include any of this external equipment, except for a test cable that was used to carry the 1 Hz output signal from the system to the Zero Crossing Detector.

It should be pointed out that none of the FFS test results presented in this report included the instability of the hydrogen maser. The reason for this is that, for the various test configurations and test methods employed to make the measurements, the instability of the hydrogen maser (or station frequency standard) cancels out to a first order.

V. Summary and Conclusions

In conclusion, it is appropriate to pass on knowledge gained from extensive DSS 13 frequency stability testing. Not all of this information can be determined from the test results given in this report, but most of the information can be derived from internal documents (Table 4).

(1) The stability of the Cable Stabilizer is extremely critical to obtaining good system stability results (Table 4, item 5).

(2) The best synthesizer should be used as the transmitter synthesizer. The receiver synthesizer should also have good stability, but its stability did not seem to be as critical as that of the transmitter synthesizer.

(3) The outside air temperature change is definitely a factor in station stability degradation. There is currently 1200 ft of uncompensated cable from the Dana synthesizer in the control room to the exciter subassembly in the cone. Phase changes of this uncompensated cable can be considerable during some time periods of the day when the outside air temperature is high.

(4) Poor isolation of 1 MHz and 5 MHz output ports on the frequency distribution system at DSS 13 caused degradation of test results on some of the end-to-end system tests. It is important that while stability tests are being performed at the station, other experimenters using the station on a noninterference basis do not connect and disconnect any of the cables carrying station reference frequencies into their equipment.
(5) The test results show that the two-mixer method is a valid technique for measuring the stability of a microwave subsystem whose output frequency is not an exact integer multiple of 100 MHz. The innovative development of this two-mixer method is an important technological breakthrough for station stability measurement work.

(6) It was discovered that the 1 Hz signal at the output of the test equipment mixer can be amplified and piped down 1200 ft of cable to the control room without degrading the test data. This allows most of the test equipment (Zero Crossing Detector, oscilloscope, computer, disk drives, keyboard, and monitor) to be located in the control room and to be operated from inside the control room rather than inside the cone on the antenna (Table 4, item 6).

(7) No significant differences in results were observed when special tests were made using the DSS 13 hydrogen maser and then the cesium frequency standard as the reference frequency standard (Table 4, item 6). These experimental results gave verification to theoretical predictions that, for the particular measurement techniques employed, most of the instability of the reference frequency source cancels out.

(8) For performing station stability tests, it is important to have a data collection software program that enables the quality of every data point to be examined. If a current data point is bad, the experimenters should be immediately alerted by an audio beep note and also by a visual message on the computer monitor. Oftentimes, someone in the station inadvertently disconnects cables, or slams doors on the racks of critical equipment, or moves critical test cables inside the cone. Also, power glitches occur. With the data collection software currently being used at DSS 13, any degradation of data due to these causes could be seen immediately.

(9) For station stability testing, it is important to have a data collection software program that enables all data points to be stored and saved for postprocessing. Oftentimes, a glitch occurs in the data. If the cause of the glitch is known, and is a unique isolated phenomenon, it is valid to edit out the data point and thereby save most of the test data. It is also important to save this data to be used later to plot stability versus time for diagnostic purposes.

This article has presented results of tests performed on subsystem and end-to-end test systems at DSS 13 during May 1985 through March 1986. The test result of particular interest to participants of the Galileo Gravity Wave Experiment and members of the X-band Uplink Demonstration Team are the FFS values (for $\tau = 1000s$) of between $9.51E-16$ to $2.09E-15$ obtained for an end-to-end system consisting of the exciter, transmitter in closed loop, X-band translator, X-band maser, MMR, and a modified Block III open-loop receiver. It is important to reemphasize that the FFS values do not include the stability of the hydrogen maser station frequency standard because in the measurement technique used, the instability of the frequency source tends to cancel out.

Due to the fact that only a few valid tests could be performed thus far on complete end-to-end system configurations, the end-to-end system test results are limited and not conclusive. It is recommended that more testing be done on the end-to-end systems at DSS 13. It is also recommended that a complete analysis be made of the measurement technique. Furthermore, cross-comparisons need to be made between the field-use test equipment (that was used to obtain the results of this article) and the test equipment being used by the JPL Frequency and Timing Group to make stability measurements on hydrogen masers. It is further recommended that the DSS 13 system be reanalyzed to see if account can be taken of common frequency source instabilities. Perhaps the method of taking the square root of the sum of individual subsystem Allan Variances is too conservative an approach. It is possible that some common-mode cancellations might be taking place in the system, thereby making the actual system stability better than was predicted.
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### Table 1. DSS 13 X-band uplink only test results during May 1985 — March 1986

#### Part A. Exciter output tests with the exciter operating closed loop.
The output test port is EXC in Fig. 1.

<table>
<thead>
<tr>
<th>Date of test</th>
<th>Xmtr syn</th>
<th>Uplink frequency, MHz</th>
<th>Downlink frequency, MHz</th>
<th>FFS for ( \tau = 1000) s</th>
<th>#SDP</th>
<th>Air temp., °C</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>MAY 85</td>
<td>R</td>
<td>7200.00</td>
<td>NA</td>
<td>1.58E-15</td>
<td>18</td>
<td>21.0–15.0</td>
<td>5-hour test</td>
</tr>
<tr>
<td>JUN 85</td>
<td>S</td>
<td>7200.00</td>
<td>NA</td>
<td>3.27E-16</td>
<td>13</td>
<td>37.0–36.5</td>
<td>Two-mixer method</td>
</tr>
<tr>
<td>JUL 85</td>
<td>S</td>
<td>7200.00</td>
<td>NA</td>
<td>3.66E-16</td>
<td>11</td>
<td>31.9–30.0</td>
<td>Two-mixer method</td>
</tr>
<tr>
<td>JUL 85</td>
<td>S</td>
<td>7200.00</td>
<td>NA</td>
<td>4.98E-16</td>
<td>9</td>
<td>29.0–26.0</td>
<td>Short test</td>
</tr>
<tr>
<td>JUL 85</td>
<td>S</td>
<td>7195.00</td>
<td>NA</td>
<td>3.08E-16</td>
<td>15</td>
<td>24.0</td>
<td></td>
</tr>
<tr>
<td>JUL 85</td>
<td>S</td>
<td>7162.30</td>
<td>NA</td>
<td>1.09E-15</td>
<td>13</td>
<td>23–26.5–22</td>
<td></td>
</tr>
<tr>
<td>JUL 85</td>
<td>S</td>
<td>7200.00</td>
<td>NA</td>
<td>2.27E-16</td>
<td>3</td>
<td>26.0–28.0</td>
<td></td>
</tr>
<tr>
<td>JUL 85</td>
<td>S</td>
<td>7195.00</td>
<td>NA</td>
<td>8.77E-16</td>
<td>10</td>
<td>21.3–21.0</td>
<td></td>
</tr>
<tr>
<td>SEP 85</td>
<td>S</td>
<td>7200.00</td>
<td>NA</td>
<td>9.49E-16</td>
<td>6</td>
<td>17.5–13.0</td>
<td></td>
</tr>
<tr>
<td>SEP 85</td>
<td>T</td>
<td>7200.00</td>
<td>NA</td>
<td>9.46E-16</td>
<td>13</td>
<td>20.5–19.5</td>
<td></td>
</tr>
<tr>
<td>SEP 85</td>
<td>T</td>
<td>7200.00</td>
<td>NA</td>
<td>4.77E-16</td>
<td>13</td>
<td>10–12–9.6</td>
<td></td>
</tr>
<tr>
<td>JUL 85</td>
<td>S</td>
<td>7200.00</td>
<td>NA</td>
<td>8.84E-16</td>
<td>3</td>
<td>12.0</td>
<td></td>
</tr>
<tr>
<td>JAN 86</td>
<td>T</td>
<td>7200.00</td>
<td>NA</td>
<td>1.15E-15</td>
<td>6</td>
<td>21.0–20.0</td>
<td></td>
</tr>
<tr>
<td>JAN 86</td>
<td>S</td>
<td>7200.00</td>
<td>NA</td>
<td>2.80E-16</td>
<td>6</td>
<td>19.8–18.5</td>
<td></td>
</tr>
<tr>
<td>FEB 86</td>
<td>S</td>
<td>7180.00</td>
<td>NA</td>
<td>1.32E-15</td>
<td>10</td>
<td>15.5–14.5</td>
<td></td>
</tr>
<tr>
<td>FEB 86</td>
<td>S</td>
<td>7180.00</td>
<td>NA</td>
<td>9.06E-16</td>
<td>10</td>
<td>14.0–14.5</td>
<td></td>
</tr>
<tr>
<td>FEB 86</td>
<td>S</td>
<td>7166.94</td>
<td>NA</td>
<td>2.51E-16</td>
<td>3</td>
<td>17.0–15.0</td>
<td></td>
</tr>
<tr>
<td>FEB 86</td>
<td>S</td>
<td>7200.00</td>
<td>NA</td>
<td>7.65E-16</td>
<td>10</td>
<td>15.0–16.0</td>
<td></td>
</tr>
</tbody>
</table>

#### Part B. Transmitter output tests with the transmitter operating closed loop.
The output test port is XMT in Fig. 1.

<table>
<thead>
<tr>
<th>Date of test</th>
<th>Xmtr syn</th>
<th>Uplink frequency, MHz</th>
<th>Downlink frequency, MHz</th>
<th>FFS for ( \tau = 1000) s</th>
<th>#SDP</th>
<th>Air temp., °C</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>MAY 85</td>
<td>R</td>
<td>7200.00</td>
<td>NA</td>
<td>2.68E-15</td>
<td>6</td>
<td>29.0–28.0</td>
<td>Edited data</td>
</tr>
<tr>
<td>MAY 85</td>
<td>R</td>
<td>7200.00</td>
<td>NA</td>
<td>1.76E-15</td>
<td>5</td>
<td>29.0–28.0</td>
<td>Edited data</td>
</tr>
<tr>
<td>MAY 85</td>
<td>R</td>
<td>7200.00</td>
<td>NA</td>
<td>3.46E-16</td>
<td>8</td>
<td>26.5–21.0</td>
<td></td>
</tr>
<tr>
<td>DEC 85</td>
<td>T</td>
<td>7200.00</td>
<td>NA</td>
<td>5.13E-16</td>
<td>8</td>
<td>11.5–10.3</td>
<td></td>
</tr>
</tbody>
</table>

#### Part C. Transmitter output tests with the transmitter operating open loop.
The output test port is XMT in Fig. 1.

<table>
<thead>
<tr>
<th>Date of test</th>
<th>Xmtr syn</th>
<th>Uplink frequency, MHz</th>
<th>Downlink frequency, MHz</th>
<th>FFS for ( \tau = 1000) s</th>
<th>#SDP</th>
<th>Air temp., °C</th>
</tr>
</thead>
<tbody>
<tr>
<td>MAY 85</td>
<td>R</td>
<td>7200.00</td>
<td>NA</td>
<td>1.42E-15</td>
<td>13</td>
<td>20.0–18.5</td>
</tr>
<tr>
<td>DEC 85</td>
<td>T</td>
<td>7200.00</td>
<td>NA</td>
<td>4.94E-16</td>
<td>13</td>
<td>10.0–10.5</td>
</tr>
</tbody>
</table>

---

[a] The symbols T, R, S in column 2, respectively refer to the DSS 13 Transmitter, DSS 13 Receiver, and DSN Spare Dana synthesizers used as the transmitter (or uplink) synthesizer.

[b] NA = not applicable.
Table 2. DSS 13 X-band uplink and X-band downlink only test results during May 1985 — March 1986

Part A. Translator X-band output tests with transmitter bypassed. The output test port is XLTRX in Fig. 1.

<table>
<thead>
<tr>
<th>Date of test</th>
<th>Xmtr syna</th>
<th>Uplink frequency, MHz</th>
<th>Downlink frequency, MHz</th>
<th>FFS for $\tau = 1000s$</th>
<th>#SDP</th>
<th>Air temp., °C</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>DEC 85</td>
<td>T</td>
<td>7162.30</td>
<td>8415.00</td>
<td>1.56E-15</td>
<td>13</td>
<td>13.5-8.5</td>
<td>Two-mixer method</td>
</tr>
<tr>
<td>DEC 85</td>
<td>T</td>
<td>7162.30</td>
<td>8415.00</td>
<td>6.08E-16</td>
<td>13</td>
<td>9.0-10.0</td>
<td>Two-mixer method</td>
</tr>
<tr>
<td>DEC 85</td>
<td>T</td>
<td>7162.30</td>
<td>8415.00</td>
<td>4.99E-16</td>
<td>13</td>
<td>8.5-9.0</td>
<td>Two-mixer method</td>
</tr>
</tbody>
</table>

Part B. End-to-end system test with transmitter bypassed and with the Block III receiver in closed loop. The output port is EECLX (Port 8) in Fig. 1. The results for Part B were corrupted by leakage signals and are shown for reference purposes only.

<table>
<thead>
<tr>
<th>Date of test</th>
<th>Xmtr syna</th>
<th>Uplink frequency, MHz</th>
<th>Downlink frequency, MHz</th>
<th>FFS for $\tau = 1000s$</th>
<th>#SDP</th>
<th>Air temp., °C</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>JAN 86</td>
<td>S</td>
<td>7177.92</td>
<td>8433.33</td>
<td>6.00E-16</td>
<td>9</td>
<td>17.0-9.5</td>
<td>Antenna moving</td>
</tr>
<tr>
<td>JAN 86</td>
<td>S</td>
<td>7177.92</td>
<td>8333.33</td>
<td>9.65E-16</td>
<td>2</td>
<td>5.5-6.0</td>
<td>Edited data</td>
</tr>
<tr>
<td>JAN 86</td>
<td>S</td>
<td>7177.92</td>
<td>8433.33</td>
<td>9.60E-16</td>
<td>11</td>
<td>5.5-10.8</td>
<td>Edited data</td>
</tr>
<tr>
<td>JAN 86</td>
<td>S</td>
<td>7177.92</td>
<td>8433.33</td>
<td>2.96E-15</td>
<td>6</td>
<td>9.5-8.5</td>
<td>Edited data</td>
</tr>
</tbody>
</table>

Part C. End-to-end system test with closed-loop transmitter included and with the Block III receiver in closed loop. The output port is EECLX (Port 8) in Fig. 1. The results for Part C were corrupted by leakage signals and are shown for reference purposes only.

<table>
<thead>
<tr>
<th>Date of test</th>
<th>Xmtr syna</th>
<th>Uplink frequency, MHz</th>
<th>Downlink frequency, MHz</th>
<th>FFS for $\tau = 1000s$</th>
<th>#SDP</th>
<th>Air temp., °C</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>JAN 86</td>
<td>S</td>
<td>7177.92</td>
<td>8433.33</td>
<td>5.93E-16</td>
<td>13</td>
<td>8.0-7.0</td>
<td>Antenna moving</td>
</tr>
<tr>
<td>JAN 86</td>
<td>S</td>
<td>7177.92</td>
<td>8433.33</td>
<td>1.62E-15</td>
<td>2</td>
<td>7.0-5.5</td>
<td>Edited data</td>
</tr>
<tr>
<td>JAN 86</td>
<td>S</td>
<td>7177.92</td>
<td>8433.33</td>
<td>4.03E-15</td>
<td>4</td>
<td>10.0-9.5</td>
<td>Edited data</td>
</tr>
</tbody>
</table>

Part D. End-to-end system test with transmitter bypassed and with the Block III receiver in modified open loop. The output port is EEOXLX (Port 11) in Fig. 1.

<table>
<thead>
<tr>
<th>Date of test</th>
<th>Xmtr syna</th>
<th>Uplink frequency, MHz</th>
<th>Downlink frequency, MHz</th>
<th>FFS for $\tau = 1000s$</th>
<th>#SDP</th>
<th>Air temp., °C</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>JAN 86</td>
<td>S</td>
<td>7177.92</td>
<td>8433.33</td>
<td>7.95E-16</td>
<td>7</td>
<td>10.8-14.2</td>
<td>Note air temp.</td>
</tr>
<tr>
<td>FEB 86</td>
<td>S</td>
<td>7180.00</td>
<td>8435.78</td>
<td>9.04E-16</td>
<td>9</td>
<td>24.5-16.0</td>
<td>Edited data</td>
</tr>
<tr>
<td>FEB 86</td>
<td>S</td>
<td>7166.94</td>
<td>8420.43</td>
<td>6.72E-16</td>
<td>10</td>
<td>14.5-15.0</td>
<td>Edited data</td>
</tr>
<tr>
<td>MAR 86</td>
<td>S</td>
<td>7166.94</td>
<td>8420.43</td>
<td>3.05E-15</td>
<td>13</td>
<td>21.5-14.0</td>
<td>6-hour test</td>
</tr>
<tr>
<td>MAR 86</td>
<td>S</td>
<td>7166.94</td>
<td>8420.43</td>
<td>1.19E-15</td>
<td>20</td>
<td>12.0-17.0</td>
<td>Note air temp.</td>
</tr>
<tr>
<td>MAR 86</td>
<td>S</td>
<td>7166.94</td>
<td>8420.43</td>
<td>6.94E-16</td>
<td>16</td>
<td>24.8-12.5</td>
<td>Note air temp.</td>
</tr>
</tbody>
</table>

Part E. End-to-end system test with closed-loop transmitter included and with the Block III receiver in modified open loop. The output port is EEOXLX (Port 11) in Fig. 1.

<table>
<thead>
<tr>
<th>Date of test</th>
<th>Xmtr syna</th>
<th>Uplink frequency, MHz</th>
<th>Downlink frequency, MHz</th>
<th>FFS for $\tau = 1000s$</th>
<th>#SDP</th>
<th>Air temp., °C</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>FEB 86</td>
<td>S</td>
<td>7180.00</td>
<td>8435.78</td>
<td>1.25E-15</td>
<td>6</td>
<td>25.5-24.8</td>
<td>Note air temp.</td>
</tr>
<tr>
<td>FEB 86</td>
<td>S</td>
<td>7180.00</td>
<td>8435.78</td>
<td>2.09E-15</td>
<td>17</td>
<td>25.2-28.5</td>
<td>Note air temp.</td>
</tr>
<tr>
<td>MAR 86</td>
<td>S</td>
<td>7166.94</td>
<td>8420.43</td>
<td>9.51E-16</td>
<td>11</td>
<td>25.0-25.5</td>
<td>Note air temp.</td>
</tr>
</tbody>
</table>

aSee footnote a, Table 1.
Table 3. DSS 13 X-band uplink and S-band downlink only test results during May 1985 — March 1986

<table>
<thead>
<tr>
<th>Part</th>
<th>Translator S-band output tests with transmitter bypassed. The output test port is XLTRS in Fig. 2.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Date of test</td>
<td>Uplink frequency, MHz</td>
</tr>
<tr>
<td>MAY 85</td>
<td>R</td>
</tr>
<tr>
<td>MAY 85</td>
<td>R</td>
</tr>
<tr>
<td>JUL 85</td>
<td>S</td>
</tr>
<tr>
<td>NOV 85</td>
<td>S</td>
</tr>
<tr>
<td>NOV 85</td>
<td>S</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Part B.</th>
<th>Multi-mission receiver S-band output tests with transmitter bypassed. The output test port is MMRS in Fig. 2.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Date of test</td>
<td>Uplink frequency, MHz</td>
</tr>
<tr>
<td>JUL 85</td>
<td>S</td>
</tr>
<tr>
<td>JUL 85</td>
<td>S</td>
</tr>
<tr>
<td>SEP 85</td>
<td>T</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Part C.</th>
<th>End-to-end system test with transmitter bypassed and with the Block III receiver in closed loop. The output port is EECLS (Port 14) in Fig. 2. The results for Part C might have been corrupted by leakage signals and are shown for reference purposes only</th>
</tr>
</thead>
<tbody>
<tr>
<td>Date of test</td>
<td>Uplink frequency, MHz</td>
</tr>
<tr>
<td>NOV 85</td>
<td>S</td>
</tr>
<tr>
<td>NOV 85</td>
<td>S</td>
</tr>
<tr>
<td>NOV 85</td>
<td>S</td>
</tr>
<tr>
<td>JAN 86</td>
<td>S</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Part D.</th>
<th>End-to-end system test with closed loop transmitter included and with the Block III receiver in closed loop. The output port is EECLS (Port 14) in Fig. 2. The results for Part D might have been corrupted by leakage signals and are shown for reference purposes only</th>
</tr>
</thead>
<tbody>
<tr>
<td>Date of test</td>
<td>Uplink frequency, MHz</td>
</tr>
<tr>
<td>NOV 85</td>
<td>S</td>
</tr>
<tr>
<td>NOV 85</td>
<td>S</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Part E.</th>
<th>End-to-end system test with transmitter bypassed and with the Block III receiver in modified open loop. The output port is EEOLS (Port 17) in Fig. 2.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Date of test</td>
<td>Uplink frequency, MHz</td>
</tr>
<tr>
<td>NOV 85</td>
<td>S</td>
</tr>
</tbody>
</table>

*See footnote a, Table 1.*
Table 4. JPL internal documents


FOR OPEN-LOOP RECEIVER OPERATION, THE VCO IS AUTOMATICALLY SWITCHED OUT, AND THE MIXER AND X/O ASSEMBLY ARE REPLACED BY A ×31.25 MULTIPLIER.

Fig. 1. Output test ports for frequency stability testing on X-band uplink and X-band downlink subsystems at DSS 13 (modified figure from Ref. 3). Example frequencies are for channel 14.
FOR OPEN-LOOP RECEIVER OPERATION, THE VCO IS AUTOMATICALLY SWITCHED OUT, AND THE MIXER AND X 50 ASSEMBLY ARE REPLACED BY A X 31.25 MULTIPLIER.

Fig. 2. Output test ports for frequency stability testing on X-band uplink and S-band downlink subsystems at DSS 13 (modified figure from Ref. 3). Example frequencies are for channel 14.
Fig. 3. Instrumentation used for station stability testing

Fig. 4. Block diagram of Data Acquisition System (inside the dashed lines)
Fig. 5. Two-mixer method for microwave subsystem frequency stability testing
New Short-Time Alignment Technique for 70-Meter Antenna Surface Panels

M. S. Katow
Ground Antenna and Facilities Engineering Section

With severely limited field modification time for upgrading the 64-m antenna to 70-m diameter, a new shorter time method for aligning the surface panels of the main reflector was needed. For each target on the surface panel, both distance (or range) and elevation angle measurements are made. A new technique for setting the surface panels at zenith look has been devised. This article describes the software required to convert the computed target distortions obtained from the JPL-IDEAS structural analysis computer program (defining the gravity load change from a 45-deg elevation angle to zenith look) into the theodolite reading at zenith look. The technique results in a perfectly shaped reflector at the 45-deg rigging elevation angle, with acceptable surface error tolerance.

I. Introduction

The normal procedures used to set the surface panels of the main reflector are as follows:

(1) Assemble the surface panels at zenith look with the mounting screws near the midpoints of their adjustment ranges with the edges of the surface panels aligned. A drill tape, holding drill bushings located at predetermined fixed arc distances (measured from the vertex of the paraboloid surface), is positioned on the surface panels. The mounting holes for the targets (for theodolite readings) are drilled as located by the bushings. The tape is laid on the surface radially and is moved circumferentially to cover all target positions.

(2) The elevation angular positions of the targets are read by the theodolite, with the antenna tilted at the rigging angle (usually 45-deg elevation). The theodolite bearings are preloaded to suit the 45-deg tilt prior to taking angle measurements. The difference between the actual angle read and the ideal angle (computed from the ideal reflector surface equation) is converted into a target translation (either up or down), which in turn is then converted into the number of turns needed for the mounting screws.

(3) The reflector is rotated to zenith look to correct the target's position by turning the surface panel mounting screws, accessible through holes in the surface panels.

The new panel setting method uses an advanced elevation-angle-measuring theodolite (Kern Model E2) attached to a distance or ranging device (Kern Model DM 503). Optical mirrors (prisms) are used as targets mounted on the surface panel corners. By this new combination of target angle and range (measured from the center) plus the computed distor-
tion angle of the target (due to the change in gravity loading caused by the rotation of the reflector structure from the 45-deg rigging elevation angle to zenith look), the surface panels will be set directly at zenith look. In this case, the theodolite bearing preloading will not be required.

The theodolite zenith angle and the range measurements (using the ranging device) are simultaneously read and then fed into a portable microcomputer so that the target position corrections can be computed instantly and printed out.

The new setting method eliminates several time-consuming processes, including the use of the drill tape to locate the targets and instead, using semiautomated target range readout. Also, corrections to the adjustment screw of a target can immediately follow a reading by the theodolite. The description and calibration of the new angle/range measuring instruments will be given in a separate future reporting by others. In this article, only the algorithms used in the computer software are described.

II. Target Identification

The primary objective of the 70-m antenna surface panel setting alignment procedure is to obtain the newly shaped surface profile and geometry, as shown in Fig. 1 of JPL drawing No. 9486339 (see footnote 1) at the 45-deg elevation rigging angle. Because this shaped surface is axis-symmetric, only a radial profile is needed to completely describe the surface. A table of radial distances and heights, as measured from, and above, the vertex of the replaced 64-m surface, is also shown in the drawing. Figure 1 of this article gives the typical height dimensions of the theodolite and each optical target (prism or corner cube).

The targets are located on the individual surface panels (as shown in JPL drawing No. 9487694; JPL internal document). Figure 2 shows the target numbering scheme. The circumferential rows are numbered sequentially, starting from the reflector center up to row 21 (the outermost row). However, to account for the targets that were intentionally moved to miss hatches, etc., row numbers 22 through 25 are used as shown in Fig. 2. The radial columns are numbered clockwise from top to bottom. A target is numbered as the sum of the 100X column number plus the row number.

The first and fourth quadrant targets shown in Fig. 2 conform closely to the locations of the work points of the half-structural finite element model with the Y-Z plane of symmetry. The target numbers in the second and third quadrants are given negative signs. The distortion vectors of the targets in the second and third quadrants have only sign changes in their X components relative to the first and fourth quadrant distortion-vectors of the corresponding mirror-image targets. When the theodolite reads or points to a target, the inputs of range, elevation angle, and azimuth angle in subroutine (TNODE) define the target number.

III. Obtaining the Undistorted, Shaped Surface Profile

When the surface panels are initially assembled on the reflector, the targets on the panels are arranged in rows or circles, with the radial distances measured from the centerline of the theodolite (as shown in Fig. 1) to within ±1 cm (0.4 in.) of nominal, using measuring tapes or other ranging devices.

A table giving nominal radial distances of each target, including radial distances of plus and minus 2.54 cm (1 in.) and 5.08 cm (2 in.) for each row of targets, was generated. This table was then used to compute respective heights vs range, defining the undistorted, shaped surface profile by interpolation, using the slightly modified software described in JPL internal document D-1843 (see footnote 1). By geometry, the range, elevation angle, and slope, as defined by Fig. 1, were also computed (in run-stream-ST-MGLBCHK/70M) for each radial distance.

Because the new ranging theodolite is most precise with the azimuth axis vertical, the setting of the surface panels will be restricted to the zenith look of the reflector. As will be described later, the distortion component at each target will be reduced to an equivalent change (Δ) in the ideal elevation angle of the theodolite-to-target line. The change (Δ) is added to the elevation angle that defines the undistorted shaped profile. The result is that target-setting measurements and corrections can be done directly with the antenna at the zenith-look altitude.

The 70-m antenna shaped-surface profile was designed by JPL to generate a uniform radiation pattern on the main reflector and satisfying other microwave requirements. A Physical Optics (PO) analysis is performed to generate the shaped-surface contour that closely follows the existing 64-m antenna paraboloid. The focal length for the 64-m antenna is 27.109 m (1067.294 in.), and the final design focal length of the best-

---


fit paraboloid to the new shaped profile of the 70-m antenna is 27.237 m (1072.329 in.).

IV. Gravity Loading Distortion Analysis

The gravity loading components of the reflector structure at zenith look (shown in Fig. 3) are computed as changes from the gravity loading at the 45-deg rigging elevation angle. From the structural analysis program (IDEAS, Ref. 1), the distortion vector obtained at zenith look will equal the sum of: (a) the unit (1.0 g) gravity loading (off/on) distortion vector in the direction +Z multiplied by -0.293, plus (b) the unit (1.0 g) gravity loading (off/on) distortion vector in the direction +Y multiplied by +0.707.

With a negligible loss in accuracy, the Z coordinates of the top chords of the reflector structure were assumed to be on a close-fit paraboloid to the shaped profile. Thus, the paraboloid RMS (root mean square) best-fit program (described in Ref. 2) with its many computing options, can be advantageously used.

The two outputs (file 81) of the IDEAS program (with the JRMFIL option) are for the unit +Z gravity-loading distortion vectors assigned to the top nodes of the reflector structure, followed by the unit +Y gravity loading distortion vectors. The format of the IDEAS output is compatible with the RMS program input requirements consisting of the coordinates of the grid nodes, the three-component distortion vectors, \((u,v,w)\) the area weighting factors \((A)\) and the identifying number of the grid nodes.

A special run-stream (ST-RMS-ZENLK/70MA-HALF) adds the +Z and +Y gravity loadings, as proportioned by the above gravity vector changes (outlined in Fig. 3), and outputs the summed zenith-look distortion vector (in file 80). At the same time, a constrained best-fit paraboloid was fitted to these distortion vectors (at the zenith look), forming a paraboloid having a 27.229 m (1072.0 in.) focal length. A 1/2 contour map of the best-fit paraboloid is shown in Fig. 4.

The vertex of the best-fit paraboloid, for a gravity loading in the +Y lateral direction, has typically shifted in the -Y direction by -17.752 cm (-6.969 in.) with a rotation of the Z axis about the X axis of -0.003881 radians. The RMS program computes the surface normal errors at each grid node of the best-fit paraboloid. The resulting contour line levels for the right half are plotted in Fig. 4.

The above best-fit results obtained by the RMS program are of interest also for predicting the performance loss of the 70-m antenna due to the distortions of the reflector structure from the ideal shape. However, in this article the constrained best-fit paraboloid is assumed to be the baseline shape to which the (target) distortion vectors are added to define the distorted shape.

By conforming or constraining the axis of the best-fit paraboloid to coincide with the axis of the measuring theodolite of the undistorted, shaped profile (by translation, rotation and focal length change), the resultant target distortion vectors can be converted to a distortion angle (ideally, to be read by the theodolite), as shown in Fig. 5.

The distortion data at zenith look are first sequenced (by run-stream ST-SEQ-RMS/70MA) to provide grid node numbers for the midpoint adjustment screws for panel rows No. 4 and 5 and the targets moved to clear hatches and other openings, as shown in Fig. 2. Two inner nodes for columns No. 3, 7, 11, 15, etc. are deleted to match the targets actually used on the surface panels. Next, the sequenced distortion data at zenith look is best-fit with the RMS program, with constraints described above (by run-stream ST-EL90545/FFITT-70-A).

The results from this constrained best-fit are plotted in Fig. 6 for only the YZ plane. The coordinate system for this constrained best-fit paraboloid is shown by the rotated baseline marked with 0.001066 radians rotation. In the Z direction, the normal distortion vectors are plotted vs the radial distances from the center for the YZ plane (for the change from the 45-deg elevation angle to zenith look) and the result after the best-fit procedure.

V. Panel Midpoint Data Interpolation

Distortion data for the midpoints of panel rows No. 4 and 5 and the targets relocated to miss hatches and other openings were not output by the IDEAS program because no finite-number grid numbers existed for these nodes. The normal distortion vectors for these adjustment targets were generated by straight-line interpolation from the distortions of the targets on the same column on adjacent rows. (Run-stream ST-GEN-INTM/70M-DIST computes and writes the interpolated distortion vectors in file 8).

VI. Surface Panels Installation

The assembly of the reflector structure at zenith look to match the engineering drawing specifications and to the axisymmetric configuration presents no special problems. Some additional compensation for gravity-induced bending deflections may be required as more truss members are added radially during field assembly.

If the surface panels along the YZ plane of symmetry are installed to compensate for the "as computed" gravity dis-
placement, the top edge of the uppermost panels must be set about 46 mm (1.80 in.) below the nominal surface, and the bottom edge set about +37 mm (1.47 in.) above the nominal surface, as shown in Fig. 6. However, surface panel supports for this wide range of adjustments will be impractical for the present simple design scheme of the adjustment device.

The adjustment ranges can be decreased if the rotational components of the gravity displacements are removed and compensated by a small change in the elevation angle. This is accomplished by the best-fit described above, and with the alignment of the theodolite axis with the constrained-fit paraboloid axis. As shown in Fig. 6, the negative normal setting value reduced to about 4.0 mm (0.2 in.) and 7.0 mm (0.3 in.) for the positive-signed offsets along the YZ plane. The normal setting values for the first and fourth quadrant are shown in the contour map of Fig. 7.

The actual setting position (or theodolite angle) of a target will be the sum of the angle for the undistorted, shaped profile plus the equivalent angle for the distortion as described above with the axis of the reflector at 89.939 deg (90.000 - 0.061) elevation angle.

VII. Theodolite Computer Software

The theodolite readings (elevation and azimuth angle plus range data to be stored and processed in the computer) will be entered automatically at the same time by a pushbutton switch on the theodolite. The software sequence of steps is as follows:

First, after run-stream (ST-THEOX/70A) is activated, a table of range, elevation angle, and slope of the targets (70M-RANGE/TABLE) located on the undistorted shaped profile will be read in. Second, the gravity distortion data (EL90545-FFIT/7OMA-SIM-FDR + INTM-ANGD1/70MA) for the zenith-look altitude are read in as normal distortion vectors for all target nodes. Third, the previous day’s accumulated target readings are read into the computer core (from file 11). Finally, new target readings of zenith angle, range, and azimuth angle to a new target are read in by the theodolite. From the elevation angle (converted from the zenith angle theodolite reading), range and azimuth angle, subroutine TNODE decodes the node number (column X 100 + row).

When the measured range is input to the program THEOX/70M the elevation angle (ELG) for a target on the undistorted shaped profile (Fig. 7) is determined for this range by interpolating the range table (70M-RANGE/TABLE) generated by run-stream ST-MGLBCHK/70M, as previously discussed.

The distortion vector, in its normalized form (FER in Fig. 7) is converted to an equivalent theodolite elevation angle (ERELA in Fig. 7) which, when added to angle ELG, should result in the correct setting elevation angle of ELGR. The program THEOX/70M, for each reading input from the theodolite, will give the following outputs: (1) the elevation angle for a target on the undistorted shaped profile for the input range reading, (2) the difference between the input elevation angle and the above computed angle, (3) the target number, and (4) the distortion angle, linear error, and number of corrective turns of the adjustment screw.

After one day’s target reading, the program will list a summary of the nodes read and their setting values, followed by a listing of 50 nodes without any theodolite input data. An overall RMS of the normal errors will be output, followed by the RMS values per each row of targets. File 11 will be overwritten with all new input data, including the corrected reading.

VIII. Quadripod and Subreflector Alignment

If the quadripod is assembled to align with the same theodolite used to set the surface panels, and to its datum targets, the quadripod will be erected with a built-in compensation of 0.061 deg for the resulting deflection from zenith to the 45-deg rigging angle. However, it will be necessary to add more compensation than 0.061 deg for gravity displacements indicated by the displacement numbers shown in Fig. 6.

The datum targets on the main reflector, used at zenith look by the panel’s target setting theodolite, will not be normal to the reflector axis at the 45-deg rigging elevation angle where the final setting of the subreflector will be necessary. Another set of datum targets can be installed for use at 45 deg elevation.

IX. Results of Algorithms Verification

A check on the overall accuracy of the algorithms used was made by first generating (from the run-stream ST-MGLBCHK/70M) a series of simulated theodolite readings of: (1) zenith angle, (2) range, and (3) azimuth angle (TEST-DATA/70M-PERFECT) for the targets located on the undistorted, shaped profile at radial distance of the 70-m targets (file 9). To reduce the number of data points, targets at every odd numbered column and row for only the first and fourth quadrants were selected to compare with results from the distortion data.
The simulated theodolite reading of each target on the undistorted, shaped profile was generated. These readings should produce correction angle or normal length equal to the computed normal distortion vector, as described in section IV.

These simulated theodolite readings were input to the basic theodolite/computer operating program (THEOX/70M-ABS) by run-stream (ST-THEOX/TEST-70MA), incorporating the distortion vectors from an initial IDEAS analysis (designated as 70MA in this article). For each theodolite reading on the undistorted, shaped profile, the computed normal error is in agreement with the normal error computed by the run-stream (ST-RMS-ZENLK/70MA-HALF, described in section IV). The overall normal RMS distortion was 2.89 mm (0.114 in.), which also is in agreement with the normal RMS error of 2.88 (0.1135 in.) of ST-RMS-ZENLK/70A-HALF, where the RMS error was computed for the odd-numbered columns and rows of targets.

To check the generation of the undistorted, shaped profile described in section III, a series of even-numbered radial distances was input to the run-stream (ST-MGLBCHK/70M-CHECK). The resulting height calculations verified the values in Table 1 (JPL drawing No. 9486339, Sheet 3 of 3; JPL internal document) to four decimal places.

X. Summary

With a limited time for antenna construction, a new scheme was required for setting the surface panels, using a ranging and angle-measuring theodolite connected to a computer, with the reflector positioned at zenith look.

The software used in the computer is described in this article. To comply with the polar coordinate system of the theodolite, the dimensions of the undistorted, shaped profile of the reflector were converted to range and elevation-angle values. By constrained best-fit, the computed distortion vector (by the IDEAS program) with the RMS program adjustments for the surface panel supports were minimized and added to the shaped-profile dimensions.

With the computer-operated theodolite, theodolite-target field readings were converted in real time into point corrections. The latter are converted into the number of turns needed for the adjustment screws holding the surface panels.
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Fig. 1. Shaped main reflector profile
Fig. 2. Target-numbering scheme
Fig. 3. 70-m gravity loading components for surface panels rigged at 45-deg elevation

Fig. 4. 70-m reflector structure best-fit distortion at EL-90 with panels set at 45 EL.
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**Fig. 5. Distortion angle geometry**
Fig. 6. Gravity loading displacements at zenith look: YZ plane

Fig. 7. Distortion contour map referred to the theodolite axis
Fig. 8. Corrective algorithm notations

**THEODOLITE AXIS**

- **ZENA**: Measured Zenith Angle (Grad)
- **ELG**: Elevation Angle to Target on Undistorted Shaped Profile (Grad)
- **ELTH**: Measured Elevation Angle (Grad)
- **ERELA**: Angular Distortion Vector (Grad)
- **ELER**: Angular Position Error of the Target (Grad)
- **SLOPE**: Slope on Undistorted Shaped Profile (deg)
- **FDR**: Normal Distortion Vector
- **ER**: Correction - Converted to No. of Turns of Panel Adjustment Screw (20 Threads/in.) Panel Adjustment Screws Are Normal to Surface
- **ERE**: Linear Distortion Vector Normal to Line of Sight
- **DIST**: Target Position Error Normal to Line of Sight
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**Fig. 8. Corrective algorithm notations**
A Prototype DSN X/S-Band Feed: Model III Development\textsuperscript{1}

D. A. Bathker and H. F. Reilly
Radio Frequency and Microwave Subsystems Section

This article is the seventh in a series documenting development of a prototype X/S-band common aperture Cassegrain feedhorn for DSN use. A Model III combiner has been developed to increase S-band bandwidth to include the Highly Elliptical Earth Orbiter band from 2025 to 2110 MHz, and to provide a 400-kW CW S-band uplink and a possible planetary radar band near 2320 MHz. The combiner uses eight S-band waveguide injection slots arranged in four pairs. The problems of this design geometry associated with rejection filtering and X/S-band matching are discussed.

I. Introduction

This is the seventh in a series of reports (Refs. 1 through 6) documenting development of a common aperture, two-frequency band Cassegrain microwave antenna feed system for specialized DSN use. This report briefly summarizes previous work and discusses problems associated with the most recent configuration, Model III. The problems are documented with the expectation that future efforts of a similar nature will necessarily be undertaken. It is hoped this report will provide future investigators with a valuable background, and increase the efficiency of the probable future development cycle.

\textsuperscript{1}At inception of the DSN dual frequency common aperture feedhorn development series, it was usual practice to identify the various microwave frequency bands by letter designations, e.g., X- and S-bands. Since then the imprecision of such letter designators has become apparent, and the use of numerical frequency designators was instituted as the DSN standard. Because of the long series of reports on this development, we retain the X/S designator to maintain the continuity and interrelationship of each report in the series. Wherever cited, S-band is defined to be 2.1 - 2.3 GHz and X-band 8.4 GHz.

II. Previous Work

For many years, DSN 64- and 34-m operational tracking antennas have functioned simultaneously in the 2.1 (transmit), 2.3 (receive), and 8.4-GHz (receive) bands. Proper antenna RF performance parameters are obtained in the two widely separated frequency bands by the reflex-dichroic feed system (Ref. 7). This feed system spatially separates the S- and X-band feed beams and then directs those individual beams to (or from) appropriate single-band, high performance feedhorns. Although it is capable of nearly unlimited CW uplink power and no measurable degradation to S-band receive performance, the reflex-dichroic approach does impact X-band receive noise temperature at the 2-kelvin (0.5-dB G/T) level. For this reason alone, investigations into alternative approaches were indicated to improve the critical X-band performance, even at the cost of a slight impact to S-band performance, if necessary.

Following work which showed generally poor performance of one kind or another from a variety of simple approaches
(such as horn-within-horn), a common aperture feedhorn approach was undertaken. This approach uses a very large feedhorn operating in a beamwidth saturation mode at X-band, such that the radiation pattern at X-band is very similar to that at S-band. Corrugations are used so that the necessary capacitive surface impedance is realized in both bands. The groove depth at S-band is about 0.35 \( \lambda_0 \), while at X-band it is about 1.35 \( \lambda_0 \). This corrugation “harmonic” principle ensures that the horn aperture fields are well tapered in all planes, yielding desirable horn pattern functions at both frequency bands. In fact, an additional band at 0.85 \( \lambda_0 \) groove depth is available (as are others at harmonics above 1.35 \( \lambda_0 \)) but is unused. As stated, the horn is large—more than 7 \( \lambda_0 \) in aperture diameter at S-band and over 28 \( \lambda_0 \) at X-band. Yet the saturation phenomenon (caused by phase error in the aperture) functions at X-band to produce -10 dB pattern beamwidths that are nearly the same as at S-band. Little trouble was experienced in the development of the horn portion of this feed system. When separately excited with appropriate single-band throat sections, suitable performance is attained.

The challenge associated with the DSN X/S-band common aperture feed development effort lies in designing the combiner (or separator) portion; that is, extraction (or insertion) of the longer wavelength band at an appropriate horn diameter while providing an uninterrupted propagation path for the shorter wavelength band to exit (or enter) the normal throat region. The basic combiner concept adopted is shown in Fig. 1 of Ref. 2.

Three separate and distinct combiner developments have been made. Model I, described in Refs. 1 through 4, provided approximately 50 MHz of S-band bandwidth, sufficient only to prove the concept. The height of the four circumferential S-band waveguide injection slots was 8.9 mm (0.35 in.). The slots were arranged in a radial line configuration, providing minimal interruption to the X-band axial wave, even given the possibility of imperfect radial line X-band rejection filtering. These reject filters attempt to provide a virtual short-circuit of X-band impedance at a specific location near the corrugated waveguide wall. The specific location is the same as the root, or bottom, of the normal corrugations. In this manner, it was expected that the X-band wave would undergo no discontinuity in the transmission line (the horn).

In Model I, isolation of the X-band wave into the S-band ports was excellent—in excess of 40 dB with consequently good, however not perfect, X-band radiation patterns across a wide band of 7 to 8.5 GHz. Some evidence of EH\(_{11}\) moding was present at X-band, as evidenced by small variations in the detailed shape of the various X-band radiation patterns.

Model II, described in Ref. 5, successfully extended the S-band bandwidth to 200 MHz (2100 to 2300 MHz), with slight but acceptable further degradation to X-band patterns. The height of the S-band waveguide injection slots necessary for bandwidth improvement was 12.7 mm (0.50 in.). Off-axis crosspolarization at X-band was maintained at -26 dB in the usual 45-deg pattern planes. Evidence of EH\(_{11}\) moding at X-band remained but was acceptable. Model II was designed for as high as possible S-band transmit power. Due to the necessity of a narrow height (3.12-mm or 0.123-in.) impedance matching section of waveguide within the S-band tuner-transformer portions of the combiner, a conservative S-band CW power limitation was specified (5 kW to each of four ports). It is possible, theoretically, that 100 kW (25 kW to each of four ports) could be reliably handled; a test would be required. Testing to 20 kW has been accomplished, but not to 100 kW. It is clear that 400 kW (100 kW to each port) would cause breakdown at normal gas temperature, pressure, and material (air or nitrogen). In order to provide for a higher power application, an alternative Model II tuner-transformer was designed (Ref. 5). This high-power tuner-transformer uses a 12.3-mm (0.484-in.) minimum height waveguide section and should allow 200 kW (50 kW to each of four ports) to be reliably handled. Full 400-kW power is a possibility but would require testing. However, the high-power version tuner-transformer provides only two narrower bands at S-band within which VSWR remains below 1.2:1—about 2090 to 2130 and 2260 to 2310 MHz. The lower power use of the Model II 3.12-mm height tuner-transformer provides continuous 2100- to 2300-MHz matching.

Finally, for the Model II development, Ref. 6 describes a four-function feedcone system that was built to demonstrate the Model II horn combiner and provided to the research and development station, DSS 13. The four functions are 20-kW S-band receive/transmit and X-band receive/transmit, the latter at 20 kW at 7.1 GHz. With requisite thermal design details added, X-band is expected to be capable of 400 kW. In one test of that feedcone (without the reflector antenna, with the feedcone on the ground simply radiating vertically to the sky), 20 kW was simultaneously transmitted at S- and X-bands. It is not known if the presence of reflector surfaces, with presumed non-linear junctions on a micro scale, would produce receive band intermodulation products arising from the dual-band uplinks, but the Model II combiner and horn was found capable of basic two-band transmission without breakdown. For the DSN 34-m high efficiency antennas (initially DSS 15 and 45), the common aperture horn/Model II combiner feed system was selected and successfully implemented. Thus, three stations are fitted with this equipment as of January 1986. DSS 65, the third 34-m high efficiency antenna, is scheduled for completion in 1987 and will similarly use the common aperture horn/Model III combiner.
III. Current Work

Two requirements guided development of a Model III combiner, intended to further increase S-band bandwidth to include the Highly Elliptical Earth Orbiter (HEO) band from 2025 to 2110 MHz, as well as to provide an assured 400-kW CW S-band uplink in both the full operational uplink band (2025 to 2120 MHz) and possible planetary radar band (near 2320 MHz). A key feature of the Model III combiner is the use of eight S-band waveguide injection slots, arranged in four pairs. The height of each slot was maintained at 12.7 mm (0.50 in.) because of the power handling requirement. Figures 1(a) and 1(b) show the Model II and Model III combiners for comparison. In both the Model I and Model II combiners, it was physically possible to arrange the X-band rejection filter structure on both the top and bottom surfaces of the single S-band slot. But in the paired-slot arrangement of the Model III combiner, it was physically possible to arrange the X-band rejection filter structure on both the top and bottom surfaces of the single S-band slot. But in the paired-slot arrangement of the Model III combiner, only single-sided rejection filter geometry is possible due to the thin septum between the slots. Early concerns about obtaining sufficient X-band rejection (undesired coupling of X-band from the X-band horn throat terminal to any of the S-band slots) were allayed by initial testing, which showed sufficiency (approximately 50 dB). However, the combiner junction at that point was not yet matched for S-band, and later testing revealed that the rejection filtering was inadequate in the final configuration, including matching elements.

In all three combiner models, it was necessary to obtain S-band matching by a laborious and time-consuming process. It is a principle of wideband matching in dispersive lines (rectangular waveguide in this instance) that the best results are obtained by placing matching elements as close as possible to the initiating (undesired) reflection. In the case of the basic X/S combiner geometry used here, it was found necessary to actually enter the multi-mode radial line region (Figs. 2(a) and 2(b)) and to experimentally determine placement of matching elements (wide inductive posts in this instance) in order to achieve an acceptable bulk reduction of unmatched reflection. With the combiner roughly matched by experimental means (about 2:1 VSWR or -10 dB reflection) over a wide band, analytic methods are then applied in the 12.7-mm-high single-mode uniform transmission lines. Figure 3 shows a Smith chart presentation of the matched Model II combiner, referenced to full size WR430 waveguide impedance.

As stated above, when the Model III combiner was matched at S-band, the X-band rejection was affected. In some parts of the band, particularly near 7.2 GHz, the rejection was only -25 dB. At first it was expected that such leakage could be cured by additional and distant (from the combiner) simple rejection filtering, such as a (so-called) waffle iron lowpass type. In terms of the leakage level reaching sensitive components (the S-band maser for example), the above is true. But this approach fails to take into account where the reflected leakage finally exits the system, since it is not absorbed within. The conflict facing designers is how to achieve needed S-band wideband matching, a challenge in itself, while maintaining high (more than 40-dB rejection) performance of the X-band rejection filtering with the radial line (which is potentially a multi-mode region).

Radiation patterns were examined in both S- and X-bands of the “leaky” Model III combiner/horn system. As expected, S-band performed without incident, but X-band was found to be seriously degraded by the finite isolation of -25 dB in some parts of the 7- to 8.5-GHz band, particularly near 7.2 GHz (the needed X-band uplink). X-band radiation patterns are variable and generally unpredictable; they are dependent upon what is connected to the S-band lines (uniform WR430 with a 180-deg tee junction or 90-deg hybrid junctions2). In a worst-case setup, reflecting the undesired X-band leakage back into the horn in an adverse phase (a possible situation in a full-feed system), the 7.2-GHz radiation pattern is seriously affected and is predicted to cause approximately 1 dB of final reflector antenna system gain loss. Figure 4(a) shows expected normal (high X-band isolation) radiation pattern near 7.19 GHz. Figure 4(b) shows a finite isolation pattern causing 1 dB of final reflector antenna system gain loss. The loss components are illumination (-0.55 dB), cross-polarization (-0.15 dB), and phase (-0.34 dB). Overall, a typical high performance (shaped) dual-reflector antenna system fed with the affected radiation pattern shown in Fig. 4(b) would produce only 57% aperture efficiency (down from a normal 72%). This is considered grossly unacceptable performance for the DSN, and work on this effort has been terminated, at least temporarily. Future work is likely, and the authors hope this summary will provide a valuable starting place.

2Implementation of these junctions is dependent upon how the S-band polarization network is configured.
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Fig. 1(a). Model II X/S combiner

Fig. 2(a). Model II combiner showing radial line region

Fig. 1(b). Model III X/S combiner

Fig. 2(b). Model III combiner showing radial line region
Fig. 3. Smith chart presentation of Model II X/S combiner referenced to WR430 admittance
Fig. 4. Radiation patterns of feedhorns in X-band at 7.19 GHz: (a) Model II E- and H-plane patterns, (b) Model III E- and H-plane patterns
Stability Investigation of the Quadripod Structure for the NASA/JPL 70-Meter Antenna

C. T. Chian, J. J. Cucchissi, and R. Levy
Ground Antennas and Facilities Engineering Section

A new, slim-profiled, low-blockage quadripod structure was designed to support the 7.7-m-diameter subreflector for the 70-m antenna. Detailed analyses of quadripod structural stability (in frequency and buckling) are presented. The results indicate that the new quadripod design has an adequate safety margin for buckling, and its lowest natural frequency is above the control system bandwidth. The analytical design frequencies were confirmed by actual field measurements made in Spain in February 1986.

I. Introduction

The upgrade of the three NASA/JPL 64-m diameter antennas will provide a needed increase in Earth-based space communication capability at all three Deep Space Communications Complexes: Goldstone, California (DSS 14); Canberra, Australia (DSS 43); and Madrid, Spain (DSS 63). In addition to the increase of the antenna aperture area from 64 m to 70 m, a number of significant improvements in the quadripod, surface panels, subreflector positioner, and microwave aspects are included in the design. The upgrade objective is to increase the radio-frequency (RF) gain/noise temperature (G/T) by about 1.9 dB at X-band (8.45 GHz).

As part of the upgrade effort, a new, high-precision 7.7-m (25.4-ft)-diameter subreflector and positioning mechanism are needed. Consequently, an entirely new quadripod structure is required to support the subreflector. The new quadripod design particularly emphasizes reduced RF blockage, which is achieved by means of a narrow cross-sectional profile of the legs. The profile adopted provides about 0.32 dB of gain improvement in comparison with the existing 64-meter design (Ref. 1). This report addresses the stability analyses performed on the new quadripod design to ensure that it has an adequate safety margin for buckling and that the minimum natural frequency is compatible with control system requirements.

After construction, full-scale vibration measurements were performed at the fabricator's plant on the completed and assembled structure with dummy weights to simulate the subreflector and other equipment loads.

II. Design

The quadripod assembly is a tabular space-frame steel structure with four trapezoidally shaped legs connected to another large space frame at the apex, as shown in Figs. 1 and 2. The four legs are supported at the corner points of the rectangular truss system of the main reflector structure as shown in Fig. 2. The final slim profile leg cross-section enve-
lope selected is shown in Fig. 3. Also, the quadripod will be used occasionally for hoisting the cassegrain feed cones, the subreflector, or other heavy equipment which may be removed and reinstalled.

The finite element model of the 70-m quadripod truss structure is a pin-joined frame (3 translational degrees of freedom per node) comprising 156 nodes, 445 axial bars, and 28 membrane plates. The JPL/IDEAS (Iterative Design of Antenna Structures) computer program was used for analysis and design (Ref. 2). The program employs the optimality criterion to minimize the structural weight (objective function) with a constraint placed on the lowest natural frequency. A subsequent analysis of the 70-m model, accounting for bending and torsional stiffness at the joints (6 degrees of freedom per node) using NASTRAN (Ref. 3), showed only a small increase in the torsional natural frequency (Ref. 1). Outrigger braces (Fig. 2) were added thereafter to increase the lowest natural frequency.

Due to the slimness of the quadripod legs, the following requirements had to be considered:

1. **Dynamic stability**. The original 64-m antenna quadripod, with a minimum natural frequency of 1.22 Hz, presented no control system stability problems. Therefore, it was recommended that the minimum natural frequency of the new 70-m antenna quadripod must be 1.22 Hz. There are several distinct types of vibration modes characteristic of quadripod structures. Torsional modes can be excited at near-zenith antenna elevation by the azimuth drive. Lateral vibration cantilever modes can be excited by the azimuth drive at low elevation angles, and cantilever pitch modes can be excited by the elevation drive at any elevation angle, as shown in Fig. 4.

The torsional mode had the lowest frequency, so this frequency was selected as the primary design constraint. It was also found that this frequency could be significantly increased by adding outrigger braces near the quadripod base. These braces have an important stiffening effect and provide an insignificant increase in blockage. However, the braces are attached to an elastic antenna structure, and the compliance of this structure could reduce the outrigger contribution to the stiffness of the quadripod. Therefore, the consequences of partially effective outrigger braces on natural frequency were also studied.

2. **Static buckling stability**. The occasional use of the quadripod as a derrick required a check on the possibility of buckling instability. A factor of safety of at least 1.5 was recommended. The smallest eigenvalue found from a structural buckling analysis is equivalent to this factor of safety. Since the IDEAS program that was used for design and natural frequency analyses does not perform buckling analysis, the new quadripod design was optimized for the frequency requirement using IDEAS and then analyzed for buckling using NASTRAN (NASA Structural Analysis Program). NASTRAN was used to determine the buckling loads of the natural frequency-constrained quadripod design. Two versions of the NASTRAN program were used because of possible different finite element formulations: the NASTRAN-COSMIC (NASA's Computer Software Management and Information Center) (Ref. 4) and the proprietary NASTRAN-MSC version (MacNeall-Schwendler Corporation) (Ref. 3). The two versions were used both for the buckling and natural frequency analyses, and the results obtained were compared.

### III. Natural Frequency Analysis and Results

For natural frequency and mode shape analysis, the IDEAS program uses the Simultaneous Iteration method (Ref. 5), which is an iterative extension of Guyan's one-step solution. The NASTRAN programs in this study used the conventional Inverse Power Method.

Table 1 compares the first three natural frequencies of two pin-joined quadripod models; one with outrigger braces and the other without braces. All the values of Table 1 (except mode 1 without outriggers) exceed the goal of 1.22 Hz. Despite their effect on frequency, the braces do not significantly alter the characterization of the mode shapes of interest: the lowest mode is torsional and the next lowest are lateral and pitch cantilever modes. This table makes it evident that the outriggers are effective and approximately double the lowest frequency. Also included in Table 1 are the field measurements made on the assembled quadripod (Ref. 6).

To study the consequences of varying degrees of outrigger fixity caused by partially effective braces, the axial stiffness of the outriggers was parameterized, and the resulting natural frequencies were computed and plotted in Fig. 5. This approach is equivalent to reducing the "stiffness" of the support points. There is a relatively small change in frequency as long as the stiffness is at least 50% of the maximum. This fortuitous condition results from the requirement that the quadripod supports the hoisting loads.

### IV. Results of Buckling Analysis

The Rigid Format No. 5 of the NASTRAN program was used to perform the buckling analysis. The results of the
buckling analysis for the quadripod pin-joined model are presented in Table 2. Both the COSMIC and MSC versions of the NASTRAN program were used and compared. Four antenna configurations, each subject to the maximum loads anticipated to be hoisted when employing the quadripod as a derrick, in addition to the quadripod weight, were considered in the quadripod buckling analysis:

1. Zenith look with outriggers.
2. Zenith look without outriggers.
3. Horizon look with outriggers.
4. Horizon look without outriggers.

Table 2 shows that similar to effects on natural frequency the outriggers tend to at least double the buckling load capability.

V. Finite Element Plate Stiffness Representation

Comparisons of the COSMIC-NASTRAN and MSC-NASTRAN results on the quadripod model in Table 1 show that the plate element CQDMEM2 in the COSMIC version gives a different stiffness matrix representation compared with the CQUAD4 plate element in the MSC version, or with the IDEAS plate element CQDMEM. The lowest natural frequency of the quadripod, for instance, was found to be 1.54 Hz for the COSMIC model, while the MSC and IDEAS models gave 1.30 Hz. Table 3 compares the quadripod natural frequency results by the three computer programs: IDEAS, NASTRAN-COSMIC, and NASTRAN-MSC.

A parametric study was conducted to readjust the moduli of elasticity of the COSMIC CQDMEM2 plate elements to produce results similar to those of the MSC elements. Comparison of the results of the stiffness parameterization study is shown in Table 4 for the quadripod natural frequency analysis and in Table 5 for the quadripod buckling analysis. The plate element used in the NASTRAN-COSMIC employs the constant stress formulation, while the elements used in the NASTRAN-MSC or IDEAS permit a stress variation. As a result, the COSMIC element generates a stiffer structure than the other elements.

VI. Summary

A natural frequency and structural stability study was conducted for the 70-m antenna quadripod. The quadripod was found to be adequate in natural frequency and stable in buckling when the outrigger braces were included. One computer program used in the investigation was found to give an over-estimate of the stiffness. In order to correct the excessive stiffness, a parametric study was conducted to derive empirical coefficients to adjust the plate stiffness for future use of this program. The predicted values of natural frequency were shown to be closely consistent with actual full-scale field tests.
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Table 1. Comparison of natural frequencies for 70-m quadripod

<table>
<thead>
<tr>
<th>Mode</th>
<th>With outrigger braces</th>
<th>Without outrigger braces</th>
<th>Predominant mode shape</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Analytical</td>
<td>Field measurement</td>
<td>Analytical</td>
</tr>
<tr>
<td>1</td>
<td>1.302</td>
<td>1.27</td>
<td>0.637</td>
</tr>
<tr>
<td>2</td>
<td>1.967</td>
<td>1.76</td>
<td>1.293</td>
</tr>
<tr>
<td>3</td>
<td>2.720</td>
<td>2.62</td>
<td>1.555</td>
</tr>
</tbody>
</table>

Table 2. The quadripod buckling analysis results

<table>
<thead>
<tr>
<th>Case</th>
<th>Antenna configuration</th>
<th>NASTRAN version</th>
<th>NASTRAN version</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Zenith look, with outriggers</td>
<td>22.81</td>
<td>12.27</td>
</tr>
<tr>
<td>2</td>
<td>Zenith look, without outriggers</td>
<td>9.23 (not run)</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>Horizon look, with outriggers</td>
<td>12.87</td>
<td>3.77</td>
</tr>
<tr>
<td>4</td>
<td>Horizon look, without outriggers</td>
<td>4.12</td>
<td>1.66</td>
</tr>
</tbody>
</table>

Table 3. Comparison of lowest natural frequencies of the 70-m quadripod with outrigger braces

<table>
<thead>
<tr>
<th>Mode</th>
<th>IDEAS</th>
<th>MSC-NASTRAN</th>
<th>COSMIC-NASTRAN</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Plate element</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>CQDMEM</td>
<td>CQUAD4</td>
<td>CQDMEM2</td>
</tr>
<tr>
<td>1</td>
<td>1.302</td>
<td>1.304</td>
<td>1.542</td>
</tr>
<tr>
<td>2</td>
<td>1.967</td>
<td>1.967</td>
<td>2.089</td>
</tr>
<tr>
<td>3</td>
<td>2.720</td>
<td>2.720</td>
<td>3.216</td>
</tr>
</tbody>
</table>
### Table 4. Comparison of the plate element stiffness and the lowest quadripod natural frequencies

<table>
<thead>
<tr>
<th>Program</th>
<th>Plate element</th>
<th>Young's modulus, N/m² (psi)</th>
<th>Shear modulus, N/m² (psi)</th>
<th>Mode 1 min. freq., Hz</th>
<th>Mode 2 min. freq., Hz</th>
</tr>
</thead>
<tbody>
<tr>
<td>NASTRAN-MSC CQUAD4</td>
<td></td>
<td>$20.0 \times 10^{10}$ (29.0 x 10⁶)</td>
<td>$8.3 \times 10^{10}$ (12.0 x 10⁶)</td>
<td>1.304</td>
<td>2.720</td>
</tr>
<tr>
<td>NASTRAN-COSMIC CQDMEM2</td>
<td></td>
<td>$14.5 \times 10^{10}$ (21.0 x 10⁶)</td>
<td>$6.0 \times 10^{10}$ (8.7 x 10⁶)</td>
<td>1.312</td>
<td>2.737</td>
</tr>
</tbody>
</table>

### Table 5. Comparison of the plate element stiffness and the smallest eigenvalues for the quadripod buckling analysis

<table>
<thead>
<tr>
<th>Program</th>
<th>Plate element</th>
<th>Young's modulus, N/m² (psi)</th>
<th>Shear modulus, N/m² (psi)</th>
<th>$\lambda_{\text{min}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>(a) Zenith Look Antenna Configuration, with Outrigger Braces:</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NASTRAN-MSC CQUAD4</td>
<td></td>
<td>$20.0 \times 10^{10}$ (29.0 x 10⁶)</td>
<td>$8.3 \times 10^{10}$ (12.0 x 10⁶)</td>
<td>12.27</td>
</tr>
<tr>
<td>NASTRAN-COSMIC CQDMEM2</td>
<td></td>
<td>$10.7 \times 10^{10}$ (15.5 x 10⁶)</td>
<td>$4.4 \times 10^{10}$ (6.4 x 10⁶)</td>
<td>12.30</td>
</tr>
<tr>
<td><strong>(b) Horizon Look Antenna Configuration, with Outrigger Braces:</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NASTRAN-MSC CQUAD4</td>
<td></td>
<td>$20.0 \times 10^{10}$ (29.0 x 10⁶)</td>
<td>$8.3 \times 10^{10}$ (12.0 x 10⁶)</td>
<td>3.77</td>
</tr>
<tr>
<td>NASTRAN-COSMIC CQDMEM2</td>
<td></td>
<td>$5.2 \times 10^{10}$ (7.5 x 10⁶)</td>
<td>$2.2 \times 10^{10}$ (3.2 x 10⁶)</td>
<td>3.97</td>
</tr>
</tbody>
</table>
Fig. 1. Antenna quadripod and reflector system
Fig. 2. Plan view of 70-m quadripod with outriggers

Fig. 3. Quadripod cross-sectional profile

Fig. 4. Quadripod vibration modes
Fig. 5. Effect of outrigger braces on natural frequency
Appendix A

Differential Stiffness Matrices for Geometric Nonlinear Problems

For completeness of the report, the following material, which is extracted from Ref. 3, is included to describe formulation of the differential stiffness matrix that is used in the buckling analysis. The differential stiffness approximation uses terms up to quadratic in the strain-displacement relationship. The linear elastic solution and the differential stiffness solution are the first two iterations in the geometric nonlinear algorithm, which is an iterative technique that utilizes a modified Newton–Raphson method.

The approach requires a “Displaced Element Coordinate System” to be constructed for each element, which follows and rotates with the element as the model deforms. In the displaced element coordinate system, the distortions are small, and linear elastic theory can be used. Element forces in the displaced element coordinate system are computed by simply premultiplying the displacements by the elastic (small motion) stiffness matrix. The incremental stiffness matrix, when expressed in the displaced element coordinate system, is the sum of the elastic and differential stiffness matrices.

The term “differential stiffness” applies to linear terms in the equations of motion of an elastic body that arise from applied loads.

The approach to the theory of differential stiffness is based on Lagrange’s equations for the motion of a system with a finite number of degrees of freedom. Consider a system with a finite number of degrees of freedom, \( q_r \); with a set of springs whose potential energy is \( V \); and with a set of loads, \( P_a \), applied to displacements \( u_a \). The equations of motion for the system may be written

\[
\frac{\partial V}{\partial q_r} = Q_r \quad r = 1, 2, 3, \ldots, n \quad (A-1)
\]

where the generalized force \( Q_r \) is given by

\[
Q_r = \frac{\partial W}{\partial q_r} = \sum_a \frac{\partial u_a}{\partial q_r} P_a \quad (A-2)
\]

\( W \) is the work done by the external forces. It is assumed in the theory of differential stiffness that the potential energy of differential stiffness is a quadratic function of the degrees of freedom, i.e.,

\[
V = \frac{1}{2} \sum_{i,j} a_{ij} q_i q_j \quad (A-3)
\]

but that the partial derivatives, \( \partial u_a/\partial q_r \), are not necessarily constants.

The Lagrangian discrete element approach can be applied to a general elastic body, if it be imagined that the body is made up of infinitesimal cubes, each of which is joined to its six neighbors by a universal joint at the midpoint of each face. For a given static loading on the body, the stress distribution is computed throughout the body, ignoring differential stiffness effects in the process. This internal stress distribution is taken as the equivalent loading, and is applied to each cube in turn to determine the differential stiffness for the cube.

The work done by the static loads is computed for general motion of the degrees of freedom using Eq. (A-2). The terms in the differential stiffness matrix for the cube are then computed from

\[
K_{rs} = -\frac{\partial Q_r}{\partial q_s} = -\frac{\partial^2 W}{\partial q_r \partial q_s} \quad (A-4)
\]

The total work done by all components of force on a cube of volume \( \Delta \nu \) is

\[
\Delta W = -\frac{\Delta \nu}{2} \left[ \omega_x^2 (\sigma_y + \sigma_z) + \omega_y^2 (\sigma_z + \sigma_x) + \omega_z^2 (\sigma_x + \sigma_y) 
-2 \omega_x \omega_y \tau_{xy} -2 \omega_y \omega_z \tau_{yz} -2 \omega_z \omega_x \tau_{zx} \right] \quad (A-5)
\]

where \( \omega_x \), \( \omega_y \), and \( \omega_z \) are rotations about the \( x \), \( y \), and \( z \) axes, respectively. No work is done on the cube during translation because the forces acting on the cube are in equilibrium.

The matrix of differential stiffness coefficients for a cube of volume \( \Delta \nu \) is written from Eq. (A-4) as

\[
\Delta[K^d] = \Delta \nu \left[ \begin{array}{ccc}
\sigma_y + \sigma_z & -\tau_{xy} & -\tau_{xz} \\
-\tau_{xy} & \sigma_z + \sigma_x & -\tau_{yz} \\
-\tau_{xz} & -\tau_{yz} & \sigma_x + \sigma_y
\end{array} \right] \quad (A-6)
\]

The above general result is applied to evaluate the differential stiffness matrices for the quadripod structural elements.
Appendix B

Buckling Analysis Procedure

The formulation of the quadripod linear static response problem by the displacement method is described by the matrix equation

\[ [K] \{u\} = \{P\} \]  \hspace{1cm} (B-1)

where \([K]\) is the stiffness matrix, \(\{u\}\) is the displacement vector, and \(\{P\}\) is the load vector.

The steps for solving a quadripod buckling problem are listed as follows:

1. Solve the linear static response problem Eq. (B-1) for the quadripod structure in the absence of differential stiffness, and compute the internal forces in elements.

2. Using the results of Step (1), calculate the differential stiffness matrices for individual elements, and apply the standard reduction procedures (constraints and partitioning) to form the differential stiffness matrix \([K^d]\) in final form.

3. Replace the load vector \(\{P\}\) by \(-\lambda [K^d] \{u\}\), and find eigenvalues and eigenvectors for

\[ [K + \lambda K^d] \{u\} = 0 \]  \hspace{1cm} (B-2)

The eigenvalues, \(\lambda\), are the load level factors by which the applied static loading is multiplied to produce buckling:

\[ P_{cr} = \lambda P \]  \hspace{1cm} (B-3)

\(P_{cr}\) is the critical load for buckling, and \(P\) is the applied load.

The eigenvalues, \(\lambda_i\), and the corresponding eigenvectors, \(\{\phi_i\}\), are extracted by the Real Eigenvalue Analysis Module. The criterion for the quadripod structure to be statically stable (free from buckling) is, therefore:

\[ \lambda_i > 1 \]  \hspace{1cm} (B-4)
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This article describes an algorithmic procedure for the synthesis of planar array feeds for paraboloidal reflectors to simultaneously provide electronic correction of systematic reflector surface distortions as well as a vernier electronic beamsteering capability. Simple "rules of thumb" for the optimum choice of planar array feed configuration (i.e., number and type of elements) are derived from a parametric study made using the synthesis procedure described herein. A number of f/D ratios and distortion models were examined that are typical of large paraboloidal reflectors. Numerical results are presented showing that, for the range of distortion models considered, good on-axis gain restoration can be achieved with as few as seven elements. For beamsteering to ±1 beamwidth (BW), 19 elements are required. For arrays with either 7 or 19 elements, the results indicate that the use of high-aperture-efficiency elements (e.g., disk-on-rod and short backfire) in the array yields higher system gain than can be obtained with elements having lower aperture efficiency (e.g., open-ended waveguides). With 37 elements, excellent gain and beamsteering performance to ±1.5 BW are obtained independent of the assumed effective aperture of the array element.

An approximate expression is derived for the focal-plane field distribution of the distorted reflector. Contour plots of the focal-plane fields are also presented for various distortion and beam scan angle cases.

The results obtained show the effectiveness of the array feed approach.

I. Introduction

This article describes an algorithmic procedure for the synthesis of planar array feeds to simultaneously provide electronic correction of paraboloidal reflector antenna distortion as well as a vernier electronic beamsteering capability. This technique would be useful for correcting the gain loss and beam squint errors that are caused by systematic reflector distortions such as those induced by gravity on large ground station antennas. These distortions are large-scale and can be measured and/or predicted with reasonable accuracy by analytic methods. This study is not concerned with random surface errors, which are usually relatively small and must be analyzed statistically.
Rudge and Davies (Ref. 1) discussed the array feed for distortion correction and proposed the use of the Butler matrix as an ingenious means of providing adaptive excitation of the feed array. Their analytic and quantitative results, however, are limited to cylindrical reflectors having one-dimensional distortion profiles requiring only linear array feeds. Amitay and Zucker (Ref. 2) analyzed the use of planar array feeds for aberration correction in spherical reflectors. Their synthesis procedure, however, relies heavily on the circular symmetry of the feed-plane field distribution that exists in this case.

The synthesis algorithm and computer code used in this study are a modification of that developed by Imbriale et al. (Ref. 3). The code includes a numerical search routine that could be used to optimize general performance criteria including gain, sidelobe levels, and beamshape. In this article, however, only gain maximization is considered. Preliminary results showing feasibility of the technique have previously been reported by Blank and Imbriale (Ref. 4). For a given feed configuration, reflector f/D ratio, and distortion profile, the algorithm finds the optimum values of the individual feed excitations to maximize the reflector antenna gain in some desired direction. In doing this, the algorithm uses the Jacobi-Bessel technique (Ref. 5) to calculate the secondary fields of the reflector antenna having an arbitrary (i.e., distorted) shape and an illumination resulting from the displaced sources that comprise the array feed. The optimum choice of the array feed configuration (i.e., the number and type of element radiators) is determined by a parametric study made on a range of f/D ratios and reflector distortion profiles. A qualitative discussion of the choice of these feed parameters is given in the section on numerical results. Questions of system cost, signal-to-noise (S/N) ratio, and hardware availability are not explicitly considered.

It is assumed that the projected aperture of the reflector is sufficiently large (i.e., D > 100λ) so that the effects of feed blockage on system gain can be neglected. This study is limited to fixed planar feed arrays of identical elements located in the focal plane.

Contour plots of focal plane field distributions are presented to give graphical insight into the effects of reflector distortion. An analytic expression is also given for the focal plane field distribution based on the scalar diffraction equation. The expression is valid for small magnitudes of reflector distortion and large f/D ratios.

Cross-polarization effects are not considered in this study, although in principle, an array feed could also be used to synthesize some desired polarization distribution, by, for example, varying the orientation of the feed elements or by employing coupling effects. The array feed approach coupled with numerical search opens up the possibility of adaptive closed-loop optimization of system performance.

II. Reflector Feed Configuration

The reflector/feed configuration addressed is the case of single reflector systems1 having circular apertures of diameter D and maximum subtended angle ψ (Fig. 1). The feed consists of either a single circular element (taken as a reference for gain calculations) or a triangular grid array of 7, 19, or 37 elements (Fig. 2). The elements of the array are presumed to be identical and to have circularly symmetric, unidirectional radiation patterns of the form

\[ f(\psi) = \cos^q(\psi) \]  

(1)

The assumption of circularly symmetric element radiation patterns is made for the purpose of simplifying the presentation of results. The technique being described can also be used with more general types of element radiation patterns.

The minimum center-to-center spacing \(d_e\) (footnote 2), between the elements of the array, is related to \(q\), the exponent in Eq. (1), by

\[ d_e = \sqrt{\frac{q + 0.5}{b}} \]  

(2)

where the value of \(b\) depends on the type of element used (Ref. 7). For circular waveguide elements, \(b = 2.07\). For radiators with a higher effective aperture, such as disk-on-rod elements, a representative value of \(b = 2.47\) is used.

For given values of \(b\) and \(q\), spacing the elements greater than \(d_e\) would imply gain loss, since the “open” area thereby left between elements would not be available to capture incident energy. Therefore, in what follows, the element spacings are set equal to \(d_e\), not more nor less. The maximum diameter, \(d_f\), of such a “well-packed” array feed cluster is given by

\[ d_f = K \cdot d_e \]  

(3)

where \(K = 1, 2, 3, 7\), corresponding to the number of feed elements \(N = 1, 7, 19, 37\), respectively.

1 Cassegrain systems can be considered in terms of equivalent single reflector systems having the appropriate f/D ratio (Ref. 6).

2 Alternatively, \(d_e\) can be considered the minimum element diameter.
III. Calculation of Gain

In what follows, the gain of the reflector antenna $G(\theta_0, \phi_0)$ is taken to be synonymous with its directivity so that

$$G(\theta_0, \phi_0) = \frac{|E(\theta_0, \phi_0)|^2}{P_T/4\pi}$$  \hspace{1cm} (4)

where $E(\theta_0, \phi_0)$ is the value of the field of the secondary pattern at the peak of its mainlobe, and $P_T$, the total power radiated by the antenna as a whole, is equal to that power radiated by the feed array.

Referring to Fig. 1, we have

$$E(\theta_0, \phi_0) = \sum_{i=1}^{N} a_i F_i \exp \left[i k r_i \sin \theta_0 \cos (\phi_0 - \phi_i)\right]$$  \hspace{1cm} (5)

where

- $N$ = number of elements in the array
- $k$ = propagation constant
- $a_i$ = complex excitation of the $i^{th}$ element in the feed array
- $r_i, \phi_i$ = polar coordinates of the $i^{th}$ element in the focal plane, i.e., $x_i = r_i \cos \phi_i, y_i = r_i \sin \phi_i$ ($r_i$ is normalized to wavelength)
- $F_i$ = complex vector field received by the $i^{th}$ array element as a result of a plane wave incident on the reflector aperture from the direction $(\theta_0, \phi_0)$, and

$$P_T = \int_0^{2\pi} \int_0^{\pi/2} \left| f(\theta, \phi) \sum_{i=1}^{N} a_i \exp \left[i k r_i \sin (\phi - \phi_i)\right] \right|^2 \times \sin \theta \, d\theta \, d\phi$$  \hspace{1cm} (6)

where $f(\theta, \phi)$ is the field pattern of the element used in the array. (All elements are assumed to be identical and mutual coupling effects are neglected.)

By reciprocity, the $\{F_i\}$ can also be viewed as the secondary fields resulting from the illumination of the reflector by the offset elements that comprise the feed array. The $\{F_i\}$ are calculated using the Jacobi-Bessel method (Ref. 5).

The gain of the reflector is maximized in a given direction by setting the feed element excitations, $\{a_i\}$, to be the conjugate values of the $\{F_i\}$ fields received from that direction. In those cases where the performance criteria are other than simply maximizing gain in a given direction, or when it is not practical from a hardware point of view to take the conjugate values of the fields, then it is necessary to use a numerical search algorithm such as the Rosenbrock method (Ref. 8) to find the feed excitations that optimize performance.

The ideal maximum gain of the reflector is $(\pi D/\lambda)^2$. However, it is perhaps more meaningful to reference the gains achieved with an array feed to that obtained with a single element feed having a pattern giving, say, a -10 dB aperture taper at the maximum subtended angle $\phi$. In this case, the value of the exponent for a single element feed, $q_1$, can be found from the expression

$$\frac{(\cos \phi)^{q_1}}{f + D^2/16f} = 0.316$$  \hspace{1cm} (7)

where, after suitable approximations, reduces to

$$q_1 \approx 9.2 \left(\frac{f}{D}\right)^2 - 0.5 + \frac{1}{64 \left(\frac{f}{D}\right)^2}$$  \hspace{1cm} (8a)

which, for $f/D \geq 1$

$$q_1 \approx 9.2 \left(\frac{f}{D}\right)^2 - 0.5$$  \hspace{1cm} (8b)

For an arbitrary value $t$ of desired aperture field taper,

$$q_1 \approx -8 \ln \left(\frac{t}{b}\right) \left(\frac{f}{D}\right)^2 - 0.5$$  \hspace{1cm} (8c)

which, with Eq. (2), gives

$$d_{e_1} \approx \sqrt{\frac{8 \ln \left(\frac{t}{b}\right)}{b}} \left(\frac{f}{D}\right)$$  \hspace{1cm} (8d)

IV. The Algorithmic Procedure

The method being described here can be used to optimize general performance criteria such as gain, sidelobe levels, and beamshape. In this study, however, only gain maximization

$$\bar{\phi} = \tan^{-1} \left(\frac{1}{4f/D}\right); \quad \cos \bar{\phi} = \left(\frac{D^2/16f}{f + D^2/16f}\right).$$
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is considered. For the case of gain maximization, the procedure is as follows:

1. For a given angle of main-beam pointing observation \((\theta_o, \phi_o)\), reflector \(f/D\) ratio and distortion profile, choose the array feed parameters \(N\), \(d\), and \(b\).\(^4\)

2. Calculate the field values \(\{F_i\}\) using the Jacobi-Bessel method.

3. Set the array element excitations \(\{a_i\}\) to the conjugate values of \(\{F_i\}\) and calculate gain.

For the more general case, a performance function \(f(\vec{a})\), can be defined as the norm of the difference between the actual secondary pattern \(E(\theta, \phi, \vec{a})\), and some desired secondary pattern, \(E_D(\theta, \phi)\), i.e.,

\[
f(\vec{a}) = ||E(\theta, \phi, \vec{a}) - E_D(\theta, \phi)||
\]

(9)

The statement of the problem is then

\[
\text{find } \min f(\vec{a})
\]

(10)

where some numerical search routine, such as the Rosenbrock method, is used to perform the function minimization.

V. Analysis of Focal-Plane Field Distributions for Distorted Parabolic Reflectors

An approximate expression for the focal-plane field distribution is first derived based on the scalar diffraction integral. The expression is valid for reflectors having small magnitudes of distortion and large \(f/D\) ratios. It is meant to provide some analytical insight into the effects of reflector distortion. Contour plots of the focal-plane fields, based on data from the Jacobi-Bessel method, are presented in Subsection V.C. for various cases of distortion and beam scan angle.

Using the aperture-field method, the principal component of the electric field distribution, \(E\), in the focal plane of a large parabolic reflector can be related to the corresponding component \(H\) of the electric field in the aperture plane by a scalar equation of the form (Ref. 1)

\[
E(r, \phi') = \int_0^{2\pi} \int_0^{\pi} H(\psi, \xi) \exp[jkr \sin \xi \cos(\psi - \phi')] \times \sin \psi d\psi d\xi
\]

(11)

where the integration is taken over the surface of the spherical cap subtended by the angle \(\hat{\psi}\).

A. Undistorted Reflector

For the case of a uniform aperture distribution and a perfect reflector having \(f/D > 1\), the solution to Eq. (11) has the form

\[
E(r, \phi') \approx 2\pi \hat{\xi}^2 \frac{J_1(kr\hat{\xi})}{kr\hat{\xi}}
\]

(12)

where \(\hat{\xi} = \sin \hat{\psi}\) and \(J_1(x)\) is the Bessel function of first kind, first order.

B. Distorted Reflector

Small profile distortions in the reflector surface may be conveniently considered as effective phase errors, which theoretically may be projected into the aperture plane of the reflector (Ref. 9). The field distribution in the aperture plane is therefore modified by the phase error. The magnitude of the phase error, being proportional to the operating frequency, imposes an upper limit above which the reflector is ineffective as an antenna.

In what follows, models of reflector surface distortion are considered to have the form

\[
\Delta z = \varepsilon \rho^s \cos(L\xi)
\]

(13)

Where \(\varepsilon\) is the maximum deviation in wavelengths, \(s\) is a real number, \(\rho\) is the normalized distance from the z-axis to a point on the reflector normalized to the reflector radius and \(L\) is the integer number of periodic scallops in the distorted reflector. Based on data (Ref. 10) for gravity-induced distortions as a function of pointing angle, typical of large ground-based reflectors, \(\varepsilon\) can vary from 0 to 0.2, \(s\) from 0.5 to 2, and \(L\) is roughly equal to 3. Random distortion errors are not considered here.

Figure 1, with all distances normalized to the reflector radius, \(D/2\), in wavelengths, shows

\[
u = \sin \psi = \frac{\rho}{2f/D + \rho^2/8f/D}
\]

(14)

which for \(f/D > 1\) reduces to

\[
\rho \approx \left(2\frac{f}{D}\right) u
\]

(15)

\(^4\)The optimum choice of the feed parameters is discussed in Section VI.
If, as discussed above, the effects of distortion are accounted for by an equivalent phase error in the aperture plane, the resulting phase error distribution, including a factor for reflector curvature as in Ref. 11, can be expressed as

\[
\delta = 2\pi (1 + \cos \psi) \Delta z
\]  

(16)

If, however, the effects of reflector curvature are neglected, which is reasonable for \( f/D > 1 \), then Eq. (16) becomes

\[
\delta \approx 4\pi \Delta z
\]

(16a)

Substituting Eqs. (13) and (15) into Eq. (16a) results in

\[
\delta = 4\pi e (2f/D)^s u^s \cos (L\xi)
\]

(17)

The modified aperture field distribution then becomes

\[
H(u, \xi) = \exp (j\delta) = \exp (j(e' u^s \cos L\xi))
\]

(18)

where

\[
e' = 4\pi e (2f/D)^s
\]

Therefore, the focal-plane field distribution, as given by Eq. (11), for the case of a distorted reflector having \( f/D > 1 \), becomes

\[
E(r, \phi') = \int_0^{2\pi} \int_0^\pi \exp [j(e' u^s \cos L\xi)] \cdot \exp [jkr\cos(\xi - \phi')] u \, du \, d\xi
\]

(19)

This can be evaluated by expanding the two exponential terms in the integrand. In general, since Bessel functions of large order and small argument can be neglected, the procedure is rapidly convergent.

For the case of \( s = 2 \) and \( L = 3 \), the following result is obtained:

\[
E(r, \phi') \approx 2\pi(\bar{u})^2 \frac{J_1(kr\bar{u})}{kr\bar{u}} + \frac{16\pi e' \cos (3\phi') (\bar{u})^3}{7 kr} J_4(kr\bar{u})
\]

(20)

The first term on the right of Eq. (20) is the focal-plane field of an undistorted reflector. The second term represents a first-order approximation of the field due to distortion.

### C. Contour Plots of Focal-Plane Field

Graphical insight into the effects of reflector distortion can be obtained from an examination of contour plots of the focal-plane field distribution. In Figs. 3a through 3e, such plots are shown for the case \( f/D = 1.0 \) and values of \( e = 0, 0.12x, 0.2x, s = 1, 0.1, L = 3, \) and incident plane wave on-axis (\( \theta_0 = 0 \)) and off-axis (\( \theta_0 = 0.5 \text{ BW} \)).

Each of these plots is based on a triangular grid of 37 data points (see Fig. 2).

The deviation from circular symmetry and the spreading out of energy in the focal plane as a function of distortion is clearly shown by these plots. The combination of distortion and off-axis beam scan (Fig. 3e) results in particularly severe spreading of the focal-plane energy. Bearing in mind the dynamic nature of the distortion effects, these plots make it clear that it would be impossible to properly match the focal-plane fields of a distorted reflector with a conventional single-element feed.

### VI. Numerical Results — Gain Maximization

In this section, quantitative information is presented about the effectiveness and feasibility of the array-feed approach, as well as optimum array-feed parameter values obtained from gain maximization calculations made using the algorithmic procedure described in Section IV. This is done for a variety of \( f/D \) ratios, beam-scan angles \( \theta_0 \), array-feed parameters \( (N, d_e, b) \), and distortion parameters \( e \) and \( s \).

Feasibility of the array-feed approach is largely determined, from a hardware point of view, by the number and type of array-element radiators required to achieve significant gain restoration and vernier beamsteering.

The output of the algorithmic synthesis procedure is the set of array excitations that optimize performance and the resulting performance value (i.e., gain). To maximize gain with a given number of array elements \( N \), the optimum choice of the feed parameters \( (d_e \text{ and } b) \) depends on the need for greater or less granularity and/or greater or less capture area to conjugate-match the array-feed excitation to the focal-plane field distribution.

To see the relationship between gain performance and these parameters, the results of the matrix of gain calculations are presented graphically in Figs. 4a through 4e (on-axis gain loss vs \( d_e \)) for values of \( N = 7, 19, 37; f/D = 0.4, 1.0, 1.5; e = 0.12, 0.2; s = 1, 2; \) and \( b = 2.07 \text{ and } 2.47 \). In Fig. 5, gain loss is plotted as a function of scan angle, \( \theta \), \( \text{BW} \), for the optimum

\[ \text{Beamwidth, } \text{BW} \approx 1.16f/D \text{ radians (i.e., } \approx 0.66 \text{ deg for } D = 100\lambda \). \]
choice of $d_L$ (taken from Figs. 4a through 4e) with $N = 7, 19, 37$ ($f/D = 1.0$). In these graphs, gain loss is referenced to the ideal maximum gain of the reflector’s circular aperture (e.g., 49.94 dB) for $D = 100X$. It is also useful to have as a reference the gain loss results obtained with a single feed, $N = 1$, for various $f/D$ and distortion parameter values (Table 1).

From these results it is immediately seen that: (a) the lower the $f/D$ value and therefore the more pronounced the reflector curvature (Eq. (16)), the smaller the effects of distortion; (b) gain loss increases with increasing modulus of distortion $e$; and (c) gain loss is less for larger $s$ (i.e., $s = 2$), since this corresponds to distortion concentrated at the reflector rim, while smaller $s$ (i.e., $s = 1$) corresponds to distortion distributed more widely over the reflector surface, resulting in greater gain loss.

**A. Gain Loss as a Function of the Array Parameters $N, d_e, b$**

The results presented in Figs. 4 and 5 show that, as compared to the gain obtained with a single feed, an array feed having the proper choice of parameters can provide significant gain restoration and (for $N = 19, 37$) useful vernier beamsteering. For $N = 7$, Figs. 4a through 4c, it is seen that the value of element diameter that gives maximum on-axis gain loss is approximately that required by a single feed for the given $f/D$ ratio, i.e.

$$
\text{optimum } d_e \approx \frac{9.2}{b} (f/D) \quad (21)
$$

where $d_e$ is given by Eq. (8b). While the amount of gain restoration is significant, there still remains some residual loss due to distortion: i.e., for the case $e = 0.12, s = 2, b = 2.07$, the gain loss is approximately 0.3 dB greater than that for $N = 1$ with no distortion (Table 1).

Also seen in Figs. 4a, b, and c for $N = 7$, the use of elements having high effective aperture, characterized by a value of $b = 2.47$, gives better on-axis gain (approximately 0.2 dB better for the case $e = 0.12, s = 2$) than elements with $b = 2.07$. This increase in gain can probably be explained by the fact that the higher value of $b$ allows smaller array element spacing (and therefore better matching granularity) while maintaining a high effective capture area for the feed. The results presented here do not account for coupling effects, and therefore the possible advantages of using high effective aperture elements (e.g., $b = 2.47$) in an array are subject to experimental verification. In what follows, the emphasis is placed on results obtained with elements characterized by the more conservative (i.e., more realizable) value of $b = 2.07$.

As seen in Fig. 5, the optimum seven-element array will not provide continuous low-loss scanning but rather stepped scanning with beams formed on-axis and approximately 1.8 BW off-axis. This is discussed further in Subsection VI.B.

In each of the cases shown in Figs. 4a, b, and c for $N = 7$, it is seen that gain loss has an oscillatory or quasi-periodic character as a function of variable $d_e$: in addition to the optimum at $d_{e_1}$, there is a local optimum at approximately 1/3 $d_{e_1}$. This can be explained heuristically as giving the number and size of identical circular elements that fill the minimum diameter $d_{e_1}$ and that fit on a triangular grid, but that do not overlap the focal plane field null region. This explanation fits well with the results for $N = 19$ and 37, (Figs. 4d and e), where it is seen that the optimum $d_e$ is approximately 1/3 • $d_{e_1}$. Therefore

$$
\text{optimum } d_e \approx \frac{1}{3} \sqrt{\frac{9.2}{b}} (f/D) \quad (22)^6
$$

From Eqs. (3), (21), and (22), it is seen that the maximum diameter of the optimum 7-element array feed is approximately 30% larger than that of the optimum 7-element array and 80% larger than that of the optimum 19-element array (Fig. 6).

For $N = 19$, the on-axis gain is hardly better than that for $N = 7$. However, for $N = 19$, very good beamsteering is obtained over a range of ±1 BW (Fig. 5). As is the case for $N = 7$, and also for $N = 19$, the use of an element having high effective aperture characterized by a value of $b = 2.47$ does give better on-axis gain (approximately 0.2 dB better for the case $e = 0.12, s = 2$) than an element having lower effective aperture ($b = 2.07, Fig. 4d$).

For $N = 37$, the on-axis gain and the beamsteering performance is excellent over a scanning range of ±1.5 BW (Figs. 4e and 5). In fact, over the range of ±0.5 BW for $N = 37$, the gain with distortion ($e = 0.12, s = 2$) is equal to or better than the gain for $N = 1, 7, or 19$ with no distortion ($e = 0$). With $N = 37$, no appreciable improvement in on-axis gain is obtained by using elements having a value of $b = 2.47$.

For small values of $f/D$, Eq. (22) indicates that the optimum diameter is less than 0.5X for arrays with 19 or 37 elements. In most cases, such elements would be impractically small. Therefore, in the context of this study, the use of array feeds with more than seven elements for reflectors with small $f/D$ values (e.g., 0.4) would not be practical.

\*For $N = 19$, the numerical results indicate that the optimum $d_e$ is approximately 10% larger than that given by Eq. (22).
Finally, in Fig. 7, the secondary patterns of a distorted reflector with $f/D = 1$, $e = 0.12$, and $s = 2$ are shown for feeds with (a) $N = 1$ ($d_e = 2.1$) and (b) $N = 37$ ($d_e = 0.71$). Note that the array feed ($N = 37$) has produced a secondary pattern that is reasonably symmetric despite the asymmetric reflector distortions.

B. Beamsteering

To deal with the question of beamsteering, a simple analysis is made based on the reflector/array feed geometry. For large apertures, the scan angle $\theta_s$ is approximately

$$\theta_s \approx \frac{r}{f} BDF$$

(23)

where $r$ is the radial distance of the feed away from the focal point origin, and $BDF$ is the beam deviation factor, which is $\approx 1$ for $f/D \gg 1$. The number of beamwidths of scan for a scan angle of $\theta_s$ is given by

$$\frac{\theta_s}{\text{BW}} \approx \frac{D}{1.16} \cdot \frac{r}{f} \cdot BDF$$

(24)

where the secondary pattern beamwidth, $\text{BW} \approx 1.16\lambda/D$.

Now, the set of elements that comprise the array generates a set of corresponding beams in the far field. To achieve continuous, low-loss scan, the far-field beam crossovers should not be lower than their 3-dB points. To achieve this, it is necessary that

$$\frac{\theta_s}{\text{BW}} \leq 1$$

(25)

For $r = d_e$ (the radial distance to the first ring of elements in the feed array), Eqs. (24) and (25) imply that

$$d_e \leq \frac{1.16\lambda}{BDF} (f/D)$$

(26)

The restrictions imposed by Eq. (26) on $d_e$ for continuous, low-loss beamsteering performance may not, in all cases, be consistent with the requirements for optimum on-axis gain correction. For example, with $N = 7$ and $f/D = 1$, the on-axis gain is optimized with $d_e \approx 2.1\lambda$ [Fig. 4b and Eq. (21)]. This value of $d_e$ does not satisfy Eq. (26). By Eq. (23), the scan angle $\theta_s$ for an element located at $2.1\lambda$ is approximately $1.8$ BW and not $\leq 1$ BW as required for continuous, low-loss beamsteering. The array feed in this example gives good “stepped” beamsteering but not continuous beamsteering (e.g., $G(0$ BW) $\approx -0.8$ dB and $G(1.8$ BW) $\approx -0.8$ dB but $G(1$ BW) $\approx -7.0$ dB (see Fig. 5). On the other hand, for $N = 37$, the optimum value of $d_e$ to maximize on-axis gain is $\approx 0.71\lambda$ [Fig. 4e or Eq. (22)], which does satisfy Eq. (26), giving excellent, continuous, low-loss beamsteering performance (Fig. 5).

VII. Conclusions

This study has shown that a planar array feed has excellent potential as a solution to paraboloidal reflector distortion problems and beamsteering requirements. The numerical results obtained show that, for the range of distortion models considered, good on-axis gain restoration can be achieved with as few as seven elements. For beamsteering to $\pm 1$ BW, 19 elements are required. For arrays with either 7 or 19 elements, high effective aperture elements (e.g., $b = 2.47$) give higher system gain than elements having lower effective apertures (e.g., $b = 2.07$). With 37 elements, excellent gain and beamsteering performance to $\pm 1.5$ BW are obtained independently of the assumed effective aperture of the array element. Simple “rules of thumb” for the design of the planar array feed configuration have been presented.
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Table 1. Gain loss with a single feed, $N = 1 \ (b = 2.07)$

<table>
<thead>
<tr>
<th>$f/D$</th>
<th>$d_{e_1}, \lambda$</th>
<th>$\epsilon, \lambda$</th>
<th>$s = 2.0$</th>
<th>$s = 1.0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.4</td>
<td>0.9</td>
<td>0</td>
<td>-0.84</td>
<td>-0.84</td>
</tr>
<tr>
<td></td>
<td>0.9</td>
<td>0.12</td>
<td>-1.56</td>
<td>-2.07</td>
</tr>
<tr>
<td></td>
<td>0.9</td>
<td>0.2</td>
<td>-2.83</td>
<td>-5.28</td>
</tr>
<tr>
<td>1.0</td>
<td>2.2</td>
<td>0</td>
<td>-0.89</td>
<td>-0.89</td>
</tr>
<tr>
<td></td>
<td>2.2</td>
<td>0.12</td>
<td>-1.95</td>
<td>-2.63</td>
</tr>
<tr>
<td></td>
<td>2.2</td>
<td>0.2</td>
<td>-3.79</td>
<td>-6.72</td>
</tr>
<tr>
<td>1.5</td>
<td>3.2</td>
<td>0</td>
<td>-0.90</td>
<td>-0.90</td>
</tr>
<tr>
<td></td>
<td>3.2</td>
<td>0.12</td>
<td>-2.04</td>
<td>-2.74</td>
</tr>
<tr>
<td></td>
<td>3.2</td>
<td>0.2</td>
<td>-4.00</td>
<td>-7.03</td>
</tr>
</tbody>
</table>

$d_{e_1}$ is chosen to be slightly larger than is optimum when there is no distortion ($\epsilon = 0$), to give better gain with distortion.
Fig. 1. Geometrical parameters of the parabolic reflector

Fig. 2. Triangular grid array of circular elements and focal plane coordinates $r, \phi'$
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Fig. 6. Optimum array feed configurations for $N = 1, 7, 19, \text{ and } 37$ elements
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Fig. 5. Gain loss as a function of scan angle ($f/D = 1.0$, $s = 2$, 
$\epsilon = 0, 0.12, 0.2$)

Fig. 7. Secondary patterns of distorted reflector ($f/D = 1.0$, 
$\epsilon = 0.12\lambda$, $s = 2.0$ for $N = 1, d_e = 2.1$, and $N = 37, d_e = 0.71$)
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1- to 4-K Refrigeration Techniques for Cooling Masers on a Beam Waveguide Antenna

D. L. Johnson
Radio Frequency and Microwave Subsystems Section

The status of technology is reported for various 1- to 4-K commercially available refrigeration systems capable of producing 1.5-K refrigeration to cool masers and superconducting cavity oscillators on the proposed beam waveguide antenna. The design requirements for the refrigeration system and the cryostat are presented. A continuously operating evaporation refrigerator that uses capillary tubing to provide a continuous, self-regulating flow of helium at approximately 1.5 K has been selected as the first refrigerator design for the beam waveguide antenna.

I. Introduction

This past year, JPL installed a 2.3-GHz maser on the beam waveguide antenna in Usuda, Japan, to support the ICE mission and also to measure the performance of the antenna/maser combination. The results were impressive (Ref. 1). Comparing low-noise configurations of the 64-m beam waveguide antenna and a Deep Space Network (DSN) 64-m antenna at 2.295 GHz and at zenith, the measured total system noise temperature of the beam waveguide antenna was 15.0 K, whereas the measured total noise temperature was 16.0 K for the DSN 64-m antenna.

JPL is proposing to NASA that a 34-m beam waveguide antenna be built at Goldstone for research and development purposes. This antenna would support the new 32-GHz communications link. In addition to improved noise temperatures, there would no longer be limitations of size, variable elevation angle, and remote location of the feedcone as design parameters for the maser's refrigeration system. In this new design, the maser and its closed-cycle refrigerator (CCR) would be situated in a laboratory at the base of the antenna. The advantage of this plan is that the maser/CCR would no longer need to be orientation-independent or as compact; rather, it would be in a stationary, upright position, which would provide easy access to the maser(s) for modifications and maintenance, even during antenna tracking. This arrangement also eases the size and weight restrictions of the refrigeration system and provides a clean laboratory environment for the operators.

In addition to the 32-GHz maser, the beam waveguide antenna could support other masers and High Electron Mobility Transistor (HEMT) amplifiers. Masers require operating temperatures of 4.5 K or less. The HEMT amplifier requires only 12-K refrigeration, but for simplicity and convenience, the HEMT may also be cooled to 4.5 K.

Along with the amplifiers, the new cryostat would be designed to also contain a stabilized superconducting cavity oscillator, such as the one built by Caltech (Ref. 2). The cavity would replace the hydrogen maser as the frequency standard...
for the antenna. Initial measurements by Caltech using a ruby maser stabilized by a lead-on-sapphire superconducting cavity at 1 K indicated the stability $\Delta f/f$ to be $3 \times 10^{-14}$ over 4000 seconds, which extrapolates to a stability of $10^{-15}$ for 1 second (Ref. 3). In contrast, the present DSN hydrogen maser operates with a stability $\Delta f/f$ of $10^{-15}$ for 1000 seconds. The theoretical stability of a superconducting stabilized oscillator can be up to three orders of magnitude better than the hydrogen maser, but is dependent on the physical temperature, the temperature stability, and the superconducting material used. With the lead-on-sapphire cavity at 0.6 K, the theoretical stability approaches $10^{-18}$ for 1000 seconds; at 1.5 K, the stability is reduced to $10^{-15}$ for 1000 seconds, but a stringent temperature stability of $<10 \mu K$ is also required. As an alternative, an all-sapphire cavity operating at 1.5 K could yield a stability better than $5 \times 10^{-17}$ for 1000 seconds. This added stability could be traded for a less stringent temperature stability; however, use of an all-sapphire cavity would require much additional development work. The selection of the cavity type for use as the stabilized oscillator on the beam waveguide antenna will depend on the stability goal for the antenna and the temperature and temperature stability achievable by the refrigeration system.

Although the new cavity oscillator requires additional cryogenics to enable it to operate at or below 1.5 K, this oscillator can be put in the same cryogenic package as the masers. A decision must be made whether to cool the maser to this low temperature as well. Since the gain of the maser (in dB) is roughly inversely proportional to the physical temperature of the maser, lowering the maser temperature from 4.5 K to 1.5 K could improve the maser gain by a factor of three (or alternately, increase the maser bandwidth by a factor of three ). This improvement in maser performance must be weighed against the added complexity of placing additional components and heat loads in the 1.5-K portion of the refrigeration system.

This report examines the design requirements of the cryostat and the cooling requirements of the maser and cavity oscillator, the availability of 1.5-K refrigeration systems and components in industry, and the feasibility of using such a system in a beam waveguide antenna.

II. Design Requirements

The 2.3- and 8.5-GHz masers presently used in the DSN are cooled by 1-W closed-cycle refrigerators (CCRs). The 32-GHz maser package will be cooled by a 3-W CCR. The expected heat load for the 32-GHz maser is about 1 W. The superconducting cavity at Caltech has a measured heat load of 50 $\mu W$ at 1.5 K due to the rf input power, negligible compared to that of the maser. Because of this disparity in cooling requirements, it is necessary to consider the option of cooling only the cavity oscillator to 1.5 K or less, versus cooling both the cavity and the maser(s) to 1.5 K. If the latter option is chosen, the difference in required temperature stabilities for the devices will also contribute to the complexity of the cryostat. The design requirements for the cryostat are listed below.

1. Cavity and one or two masers housed in vacuum, cooled by conduction
2. 1-2 week hold time at 4.2 K in event of power/mechanical failure
3. 50 $\mu W$ of refrigeration at 1.5 K, 300 mW at 4.2 K for the cavity
4. $<10 \mu K$ stability at 1.5 K for the cavity
5. 1 W of refrigeration between 1.5 K and 4.2 K for the maser
6. $<10 mK$ stability for the masers

The masers and the cavity must also be independently accessible for service or maintenance, preferably while the remainder of the electronics in the cryostat remain at the low temperature. Therefore, it would be convenient to be able to hang the electronics from the top of the cryostat. Also, there is a tradeoff between the allowable thermal conductance and the allowable rf losses in the waveguides feeding the maser and cavity in the cryostat.

In selecting a refrigeration system, it is desirable to find a system that is commercially available, with readily available parts and service, and low operator maintenance requirements. The refrigeration system should also require no liquid nitrogen precool in order to simplify cryogenic requirements.

III. 1- to 4-K Refrigeration Systems

Magnetic refrigeration, electrocaloric refrigeration, or evaporative cooling techniques can produce temperatures between 1.0 K and 4.2 K. However, above 1 K, evaporative cooling is most commonly used. The other refrigeration methods are not yet commercially available, but it is of interest to describe these alternate cooling techniques briefly and the progress made in their development.

A. Magnetic Refrigeration

Adiabatic demagnetization, or magnetic cooling, was first suggested in 1925 by two independent researchers, Giauque (Ref. 4) and Debye (Ref. 5). As a means to produce temperatures below those attainable by pumping on a liquid helium bath. The first continuous magnetic refrigerator was built by Collins and Zimmerman (Ref. 6) in 1953, but it used
mechanical heat switches, which produced considerable vibrational heat leak. In 1954, Heer (Ref. 7) built the first continuous magnetic refrigerator with superconducting heat switches. That machine was capable of maintaining temperatures in the range of 0.2 to 1.0 K with a refrigeration capacity of a few microwatts. These refrigerators were made commercially by Arthur D. Little Corporation for a brief period until $^3$He became commercially available in sufficient quantities for evaporative cooling. In the late 70s and early 80s, efforts were renewed to make a continuous magnetic refrigerator for the 2- to 4-K and the 4- to 20-K ranges. The French (Ref. 8) demonstrated the feasibility of a reciprocating magnetic refrigerator which, operating with cold-and hot-end temperatures of 1.8 K and 4.2 K, could produce 1.2 W of refrigeration for short periods of time. The Japanese have built two magnetic refrigerators that also operate in the 2- to 4.2-K temperature span — a rotational wheel magnetic refrigerator (Ref. 9), and a pulsed coil magnetic refrigerator (Ref. 10) — that have produced cooling powers of 1.5 W at 2.10 K and 0.6 W at 1.80 K, respectively.

B. Electrocaloric Refrigeration

Analogous to the magnetic refrigerator, the electrocaloric refrigerator uses an applied electric field to cause the electric dipoles in a dielectric material to become ordered at a higher temperature. Dielectric materials that have transition temperatures in the 1- to 4-K range do exist, but their small dipole entropies make them incapable of producing significant refrigeration. Shepherd (Ref. 11) reported using an OH-doped KCl dielectric material to produce cooling at 0.3 K from a starting temperature of 1.3 K. The only reported application of electrocaloric refrigeration has been the use of the OH-doped KCl for thermostating crystals below 1 K while they were radiated with short light bursts (Ref. 12). New dielectric materials will have to be developed for this temperature region before electrocaloric refrigeration will become a viable refrigeration method.

C. Evaporative Cooling

Evaporative cooling, or subatmospheric refrigeration, has been used for many years as the means of lowering the bath temperature of the liquid cryogen. The temperature of the liquid is lowered below the normal boiling point by reducing the vapor pressure over the liquid. Temperatures as low as 0.3 K and 0.8 K can be attained with liquid $^3$He and $^4$He, respectively, down from their normal boiling temperatures of 3.2 K and 4.2 K at atmospheric pressure. This refrigeration technique is being used in many research programs today because of its ease of operation and the wide range of refrigeration capacity and temperatures achievable. Evaporative cooling is the most suitable at this time for maser cooling on a beam waveguide antenna. Various evaporative cooling methods will be discussed next and the configurations most suitable for use on a beam waveguide antenna will be described.

Temperatures down to 2.3 K have been achieved with the use of an ejector (Ref. 13). An ejector uses the momentum of a high-velocity stream of gas to entrain and accelerate a slower moving gas into which it is directed (Fig. 1). This reduces the pressure in the slower moving gas stream, lowering its temperature. The ejector can be placed outside the cryostat (Ref. 14), as in Fig. 1, driven by the side stream of the main compressor, or it can be installed in the Joule-Thomson (J-T) circuit near the J-T heat exchanger (Refs. 13,15), as shown in Fig. 2. The cold ejector has the benefit of not requiring the room temperature compressor to operate at subatmospheric pressures, thereby avoiding possible air leaks into the gas stream. Staging of ejectors could possibly produce temperatures lower than 2.3 K, but not without significant development work.

Vacuum pumping the vapor above the liquid bath can produce the low temperatures mentioned previously. Pumping the vapor causes the liquid to boil as it tries to maintain a pressure equilibrium between the liquid and the vapor. In so doing, the liquid cools itself, but at the expense of reducing the volume of liquid remaining in a dewar. At 1.5 K, only about half of the original volume of liquid remains, requiring either the use of a larger dewar or more frequent refilling of the dewar, which may be inconvenient for experiments that could last for days. In addition, this process of temperature reduction has low efficiency because it does not use the sensible heat of the helium vapor leaving the dewar. However, the simplicity of this cooling method makes it attractive for research experiments requiring small refrigeration loads where the test duration is on the order of hours.

The vacuum pumping process can be turned into a continuous low-temperature refrigeration system by connecting the low-temperature pot to the outer jacket of 4.2 K liquid helium with a capillary tube (Ref. 16, Fig. 3). The capillary tube provides a continuous flow of 4.2-K liquid to the pot. Helium transfer is only required to top off the 4.2-K jacket, which will not influence the temperature of the pot. The incoming liquid to the pot produces a small heat leak, which may raise the temperature of the pot slightly.

The cryostat used to cool the superconducting cavity at Caltech uses capillary tubing but also incorporates a manual shut-off valve at the entrance to the tubing. This keeps the refrigeration from being continuous and operator-free, but permits lower temperatures to be reached. When the pot is in need of refilling, the valve is opened to the 4.2-K liquid helium jacket. By vacuum pumping and refilling simultaneously, the liquid entering the pot is cooled to a temperature near 1 K.
The valve is closed off when the pot is filled, resulting in only a small fraction of the liquid being boiled off as the system is further cooled to 0.8 K. In the Caltech cryostat, the 0.5-liter volume of liquid in the pot will keep the superconducting cavity at a temperature of 1.0 K for about 5 days before requiring refilling with LH2.

Cryostats with capillary tubing have been used to produce mW of refrigeration at 1 K. However, with the proper sizing of the capillary tubing, it should be possible to attain the 1 W of refrigeration required for the maser. The Caltech cryostat uses an open-cycle process. Liquid helium is transferred periodically from a storage dewar into the 4.2-K jacket of the cryostat. The helium vapor pumped from the pot by the vacuum pump is vented to air. This process can be turned into a closed-cycle process to conserve helium by returning the pumped helium vapor to the compressor of a liquefier for reliquefaction. An important requirement for a DSN system is that the vacuum pump be helium-tight to prevent gas contamination.

If refrigeration on the order of watts or more is required, then maximizing the thermal efficiency of the refrigeration process is of great importance. The thermal efficiency can be improved by incorporating a heat exchanger to recover the refrigeration available in the sensible heat of the exiting helium vapor. Collins (Ref. 17) analyzed and compared the work input required to provide cooling at 1.85 K for refrigeration systems that do and do not incorporate a high-efficiency heat exchanger. His results showed a five-fold improvement in efficiency for a continuous closed-cycle refrigeration system using a heat exchanger over an open-cycle method in which 4.2-K liquid is first produced and then the bath temperature is lowered. The heat exchanger may be added either in the gas circuit of the refrigeration (Fig. 4) or as an entirely separate closed-loop gas circuit in heat exchange with the refrigeration circuit (Fig. 5).

A specially designed heat exchanger built into the refrigerator circuit as shown in Fig. 4 was tested by Collins (Ref. 17). The liquefier-refrigerator produces 7-K helium gas1 which is introduced to the high-pressure supply side of the heat exchanger. High-pressure, 300-K helium gas is also introduced to the heat exchanger to recover all the available refrigeration of the exiting low-pressure helium gas. The exiting gas flows over the finned-tube heat exchanger, cooling the incoming gas. At 7 K, the streams combine and flow through the remainder of the exchanger with the expansion valves. The intermediate expansion valves are used to reduce the supply pressure at the lower temperatures so that the enthalpy change (change in heat content) in the high-pressure stream is more nearly equal to that of the low-pressure stream. This permits recovery of more of the refrigeration capacity of the low-pressure gas, thereby increasing the heat exchanger efficiency.

A heat exchanger of this type is used to cool the linear accelerator at the University of Illinois. Coupled with a CTI Model 1400® liquefier, the university’s heat exchanger, without the LN2 precool, is capable of producing 11 W of refrigeration at 1.85 K. This heat exchanger is contained in a vacuum chamber separated from the liquefier and the accelerator cryostat. The accelerator cryostat is filled with the 1.85-K liquid that has been transported from the heat exchanger through an evacuated transfer line. The transfer line is precooled by the exhaust vapors being pumped from the cryostat. Following the development of this 1.85-K refrigerator, a 300-W, 1.85-K refrigerator was designed and built for Stanford University. The designs are similar, but the Stanford refrigerator requires the LN2 precool, along with four-stage vacuum pumping of the heat exchanger.

IV. JPL Refrigerator Design

The desire for a 1- to 2-week reserve capacity at 4.2 K requires use of a helium liquefier and an intermediate LH2 storage dewar. For an expected heat load of 1 W at 1.5 K, a liquefaction rate of 2 liters per hour is required. Two liquefiers for this liquefaction rate are commercially available. Both have been recently designed and developed for hospital use with nuclear magnetic resonance imaging (MRI). The Model 1200® liquefier, manufactured by Koch Process Systems, Inc., is capable of producing liquid helium at a rate of 5 liters per hour. Its screw compressor can adjust the flow rate to lower the liquefaction rate to 2 liters per hour. A number of these systems are already in operation. The other liquefier is the Model TCFII®, manufactured by Sulzer of Switzerland. This is a 5-liter-per-hour liquefier, and is now undergoing

---

1Collins reports minimal improvements when 4.2-K gas is used.
final pre-marketing tests. It is expected to be commercially available by the end of the year. Although both liquefiers are designed to use LN₂ precooling for optimum performance, both can operate without the LN₂ precool with a slight decrease in liquefaction rate.

For the first engineering design, the JPL refrigeration system should incorporate a cryostat that uses a capillary tube for the continuous flow of helium to the 1.5-K pot and direct vacuum pumping on the 1.5-K bath. A possible configuration for the JPL closed-cycle refrigerator system for the beam waveguide antenna is shown in Fig. 6. All items are commercially available with the exception of the cryostat. The buffer tank is used to store the helium gas when the cryostat and the storage dewar are warm. The compressor and vacuum pump would be set off in a separate room. A vacuum pump having a 150-l/s pumping speed would handle the boil-off from the 1-K pot. The liquefier and the storage dewar can be positioned in close proximity to the cryostat. A 250-liter storage dewar would amply hold a 1-week supply of 4.2-K liquid and would supply the liquid for the cryostat’s continued operation in the event of a mechanical failure or electrical power failure. During a mechanical or power failure, the boil-off from the cryostat may be vented to the atmosphere or may be collected in a large bladder for future repurification and reuse. The liquid in the pot would warm to 4.2 K, but the maser’s superconducting magnet would remain charged in the superconducting state.

A cryostat that takes into consideration all design requirements for the masers and the superconducting stabilized oscillator will be designed and fabricated at JPL. The design scheme has not yet been determined. Of particular interest is the possibility to warm and remove for maintenance either the maser or the cavity without interfering with the operation of the other. The different temperature stability requirements for the cavity oscillator and the masers may require separate 1.5-K pots, with separate pumping schemes for each. This would permit individual control of the temperature and temperature stability for each pot. The exhaust gas stream will be used to cool outer radiation shields, thus using some of the sensible heat of the venting vapor. This design will determine whether the continuous liquefaction/vacuum pumping refrigeration approach will be sufficient for the 1-W refrigeration requirement.

V. Conclusion

This report has introduced the various methods of attaining temperatures between 1 K and 4.2 K. Magnetic refrigeration, electrocaloric refrigeration, and evaporative cooling techniques are all possibilities. Of these, evaporative cooling is the only commercially available refrigeration method that fills the requirements set forth for cooling the masers and the superconducting stabilized cavity oscillator on a beam waveguide antenna. This method requires a liquefier to provide a supply of 4.2 K liquid to a storage dewar. The stored liquid is then transferred as needed to the cryostat to provide both a 4.2-K bath as a radiation shield and the supply to the 1.5-K pot which cools the masers and cavity. This refrigeration system will be used in a closed-cycle mode, recycling the pumped helium vapor to the refrigerator for reliquefaction.
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Fig. 1. Helium refrigerator using a room temperature ejector (after Ref. 14)
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Fig. 2. Diagram of the low-temperature end of a helium refrigerator equipped with a cold ejector (from Ref. 13)
Fig. 3. Schematic of a continuously operating helium refrigerator (after Ref. 16)

Fig. 4. Test apparatus for a 2-K closed cycle refrigerator (from Ref. 17)
Fig. 5. Schematic of a 3-K closed-cycle refrigerator built at JPL (from Ref. 18)
Fig. 6. Block diagram of a 1.5-K refrigerator for a beam waveguide antenna
Single Longitudinal Mode Operation of Semiconductor Laser Arrays with Etalon Control

H. Hemmati
Communication Systems Research Section

A simple method is devised to obtain a single longitudinal output beam from high-power multilongitudinal mode diode laser arrays. Mode control is achieved by simply placing a thin etalon in front of the laser. The three-cavity laser formed by addition of the etalon favors a single longitudinal mode. This technique is applicable to both continuous wave and pulsed laser modes of operation. Experimental results demonstrating the technique along with future work and possible applications are discussed.

I. Introduction

The GaAlAs semiconductor diode array laser and the diode laser pumped Nd:YAG laser are two of the leading candidate sources of radiation for free-space optical communication (Refs. 1 and 2). High electrical-to-optical efficiency along with small size and low mass are some of the features distinguishing these lasers for use in satellites. In general, available diode array lasers have a multilongitudinal mode output. For the heterodyne (coherent) detection technique and various power summing schemes, a single longitudinal mode laser is essential. Also, for such applications as optical pumping of solid-state lasers that have narrow absorption bands, a single mode diode array laser, tuned to a particular absorption band, could be beneficial for more efficient optical excitation.

Most attempts for obtaining single mode array lasers have been directed towards modification of the internal structure of the laser or the use of optical feedback from an external cavity (Ref. 3). When successful, these attempts are limited by low output power from the laser array.

Here a simple method is described to force the multimode output of a laser array into a single longitudinal mode structure. This is accomplished by placing a thin (150- to 250-μm thick) etalon plate at the output port of the diode laser. This etalon (which acts as a resonant reflector) along with the reflective surfaces of the diode laser itself form a three-cavity laser. Resonant operation, where all retroreflections are in phase, results in selection and enhancement of a particular longitudinal mode and simultaneous suppression of the adjacent modes. This method was recently applied to single-element diode lasers with significant (>34 dB) suppression of the adjacent modes (Ref. 4). However, applicability to multimode diode array lasers has not been reported until now. The experimental results presented here pertain to the latter and demonstrate the effectiveness of the method on laser arrays.
II. Experiments

A schematic of the experimental set up is shown in Figs. 1 and 2. The 120-mW output of a 10-element diode gain guided array laser was collimated by a 6.5-mm focal length and 0.615 numerical aperture lens. Three etalon thicknesses were examined: 1-mm, 200-μm, and 150-μm thick solid uncoated etalons. The 150-μm thick plate was just a microscope slide cover glass plate. At such a small thickness, the two faces of the plate are flat and parallel enough to act as an etalon. The 1-mm thick etalon proved ineffective, whereas the Fresnel reflection from either of the two thin (≤200-μm) uncoated glass plates provided sufficient control of the laser mode structure. The etalon was placed on an adjustable mount for fine control. At distances greater than 2 mm from the array (no collimating lens was used), the alignment of the etalon relative to laser facets becomes critical. Just prior to entering the single mode operation, spectral instabilities can be observed due to improper feedback. The addition of a thin uncoated etalon is very power efficient. The overall laser power is reduced by less than 3%.

A typical laser emission spectrum before etalon feedback and after proper etalon alignment is shown in Fig. 3. The measured side mode suppression on this unoptimized setup is about 26 dB. The laser remained single mode for over an hour of examination time. The diode laser was temperature regulated using a thermoelectric cooler. However, single mode operation was maintained with up to 4°C of temperature tuning after which realignment of the etalon was necessary to regain single mode operation. Single mode operation was also maintained when the diode array was pulsed. For pulse rates up to 0.1 MHz, no degradation was observed in the single mode output. Single mode operation is expected to be retained at even higher pulse rates.

The single mode operation method was also examined with an antireflection coated diode laser. Such a diode gain element requires a partially reflecting (typically 50%) output coupler for radiation feedback in order to lase. In this case, the etalon was placed outside the cavity (Fig. 2) where it effectively forces the multilongitudinal mode laser into a single mode. Work is underway to examine this method for the case in which the etalon is placed inside the laser cavity.

Improved efficiency of the diode laser pumped Nd:YAG laser is of major interest. Since the Nd:YAG crystal has a number of narrow absorption bands around the emission wavelength of the laser, a pump laser tuned to one of these bands should result in higher laser power. In preliminary studies where the Nd:YAG crystal was optically pumped with a single mode laser, only 5% improvement in the output power was observed. However, no attempts have been made yet to tune the laser wavelength. Wavelength selection is achievable by diode laser temperature tuning (typically about 3 angstroms per °C), by adjusting the spacing between the laser front facet and the etalon or a combination of both.

For a compact structure and nominal alignment requirement, the etalon may be attached very close to the front facet of the laser, perhaps in place of the window of the protection housing used with many of the commercially available diode lasers. Since the resonant peaks of multiresonant reflectors are sharper and more separated than is the case of a single-element etalon, the effect of using a multiple number of etalons all aligned with the original laser cavity needs to be examined.

III. Conclusion

In conclusion, a simple method is described to obtain single longitudinal mode laser output from multitemporal mode laser arrays with nearly 100% optical efficiency. Work is underway to study the effect of the etalon on the near-field and far-field patterns (the transverse mode structure) of laser arrays, as well as their application to diode array pumping of solid-state lasers.
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Fig. 1. A Schematic of the experimental setup where a regular ten-element diode array laser is used.

Fig. 2. A schematic of the experimental setup consisting of a front facet antireflection coated diode array laser (diode array gain element).

Fig. 3. The spectrum of a ten-element diode array laser as analyzed by a monochromator: (a) before etalon feedback; (b) after etalon alignment with the array.
A Recursive Solution for a Fading Memory Filter Derived From Kalman Filter Theory

J. I. Statman
Communications Systems Research Section

A simple recursive solution for a class of fading memory tracking filters is presented. A fading memory filter provides estimates of filter states based on past measurements, similar to a traditional Kalman filter. Unlike a Kalman filter, an exponentially decaying weight is applied to older measurements, discounting their effect on present state estimates. It is shown that Kalman filters and fading memory filters are closely related solutions to a general least squares estimator problem. Closed form filter transfer functions are derived for a time invariant, steady state, fading memory filter. These can be applied in loop filter implementation of the DSN Advanced Receiver carrier phase locked loop (PLL).

I. Introduction

The problem of estimating system state based on measurements is usually addressed by some form of a least squares estimator (LSE), where a Kalman filter is the common choice. The Kalman filter (Ref. 1) offers a recursive solution for state estimates, as well as for a state estimate covariance matrix. However, most Kalman filter implementations are sensitive to errors in modeling, both in generating a linearized model and in selecting model parameters. The effect of mismodeling is more severe when the system varies with time. Then, as the Kalman filter attempts to fit all past data to a single model, large errors in state estimates occur.

One approach to reducing effects of past data is to use an LSE that applies an exponentially decaying weight to older measurements. This “fading memory” approach, introduced in Ref. 3, overcomes most mismodeling and instability problems associated with standard Kalman filters, at a cost of losing some of the information associated with the discounted past measurements. In addition, the fading memory filter has the advantage that an exponential decay of past data is an intuitively clear concept to most electrical engineers, or anyone who works with basic electrical circuits. Sorensen (Ref. 2) presents a general recursive solution to the linear LSE problem, that with an appropriate selection of parameters can be either a fading memory filter or a standard Kalman filter. Unfortunately, the computational load associated with the fading memory filter implementation of Ref. 2 is excessive compared to what can be achieved.

In this article, the recursive LSE solution proposed in Ref. 2 is simplified for fading memory filters, assuming a particular form of process noise covariance matrix, $Q_n$. The resulting filter performs well for simulations of real life situa-
tions. The ensuing simplicity of the filter equations, based on a largely intuitive selection of $Q_n$, may incur some cost in terms of optimality. The simplified equations are then applied to a time invariant system, where filter gains have reached their steady state value, and closed form filter input-to-output transfer functions are derived.

II. System Model and Recursive Solution

The linearized model of a system under consideration is given by Eqs. (1) through (3). Equation (1) describes how the system state vector is propagated from one time point to the next. Equation (2) defines the relationship between system state and present measurement. All differences between state propagation model and behavior of the actual system are represented by the random variable $v_{n-1}$, while measurement noise is represented by $u_n$. Usually, $\{v_{n-1}\}$ and $\{u_n\}$ are modeled as zero-mean, white Gaussian random processes, with covariance matrices given by Eq. (3).

$$x_n = \phi_{n,n-1} x_{n-1} + v_{n-1}$$  \hspace{1cm} (1)

$$y_n = H_n x_n + u_n$$ \hspace{1cm} (2)

$$E \begin{bmatrix} v_{n-1}^T \\ u_n^T \end{bmatrix} = Q_{n-1} \delta_{m,n}$$

$$E \begin{bmatrix} u_n \\ u_n^T \end{bmatrix} = R_n \delta_{m,n}$$

$$E \begin{bmatrix} v_n \\ u_n^T \end{bmatrix} = 0$$ \hspace{1cm} (3)

where

$\delta_{m,n}$ The Kronecker delta function

$x_n$ System state vector (at time $n$)

$\phi_{n,n-1}$ State transition matrix (from time $n-1$ to time $n$)

$v_{n-1}$ Process (or state) noise

$y_n$ Vector of measurements

$H_n$ Measurement transformation matrix

$u_n$ Measurement noise

$Q_{n-1}$ Process noise covariance matrix

$R_n$ Measurement noise covariance matrix

$	ext{E}(\cdot)$ Statistical expected value

The LSE problem can be stated as follows. Given a set of measurements $\{y_i, i = 1 \ldots n\}$ and a weight matrix $S_n$, find an estimate of the state $\vec{x}_{n,n}$, that minimizes $J_n$:

$$J_n = U_n S_n^{-1} U_n^T$$ \hspace{1cm} (4)

where $U_n$ is the column vector composed of the individual measurement noise vectors $\{u_i, i = 1 \ldots n\}$, and $S_n$ is a non-negative definite matrix. In this formulation, the covariance associated with initial state uncertainty is ignored.

The matrix $S_n$ is often defined as a diagonal, or quasi-diagonal matrix, reflecting the stationary nature of the measurement noise processes. When $u_n$ is a scaler, $S_n$ is a diagonal matrix, while when $u_n$ is a $k$-length vector, $S_n$ is a block diagonal matrix consisting of $k$ by $k$ matrices along the block diagonal, with zeroes elsewhere. Let us first explore the scalar measurement case, with constant measurement noise variance. There are two approaches for selecting the elements of $S_n$. The first approach is to assign equal weight to all measurements, i.e., $S_n$ is an identity matrix. This approach leads to a standard Kalman filter. The second approach is to degrade older measurements, accounting for less validity of older measurements. In this case, the diagonal elements of $S_n$, denoted $s_i$, satisfy:

$$s_i > s_{i-1} \hspace{1cm} i = 2 \ldots n$$

This approach results in a fading memory filter. The two approaches can be easily extended to the cases where each measurement is a $k$-length vector and measurement noise covariance changes from one time to the next.

As the number of measurements increases, a complete LSE solution (requiring inversion of an $nk$ by $nk$ matrix) becomes computationally unattractive and a recursive form of the algorithm is used. Sorensen proposed Eqs. (5) through (8) as an optimum recursive solution to the LSE problem:

$$\vec{x}_{n,n} = \phi_{n,n-1} \vec{x}_{n-1,n-1} + K_n (y_n - H_n \phi_{n,n-1} \vec{x}_{n-1,n-1})$$ \hspace{1cm} (5)

$$P_{n,n-1} = \phi_{n,n-1}^T P_{n-1,n-1} \phi_{n,n-1} - e_n e_n^T + Q_{n-1}$$ \hspace{1cm} (6)

$$K_n = P_{n,n-1} H_n^T (H_n P_{n,n-1} H_n^T + R_n)^{-1}$$ \hspace{1cm} (7)

$$P_{n,n} = P_{n,n-1} - K_n H_n P_{n,n-1}$$ \hspace{1cm} (8)

where

$\vec{x}_{n,n}$ State estimate (at time $n$)
Typical filter update is as follows. In the $n$th step, Eq. (6) is evaluated, extrapolating the state estimate covariance matrix in time, and accounting for the process noise covariance matrix. This equation also performs a time decay function, using the multiplier $e^{-\alpha_n}$. Next, filter gain is computed by Eq. (7). Finally, the new measurement is incorporated into the state estimate and the state covariance matrix, using Eqs. (5) and (8), respectively.

When the decay factor is unity, i.e. no degradation of past measurements is used, Eqs. (5) through (8) represent a standard Kalman filter (Ref. 1). On the other hand, when $e^{-\alpha_n} > 1$ for all $n$, there is actual decay of past measurements, resulting in a fading memory filter.

As seen in the above equations, the computational complexity associated with this implementation of a fading memory filter is at least as high as that of a Kalman filter. However, a significantly simpler filter implementation is derived in Appendix A, for the design value of $Q_{n-1}$ selected according to Eq. (12). The resulting recursion formulas are:

$$\bar{x}_{n,n} = \phi_{n,n-1} \bar{x}_{n-1,n-1} + K_n (y_n - H_n \phi_{n,n-1} \bar{x}_{n-1,n-1})$$  \hspace{1cm}(9)

$$M_n = H_n^T R_n^{-1} H_n + \alpha_n \phi_{n,n-1}^T M_{n-1}^{-1} \phi_{n,n-1}$$ \hspace{1cm}(10)

$$K_n = M_n^{-1} H_n^T R_n^{-1}$$ \hspace{1cm}(11)

$$Q_{n-1} = \beta_n \phi_{n,n-1} P_{n-1,n-1} \phi_{n,n-1}^T \hspace{1cm}(12)$$

where

$$M_n^{-1}$$ Inverse of state estimate covariance matrix

$$\alpha_n = \frac{1}{e^{-\alpha_n} + \beta_n}$$ Filter decay factor, $0 < \alpha_n < 1$

Filter update for the $n$th measurement consists of updates of $M_n$, $K_n$, and $\bar{x}_{n,n}$, in that order. Computations associated with this form of filter update are simpler than corresponding computations for a Kalman filter. A measure of the simplification is that steady state value of $P_{n,n}$ can be obtained from a linear set of equations, rather than the (quadratic) Riccati equation required for a Kalman filter. The filter decay factor, used in Eq. (10), can be viewed as an exponential:

$$\alpha_n = e^{-\tau_n T}$$  \hspace{1cm}(13)

where $T$ is the filter sample time and $\tau_n$ is the filter time constant. With this definition, the filter response to input impulse is somewhat similar to the response of an RC electrical circuit to an impulse, with an exponentially decaying transient. From the above equations it is clear that $\alpha_n$ has a dual role. First, it represents the exponential increase in the state estimate covariance matrix, $e^{-\alpha_n}$. In addition, it also includes the effect of the assumed $Q_{n-1}$, via a $\beta_n$ component.

### III. Results for Time Invariant, Steady State Filter Gain

Often, the system model assumes that the state transition and measurement matrices and the measurement noise covariance matrix are time invariant, and measurement samples are uniformly spaced in time. It is also assumed that the filter decay factor is constant. In this case, the filter update equations are:

$$\bar{x}_{n,n} = \phi \bar{x}_{n-1,n-1} + K_n (y_n - H \phi \bar{x}_{n-1,n-1})$$  \hspace{1cm}(14)

$$M_n = H_n^T R_n^{-1} + \alpha \phi^T M_{n-1} \phi^{-1}$$ \hspace{1cm}(15)

$$K_n = M_n^{-1} H_n^T R_n^{-1}$$ \hspace{1cm}(16)

In these equations, the unsubscripted $\phi$, $R$, $H$, and $\alpha$ are the time invariant versions of the corresponding subscripted variables. After a sufficiently long time, the matrices $M_n$ approach a steady state value, $M$, that depends only on $\phi$, $H$, $R$, and $\alpha$. When $M_n$ is approximated by this steady state value, the filter gain defined in Eq. (15) can be precomputed. This results in a significant reduction in the computational load associated with filter updates. Of course there is some loss of flexibility in using constant, steady state, filter gains.

When using steady state filter gain, $K$, transfer functions from filter input to filter output can be evaluated. The transfer function, in matrix form, is:

$$C(z) = (zI - \phi + KH\phi)^{-1} K_z$$ \hspace{1cm}(17)

Note that for an $m$-input, $n$-state filter, the matrix $C(z)$ is of dimension $n$ by $m$.
Analytic steady state tracking filter solutions are often investigated for simple second and third order Kalman filters (Ref. 4). Similar expressions are derived below for fading memory filters. In a typical case, range (or range and velocity) measurements are used in estimating range, velocity, and perhaps acceleration. The resulting $\phi$ and $H$, when no velocity measurement is available, are given in Table 1. Without loss of generality, $R$ is assumed to be unity. This can be done since any linear scaling of $R$ causes similar scaling for $M_n$, but has no impact on the filter gain. Thus, the state update equation is independent of scaling of $R$.

Table 2 presents the input-to-output transfer function components for these filters, assuming steady state filter gains. It is interesting to notice that the transfer functions have all their poles at $z = -\alpha$, within the unit circle.

Fading memory filters, described by Eqs. (14) - (16), are being investigated for the DSN Advanced Receiver carrier PLL loop filter (Ref. 5), where phase, frequency, and frequency rate correspond to range, velocity, and acceleration. It is expected that these filters, in conjunction with a predictor, will reduce the effect of loop transport lag.

Similar filters were also successfully used in the Mobile Automated Field Instrumentation System (MAFIS) Position Location Demonstration\(^1\)\(^2\) and for the High Dynamics GPS Receiver Validation Demonstration (Ref. 6), both performed at JPL.

### IV. Conclusions

The fading memory filter and Kalman filter are presented as special cases of a general least squares estimator problem. It is shown that both filters can be implemented by the same set of recursion equations, with an appropriate choice of parameters. A simple recursive solution for a class of fading memory tracking filters is presented. Filter implementation for this class is computationally efficient, and exhibits good stability performance. It is proposed as part of the loop filter for the DSN Advanced Receiver carrier PLL.


\(^2\) Wallis, D. E., private communications.
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Table 1. Matrices for second and third order filters

<table>
<thead>
<tr>
<th>Order</th>
<th>$\phi$</th>
<th>$H$</th>
<th>$R$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>$\begin{pmatrix} 1 &amp; T \ 0 &amp; 1 \end{pmatrix}$</td>
<td>(1, 0)</td>
<td>(1)</td>
</tr>
<tr>
<td></td>
<td>$\begin{pmatrix} 1 &amp; T \cdot T^2/2 \ 0 &amp; 1 \end{pmatrix}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>$\begin{pmatrix} 0 &amp; 1 &amp; T \ 0 &amp; 0 &amp; 1 \end{pmatrix}$</td>
<td>(1, 0, 0)</td>
<td>(1)</td>
</tr>
</tbody>
</table>

Table 2. Closed form transfer functions from input range to output parameter

<table>
<thead>
<tr>
<th>Output parameter</th>
<th>Second order filter</th>
<th>Third order filter</th>
</tr>
</thead>
<tbody>
<tr>
<td>Range</td>
<td>( \frac{(1 - \alpha^2) z (z - 2 - \frac{\alpha}{1 + \alpha})}{(z - \alpha)^2} )</td>
<td>( \frac{(1 - \alpha) z ((\alpha^2 + \alpha + 1) z^2 - 3\alpha (1 + \alpha) z + 3\alpha^2)}{(z - \alpha)^3} )</td>
</tr>
<tr>
<td>Velocity</td>
<td>( \frac{(1 - \alpha)^2 z (z - 1)}{T(z - \alpha)^2} )</td>
<td>( \frac{(1 - \alpha) z (z - 1) ((3 - 3\alpha^2) z + 5\alpha^2 - 4\alpha - 1)}{2T(z - \alpha)^3} )</td>
</tr>
<tr>
<td>Acceleration</td>
<td>( \frac{1}{T^2(z - \alpha)^3} )</td>
<td>( \frac{(1 - \alpha)^3 z (z - 1)^2}{T^2(z - \alpha)^3} )</td>
</tr>
</tbody>
</table>
Appendix A
Derivation of Simplified Recursive Formulas

This appendix derives simplified fading memory equations, Eqs. (9) through (11), from Sorensen’s recursive solution, given in Eqs. (5) through (8). The simplification is accomplished in three steps. First Eqs. (7) and (8) are combined. Then, a specific form of $Q_n$ is assumed, resulting in a simple equation for the update of state estimate covariance matrix. Finally, a new state estimate update equation is derived. The first step uses a matrix inversion lemma (Ref. 7):

$$(B + UV)^{-1} = B^{-1} - B^{-1}U(I + VB^{-1}U)^{-1}VB^{-1} \quad (A-1)$$

Applying Eq. (A-1) to Eq. (8), results in:

$$P_{n,n}^{-1} = P_{n-1,n-1}^{-1} - P_{n,n-1}^{-1}(-K_n)$$

$$\times (I + H_n^T P_{n,n-1} P_{n-1,n-1}^{-1}(-K_n))^{-1}$$

$$\times H_n^T P_{n,n-1} P_{n-1,n-1}^{-1} \quad (A-2)$$

or

$$P_{n,n}^{-1} = P_{n,n-1}^{-1} + P_{n,n-1}^{-1} K_n (I - H_n^T K_n)^{-1} H_n$$

$$\quad \text{or} \quad \quad (A-3)$$

but:

$$I - H_n K_n = I - H_n^T P_{n,n-1} H_n$$

$$\times (H_n^T P_{n,n-1} H_n^T + R_n)^{-1}$$

$$= I - (H_n^T P_{n,n-1} H_n^T + R_n - R_n) \quad (A-4)$$

$$\times (H_n^T P_{n,n-1} H_n^T + R_n)^{-1}$$

$$= R_n (H_n^T P_{n,n-1} H_n^T + R_n)^{-1}$$

combining Eqs. (A-3) and (A-4) results in:

$$P_{n,n}^{-1} = P_{n,n-1}^{-1} + H_n^T (H_n^T P_{n,n-1} H_n^T + R_n)^{-1}$$

$$\times (H_n^T P_{n,n-1} H_n^T + R_n)^{-1} H_n$$

$$= P_{n,n-1}^{-1} + H_n^T R_n H_n$$

$$\quad \text{or} \quad \quad (A-5)$$

Equation (A-5) has a form found commonly in literature (Ref. 4). Next, let us assume that the matrix $Q_{n-1}$ has a special form:

$$Q_{n-1} = \beta_n \phi_{n,n-1} P_{n-1,n-1} \phi_{n,n-1}^T \quad \beta_n > 0, \quad \text{(A-6)}$$

The rationale for this assumption is discussed at the end of the appendix. With this assumption, Eq. (6) becomes:

$$P_{n,n-1} = (\beta + \epsilon^{n-1}) \phi_{n,n-1} P_{n-1,n-1} \phi_{n,n-1}^T \quad (A-7)$$

Inserting Eq. (A-7) into (A-5), and assuming that $P_{n,n-1}$ and $\phi_{n,n-1}$ are invertible, we get:

$$P_{n,n}^{-1} = H_n^T R_n^{-1} H_n$$

$$+ \frac{1}{\beta + \epsilon^{n-1}} \phi_{n,n-1}^T P_{n-1,n-1} \phi_{n,n-1}^{-1} \quad \text{(A-8)}$$

Following the notation in the body of the paper, Eq. (A-8) can be represented as:

$$M_n = H_n^T R_n^{-1} H_n + \alpha_n \phi_{n,n-1}^T M_{n-1} \phi_{n,n-1}^{-1} \quad \text{(A-9)}$$

where

$$\alpha_n = \frac{1}{\beta_n + \epsilon^{n-1}} \quad \text{Filter decay factor}$$

Note that $\epsilon^{n-1} > 1$ and $\beta_n > 0$, thus $1 > \alpha_n > 0$. This completes the derivation of the simplified covariance matrix update equation. To complete the proof, the expression from Eq. (15) is now derived for the gain $K_n$. From Eq. (A-5):

$$M_n = P_{n,n-1}^{-1} + H_n^T R_n^{-1} H_n \quad (A-10)$$
Applying Eq. (A-1) to Eq. (A-10):

\[
M_n^{-1} = P_{n-1}^{-1} - P_{n-1}^{-1} H_n^T (I + R_n H_n P_{n-1} H_n^T)^{-1} R_n^{-1} H_n^T P_{n-1}^{-1}
\]

\[
= P_{n-1}^{-1} - P_{n-1}^{-1} H_n^T \times (R_n + H_n P_{n-1} H_n^T)^{-1} H_n^T P_{n-1}^{-1}
\]

(A-11)

After multiplying both sides of this equation by \(H_n^T R_n^{-1}\), and some tedious arithmetic, Eq. (A-11) becomes:

\[
M_n^{-1} H_n^T R_n^{-1} = P_{n-1}^{-1} H_n^T (H_n P_{n-1} H_n^T + R_n)^{-1} = K_n
\]

(A-12)

This completes the derivation.

The selection of \(Q_n\), as defined by Eq. (A-6), is of particular interest. In most Kalman filter applications, \(Q_n\) serves a dual function. First, it represents the modeled process noise, which is its declared objective. Then, it also reduces the risk of numerical instability by establishing a minimal value to the state estimate covariance matrix. The interested reader can evaluate Eqs. (5) through (8) for simple cases, using \(Q_n = 0\), and observe that \(P_{n,n}\) approaches zero as \(n\) goes to infinity. Since, for non-trivial Kalman filters, \(P_{n,n}\) must be positive definite, small numerical problems can make the filter unstable. For this reason, Kalman filter designers tend to inflate \(Q_n\) above its modeled level.

The fading memory filter does not suffer from a corresponding problem. Even when \(Q_n\) is zero, \(P_{n,n}\) reaches a finite nonzero value. Conceptually, a Kalman filter \(P_{n,n}\) is affected by a larger set of measurements than a fading memory filter \(P_{n,n}\) and thus tends to be smaller. Since \(Q_n\) is not required for numerical stability, a reasonable choice is for \(Q_n\) to be proportional to the state estimate covariance matrix, or to a related quantity, as defined by Eq. (A-6). It can be viewed as an adaptive definition of \(Q_n\). Also, if \(Q_n\) is chosen as 0, the decay factor \(e^{\alpha n}\) defined in this appendix, and the filter decay factor \(\alpha\), are reciprocals of each other.

Anderson and Moore (Ref. 8) suggest that a fading memory filter can be viewed as a Kalman filter with exponential inflation applied to past \(Q_n\) and \(R_n\). They also emphasize the inherent stability associated with such a filter. Their approach, though insightful, does not simplify filter mechanization.

In summary, the particular form of \(Q_n\) used in this appendix is not derived from an independent statistical model of process noise, thus resulting in a sub-optimal solution. In many real life applications, the benefit associated with numerical stability, reduced sensitivity to mismodeling, and reduced computational load may far outweigh this loss in optimality.
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A new approach to the design of digital phase locked loops (DPLLs), using estimation theory concepts in the selection of a loop filter, is presented. The key concept is that the DPLL closed-loop transfer function is decomposed into an estimator and a predictor. The estimator provides recursive estimates of phase, frequency, and higher order derivatives, while the predictor compensates for the transport lag inherent in the loop. This decomposition results in a straightforward loop filter design procedure, enabling use of techniques from optimal and sub-optimal estimation theory. A design example for a particular choice of estimator is presented, followed by analysis of the associated bandwidth, gain margin, and steady state errors caused by unmodeled dynamics. This approach is under consideration for the design of the DSN Advanced Receiver Carrier DPLL.

I. Introduction

A phase locked loop (PLL) is a feedback system that tracks the phase of a received signal. A typical PLL structure is shown in Fig. 1: the difference between the received phase and a voltage controlled oscillator (VCO) phase is filtered and used to steer the VCO, so that the VCO phase tracks the received phase. Designers of PLLs select a loop filter to meet performance requirements, usually specified in terms of bandwidth, gain margin, and dynamic errors. Design methods for analog PLLs are well documented in the literature (Refs. 1 and 2).

It is assumed here that the DPLL is characterized by constant loop update rate. Discussion of DPLLs with variable loop update rate is provided in Refs. 3-6. DPLLs with fixed update rate can be designed either by analogy to continuous domain PLLs or based on an optimality criterion.

Design by analogy to continuous time PLLs, i.e., applying s-plane design rules by translation to the z-plane, suffers from two major disadvantages. The design is based on iteratively placing open-loop poles and zeroes at “well chosen” locations until satisfactory performance is achieved. Such locations are selected based on design experience rather than on a well established set of rules. Also, the design does not account for the transport delay in the digital loop, caused by hardware and loop filter computations. This delay is either “ tolerated,” i.e., the degradation due to the delay is analyzed and found to be acceptable (Ref. 7), or “compensated” by the equivalent of a lead-lag network (Ref. 8).
Design based on an optimality criterion attempts to optimize a concise performance measure, usually a weighted sum of transient response, gain margin, and noise bandwidth. For some cases (Ref. 9), analytical expressions for the performance measure can be obtained, and closed-form expressions for loop filters defined.

The estimator-predictor approach described in this article offers an alternate method for DPLL design. The DPLL is shown to be equivalent to an estimator followed by a predictor, compensating for the transport lag. The estimator derives an estimate of the state vector, consisting of phase, frequency, and perhaps frequency rate, based on measurements of phase alone. Selection of the specific estimator can then be based on the vast resources available in linear optimal estimation theory. In the next sections, a generic form of the design procedure is presented, followed by a design example using specific estimator, predictor, and for specified transport lags. Then, performance of the designed loops is analyzed. A future study will compare performance of loops designed using this approach to those designed according to alternative criteria.

II. Design Approach

This section discusses the rationale for the new design approach and then presents the resulting design procedure. Time dependent variables, e.g., phase, are represented by their z-plane transforms, and difference equations are replaced by corresponding z-plane transfer functions. Even though the notation does not explicitly account for time variation of difference equation coefficients, such variations can be accommodated by the design procedure.

A. Rationale

The basic purpose of a DPLL is to generate a signal, with phase $\theta(z)$, that approximates $\bar{\theta}(z)$, the phase of a received signal, as shown in Fig. 1. From a linear estimation theory viewpoint, this is a pure and simple estimation problem, and the solution is straightforward. First, a linear state model for $\theta(z)$ is defined, with a corresponding measurement model. Then, statistical models for state (or process) noise and measurement noise are developed. Finally, an appropriate estimator is selected (a fixed-coefficient, recursive least squares estimator is a prime candidate).

There is a slight complication since a non-zero transport delay is associated with DPLL mechanization. The effect of this delay can be compensated by a predictor that extrapolates the state estimate by an appropriate time interval. Thus, the closed-loop DPLL transfer function has the form:

$$ H(z) = D(z)C(z)z^{-N} \tag{1} $$

where

- $H(z) = $ closed-loop DPLL transfer function
- $D(z) = $ predictor transfer function
- $C(z) = $ estimator transfer function
- $N = $ DPLL transport lag, in units of loop update time

Equation (1) assumes that the DPLL is updated at uniformly spaced time points, with update interval of $T$, hence the transport lag is an integer multiple of $T$. Figure 2 shows a DPLL structure that addresses Eq. (1). The three functional blocks on the right are the elements of $H(z)$: estimator, predictor, and transport lag. In addition, the figure incorporates a phase detector, with gain $A$, and another summing junction. Note that, when phase detector gain has a nominal value of $A = 1$, the feedback is cancelled, and closed-loop transfer function is $H(z)$, as in Eq. (1). The closed-loop transfer function, for general phase detector gain, is denoted $P(z)$.

The transformation of Fig. 2 into an implementation-oriented structure is presented in Figs. 3 and 4. In Fig. 3, the estimator-predictor-delay combination is replaced by actual components: a digital filter, $S(z)$, and a numerically controlled oscillator, $Q(z)$, where $S(z)$ satisfies:

$$ S(z) = \frac{D(z)C(z)}{Q(z)} z^{-N} \tag{2} $$

Finally, Fig. 4 illustrates a proposed DPLL implementation. Phase detection and “hardware numerically controlled oscillator (NCO)” functions are performed by custom circuitry, while summing junction, $S(z)$, and “software NCO” functions are executed in a computer. Both “hardware NCO” and “software NCO” have identical mathematical representations, as the latter simulates the operation of the former. When comparing Figs. 1 and 4, it is apparent that the function of the loop filter is performed, in Fig. 4, by the inner loop, implemented in the computer-resident portion of the DPLL.

B. Design Procedure

The design can be divided into five distinct steps. The first step is to select a model for the received phase process. This model can include the process dynamics and statistics on process noises and measurement noise. The second step is to model the hardware: NCO, transport lag, and phase detector. As shown later, the transport lag usually can be incorporated as part of the transfer function of the NCO, $Q(z)$.

The next step is selection of an estimator, based on phase model and process noise and measurement noise covariance matrices. Possible realizations of the estimator are some varia-
tions of Kalman filters, or other least squares estimators. The fourth step is determination of a predictor to compensate for transport lag. The last, but definitely not the least, step is to assure that the loop is stable.

III. Design Example

In this section, the design approach presented above is implemented for a particular case.

A. Model of Received Phase

Two separate models are used for the received phase. The first model has two state variables: phase and frequency, while the second model uses three state variables: phase, frequency and frequency rate. Later, these models will be addressed as second- and third-order models, respectively.

B. Model of Phase Detector and NCO

The phase detector inputs are actually time continuous signals. The phase detector measures the average phase difference between the phase of the input process and the NCO phase. This is equivalent to the difference between the phase of the input process and the NCO phase. Thus, \( \theta(z) \) represents the input phase, averaged over the measurement interval, and \( \phi(z) \) represents the NCO phase, averaged over the same interval.

Hurd and Aguirre (Ref. 7) and Simon and Mileant (Ref. 8) discuss a general form for a DPLL NCO. The NCO is updated \( gT \) seconds after the phase measurement is made, where \( T \) is the loop update interval and \( 0 \leq g \leq 1 \). The case \( g=0 \) corresponds to NCO update immediately following the measurement, while \( g=1 \) is caused by a \( T \)-second delay before the NCO update. Such a delay occurs in practical systems while the computer determines the next NCO input. \( Q(z) \) is the transfer function between the NCO input and the average NCO phase at the next measurement, including all delays. This transfer function is:

\[
Q(z) = \frac{T}{2} \frac{z^2 + 1}{z-1} z^{-N} = Q_1(z) z^{-N}
\]

In particular, cases with \( N = 3, 4, \ldots \) correspond to pipelined feedback computations.

C. Selection of an Estimator

For this example, we select a least squares, fading memory estimator, with fixed gains (Ref. 10). The estimator computes a state estimate based on a set of measurements, applying an exponentially decaying weight to past data. This “aging function” effectively discards measurements that are older than three or four estimator time constants. The estimator transfer functions for fixed or steady state gain are presented in Table 1, and depend on a single parameter, \( \alpha \), a decay factor:

\[
\alpha = e^{-\frac{T}{\tau}}
\]

where \( \tau \) is the estimator time constant.

D. Selection of a Predictor

The predictor generates a phase predict by extrapolating the current phase estimate using either an estimate of frequency, for a second-order model, or estimates of frequency and frequency rate, for a third-order model. The extrapolation time, \( NT \), is the number of integer delays in the loop multiplied by the update interval. Predictor equations are given in Table 2.

E. Loop Transfer Functions

Recall from Eq. (1) that the transfer function \( H(z) \) equals \( D(z) C(z) z^{-N} \). Thus, in this example, \( H(z) \) depends only on the order of the phase model, the number of delays, and the estimator decay factor, \( \alpha \). The open loop, \( G(z) \), closed loop, \( P(z) \), and error, \( E(z) \), transfer functions for the DPLL are easily expressed in terms of the function \( E_1(z) = 1 - H(z) \):

\[
G(z) = \frac{\phi(z)}{\theta(z)} = \frac{AH(z)}{1-H(z)} = \frac{A(1-E_1(z))}{E_1(z)}
\]
\[ P(z) = \frac{E(z)}{\theta(z)} = \frac{G(z)}{1 + G(z)} = \frac{AH(z)}{1 + (A - 1)H(z)} \]
\[ = \frac{A(1 - E_1(z))}{1 + (A - 1)(1 - E_1(z))} \quad (9) \]

\[ E(z) = \frac{\phi(z)}{\theta(z)} = 1 - P(z) = \frac{E_1(z)}{1 + (A - 1)(1 - E_1(z))} \quad (10) \]

where \( \phi(z) \) is the \( z \)-transform of the phase out of the phase detector, not including phase detector gain, i.e., \( \phi(z) = \theta(z) - \theta(z) \). Expressions for \( E_1(z) \) are presented in Table 3. A special case of interest occurs when the phase detector gain, \( A \), has its nominal value, \( A = 1 \). Then:

\[ G(z) = \frac{H(z)}{1 - H(z)} \quad P(z) = H(z) \quad E(z) = E_1(z) \quad (11) \]

F. Realizability and Stability

The DPLL structure of Fig. 4 has three blocks that need to be realized: a "hardware NCO," a "software NCO" and a digital filter \( S(z) \). The "hardware NCO" is realizable by definition. The "software NCO" is a mere simulation of the "hardware NCO" function and is thus realizable. This leaves the digital filter \( S(z) \). A necessary and sufficient condition for the realizability of this filter is that the order of the numerator is less or equal to that of the denominator (Ref. 11). Recall, from Eqs. (2) and (6) that \( S(z) = D(z) C(z)/Q_1(z) \). Since the above condition is satisfied for each component of \( C(z) \) (Ref. 10), it is also true for \( D(z) C(z) \) (the predictor merely computes a fixed weight sum of components of \( C(z) \)). The above condition is also satisfied for \( 1/Q_1(z) \) (see Eq. 6). Thus, \( S(z) \) is realizable.

In this section, we restrict the stability discussion to the nominal operating point, \( A = 1 \), with analysis of the range of stable operating conditions deferred to Section IV. When \( A = 1 \), the closed loop function is:

\[ P(z) = H(z) = 1 - E_1(z) \quad (12) \]

Equation (12), combined with Table 3, shows that \( P(z) \) has poles at \( z = 0 \) and at \( z = 0 \). Since \( 0 < \alpha < 1 \), all the poles of \( P(z) \) are inside the unit circle and the closed-loop transfer function is stable. Gain margin is computed in the next section.

Even though \( P(z) \) is stable, special care must be exercised in the implementation of \( S(z) \). Note that \( Q_1(z) \) has a zero at \( z = -1 \); thus, \( S(z) \) has a pole at that point. This means that \( S(z) \), were it not a part of the feedback loop, would be marginally stable. \( H(z) \) is stable since the pole at \( z = -1 \), contributed by \( S(z) \), is cancelled by the zero of \( Q(z) \) at the same location. To maintain numerical stability, this pole of \( S(z) \) may be moved slightly into the unit circle. In Section IV, we demonstrate that this shift in pole location has negligible effect on loop performance.

IV. Performance Analysis

In this section, performance of the loops is analyzed from three aspects. First, loop type and errors due to dynamics of the received phase are evaluated, then loop bandwidths are determined, and, finally, gain margins are computed. Discussions of dynamic errors and loop bandwidths is restricted to the nominal operating point, \( A = 1 \).

A. Loop Type and Dynamic Tracking Errors

Loop type is defined as the number of integrators in the open loop transfer function, i.e., the number of poles of \( G(z) \) at \( z = 1 \). At the operating point, \( G(z) \) is equal to \( E_1(z) \), forcing the poles of \( G(z) \) to be either poles of \( H(z) \) or zeros of \( E_1(z) \). However, \( H(z) \) has no poles at \( z = 1 \), and \( E_1(z) \) has as many zeros at \( z = 1 \) as the order of the estimator; thus, second- and third-order phase models correspond to type II and type III loops, respectively. We observe that while loop type is independent of the number of computational delays, order of polynomials in the transfer functions strongly depends on the number of delays. Specifically, the orders of the numerator and denominator of \( E_1(z) \) are equal to the loop type plus \( N - 1 \), where \( N \) is the number of delays.

The steady state phase error for constant dynamics is computed using the final value theorem:

\[ E_\infty = \lim_{z \to 1} \frac{z - 1}{z} E(z) \theta(z) \quad (13) \]

It is well known that a type II loop has zero phase error for phase ramp, constant (non-zero) phase error for phase acceleration, and infinite phase error for phase jerk, or higher dynamics. Similarly, a type III loop has zero, constant, and infinite phase errors for phase acceleration, jerk, and higher dynamics, respectively. Thus, the dynamics of interest are phase acceleration for a type II loop, and phase jerk for type III loop. Table 4 lists the steady state phase errors for the types II and III loops, at the operating point \( A = 1 \). Figure 5 shows these phase errors as functions of the normalized value of the estimator time constant. The inputs are unit phase acceleration, e.g., rad/s^2, for a type II loop and unit phase jerk for a type III loop, and the errors are in consistent units. As the estimator time constant increases, the phase error increases. In fact, for \( T << \tau \) and \( N = 1 \), the normalized phase
errors are \( \tau^2 \) and \( \tau^3 \) for type II and type III loops, respectively. Phase errors also increase slightly with increase in the number of delays. This is caused by the increased prediction error.

One must remember that, were a predictor not included, increased delays would have caused catastrophic performance degradation. As an exercise, the interested reader can derive expressions for \( E_1(z) \), when no prediction is used, i.e.,

\[
D(z) = (1, 0) \quad \text{or} \quad D(z) = (1, 0, 0)
\]

and prove that both second- and third-order estimators result in type I loops.

**B. Bandwidth Results**

One-sided bandwidth of the loop is defined as:

\[
B_L = \frac{1}{2T} \frac{1}{|P(1)|^2} \int_{\text{unit}} \frac{P(z) P(z^{-1})}{z} dz
\]

where \( P(z) \) is the closed-loop transfer function, and the integral is evaluated along the unit circle. At the desired operating point, \( A = 1, P(z) = H(z) \), and the integral can be written as:

\[
B_L T = \frac{1}{2} \int_0^1 |H(e^{j\alpha\pi})|^2 dx
\]

The quantity \( B_L T \) is also called normalized bandwidth. Equation (16) uses the fact that in our example, at \( z = 1 \), \( H(z) \) is unity, as can be verified from the definitions in Section II. The integral was numerically evaluated for different estimators and delays. Figure 6 shows the bandwidth as a function of the estimator time constant and \( N \) for type II and type III loops. We observe that the introduction of extra delays in the loop increases the noise bandwidth for a fixed time constant, but the effect of the delays is less significant as the estimator time constant increases.

**C. Stability and Gain Margin**

Let us first discuss the closed-loop root loci for the designed DPLL. Recall the definition of the open loop transfer function in Eq. (8). The open loop transfer function \( G(z) \) has zeros at the zeros of \( H(z) \) and poles at the zeros of \( E_1(z) \); thus, with increase of the phase detector gain \( A \), the poles of \( P(z) \) move from the zeros of \( E_1(z) \) to the zeros of \( H(z) \).

Figure 7 shows root-locus plots for type II and III loops, for \( N = 2 \). The transfer function \( E_1(z) \), for a type II loop, has three zeros, two at \( z = 1 \) and one at \( z = -2(1 - \alpha) \). In Fig. 7(a) we observe that at low gain, the poles of \( P(z) \) are near these points; then, as the gain increases, they move within the unit circle. Eventually, with higher gains, the poles of \( P(z) \) go outside the unit circle and stability is lost. The root locus for a type III loop, illustrated in Fig. 7(b), has a similar form, except that at low gain roots may occur outside the unit circle, near \( z = 1 \).

As shown previously, the design can be marginally stable due to cancellation of a pole of \( S(z) \) by a zero of the NCO. To assure stability, this \( S(z) \) pole at \( z = -1 \) is slightly shifted to the inside of the unit circle. Effect of this shift in pole location is demonstrated in Figs. 7(c) and 7(d). These figures repeat the cases given in Figs. 7(a) and 7(b), with the pole shifted to \( z = -0.98 \). There is an extra root locus branch from \( z = 1.0 \) toward \( z = -0.98 \), with negligible effect on the rest of the root locus. In fact, since the whole root locus branch is inside the unit circle, an arbitrarily small shift in pole location is sufficient to guarantee loop stability. This small shift in pole location has a negligible effect on the three loop parameters of interest: dynamic phase error, gain margin, and noise bandwidth.

Locations of the poles of the closed-loop transfer function at the operating point are of special importance. These poles are commonly selected to be on the real axis to avoid instability and oscillations when the gain \( A \) changes slightly. At the operating point, \( A = 1 \), the closed loop transfer function is \( H(z) \). For the estimator-predictor in our example, \( H(z) \) has poles at \( z = 0 \) and two or three co-located poles at \( z = \alpha \) for the second- and third-order estimators, respectively. This feature, real closed-loop transfer function poles at the operating point, assures stability.

Gain margin measures the effect of the phase detector gain, \( A \), on the stability of the closed loop. It is defined as the ratio of the critical gain, i.e., gain that forces the poles of the transfer function outside the unit circle, to the nominal unity gain. Figure 8 shows the relationship between upper gain margin and normalized bandwidth. Here, as the loop becomes wider, the gain margin decreases. Similar results are presented in Fig. 9 for the lower gain margin of the type III loop. Note that the lower gain margin for the type II loop is infinity. These figures are useful for quick design evaluation, e.g., finding a favorable trade-off between any two variables.

**D. Approximation Formulas**

Figures 8 and 9 presented a trade-off between gain margin and normalized loop bandwidth, \( B_L T \). Similar results can be obtained for a trade-off between dynamic errors and \( B_L T \). Since dynamic phase error, \( E_{\infty} \), is approximately inversely
proportional to the second or third power of the normalized bandwidth, we define phase error coefficients, \( C_2 \) and \( C_3 \), so that the steady state phase errors due to unit acceleration or jerk are:

Second-order estimator: 
\[
F_\infty = \left( \frac{C_2}{B_L} \right)^2 
\]  
(17)

Third-order estimator: 
\[
F_\infty = \left( \frac{C_3}{B_L} \right)^3 
\]  
(18)

These coefficients exhibit slower variation with \( B_L T \) than do the dynamic phase errors. Figure 10 shows the phase coefficients as functions of normalized bandwidths. The phase coefficients, for narrow normalized bandwidths, are less than 1 for type II loops and slightly over 1 for type III loops, and they increase slowly with increased bandwidths.

Approximation formulas were also derived for dynamic phase error and gain margin as functions of the one-sided bandwidth, \( B_L \). The resulting equations are valid for \( B_L T < 0.1 \) and \( N = 2 \), though the dependence of \( N \) is weak. Table 5 summarizes the equations.

V. Conclusions

Using an estimation theory approach, design of a DPLL can be accomplished in a systematic procedure rather than a trial-and-error approach. The examples presented here, second- or third-order fixed gain, fading memory estimators, are useful for many applications, and the resulting design curves may thus be directly applied. It is proposed that the design procedure be applied to the DSN Advanced Receiver Carrier DPLL.
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Table 1. Closed form transfer functions from input phase to output parameter

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Second-Order Estimator</th>
<th>Third-Order Estimator</th>
</tr>
</thead>
<tbody>
<tr>
<td>Phase</td>
<td>( (1 - \alpha^2) z \left( \frac{z - 2}{1 + \alpha} \right) )</td>
<td>( (1 - \alpha) z ((\alpha^2 + \alpha + 1) z^2 - 3\alpha(1 + \alpha) z + 3\alpha^2) )</td>
</tr>
<tr>
<td>Frequency</td>
<td>( \frac{(1 - \alpha)^2 z (z - 1)}{T(z - \alpha)^2} )</td>
<td>( (1 - \alpha) z (z - 1)((3 - 3\alpha^2) z + 5\alpha^2 - 4\alpha - 1) )</td>
</tr>
<tr>
<td>Frequency rate</td>
<td>( \frac{(1 - \alpha)^3 z (z - 1)^2}{T^2(z - \alpha)^3} )</td>
<td>( \frac{(1 - \alpha)^3 z (z - 1)^2}{T^2(z - \alpha)^3} )</td>
</tr>
</tbody>
</table>

Table 2. Predictor formulas

<table>
<thead>
<tr>
<th>Predictor</th>
<th>Second-Order Estimator</th>
<th>Third-Order Estimator</th>
</tr>
</thead>
<tbody>
<tr>
<td>( D(z) )</td>
<td>( (1, NT) )</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(1, NT, ( \frac{(NT)^2}{2} ))</td>
<td></td>
</tr>
</tbody>
</table>

Table 3. Formulas for \( E_n(z) \)

\( N \) | Second-Order Estimator | Third-Order Estimator |
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>( \frac{(z - 1)^2}{(z - \alpha)^2} )</td>
<td>( \frac{(z - 1)^3}{(z - \alpha)^3} )</td>
</tr>
<tr>
<td>2</td>
<td>( \frac{(z - 1)^2}{(z - \alpha)^2} ) ( \frac{z + 2(1 - \alpha)}{z} )</td>
<td>( \frac{(z - 1)^3}{(z - \alpha)^3} ) ( \frac{z + 3(1 - \alpha)}{z} )</td>
</tr>
<tr>
<td>3</td>
<td>( \frac{(z - 1)^2}{(z - \alpha)^2} ) ( \frac{z^2 + 2(1 - \alpha) z + (\alpha^2 - 4\alpha + 3)}{z^2} )</td>
<td>( \frac{(z - 1)^3}{(z - \alpha)^3} ) ( \frac{z^2 + 3(1 - \alpha) z + (3\alpha^2 - 9\alpha + 6)}{z^2} )</td>
</tr>
</tbody>
</table>
### Table 4. Steady state phase errors due to dynamics (phase units)

<table>
<thead>
<tr>
<th>N</th>
<th>Second-Order Estimator</th>
<th>Third-Order Estimator</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( \sigma(t) = \frac{1}{2} t^2 )</td>
<td>( \sigma(t) = \frac{1}{6} t^3 )</td>
</tr>
<tr>
<td>1</td>
<td>( \frac{T^2}{(1 - \alpha)^2} )</td>
<td>( \frac{T^3}{(1 - \alpha)^3} )</td>
</tr>
<tr>
<td>2</td>
<td>( \frac{T^2}{(1 - \alpha)^2} (3 - 2\alpha) )</td>
<td>( \frac{T^3}{(1 - \alpha)^3} (4 - 3\alpha) )</td>
</tr>
<tr>
<td>3</td>
<td>( \frac{T^2}{(1 - \alpha)^2} (\alpha^2 - 6\alpha + 6) )</td>
<td>( \frac{T^3}{(1 - \alpha)^3} (3\alpha^2 - 12\alpha + 10) )</td>
</tr>
</tbody>
</table>

### Table 5. Approximation formulas

<table>
<thead>
<tr>
<th>DPLL Parameter</th>
<th>Second-Order Estimator</th>
<th>Third-Order Estimator</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gain margin ( g_m )</td>
<td>( \frac{0.53}{(B_j T)^{0.9}} )</td>
<td>( \frac{0.89}{(B_j T)^{0.75}} )</td>
</tr>
<tr>
<td>Dynamic lag ( E_m )</td>
<td>( a \left( \frac{B_j}{B_L} \right)^2 )</td>
<td>( \left( \frac{1.17}{B_j} \right)^3 )</td>
</tr>
</tbody>
</table>

\( E_m \) = units (e.g., rad)

\( a \) = acceleration, units/s² (e.g., rad/s²)

\( j \) = jerk, units/s³ (e.g., rad/s³)
Fig. 1. Traditional phase-locked loop

Fig. 2. DPLL functional block diagram

Fig. 3. DPLL physical block diagram

Fig. 4. Proposed DPLL implementation
Fig. 5. Dynamic phase error versus estimator parameters

Fig. 6. Loop bandwidth versus estimator parameters
Fig. 7. Examples of root loci: (a) type II loop; (b) type III loop; (c) type II loop with pole at $z = -0.98$; (d) type III loop with pole at $z = -0.98$.
Fig. 8. Upper gain margin versus normalized loop bandwidth

Fig. 9. Lower gain margin versus normalized loop bandwidth

Fig. 10. Phase error coefficients versus normalized loop bandwidth
Choosing Channel Quantization Levels and Viterbi Decoding for Space Diversity Reception Over the Additive White Gaussian Noise Channel

S. Kalson
Communications Systems Research Section

In this article we review previous work in the area of choosing channel quantization levels for a additive white gaussian noise channel composed of one receiver-demodulator, and show how this applies to the Deep Space Network composed of several receiver-demodulators (space diversity reception). Viterbi decoding for the resulting quantized channel is discussed.

I. Introduction

The Deep Space Network receives interplanetary signals at several locations on the Earth. Also, at each complex there are several receiver-demodulators. Thus, we have available a number of receiver-demodulators, each producing a “stream” of sufficient statistics (symbols). For biphase modulation over the unquantized additive white gaussian noise channel (AWGN), it has been shown that maximum likelihood decoding can be realized by first forming a weighted sum of these streams to form a new single stream of statistics, followed by maximum likelihood decoding of this single stream (Ref. 1). This is commonly referred to as symbol stream combining. Each stream of statistics is weighted in proportion to the square root of its received signal energy divided by the noise power spectral density associated with its corresponding receiver-demodulator.

In this article, we are concerned with the quantized AWGN channel, and so the above does not apply. How are the quantization levels for each receiver-demodulator to be chosen and what is the structure of the Viterbi decoder? Choosing quantization levels for the AWGN channel composed of one receiver-demodulator is not new (Ref. 2). This will be reviewed and extended for space diversity reception, resulting in an optimum method for the Deep Space Network. Furthermore, we discuss the Viterbi decoder for space diversity reception.

II. Review of Previous Work

It has been proposed (Refs. 2 and 3) that modulation and demodulation design can be based upon the “R criterion,” where \( R \) is the cut-off rate of the channel. That is, modulation and demodulation should be such that the cut-off rate of the resulting channel created by the modulation and demodulation scheme is maximum. The rationale for this is the fact that the probability of bit error \( P_b \) for the best convolutional codes is upper bounded by

\[
P_b \leq \frac{2^{-KR_0/R}}{[1 - 2^{-eR_0/R}]^2}
\]

where \( e > 0 \) and \( 0 \leq R \leq R_0(1 - e) \), where \( R \) is the code rate in bits/channel-symbols and \( K \) is the constraint length (Ref. 4).
In our case, we are interested in choosing the quantization levels such that $R_o$ is maximum.

The cut-off rate in bits/channel-symbols is

$$R_o = -\log_2 \left\{ \min_{q(x)} \sum_y \left[ \sum_x \sqrt{p(y|x)q(x)} \right]^2 \right\}$$

(2)

where $x$ is the transmitted symbol, $q(x)$ is a probability distribution, and $p(y|x)$ is the conditional probability distribution of the received output symbol $y$ given that the symbol $x$ is transmitted. We are interested in biphase modulation, where $x$ is one of two symbols, say $x = \pm \sqrt{E_s}$ ($E_s$ is the received symbol energy). Then for biphase modulation, we have by symmetry that $q(x = \pm \sqrt{E_s}) = q(x = -\sqrt{E_s}) = 1/2$ is the distribution needed to minimize the bracketed expression in the definition of $R_o$, Eq. (2). Thus, we have

$$R_o = 1 - \log_2 \left[ 1 + \sum_y \sqrt{p(y|x = \pm \sqrt{E_s})p(y|x = -\sqrt{E_s})} \right]$$

(3)

Let us consider the symmetric quantization scheme of Fig. 1, where $Q$, the size of the output alphabet, is assumed to be even. In this article, we shall only consider the case of $Q$ being even. The case of $Q$ being odd can be handled in essentially the same way. Thus, for symmetric channels, we have $T_i = -T_{-i}$, $i = 1, 2, \ldots, Q/2$. By convention, we shall define $T_0 = 0$ and $T_{Q/2} = -T_{-Q/2} = \infty$.

In Fig. 1, we have denoted the output alphabet by $\{a_i \mid i = -Q/2, \ldots, -1, 1, \ldots, Q/2\}$. Thus, the quantization scheme of Fig. 1 produces the discrete input-binary, output-symmetric channel of Fig. 2 with transition probability distributions $p(a_i|x)$ given by

$$p(a_i|x = \pm \sqrt{E_s}) = \begin{cases} \frac{1}{\sqrt{\pi N_o}} \int_{T_i}^{T_i+1} e^{-(z \pm \sqrt{E_s})^2/2N_o} dz, & i = 1, 2, \ldots, Q/2 \\ \frac{1}{\sqrt{\pi N_o}} \int_{-T_{-i}}^{-T_{-i}+1} e^{-(z \pm \sqrt{E_s})^2/2N_o} dz, & i = -1, -2, \ldots, -Q/2 \end{cases}$$

(4a)

where $N_o$ is the one sided noise spectral density. In terms of the normalized quantization $\hat{T}_i = T_i/\sqrt{E_s}$ and signal-to-noise ratio $\rho \equiv E_s/N_o$, the above transition probability can be expressed as

$$p(a_i|x = \pm \sqrt{E_s}) = \begin{cases} \sqrt{\rho/\pi} \int_{\hat{T}_i}^{\hat{T}_{i+1}} e^{-(z^2 + 1)^2/2\rho} dz, & i = 1, 2, \ldots, Q/2 \\ \sqrt{\rho/\pi} \int_{-\hat{T}_{-i}}^{-\hat{T}_{-i}+1} e^{-(z^2 + 1)^2/2\rho} dz, & i = -1, -2, \ldots, -Q/2 \end{cases}$$

(4b)

Using Eq. (4a) with Eq. (3), and setting $\partial R_o/\partial T_i = 0$, $i = 1, 2, \ldots, Q/2$, we have after some algebra the set of equations:

$$\cosh [2 \hat{T}_i \rho - 1/2 \ln \Lambda(a_i)] = \cosh [2 \hat{T}_{i-1} \rho - 1/2 \ln \Lambda(a_{i+1})]$$

(5)

$$\Lambda(a) = \frac{p(a|x = \sqrt{E_s})}{p(a|x = -\sqrt{E_s})}$$

(6)

Notice that the equation $\cosh (x) = \cosh (y)$ can be satisfied by one of the two conditions: (1) $x = y$, or (2) $x = -y$. Numerical results show that the former condition applied to Eq. (6) cannot be satisfied for any $T_i$. Thus, we must use the second condition to obtain

$$8 \hat{T}_i \rho = \ln [\Lambda(a_i) \Lambda(a_{i+1})]$$

(7)

It can easily be shown that Eq. (7) is equivalent to Eq. (16) of Ref. 2.

Massey (Ref. 2) suggested the following algorithm to solve Eq. (7): Pick some $T_1$ and use Eq. (7) with $i = 1$ to solve for $T_2$ (remember that $T_0 = 0$). Likewise, use Eq. (7) with $i = 2$ to solve for $T_3$. Continuing in this way, we finally arrive at a tentative value for $T_{Q/2-1}$. Then, see if this value for $T_{Q/2-1}$ satisfies Eq. (7) for $i = Q/2 - 1$, remembering that $T_{Q/2} = \infty$. If not, then pick a smaller $T_1$ and try again. If this method still fails to converge, then the tentative guesses for $T_1$ should be increased instead of decreased.
The fact that the above algorithm may be numerically intensive is not important, since the normalized quantization levels can be determined off-line. Thus, a table look-up can be stored in ROM, giving the normalized quantization levels as a function of signal-to-noise ratio. Notice that the quantization levels are a function of both $E_s$ and $N_0$. The maximum likelihood estimation of these parameters has been considered in Ref. 5.

### III. Space Diversity Reception

For space diversity reception, we have multiple receiver-demodulators, say $N$ of them. If $\mathcal{H}^{(1)}$ is the output space of the $i$th receiver-demodulator, then the output space $\mathcal{H}$ of the discrete channel composed of $N$ receiver-demodulators is $\mathcal{H}^{(1)} \times \mathcal{H}^{(2)} \times \cdots \times \mathcal{H}^{(N)}$. Let $\mathcal{H}^{(i)}$ be the alphabet $\{a_0, a_1, \ldots, a_{Q(i)}\}$ (without loss of generality, we assume the number of quantization levels for each receiver-demodulator to be the same). Assuming that the noise of the $N$ receiver-demodulators are uncorrelated, we have that the joint transition probabilities of this discrete channel are

$$
P_{\mathcal{H}}(a|x) = \prod_{i=1}^{N} P_{\mathcal{H}^{(i)}}(a^{(i)}|x)$$

where $P_{\mathcal{H}^{(i)}}(a^{(i)}|x)$ are the marginal transition probabilities of the quantized channel comprised of just the $i$th receiver-demodulator, and

$$a \in \mathcal{H}, a = (a^{(1)}, a^{(2)}, \ldots, a^{(N)}), a^{(i)} \in \mathcal{H}^{(i)}$$

The cutoff rate of the discrete channel composed of $N$ receiver-demodulators is just

$$R_o = 1 - \log_2 \left[ 1 + \sum_{a \in \mathcal{H}} \sqrt{P_{\mathcal{H}}(a|x = "0") P_{\mathcal{H}}(a|x = "1")} \right]$$

$$= 1 - \log_2 \left[ 1 + \prod_{i=1}^{N} \sum_{a^{(i)} \in \mathcal{H}^{(i)}} \sqrt{P_{\mathcal{H}^{(i)}}(a^{(i)}|x = \sqrt{E_s^{(i)}}) P_{\mathcal{H}^{(i)}}(a^{(i)}|x = -\sqrt{E_s^{(i)}})} \right]$$

(10)

where $E_s^{(i)}$ is the received symbol energy at the $i$th receiver-demodulator.

From Eq. (10), we see that choosing the quantization levels to maximize $R_o$ for the channel with $N$ receiver-demodulators is equivalent to choosing the quantization levels of each receiver-demodulator to maximize its corresponding cut-off rate.

### IV. Viterbi Decoding

For a branch in the trellis corresponding to the transmitted symbol sequence $(x_1, x_2, \ldots, x_n)$, where we have a rate $1/n$ code, we must calculate the metric

$$\sum_{j=1}^{n} \ln P_{\mathcal{H}}(a_i|x_j)$$

(11)

where $a_j, j = 1, \ldots, n$ is the received symbol sequence composed of symbols from $\mathcal{H}$. From Eq. (8), we see that the metric of Eq. (11) is just

$$\sum_{j=1}^{n} \sum_{i=1}^{N} \ln P_{\mathcal{H}^{(i)}}(a^{(i)}|x_j) = \sum_{i=1}^{N} \sum_{j=1}^{n} \ln P_{\mathcal{H}^{(i)}}(a^{(i)}|x_j)$$

(12)

Thus, we see from Eq. (12) that Viterbi decoding is accomplished by calculating the metrics of each branch in the trellis associated with each receiver-demodulator, and summing these metrics to give the total metric associated with that branch.

### V. Remarks

This article reviews how quantization levels should be chosen to maximize the cut-off rate of the discrete channel created by a quantization scheme. For most situations, eight properly chosen quantization levels will give nearly optimum results, (Refs. 2 and 4). However, since a coding gain of only one tenth of a decibel in received bit energy-to-noise ratio is important to the Deep Space Network, more quantization levels may be required.
We have also discussed the Viterbi decoder for space diversity reception over the quantized channel. In a sense, the "combining" of the symbol streams is performed "within" the Viterbi decoder, where the branch metrics are given by the sum of metrics associated with each receiver-demodulator, Eq. (12). It is therefore not optimum to combine the symbols before Viterbi decoding. An example of a suboptimum method is to treat the symbols as real numbers (perhaps the midpoint of the symbol’s corresponding quantization zone), and combine them as explained in Ref. 1.

It should be noted that symbol stream combining has been carried out experimentally in Ref. 6, and practical aspects of choosing quantization levels have been discussed in Ref. 7. However, the $R_q$ criterion was not considered in these references, nor were the symbols "combined" as discussed here. Does choosing the quantization levels to maximize $R_q$ and performing "true" maximum likelihood (Viterbi) decoding (Eq. 12) lead to any significant coding gain? This question should be investigated further to make sure that the Deep Space Network is making the best use of the channel.

**Acknowledgment**

The author would like to acknowledge some helpful discussions with F. Pollara.

**References**


Fig. 1. Quantization scheme

Fig. 2. Discrete channel
Phase Lock Acquisition for Sampled Data PLLs Using the Sweep Technique

S. Aguirre, D. H. Brown, and W. J. Hurd
Communications Systems Research Section

Simulation results of the swept-acquisition performance of residual carrier phase-locked loops (PLLs) are reported. The loops investigated are sampled data counterparts of the continuous time type II and III loops currently in use in Deep Space Network receivers. It was found that sweep rates of 0.2 $B_1$ to 0.4 $B_1$ Hz/s can be used, depending on the loop parameters and loop signal-to-noise ratio (SNR), where $B_1$ is the one-sided loop noise bandwidth. Type III loops are shown to be not as reliable as type II loops for acquisition using this technique, especially at low SNRs.

I. Introduction

It is well known that phase-locked loops (PLLs) are excellent tracking devices, but they can take an excessive amount of time to acquire when the loops are narrow-band compared to the input frequency offsets.

A popular method of improving the acquisition time is to sweep the center frequency of the local oscillator over the frequency range where the input signal is expected to be (Refs. 1–4). The sweep rate must be held within reasonable bounds; otherwise the PLL may not lock at all. Frazier and Page (Ref. 1) derived an empirical formula based on simulation for the maximum permissible sweep rate for a 0.90 probability of acquisition for noisy signals. Later Gardner (Ref. 4) suggested a more conservative limit for the allowable sweep rates based on practical experience.

These results are valid only for second-order, continuous time PLLs. To our knowledge similar documented information is lacking for third-order continuous time PLLs, or for sampled data versions of these two types of loops.

An Advanced Receiver is now being developed for the Deep Space Network. This receiver uses type II and type III sampled data loops (Ref. 5). The type III is required to achieve low steady state phase error with narrow bandwidths under conditions of high doppler rate, such as at Voyager Neptune encounter. Since the sweep technique is equivalent (as far as the PLL is concerned) to acquiring when frequency ramps are present in the input signal, it is interesting to determine if the type III is reliable for acquisition under these dynamic conditions. This would avoid the need to acquire first with a type II loop and subsequently switch to a type III loop.

We present computer simulations of the swept-acquisition technique. The PLLs involved are those pertinent to the Advanced Receiver, which have been previously discussed in Ref. 5. We present plots of probability of acquisition versus...
sweep rate with loop signal-to-noise ratio (SNR) as a parameter for type II and III loops.

We also examine in detail the impact of sampling rate on acquisition and pull-in behavior in general.

II. Description of Simulation

A detailed description of the baseband simulation model was reported in Ref. 6. The existing model only requires the addition of a frequency ramp term (opposite in sign to the frequency offset) to the input phase process. For the simulation runs, the local oscillator was swept 100 times, and the number of times that the loops acquired represented an estimate of the percentage of probability of acquisition. This procedure was repeated for different frequency rates and several combinations of loop parameters, SNR, and loop type.

Phase lock is declared once the phase error drops below 90 deg and stays there for at least ten times the reciprocal of the loop bandwidth. This definition is somewhat arbitrary, but we found it convenient to treat low SNR situations.

The initial frequency offset for every run was arbitrarily chosen as ten times the loop bandwidth, and the initial phase offset was uniformly distributed between (-π, π). The mean and standard deviation of the acquisition times were recorded.

As in Ref. 6, the simulations were run for $B_L T = 0.02$, where $B_L$ is the loop noise bandwidth, and $T$ is the loop filter update time. This value is typical of the present breadboard implementation.

Other values of $B_L T$ were tested to determine their influence on pull-in behavior with, and without, frequency ramps present.

III. Simulation Results

Figures 1–3 contain the simulation results of probability of acquisition versus normalized sweep rate (where the normalized sweep rate is defined as the sweep rate in Hz/s, divided by $B_L^2$). In Tables 1 and 2 we include numerical values for the maximum permissible sweep rates for a 0.90 probability of acquisition. The mean times to acquire normalized by the bandwidth of the loop are shown, as well as the corresponding normalized standard deviations.

To compare the various loops, consider a loop SNR of 13 dB. For a 0.90 probability of acquisition Table 1 indicates that a type II loop with $r = 2$ as given in Ref. 5 can be swept at a normalized rate of 0.30. Table 2 indicates that a type II loop with $r = 4$ can be swept only at 0.25, and Fig. 3 indicates that a type III loop with $r = 4$ and $k = 0.25$ (Ref. 5) can be swept only at 0.17. For type II similar results hold for SNRs down to 7 dB, but type III loops with $r = 4$, $k = 0.25$ do not acquire reliably for loop SNRs below 13 dB. Thus, acquisition time is better for type II loops with $r = 2$ than for the other loops considered.

A type III loop with $r = 2$ was found to be unreliable for acquisition, even for small sweep rates, for all signal to noise ratios considered.

The uncertainty in the plotted points in Figs. 1–3 can be quantified in the following manner. Every simulation run represents a Bernoulli trial, since there are two possible outcomes. One is called a success (if the loop acquires) and the other one a failure (if the loop does not lock).

For a given sweep rate, denote the true probability of acquisition by $p$, and the probability of failure by $q$, where $p + q = 1$. The probability of $r$ successes in any order, out of $n$ simulation runs, follows a binomial distribution with mean $np$ and variance $npq$.

Since $n$ is large (100 in our case), the binomial distribution can be approximated by a Gaussian distribution. With this in mind, we obtain the 95% confidence intervals (following any standard text in statistics)

$$\bar{x} - \frac{1.96\sqrt{x(1-x)}}{10} < p < \bar{x} + \frac{1.96\sqrt{x(1-x)}}{10} \quad (1)$$

where $p$ is the true probability of acquisition for a given sweep rate, and $\bar{x}$ is the estimate of $p$ obtained in the simulations.

These confidence intervals are indicated by bars in Figs. 1–3. In these figures, for the sake of clarity, bars were drawn only for one case of loop SNR. But, of course, similar bars can be drawn for other loop SNRs.

IV. Effects of Sampling Rate

Digital phase-locked loops possess certain distinctive features not encountered in analog phase-locked loops. For example, in theory, an analog PLL with a type II loop has an infinite pull-in range. This is not, in general, the case for digital PLLs. Early evidence supporting this statement may be found in Refs. 8–11. For this reason it is important to examine more carefully the effects introduced by possibly inadequate sampling rates (sampling rate is defined here as the reciprocal of the loop filter update time $T$).
In Fig. 4 we examine the sensitivity of the sweep technique with respect to $B_L T$. We plot the maximum normalized sweep rates that ensure a 0.90 probability of acquisition as a function of normalized bandwidth. This is done for a type II loop with $r = 2$ and without noise. A maximum normalized bandwidth of 0.08 is tolerable if the sweep technique is employed. Larger values are not allowed because stability problems arise (Ref. 5). (Stable loops can be designed for larger $B_L T$, but these loops are not considered here. See Ref. 7 for example.)

As stated before, Figs. 1–3 were obtained using $B_L T = 0.02$. For this value type II loops require a minimum normalized sweep rate of about 0.05 and type III a minimum of 0.16, otherwise the loops may not lock at all. Smaller values of $B_L T$ require smaller minimum sweep rates (approaching zero for a $B_L T = 0.01$, $r = 4$ type II when noise is not present), which agrees with intuition, since a sampled data loop with small $B_L T (< 0.01)$ resembles a continuous time loop.

Computer simulations show that for a given bandwidth and sampling rate, these sampled data loops tolerate only a finite frequency offset. If this limit is exceeded, the loops become unstable and phase lock is never reached. In Fig. 5 we plot this maximum tolerable frequency offset as a function of bandwidth and sampling rate for a type II loop with $r = 4$ and no noise. The most surprising result is that the maximum allowed frequency offset varies almost linearly with the sampling rate.

More detailed analysis is required in the area of pull-in characteristics as a function of bandwidth, sampling rate, and initial phase conditions. This requires somewhat elaborate mathematical tools and graphical aids such as phase planes to study the convergence properties of the nonlinear difference equations describing the digital PLL operation. But this is considered to be outside the scope of our present discussion.

It is interesting to compare our results with empirical formulas reported in Refs. 1, 2, and 4. For a type II continuous time loop with $r = 2$ in a noiseless environment, Frazier (Ref. 1) and Lindsey (Ref. 2) suggest a frequency rate $R < 0.56 B_L^2$, while Gardner (Ref. 4) suggests a conservative $R < 0.28 B_L^2$. Our result, $R < 0.38 B_L^2$, falls between these two values.

V. Effects of Initial Frequency Offsets

In the following discussion we will assume that the sampling rate is adequate such that frequency offsets much larger than $10 B_L$ can be tolerated, as shown in Fig. 5.

The results presented are for initial frequency offsets of $10 B_L$. The acquisition times are dominated by the sweep rate, and hence by the maximum sweep rate allowed for a given set of parameters. For type II loops the results can be extended to wider initial frequency offsets without modifying the maximum sweep rate. For type III loops, however, this is not valid for large initial offsets. Heuristically, this is explained as follows. When the initial offset is very large, the phase detector output is almost sinusoidal with nearly zero mean; therefore, the output of the loop filter (which is proportional to the frequency estimate) is approximately described by the integral of a Wiener process, whose variance grows as $t^3$, where $t$ is time relative to the start of acquisition. For large initial offsets, $t$ can be large and the rate of change of the loop filter output due to accumulated noise can be greater than the sweep rate. Lock may never occur either because the effective sweep rate is too high, or because the noise keeps the loop frequency from ever sweeping through the frequency of the incoming signal.

In conclusion, acquisition is more reliably achieved with type II loops.

Fast Fourier Transform (FFT) techniques can also be used in the acquisition mode to resolve the frequency uncertainty to a pre-determined range, typically a fraction of the loop bandwidth.

A fast acquisition scheme using FFT techniques has been added to the Advanced Receiver breadboard. Initial testing reveals that carrier phase lock can be achieved in 2 s with an initial frequency uncertainty of 350 Hz and a loop bandwidth of 4 Hz.

VI. Laboratory Results

Using a breadboard of the Advanced Receiver, laboratory measurements were taken to verify the results obtained by computer simulations. One hundred experiments were performed for three different cases, each of them with an initial frequency offset equal ten times the loop bandwidth. The bandwidth was set to 10 Hz and the sampling rate to 500 Hz.

Case 1 involved a type II loop with $r = 2$ and an estimated loop SNR of 13.3 dB. The loop was swept at a rate of 30.4 Hz/s, or, equivalently, a normalized rate of 0.304. It was observed that out of 100 trials, the loop attained phase lock 95 times. Extrapolation of the simulation results yields for the same SNR a probability of acquisition close to 0.92.

In case 2, a type II loop with $r = 4$ was employed. This time the estimated SNR was 12.8 dB and the normalized
sweep rate 0.248. The loop acquired with probability 0.88. Extrapolation of the simulation results predict 0.87.

The last case consisted of a type III loop with $r = 4, k = 0.25$ and an estimated loop SNR of 13 dB. The normalized sweep rate was adjusted to 0.208. The measured probability of acquisition was only 0.42, in contrast with 0.82 predicted by the simulations.

It is believed that the discrepancy for type III loops can be attributed to small dc offsets in the output of the loop phase detector. In a type III loop, these dc offsets are accumulated in a double summer resulting in a rapid dc build-up, the net effect of which is to cause the filter output to run off in one direction. This has been observed in the breadboard loop by monitoring the NCO output. Thus, we conclude that in practical applications, undesired dc offsets may preclude the use of type III loops for acquisition.

VII. Empirical Formulas

Empirical formulas were obtained from the plots, relating maximum sweep rates, which gave a 0.90 probability of acquisition, as a function of loop SNR ($\rho$) and bandwidth. These are summarized as follows (assuming no dc offsets):

Type II, $r = 2$:

$$R < 0.38 B_L^2 \left(1 - \frac{1}{\sqrt{\rho}}\right) \text{Hz/s}, \ \rho > 7 \text{ dB} \quad (2)$$

Type II, $r = 4$:

$$R < 0.32 B_L^2 \left(1 - \frac{1}{\sqrt{\rho}}\right) \text{Hz/s}, \ \rho > 7 \text{ dB} \quad (3)$$

Type III, $r = 4, k = 0.25$:

$$R < 0.27 B_L^2 \left(1 - \frac{1}{\sqrt{\rho}}\right) \text{Hz/s}, \ \rho > 13 \text{ dB} \quad (4)$$

VIII. Conclusions

The simulations show that type II loops are more reliable for acquisition than type III loops when using the swept-acquisition technique. Type II loops can tolerate higher sweep rates and, hence, minimize acquisition time. Type III loops are not recommended for acquisition if this technique is employed, particularly if dc offsets are present.

We also explored in some detail the influence of sampling rate on pull-in behavior, pointing out fundamental differences between analog and digital PLLs.
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Table 1. Maximum permissible sweep rate for 0.90 probability of acquisition: corresponding normalized acquisition time and standard deviation for initial frequency offset of 10 $B_L$, type II, $r = 2$

<table>
<thead>
<tr>
<th>SNR, dB</th>
<th>$R_{90}/B_L^2$</th>
<th>$B_L \bar{t}_{acq}$</th>
<th>$B_L s_{acq}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>7</td>
<td>0.183</td>
<td>57.5</td>
<td>12.0</td>
</tr>
<tr>
<td>13</td>
<td>0.304</td>
<td>32.4</td>
<td>4.2</td>
</tr>
<tr>
<td>16</td>
<td>0.350</td>
<td>27.8</td>
<td>2.7</td>
</tr>
<tr>
<td>$\infty$</td>
<td>0.380</td>
<td>24.4</td>
<td>0.9</td>
</tr>
</tbody>
</table>

Table 2. Maximum permissible sweep rate for 0.90 probability of acquisition: corresponding normalized acquisition time and standard deviation for initial frequency offset of 10 $B_L$, type II, $r = 4$

<table>
<thead>
<tr>
<th>SNR, dB</th>
<th>$R_{90}/B_L^2$</th>
<th>$B_L \bar{t}_{acq}$</th>
<th>$B_L s_{acq}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>7</td>
<td>0.145</td>
<td>67.6</td>
<td>14.7</td>
</tr>
<tr>
<td>13</td>
<td>0.248</td>
<td>41.0</td>
<td>6.4</td>
</tr>
<tr>
<td>16</td>
<td>0.280</td>
<td>36.3</td>
<td>5.9</td>
</tr>
<tr>
<td>$\infty$</td>
<td>0.320</td>
<td>29.8</td>
<td>3.9</td>
</tr>
</tbody>
</table>
Fig. 1. Probability of acquisition vs normalized sweep rate with loop SNR as a parameter for a type II, \( r = 2 \) loop (initial frequency offset is ten times the loop bandwidth).

Fig. 2. Probability of acquisition vs normalized sweep rate with loop SNR as a parameter for a type II, \( r = 4 \) loop (initial frequency offset is ten times the loop bandwidth).

Fig. 3. Probability of acquisition vs normalized sweep rate with loop SNR as a parameter for a type III, \( r = 4, k = 0.25 \) loop (initial frequency offset is ten times the loop bandwidth).
Fig. 4. Sensitivity of the sweep technique to $B_L T$ for sweep rates that ensure 0.90 probability of acquisition: type II, $r = 2$.

Fig. 5. Maximum initial frequency offset for which phase lock is guaranteed: type II, $r = 4$, SNR = $\infty$. 
A Method to Dramatically Improve Subcarrier Tracking

W. J. Hurd and S. Aguirre
Communications Systems Research Section

A method is presented for achieving a dramatic improvement in phase tracking of square wave subcarriers or other square waves. The method is to set the amplitude of the phase quadrature reference signal to zero except near the zero crossings of the input signal. Without changing the loop bandwidth, the variance of the phase error can be reduced to approximately $W \sigma_\phi^2$, where $\sigma_\phi^2$ is the phase error variance without windowing, and $W$ is the fraction of cycle in which the reference signal has a nonzero value. Simulation results confirm the analysis and establish minimum $W$ versus SNR. Typically, the window can be made so narrow as to achieve a phase error variance of $1.5\sigma_\phi^2$.

I. Introduction

In deep space communications, the loss in data signal-to-noise ratio due to phase tracking error is often more severe for subcarrier tracking than for carrier tracking. This is because the subcarriers are often square waves, and the carriers are sinusoidal. The SNR loss varies approximately as the mean square phase error for sinusoids, but only as the rms phase error for square waves.

Subcarrier tracking loss is most significant in low-rate telemetry systems where the subcarrier loop bandwidth cannot be made narrow enough to reduce the rms phase error to a small enough value. For example, the loss in average symbol SNR for the Pioneer 10 spacecraft at a symbol SNR of $0 \text{ dB}$ with the narrowest bandwidth Block III or Block IV subcarrier demodulator assembly is $0.4 \text{ dB}$ at 16 bps and $0.6 \text{ dB}$ at 8 bps. The actual loss in decoder threshold is even greater, just as radio loss is greater for coded than for uncoded systems.

These losses motivated the analysis and simulation of the improved subcarrier tracking method presented here. The method is capable of reducing the loss in the average symbol SNR (SSNR) to under $0.1 \text{ dB}$ for the Pioneer example, without reducing the loop bandwidth.

II. Method and Performance

The improvement in subcarrier tracking is achieved by windowing one of the subcarrier channel reference signals as done in a Digital data Transition Tracking Loop (DTTL) bit synchronizer (Ref. 1). A theoretical basis for this method was presented by Layland (Ref. 2), who concluded that, for a first order phase-locked loop and high loop SNR the optimum reference signals needed to track square waves resemble alternating trains of narrow pulses.

Figure 1 shows the windowed quadrature phase referencing waveform and its relationship to the subcarrier and to the standard reference waveform. Let $W$ be the fraction of each cycle of the reference signal which has nonzero value. The reference signal looks like a square wave, multiplied by zero except for the regions within plus or minus $W/4$ of the zero...
crossings as illustrated in Fig. 1. The theoretical improvement in loop SNR is approximately a factor of $1/W$, provided that the phase error is small enough that the loop is in the linear region. Based on simulation results, values of $W$ from $1/16$ to $1/64$ appear practical in cases for which the loop SNR would otherwise be low enough to cause significant symbol SNR loss. This means that the loss can be reduced by a factor of 4 to 8. A 0.4 dB loss can be reduced to 0.05 dB, and a 0.6 dB loss can be reduced to under 0.1 dB. These examples are typical of Pioneer 10 at 0 dB SSNR and data rates of 16 bps and 9 bps, respectively.

The implementation of the windowed reference signal is remarkably simple. The waveform can be generated in a read only memory (ROM) whose input address is the phase. The only change from the full square wave case is to zero the reference signal ROM for the appropriate regions of phase. There is no change in the gain of the subcarrier phase detector due to the windowing.

III. Analysis

In this section we develop the equations that describe the operation of the subcarrier loop, shown in Fig. 2. Using linear analysis we compute analytically the variance of the phase tracking error and validate our results with computer simulations. Throughout this article we neglect quantization errors, nonzero data rise time, filtering distortions, etc. We also assume that perfect symbol synchronization is available and has already been established.

A. Phase Detector Model

The $i$th sample of the digitized subcarrier signal for the DSN Advanced Receiver is assumed to be of the form (Ref. 3)

$$r_i = \sqrt{P_D} d_k \sin(\theta_i) \cos(\phi_{cl}) + n_i,$$  \hspace{1cm} (1)

where

- $P_D$ = average data power ($V^2$)
- $d_k$ = data value of $k$th binary symbol ($\pm 1$ equally probable)
- $\sin(x) = \text{sgn}(\sin(x))$
- $\phi_{cl}$ = instantaneous phase carrier estimation error (rad) assumed zero for the rest of the analysis.
- $n_i$ = zero mean white Gaussian noise sample with variance $\sigma_n^2$.
- $\theta_i$ = instantaneous subcarrier angle (rad)

At this point, it is convenient to introduce the variables

$$\hat{\theta}_i = \text{closed loop estimate of } \theta_i \text{ (rad)}$$
$$\phi_i = \theta_i - \hat{\theta}_i = \text{instantaneous subcarrier phase estimation error of the } i\text{th sample (rad)}$$

To facilitate the analysis, we assume that the subcarrier period $T_{sc}$ is related to the symbol duration $T_{sym}$ by

$$T_{sym} = n T_{sc} \text{ for some integer } n$$  \hspace{1cm} (2)

This circumvents modeling problems associated with "end" effects, which greatly complicate the analysis and lie outside the intended scope of the present discussion. We also postulate that a large number of samples per symbol time are available.

The loop operates as follows (see Fig. 2): The digitized incoming signal $r_i$ is mixed with the reference signals (with no loss of generality we set the multiplier gains equal to one)

$$R_I = \sin(\hat{\theta}_i)$$  \hspace{1cm} (3)
$$R_Q = \cos(\hat{\theta}_i)$$  \hspace{1cm} (4)

to produce the signals $x_i$ and $y_i$ respectively. These signals are accumulated over the $L$ samples during a symbol interval. Assuming that the instantaneous phase errors of the samples averaged over any particular symbol interval are equal, then the accumulators have responses

$$X_k = d_k L \sqrt{P_D} (1 - |u_k|) + n_{xk}, \hspace{1cm} k = 0, \ldots, M$$  \hspace{1cm} (5)
$$Y_k = d_k L \sqrt{P_D} v_k + n_{yk}, \hspace{1cm} k = 0, \ldots, M$$  \hspace{1cm} (6)

where

$$u_k = \frac{2}{\pi} |\phi_{k}|, \hspace{1cm} |\phi_{k}| \leq \pi$$  \hspace{1cm} (7)

and

$$v_k = \begin{cases} u_k, & |\phi_{k}| \leq \pi W/2 \\ \text{sgn}(\phi_{k}) W, & \pi W/2 < |\phi_{k}| \leq \pi(1 - W/2) \\ 2 \text{sgn}(\phi_{k}) - u_k, & \pi(1 - W/2) < |\phi_{k}| \leq \pi \end{cases}$$  \hspace{1cm} (8)
These last two equations describe the in-phase and quadrature arms of the phase detector respectively. We show them graphically in Fig. 3.

**B. Phase Detector S Curve**

The S curve is defined as the mean value of the error control signal conditioned on the phase error. The gain slope at the origin of the S curve and the variance of the error control signal are useful in evaluating the closed loop tracking performance.

In the following section we show that the S curve is given by

\[ S(\phi_n) = \frac{\pi}{2} (1 - |U_n|) V_n \]  

(9)

which for convenience, we have normalized to have unity slope at the origin. This is shown in Fig. 4 for different windows. Notice that for small phase errors, the gain (slope) of the S curve does not change due to the windowing. This has the notable advantage from an implementation point of view of maintaining constant phase detector gain as \( W \) is changed. This simplifies implementation in which a wide \( W \) is used for acquisition and a narrower \( W \) for tracking.

**C. Phase Detector Variance**

In order to assess the closed loop tracking performance, the variance of the error control signal is needed. Due to the orthogonal nature of the reference signals \( R_I \) and \( R_Q \), the noise processes \( \{n_{xk}\} \) and \( \{n_{yk}\} \) are independent. Strictly speaking, these are cyclostationary processes, but we approximate them by stationary processes. In other words, their first and second order statistics are obtained by time averaging (over just one symbol interval for this case) their ensemble averages. With this in mind, samples of these noise processes have zero mean and variances

\[ \text{var}(n_{xk}) = L \sigma_n^2 \]  

(10)

\[ \text{var}(n_{yk}) = WL \sigma_n^2 \]  

(11)

There is also self noise, which is neglected. This self noise is the difference between the actual signal summed over the actual samples, and the mean value which we have used.

The outputs of the in-phase and quadrature arm summers are multiplied together and accumulated subsequently over \( M \) symbols to produce the error control voltage that drives the Costas loop. This signal is

\[ e_n = ML^2 P_D (1 - |U_n|) V_n + N_n \]  

(12)

with \( U_n, V_n \) being the time averages of \( u_k \) and \( v_k \) over \( M \) samples respectively. It can be argued via the central limit theorem that the noise samples \( N_n \) are approximately Gaussian with zero mean and variance

\[ \sigma_N^2 = \sigma_n^2 P_D L^3 M V_n \]  

\[ + W \sigma_n^2 P_D L^3 M (1 - |U_n|)^2 \]  

\[ + W \sigma_n^4 L^2 M \]  

(13)

**D. Linear Tracking in the Presence of Noise**

When the loop is in the linear region, \( U_n \) and \( V_n \) in Eqs. (12) and (13) are close to zero and

\[ \sigma_N^2 \approx W \sigma_n^2 P_D L^3 M \]  

(14)

If we assume that the noise samples \( N_n \) are stationary, the steady state variance of \( \{\phi_n\} \) is given by (Refs. 4 and 5)

\[ \sigma_\phi^2 = \frac{1}{2\pi j} \int_{|z|=1} H(z) H(z^{-1}) \frac{R_N(z)}{A^2} dz \]  

(15)

where

\[ R_N(z) = Z \left\{ E(N_f N_{f+n}) \right\} \]

is the Z transform of the autocorrelation function of the noise process at the input of the loop filter. The function \( H(z) \) denotes the closed loop transfer function and \( A \) is the gain of the control voltage signal (without noise) evaluated at zero phase error, which is

\[ A = \frac{2}{\pi} L^2 MP_D \]  

(17)

Since the samples \( \{N_n\} \) are uncorrelated, zero mean with variance \( \sigma_N^2 \), then

\[ R_N(z) = \sigma_N^2 \]  

(18)

so

\[ \sigma_\phi^2 = \frac{2B_M T \sigma_N^2}{A^2} \]  

(19)
where

\[ B_L = \frac{1}{2T} \frac{1}{H^2(1)} \frac{1}{2\pi j} \int_{|z|=1} H(z)H(z^{-1}) \frac{dz}{z} \]  \hspace{1cm} (20)\]

is the one-sided noise bandwidth of the loop, and \( T \) is the filter update time related to the symbol duration by

\[ T = MT_{\text{sym}} \]  \hspace{1cm} (21)\]

Substitution of Eqs. (14) and (17) into Eq. (19) results in

\[ \sigma^2_{\phi} = \frac{2(\pi/2)^2 W_{o_n}^4 \left( 1 + \frac{P_oL}{\sigma_n^2} \right) L T_{\text{sym}}}{L^2 P_D^2} \]  \hspace{1cm} (22)\]

If we assume that the received noise samples \( n_i \) are obtained by sampling white noise of one-sided spectral density \( N_o \) at a rate \( 1/T_s \), then

\[ \sigma_n^2 = \frac{N_o}{2T_s} \]  \hspace{1cm} (23)\]

Using this result, and the fact that

\[ P_D = \frac{E_s}{T_{\text{sym}}} \]  \hspace{1cm} (24)\]

\[ T_{\text{sym}} = L T_s \]  \hspace{1cm} (25)\]

\( E_s \) being the symbol energy, then the variance of the tracking error can be put in the form

\[ \sigma^2_{\phi} = \frac{W(\pi/2)^2}{E_s/N_o} \frac{B_L T_{\text{sym}}}{1 + \frac{1}{2E_s/N_o}} \left( 1 + \frac{\sigma_n^2}{E_s/N_o} \right) \]  \hspace{1cm} (26)\]

Notice that windowing improves the loop SNR by a factor of \( 1/W \). At first glance, it might appear (erroneously though) that arbitrarily small windows can be selected to obtain any desired performance. This is not so, since for very small windows, linear theory is not valid, and the actual tracking variance is much larger than that predicted by Eq. (26). This will be quantified more precisely in the following section.

### IV. Simulation Results

Computer simulations were performed to validate the analysis and determine the range of usable values for the windows. To perform the simulations, an equivalent PLL type model is found first for the Costas loop. This resembles a standard PLL, except that the sinusoidal nonlinearity is replaced by the normalized phase detector characteristic given by Eq. (9).

In Fig. 4 we summarize the simulation results and also include results dictated by linear analysis for several window sizes. We do this by computing the variance of the phase error using as parameters loop SNR’s when \( W = 1 \). Thus, when \( W = 1 \) and loop SNR = 14 dB, the phase error variance is approximately 0.04 rad². By just narrowing the window, we can lower the variance by a factor of roughly 16.

The most striking piece of information contained in Fig. 4 is that, given an initial tracking variance, say \( \sigma_o^2 \), this variance can be reduced conservatively to

\[ (\sigma_o^2)_{\text{min}} = 1.5 \sigma_o^4 \]  \hspace{1cm} (27)\]

by selecting the optimum window size whose value is approximately

\[ W = 0.5 \text{ to } 1 \times \sigma_o^2 \]  \hspace{1cm} (28)\]

### V. SNR Loss Due to Phase Error and Design Example

First we determine the average loss in symbol SNR (SSNR) due to subcarrier phase error. Equation (5) represents the output of the decision arm in the Costas loop. It is observed that a subcarrier phase estimation error causes the signal voltage term to be degraded by

\[ D = 1 - \frac{2}{\pi} |\phi| \]  \hspace{1cm} (29)\]

The symbol signal to noise ratio (SSNR) is then degraded on the average by the statistical expectation of the square of the above term. If the loop SNR is high, then it is reasonable to assume a Gaussian density function for the phase error. Carrying out the details of the expectation leads to

\[ E\{D^2\} = 1 - 2 \left( \frac{2}{\pi} \right)^{3/2} \sigma_{\phi}^2 \]  \hspace{1cm} (30)\]

where only first order terms were retained.
A design example is considered next: The average loss in SSNR for the Pioneer 10 spacecraft at a coded symbol SNR of 0 dB with a two-sided design point bandwidth of 0.03 Hz and a symbol rate of 33-1/3 sps is about 0.45 dB (see footnote 1). If a narrower window is employed, this degradation can be significantly reduced.

For the parameters previously mentioned, the initial \( W = 1 \) loop SNR is 27.8 dB. From the simulation results, it appears that a window of size \( W = 1/256 \) is feasible. If this smaller time window is used, with the other parameters kept constant, the average loss in SSNR can be reduced to 0.01 dB.

VI. Conclusions

A subcarrier Costas loop capable of tracking square waves with less phase error has been described. By setting the quadrature reference signal to zero at the appropriate phases, the variance of the tracking phase error is reduced by a factor of \( 1/W \) under linearized conditions. Computer simulations validate the previous statement, and give practical values for \( W \) when the loop is not adequately described by linear theory.
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Fig. 1. Loop waveforms in the absence of noise. Continuous and perfect subcarrier synchronization is assumed for pictorial representation.
Fig. 2. Block diagram of the all-digital subcarrier Costas loop incorporating a window function in the quadrature reference signal.

Fig. 3. Phase detector characteristics of in-phase and quadrature arms: (a) In-phase and (b) In-quadrature.
Fig. 4. Normalized loop phase detector characteristics for different window sizes.

Fig. 5. Variance of the subcarrier phase estimation error as a function of window size with loop SNR as a parameter.
A New Method for Frame Synchronization

M. Shahshahani and L. Swanson
Communications Systems Research Section

A new frame synchronization method based on an examination of the shortest bit length containing all error bursts is introduced. It is shown that the new method is more reliable and efficient than the commonly used one based on counting the number of errors for the convolutionally coded channel.

I. Introduction

Data from spacecraft are transmitted to stations on earth in encoded form. The transmission channels are generally noisy, and the encoding enables one to correct some of the errors. This is especially true of convolutional codes because of their high error correcting capability. The encoding/decoding procedure is briefly described in Fig. 1.

The encoded data appear in frames of fixed length and it is essential to identify the beginning of each frame. This is accomplished by the insertion of a marker at the beginning of each one. Correctly identifying the marker is the problem of frame synchronization. This is usually done after the received signal has passed through the Viterbi decoder. Several methods have been proposed for this purpose (see Ref. 1). Here we consider yet another method and make a comparative study of the new frame synchronization technique and the commonly used one based on counting the number of disagreements.

II. The Method

Data are transmitted in frames of \( N (\geq 10080) \) bits, each of which begins with a marker of \( k (= 32) \) bits. Currently, frame synchronization involves counting the number of disagreements with the marker. Since Viterbi decoded data contains errors in bursts, we propose instead to examine the shortest length containing all the bursts. Specifically, choose a positive integer \( T \) (called threshold) and examine the \( k \) consecutive bits of data starting at a random point \( \alpha \). If the distance \( \delta \) between the first and last disagreements with the marker in the sequence \( \alpha, \alpha + 1, \ldots, \alpha + k - 1 \) is greater than \( T \), then we reject \( \alpha \) as the beginning of a marker; otherwise it is retained as a candidate for a marker. In the latter event, we examine the \( k \) bits starting at the point \( N + \alpha \). If \( \delta > T \) for this sequence, we reject the \( k \)-bits starting at \( \alpha \) (or \( N + \alpha \)) as a marker and repeat the procedure starting at \( \alpha + 1 \). Otherwise, we accept the \( k \)-bits as the first bit of a marker. In the latter case we continue to test the \( k \)-bits starting at \( N + 2\alpha, N + 3\alpha, \ldots \) for the marker in the course of decoding data. If for three consecutive trials \( \delta \) exceeds \( T \) then we reject \( \alpha \) as the beginning of a marker, and repeat the procedure starting at \( \alpha + 1 \).

To analyze the performance of this technique we make the customary assumption that the \( N - k \) bits of data in each frame is a random sequence of 0's and 1's, so that all sequences are equally likely to occur. Without loss of generality we may assume the marker consists of a sequence of \( k \) zeroes which due to the noise in the channel is possibly received erroneously. It has been observed that the errors in the Viterbi decoded data sequence occur in bursts and the lengths of these bursts follow the geometric distribution with parameter \( p \). We recall that a bit sequence is a burst if (a) its first and last bits are incorrect, (b) it does not contain \( K \) (constraint length) consecutive correct bits, and (c) it is not contained in any other sequence with properties (a) and (b). Furthermore, the waiting time \( W \) between bursts has (shifted) geometric distribution with parameter \( q \), i.e.,
\[
P(W = n) = q(1 - q)^{n-K+1}
\]  
(1)

Numerical values for \(p\) and \(q\) are given in Ref. 2.

Let \(M\) be the event that a marker actually starts at the randomly chosen point \(a\), and \(O\) denote the event that \(a\) is identified as the beginning of a marker. In the next section we obtain estimates for \(P(O|M)\), \(P(M|O)\) and \(P(O|M')\) where \(M'\) is the event complementary to \(M\). These numbers provide a measure of the performance of the method. Note that \(P(O'|M)\) and \(P(O|M')\) are commonly called probability of miss and probability of false alarm respectively.

### III. Probabilistic Estimates

To obtain estimates for the performance of the frame synchronization technique, it is convenient to assume that the probability of occurrence of more than one burst in a \(k\)-bit range is negligibly small. Such an assumption is reasonable for high SNR or short marker length. We first quantify this assertion.

Consider the sequence 1, 2, \ldots, \(k\), and let (a) \(I = 1\), (b) \(I = j\), 2 \(<\ j \leq k\) and (c) \(I = \infty\) denote the events (a) 1 is contained in a burst, (b) first burst begins at bit \(j\), and (c) there is no error in the sequence, respectively. Let \(L\) denote the length of the first burst where in case \(I = 1\), \(L\) is measured from bit 1. Notice that if \(I = j\) and \(L = r\) then the bits \(r+j\), \(r+j+1\), \ldots, \(r+j+K-1\) are correct. Denote by \(Y\) the starting point of the second burst. We want to calculate \(P(Y \leq k)\). We have

\[
Y = I + L + W
\]

where \(W\) is the waiting time between bursts. Therefore

\[
P(Y \leq k) = \sum_{r \geq 1} \frac{B}{B+W} p(1-p)^{r-1} - \sum_{r \leq k-K-1} \frac{B}{B+W} p(1-p)^{r-1} (1-q)^{K-r+K+1}
\]

From Eq. (1),

\[
\sum_{\nu = K-1}^{k-j-r} p(W = \nu) = 1 - (1 - q)^{k-j-r+K+2}
\]

Also note

\[
P(I = 1) = \frac{B}{B+W}
\]

\[
P(I = j) = q(1 - q)^{j-1} \theta
\]

\[
P(L = r) = p(1 - p)^{r-1}
\]

where

\[
\theta = \frac{W}{B+W} \text{ for } 2 \leq j \leq k
\]

Therefore

\[
P(Y \leq k) = \sum_{r \geq 1} \frac{B}{B+W} p(1-p)^{r-1} (1-q)^{K-r+K+1}
\]

\[
+ \sum_{j \geq 2, r \geq 1} \theta pq (1-p)^{r-1} (1-q)^{j-1}
\]

\[
+ \sum_{j \geq 2, r \geq 1} \theta pq (1-p)^{r-1} (1-q)^{K-r+K+1}
\]

\[
- \sum_{j \geq 2, r \geq 1} \theta pq (1-p)^{r-1} (1-q)^{K-r+K+1}
\]
\[ P(Y \leq k) = \frac{B}{B + W} \left( 1 - (1 - p)^{k-K-1} \right) \]
\[ - \frac{B}{B + W} \frac{p}{p-q} \left( 1 - q \right)^{2+2K} \cdot \left( 1 - (q)^{k-K-1} - (1 - p)^{k-K-1} \right) \]
\[ + \sum_{j \geq 2, r \geq 1} \frac{W}{B + W} \frac{pq}{(1 - p)^{r} (1 - q)^{j-1}} \cdot \left( 1 - p \right)^{k-K-r} \cdot \left( 1 - (1 - p) \right)^{k-K-1} \]
\[ - \frac{W}{B + W} \frac{pq}{(1 - q)^{k+k+K}} \cdot \sum_{r=1}^{k-K} \left( \frac{1-p}{1-q} \right)^{r-1} \cdot \left( k-K-r-1 \right) \]  

(4)

The numerical values of \( P(Y \leq k) \) for different values of SNR are given in Table 1. The parameters \( p = 1/B \) and \( q = 1/(W-5) \) are taken from Table C-1 in Ref. 2.

To estimate \( P(M | O) \) we first note

\[ P(M | O) = \frac{P(M, O)}{P(O)} = \frac{P(O | M) \cdot P(M)}{P(O | M) \cdot P(M) + P(O | M') \cdot P(M')} \]  

(5)

Let \( C \) be the event that the first burst point occurs no sooner than \( K + T + 1 \). Then it is trivial that

\[ P(\bar{O} | M) \geq P(C) + P(1 \leq B \leq k - T) \cdot P(L \leq T) \]

where \( \bar{O} \) denotes the event that \( \delta \leq T \) for the sequence \( \alpha, \alpha + 1, \ldots, \alpha + k - 1 \) where \( \alpha \) is the randomly chosen starting bit. We assume, without loss of generality, that bit 1 is the beginning of a marker. Now

\[ P(C) = \theta \sum_{i=0}^{\infty} q(1 - q)^{i-1} \]
\[ = \theta (1 - q)^{k-T} \]

and

\[ P(1 \leq B \leq k - T) = 1 - \theta (1 - q)^{k-T} \]

(For a justification of using parameter \( q \) in evaluation of \( P(C) \), see Ref. 3, pp. 12-13.) Hence

\[ P(\bar{O} | M) \geq (1 - q)^{k-T} + \left( 1 - \theta (1 - q)^{k-T} \right) \cdot \left( 1 - (1 - p)^{T} \right) \]

We denote r.h.s. of the above inequality by \( \beta \). Since separation \( N - k \) between markers is sufficiently large, the error bursts in the sequences beginning at \( \alpha \) and \( N + \alpha \) are essentially independent. Therefore

\[ P(O | M) = P(\bar{O} | M) \geq \beta^2 \]  

(6)

Since for \( 0 < a < 1, c > 0 \) the function

\[ q(x) = ax/(ax + (1 - a)c) \]

is increasing, we obtain from Eq. (5)

\[ P(M | O) \geq \frac{\beta^2 P(M)}{\beta^2 P(M) + P(O | M') \cdot P(M')} \]  

(7)

To calculate \( P(O | M') \) we use the acceptability assumption on the marker. Thus if the randomly chosen point \( \alpha \) is such that the sequence \( \{\alpha, \alpha + 1, \ldots, \alpha + k - 1\} \) overlaps with but is not identical with the marker, then the probability of retaining \( \alpha \) as the beginning of a marker is no greater than the case where the marker does not overlap. Now if \( \{\alpha, \ldots, \alpha + k - 1\} \) does not overlap with the marker then this probability is bounded by

\[ \gamma = \frac{\lambda(k, T)}{2^k} \]

where \( \lambda(k, T) \) is one plus the number of binary sequences \( a(i), a(i + 1), \ldots, a(i + T - 1) \) such that \( a(i) = 1, 1 \leq i, i + T - 1 \leq k \). We have

\[ \lambda(k, T) = 1 + k + (k - 1) + (k - 2) + \ldots + (k - T + 1) 2^{T-2} \]
\[ = k + k (2^{T-1} - 1) - (T - 1) 2^T + T 2^{T-1} \]

Substituting

\[ P(O | M') \leq \gamma^2 \]  

(8)

in Eq. (7) we get

\[ P(M | O) \geq \frac{\beta^2}{\beta^2 + (N - 1) \gamma^2} \]  

(9)

The above inequality and Eqs. (6) and (8) are the required estimates.
IV. Numerical Calculations

In this section we make a numerical comparison of the quantities $P(M|O)$, $P(O|M')$ and $P(O|M)$ at various SNR values for the new method and one based on counting the number of disagreements. A few remarks are necessary regarding our calculations.

1. To evaluate $P(O|M)$ and $P(O|M')$ for the old method we use Eq. (5), and calculate $P(O|M)$ and $P(O|M')$ by simulation.

2. More precisely, we used a random number generator to generate bursts in 32,000 markers at various SNR values, and $P(O|M)$ was calculated accordingly.

3. For calculation of $P(O|M')$ we assumed the marker is acceptable in the sense of Ref. 1. Thus if the randomly chosen point $a$ is such that the sequence $\{a, a+1, \ldots, a+k-1\}$ overlaps with but is not identical with the marker, we still can treat it as one in random data.

4. Notice that our calculations sometimes give only upper or lower bounds.

5. The quantity $P(O|M')$ is independent of SNR since we are assuming randomness of data.

6. To make a meaningful comparison of the two methods we have graphically exhibited $P(O|M)$ and $P(M|O)$ for the same values of $P(O|M')$ (Figs. 2–8). For $P(M|O)$ we have only exhibited the curves for SNR = 1.6 since $P(M|O)$ is very stable relative to the variation of SNR.

7. Detailed results of our calculations appear in Tables 1–14 and Figs. 2–8 below.

V. Conclusion

A comparison of performance statistics for fixed probability of false detection shows that the new method is significantly more reliable and efficient in detection of the marker. Mathematically, false detection, reliability and efficiency in detection of the marker are measured by $P(O|M')$, $P(M|O)$ and $P(O|M)$, respectively. The reliability of both methods is very stable relative to the variation of the signal to noise ratio.
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### Table 1. Probability of more than one burst

<table>
<thead>
<tr>
<th>SNR</th>
<th>$P(Y &lt; 32)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>$9 \times 10^{-6}$</td>
</tr>
<tr>
<td>2.5</td>
<td>$8 \times 10^{-5}$</td>
</tr>
<tr>
<td>2.1</td>
<td>$4 \times 10^{-4}$</td>
</tr>
<tr>
<td>1.9</td>
<td>$10^{-3}$</td>
</tr>
<tr>
<td>1.8</td>
<td>$10^{-3}$</td>
</tr>
<tr>
<td>1.7</td>
<td>$2 \times 10^{-3}$</td>
</tr>
<tr>
<td>1.6</td>
<td>$3 \times 10^{-3}$</td>
</tr>
</tbody>
</table>

### Table 2. Comparison of reliability, SNR = 1.6

| Threshold (T) | New Method $P(M|O) >$ | Old Method $P(M|O)$ |
|---------------|------------------------|---------------------|
| 1             | 0.999+                 | 0.999               |
| 2             | 0.999                  | 0.999               |
| 3             | 0.986                  | 0.986               |
| 4             | 0.904                  | 0.904               |
| 5             | 0.620                  | 0.620               |
| 6             | 0.257                  | 0.261               |
| 7             | 0.082                  | 0.083               |
| 8             | 0.026                  | 0.027               |
| 9             | --                     | --                  |
| 10            | --                     | --                  |
| 11            | --                     | --                  |
| 12            | --                     | --                  |
| 13            | --                     | --                  |
| 14            | --                     | --                  |
| 15            | --                     | --                  |
| 16            | --                     | --                  |
| 17            | 0.999+                 | --                  |
| 18            | 0.997                  | --                  |
| 19            | 0.991                  | --                  |
| 20            | 0.971                  | --                  |
| 21            | 0.906                  | --                  |

### Table 3. Comparison of reliability, SNR = 1.7

| Threshold (T) | New Method $P(M|O) >$ | Old Method $P(M|O)$ |
|---------------|------------------------|---------------------|
| 1             | 0.999+                 | 0.999+              |
| 2             | 0.999                  | 0.999               |
| 3             | 0.986                  | 0.986               |
| 4             | 0.904                  | 0.906               |
| 5             | 0.620                  | 0.623               |
| 6             | 0.257                  | 0.261               |
| 7             | 0.082                  | 0.083               |
| 8             | 0.026                  | 0.027               |
| 9             | --                     | --                  |
| 10            | --                     | --                  |
| 11            | --                     | --                  |
| 12            | --                     | --                  |
| 13            | --                     | --                  |
| 14            | --                     | --                  |
| 15            | --                     | --                  |
| 16            | --                     | --                  |
| 17            | 0.999+                 | --                  |
| 18            | 0.997                  | --                  |
| 19            | 0.991                  | --                  |
| 20            | 0.971                  | --                  |
| 21            | 0.906                  | --                  |
| Threshold (T) | New Method \( P(M|O) \geq \) | Old Method \( P(M|O) \) |
|--------------|-----------------|-----------------|
| 1            | 0.999+          | 0.999+          |
| 2            | 0.999           | 0.999           |
| 3            | 0.986           | 0.986           |
| 4            | 0.907           | 0.907           |
| 5            | 0.626           | 0.626           |
| 6            | 0.263           | 0.263           |
| 7            | 0.084           | 0.084           |
| 8            | 0.027           | 0.027           |
| 9            | --              | --              |
| 10           | --              | --              |
| 11           | --              | --              |
| 12           | --              | --              |
| 13           | --              | --              |
| 14           | --              | --              |
| 15           | --              | --              |
| 16           | --              | --              |
| 17           | 0.999+          | --              |
| 18           | 0.998           | --              |
| 19           | 0.991           | --              |
| 20           | 0.971           | --              |
| 21           | 0.907           | --              |

| Threshold (T) | New Method \( P(M|O) \geq \) | Old Method \( P(M|O) \) |
|--------------|-----------------|-----------------|
| 1            | 0.999+          | 0.999+          |
| 2            | 0.999           | 0.999           |
| 3            | 0.987           | 0.987           |
| 4            | 0.908           | 0.908           |
| 5            | 0.628           | 0.628           |
| 6            | 0.264           | 0.264           |
| 7            | 0.082           | 0.082           |
| 8            | 0.027           | 0.027           |
| 9            | --              | --              |
| 10           | --              | --              |
| 11           | --              | --              |
| 12           | --              | --              |
| 13           | --              | --              |
| 14           | --              | --              |
| 15           | --              | --              |
| 16           | --              | --              |
| 17           | --              | 0.999+          |
| 18           | --              | 0.998           |
| 19           | --              | 0.992           |
| 20           | --              | 0.971           |
| 21           | --              | 0.906           |
Table 6. Comparison of efficiency, SNR = 2.1

| Threshold (T) | New Method \( P(M|O) \) | Old Method \( P(M|O) \) |
|--------------|-----------------|-----------------|
| 1            | 0.999+          | 0.999+          |
| 2            | 0.999           | 0.999           |
| 3            | 0.987           | 0.987           |
| 4            | 0.909           | 0.909           |
| 5            | 0.632           | 0.632           |
| 6            | 0.267           | 0.267           |
| 7            | 0.085           | 0.085           |
| 8            | 0.027           |                  |
| 9            | --              | --              |
| 10           | --              | --              |
| 11           | --              | --              |
| 12           | --              | --              |
| 13           | --              | --              |
| 14           | --              | --              |
| 15           | --              | --              |
| 16           | --              | --              |
| 17           | 0.999+          |                  |
| 18           | 0.998           |                  |
| 19           | 0.992           |                  |
| 20           | 0.971           |                  |
| 21           | 0.907           |                  |

Table 7. Comparison of reliability, SNR = 2.5

| Threshold (T) | New Method \( P(M|O) \) | Old Method \( P(M|O) \) |
|--------------|-----------------|-----------------|
| 1            | 0.999+          | 0.999+          |
| 2            | 0.999           | 0.999           |
| 3            | 0.987           | 0.987           |
| 4            | 0.909           | 0.910           |
| 5            | 0.635           | 0.635           |
| 6            | 0.269           | 0.269           |
| 7            | 0.086           | 0.086           |
| 8            | 0.027           | 0.027           |
| 9            | --              | --              |
| 10           | --              | --              |
| 11           | --              | --              |
| 12           | --              | --              |
| 13           | --              | --              |
| 14           | --              | --              |
| 15           | --              | --              |
| 16           | --              | --              |
| 17           | 0.999+          |                  |
| 18           | 0.998           |                  |
| 19           | 0.992           |                  |
| 20           | 0.971           |                  |
| 21           | 0.908           |                  |
| Threshold (T) | New Method $P(M|O)$ | Old Method $P(M|O)$ |
|-------------|------------------|------------------|
| 1           | 0.864            | 0.878            |
| 2           | 0.875            | 0.894            |
| 3           | 0.885            | 0.908            |
| 4           | 0.895            | 0.920            |
| 5           | 0.903            | 0.930            |
| 6           | 0.911            | 0.941            |
| 7           | 0.919            | 0.949            |
| 8           | 0.926            | 0.957            |
| 9           | 0.932            | --               |
| 10          | 0.938            | --               |
| 11          | 0.943            | --               |
| 12          | 0.948            | --               |
| 13          | 0.953            | --               |
| 14          | 0.957            | --               |
| 15          | 0.961            | --               |
| 16          | 0.964            | --               |
| 17          | 0.968            | --               |
| 18          | 0.971            | --               |
| 19          | 0.973            | --               |
| 20          | 0.976            | --               |
| 21          | 0.978            | --               |

| Threshold (T) | New Method $P(M|O)$ | Old Method $P(M|O)$ |
|-------------|------------------|------------------|
| 1           | 0.884            | 0.897            |
| 2           | 0.894            | 0.911            |
| 3           | 0.903            | 0.922            |
| 4           | 0.911            | 0.933            |
| 5           | 0.919            | 0.942            |
| 6           | 0.926            | 0.950            |
| 7           | 0.932            | 0.958            |
| 8           | 0.938            | 0.965            |
| 9           | 0.943            | --               |
| 10          | 0.948            | --               |
| 11          | 0.953            | --               |
| 12          | 0.957            | --               |
| 13          | 0.961            | --               |
| 14          | 0.965            | --               |
| 15          | 0.968            | --               |
| 16          | 0.971            | --               |
| 17          | 0.974            | --               |
| 18          | 0.976            | --               |
| 19          | 0.979            | --               |
| 20          | 0.981            | --               |
| 21          | 0.983            | --               |
### Table 10. Comparison of efficiency, SNR = 1.8

| Threshold (T) | New Method \( P(M|O) \) | Old Method \( P(M|O) \) |
|---------------|--------------------------|--------------------------|
| 1             | 0.905                    | 0.915                    |
| 2             | 0.914                    | 0.927                    |
| 3             | 0.921                    | 0.937                    |
| 4             | 0.928                    | 0.946                    |
| 5             | 0.935                    | 0.955                    |
| 6             | 0.941                    | 0.962                    |
| 7             | 0.946                    | 0.968                    |
| 8             | 0.951                    | 0.974                    |
| 9             | 0.956                    | --                       |
| 10            | 0.960                    | --                       |
| 11            | 0.963                    | --                       |
| 12            | 0.967                    | --                       |
| 13            | 0.970                    | --                       |
| 14            | 0.973                    | --                       |
| 15            | 0.976                    | --                       |
| 16            | 0.978                    | --                       |
| 17            | 0.980                    | --                       |
| 18            | 0.982                    | --                       |
| 19            | 0.984                    | --                       |
| 20            | 0.986                    | --                       |
| 21            | 0.987                    | --                       |

### Table 11. Comparison of efficiency, SNR = 1.9

| Threshold (T) | New Method \( P(M|O) \) | Old Method \( P(M|O) \) |
|---------------|--------------------------|--------------------------|
| 1             | 0.915                    | 0.929                    |
| 2             | 0.923                    | 0.939                    |
| 3             | 0.930                    | 0.948                    |
| 4             | 0.937                    | 0.956                    |
| 5             | 0.943                    | 0.962                    |
| 6             | 0.948                    | 0.968                    |
| 7             | 0.953                    | 0.974                    |
| 8             | 0.958                    | 0.978                    |
| 9             | 0.962                    | --                       |
| 10            | 0.966                    | --                       |
| 11            | 0.969                    | --                       |
| 12            | 0.972                    | --                       |
| 13            | 0.975                    | --                       |
| 14            | 0.977                    | --                       |
| 15            | 0.980                    | --                       |
| 16            | 0.982                    | --                       |
| 17            | 0.984                    | --                       |
| 18            | 0.986                    | --                       |
| 19            | 0.987                    | --                       |
| 20            | 0.988                    | --                       |
| 21            | 0.990                    | --                       |
### Table 12. Comparison of efficiency, SNR = 2.1

| Threshold (T) | New Method $P(M|O)$ | Old Method $P(M|O)$ |
|--------------|---------------------|--------------------|
| 1            | 0.948               | 0.955              |
| 2            | 0.954               | 0.961              |
| 3            | 0.958               | 0.967              |
| 4            | 0.962               | 0.973              |
| 5            | 0.966               | 0.977              |
| 6            | 0.969               | 0.981              |
| 7            | 0.972               | 0.984              |
| 8            | 0.975               | 0.987              |
| 9            | 0.978               | --                 |
| 10           | 0.980               | --                 |
| 11           | 0.982               | --                 |
| 12           | 0.984               | --                 |
| 13           | 0.986               | --                 |
| 14           | 0.987               | --                 |
| 15           | 0.989               | --                 |
| 16           | 0.990               | --                 |
| 17           | 0.991               | --                 |
| 18           | 0.992               | --                 |
| 19           | 0.993               | --                 |
| 20           | 0.994               | --                 |
| 21           | 0.994               | --                 |

### Table 13. Comparison of efficiency, SNR = 2.5

| Threshold (T) | New Method $P(M|O)$ | Old Method $P(M|O)$ |
|--------------|---------------------|--------------------|
| 1            | 0.977               | 0.981              |
| 2            | 0.980               | 0.986              |
| 3            | 0.983               | 0.987              |
| 4            | 0.985               | 0.989              |
| 5            | 0.987               | 0.990              |
| 6            | 0.988               | 0.992              |
| 7            | 0.990               | 0.994              |
| 8            | 0.991               | 0.996              |
| 9            | 0.992               | --                 |
| 10           | 0.993               | --                 |
| 11           | 0.994               | --                 |
| 12           | 0.995               | --                 |
| 13           | 0.995               | --                 |
| 14           | 0.996               | --                 |
| 15           | 0.996               | --                 |
| 16           | 0.997               | --                 |
| 17           | 0.997               | --                 |
| 18           | 0.998               | --                 |
| 19           | 0.998               | --                 |
| 20           | 0.998               | --                 |
| 21           | 0.999               | --                 |
Table 14. Probability of false detection

| Threshold ($T$) | New Method $P(O|M')$ | Old Method $P(O|M')$ |
|-----------------|----------------------|---------------------|
| 1               | $10^{-16}$           | $10^{-16}$          |
| 2               | $10^{-16}$           | $10^{-14}$          |
| 3               | $10^{-15}$           | $10^{-12}$          |
| 4               | $10^{-15}$           | $10^{-10}$          |
| 5               | $10^{-14}$           | $10^{-9}$           |
| 6               | $10^{-14}$           | $10^{-7}$           |
| 7               | $10^{-13}$           | $10^{-6}$           |
| 8               | $10^{-12}$           | $10^{-5}$           |
| 9               | $10^{-12}$           | --                  |
| 10              | $10^{-11}$           | --                  |
| 11              | $10^{-11}$           | --                  |
| 12              | $10^{-10}$           | --                  |
| 13              | $10^{-10}$           | --                  |
| 14              | $10^{-9}$            | --                  |
| 15              | $10^{-8}$            | --                  |
| 16              | $10^{-8}$            | --                  |
| 17              | $10^{-7}$            | --                  |
| 18              | $10^{-7}$            | --                  |
| 19              | $10^{-6}$            | --                  |
| 20              | $10^{-6}$            | --                  |
| 21              | $10^{-5}$            | --                  |
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Cramer-Rao lower bounds on estimator variance are calculated for arbitrary unbiased estimates of signal-to-noise ratio and combiner weight parameters. Estimates are assumed to be based on a discrete set of observables obtained by matched filtering of a biphase modulated signal. The bounds are developed first for a problem model based on one observable per channel symbol period, and then extended to a more general problem in which subperiod observables are also available.

I. Introduction

This article calculates the Cramer-Rao bounds on the performance of arbitrary unbiased estimates of signal-to-noise ratio (SNR) and combiner weight parameters. Estimates are assumed to be based on a discrete set of observables obtained by matched filtering of a biphase modulated signal. Initially, we assume in Section II that exactly one observable or “sample” is available per channel symbol period. Later, in Section III, we consider a more general problem in which multiple observables or “subinterval samples” are obtained per symbol period by filtering over equal-length subintervals of each symbol period.

Estimates of signal-to-noise ratio and combiner weight are of interest in a variety of applications, such as symbol stream combining. In this article, Cramer-Rao bounds are determined directly for these parameters of interest, rather than for the underlying signal mean and noise variance parameters. This approach also reduces the mathematical complexity, because many expressions are separable functions of signal-to-noise ratio and combiner weight. The result is an almost-closed-form solution in which only one easily characterizable function of a single variable (SNR) is not explicitly determined.

Reference 1 provides additional background information on the significance of the parameters being estimated, and on the origin of our probabilistic model for the symbol period observables. Our model for the subinterval observables is a straightforward generalization, and it has been discussed previously as the basis for analyzing so-called “split-symbol” estimators (e.g., see Ref. 2) or “generalized” maximum likelihood estimators.1

II. Estimation with Symbol Period Sampling

We first consider estimation based on one sample per symbol period. Under this model, there are $N$ discrete observables

\footnote{Vilnrotter, V. A., “A Generalized Class of Maximum Likelihood Estimators,” IOM 331-86.5-82, Jet Propulsion Laboratory, Pasadena, Calif., January 13, 1986 (JPL Internal Document).}
where \( \{D_i\} \) is a data modulation sequence corresponding to the transmitted channel symbols, and \( \{n_i\} \) is a noise sequence. As in Ref. 1, we assume that the \( \{n_i\} \) are independent unit normal random variables, and that the \( \{D_i\} \) are independent and take on the values +1 and -1 with equal probability. The unknown parameters \( m \) and \( \sigma \) represent the magnitudes of the “signal” and “noise” components of the observables \( \{x_i\} \).

Our estimation problem is to estimate a signal-to-noise ratio parameter \( \rho \) and a combiner weight parameter \( \alpha \), based on the vector of observables \( x = (x_1, \ldots, x_N) \). The parameters \( \rho \) and \( \alpha \) are defined in terms of the underlying signal and noise parameters \( m \) and \( \sigma \) as

\[
\rho = \frac{m^2}{\sigma^2} \\
\alpha = \frac{m}{\sigma^2}
\]

We note from Eq. (12) of Ref. 1 that the actual signal-to-noise ratio at the receiver is only one-half \( \rho \), but we prefer the definition in Eq. (2) for mathematical convenience.

The log-likelihood function for this problem is taken from Eq. (20) of Ref. 1:

\[
\frac{1}{N} \ln p(x | \rho, \alpha) = -\frac{1}{2} \ln (2\pi) - \frac{1}{2} \ln \rho + \ln \alpha - \frac{\langle x^2 \rangle_N}{2\sigma^2} \\
- \frac{m^2}{2\sigma^2} + \frac{\langle \ln \cosh mx \rangle_N}{\sigma^2}
\]

where the notation \( \langle \cdot \rangle_N \) represents a sample average value: for any function \( F \) applied to the \( N \) samples \( x_1, \ldots, x_N \),

\[
\langle F(x) \rangle_N \triangleq \frac{1}{N} \sum_{i=1}^{N} F(x_i)
\]

The log-likelihood function may also be written directly in terms of the signal-to-noise ratio and combiner weight parameters,

\[
\frac{1}{N} \ln p(x | \rho, \alpha) = -\frac{1}{2} \ln (2\pi) - \frac{1}{2} \ln \rho + \ln \alpha - \frac{\langle x^2 \rangle_N}{2\rho} \\
- \frac{1}{2} \rho + \langle \ln \cosh \alpha x \rangle_N
\]

The Cramer-Rao bound requires computation of the Fisher information matrix \( J \),

\[
J = \begin{bmatrix}
J_{11} & J_{12} \\
J_{21} & J_{22}
\end{bmatrix}
\]

After evaluating the indicated derivatives, we find that

\[
\frac{1}{N} \rho^2 J_{11} = \frac{E \langle \alpha^2 x^2 \rangle_N}{\rho} - \frac{1}{2} \\
\frac{1}{N} \rho \alpha J_{12} = \frac{1}{N} \rho \alpha J_{21} = \frac{-E \langle \alpha^2 x^2 \rangle_N}{\rho} \\
\frac{1}{N} \sigma^2 J_{22} = 1 + \frac{E \langle \alpha^2 x^2 \rangle_N}{\rho} - E \langle \langle \alpha^2 x^2 \sech^2 \alpha x \rangle \rangle_N
\]

The expectations in Eq. (7) may be evaluated by substituting Gaussian random variables \( \{u_i\} \) for the non-Gaussian random variables \( \{x_i\} \). Defining

\[
u_i = \alpha D_i x_i
\]

where \( \alpha \) is the unknown combiner weight and \( D_i = \pm 1 \) is the random data modulation embedded in \( x_i \), we see that \( u_i \) is Gaussian with mean and variance both equal to \( \rho \):
\[
E \{u_i\} = \alpha m = m^2/\sigma^2 = \rho
\]
\[
E \{u_i^2\} = \alpha^2 (m^2 + \sigma^2) = \rho^2 + \rho
\]
\[
\text{var} \{u_i\} = E \{u_i^2\} - [E \{u_i\}]^2 = \rho
\]

Furthermore, because \(D_i^2 = 1\) and because \(\text{sech}(\cdot)\) is an even function of its argument,
\[
E \{\alpha^2 x^2\} = E \{u_i^2\} = \rho^2 + \rho
\]
\[
E \{\alpha^2 x^2 \text{sech}^2(\alpha x)\} = E \{u_i^2 \text{sech}^2(u_i)\} \Delta E \{\rho\}
\]

The second expectation is written as \(E \{\rho\}\), which is not determined in closed form. However, it is important to note that \(E \{\rho\}\) is a function of \(\rho\) only, because the statistics of \(u_i\) are a function of \(\rho\) only. Inserting these results into the expressions for \(J_i\), we obtain
\[
\frac{1}{N} \rho^2 J_{11} = \rho + \frac{1}{2}
\]
\[
\frac{1}{N} \rho \alpha J_{12} = \frac{1}{N} \rho \alpha J_{21} = - (\rho + 1)
\]
\[
\frac{1}{N} \alpha^2 J_{22} = 2 + \rho - E \{\rho\}
\]

In terms of \(J\), the Cramer-Rao bound (Ref. 3) states that for any unbiased estimates \(\hat{\rho}, \hat{\alpha}\) of the unknown parameters \(\rho, \alpha\),
\[
\text{var} \{\hat{\rho}\} \geq \frac{(J^{-1})_{11}}{\rho^2}
\]
\[
\text{var} \{\hat{\alpha}\} \geq \frac{(J^{-1})_{22}}{\alpha^2}
\]

Calculating \(J^{-1}\) from Eq. (11), we obtain
\[
\text{var} \{\hat{\rho}\} \geq \frac{2 + \rho - E \{\rho\}}{N \rho - (2\rho + 1)E \{\rho\}} \quad \text{general result for arbitrary } N, \rho, \alpha
\]
\[
\text{var} \{\hat{\alpha}\} \geq \frac{\rho + \frac{1}{2}}{N \rho - (2\rho + 1)E \{\rho\}}
\]

Note that both fractional variance bounds are functions of \(N\) and \(\rho\) but not \(\alpha\). These are exact expressions so far, but further analysis requires characterization of the function \(E \{\rho\}\). This function is easy to evaluate numerically, but first we consider its limiting behavior for large and small \(\rho\). The general case is discussed and plotted at the end of Section III of this article.

**A. High SNR Case**

For large \(\rho\), it can be shown that the function \(E \{\rho\}\) is exponentially small,
\[
E \{\rho\} \sim \rho^{-1/2} e^{-\rho/2} \quad \rho \gg 1
\]

Thus, the fractional variance bounds can be written
\[
\text{var} \{\hat{\rho}\} \geq \frac{2}{N} \left[ 1 + \frac{1}{2\rho} \right] \quad \rho \gg 1
\]
\[
\text{var} \{\hat{\alpha}\} \geq \frac{2}{N} \left[ 1 + \frac{1}{2\rho} \right]
\]

Both of these expressions are accurate within terms that are exponentially small in \(\rho\) (i.e., there are no \(1/\rho^n\) terms for \(n > 1\)).

**B. Low SNR Case**

For small \(\rho\), we make use of the Taylor series expansion for \(u^2 \text{sech}^2 u\) around \(u = 0\),
\[
u^2 \text{sech}^2 u = u^2 - u^4 + \frac{2}{3} u^6 - \frac{17}{45} u^8 + \cdots
\]

and apply the formula for the moments of a Gaussian random variable (Ref. 4) with mean and variance both equal to \(\rho\),
\[
E \{u^2\} = \rho^2 + \rho
\]
\[
E \{u^4\} = \rho^4 + 6\rho^3 + 3\rho^2
\]
\[
E \{u^6\} = \rho^6 + 15\rho^5 + 45\rho^4 + 15\rho^3
\]
\[
E \{u^8\} = \rho^8 + 28\rho^7 + 210\rho^6 + 420\rho^5 + 105\rho^4
\]

This leads to a Taylor series expansion of the function \(E \{\rho\}\) around \(\rho = 0\):
\[
E \{\rho\} = \rho - 2\rho^2 + 4\rho^3 - \frac{32}{3} \rho^4 + \cdots
\]
When this expression is inserted back into Eq. (13), all of the \( p, p^2, \) and \( p^3 \) terms in the denominator cancel, i.e.,

\[
p - (2p + 1) E_2(p) = \frac{8}{3} p^4 + \text{higher order terms}
\]

This deep singularity at \( p = 0 \) causes the bounds on the fractional variance to be very large for low SNR.

\[
\frac{\text{var}(p)}{p^2} \geq \frac{3}{2Np^4}
\]

\[
\frac{\text{var}(\alpha)}{\alpha^2} \geq \frac{3}{8Np^2}
\]

\[\rho \ll 1\]

III. Estimation with Subinterval Sampling

Now we consider the same type of bound for a more general model in which multiple subinterval samples are taken before their mean value has a chance to change sign. We assume \( M \) independent and equally spaced subinterval samples \( X_{ij}, j = 1, \cdots, M, \) for each of the \( N \) symbol intervals. The subinterval samples are modeled as

\[
X_{ij} = D_im_o + n_{ij} \sigma_o
\]

where \( D_i = \pm 1 \) is the same data modulation variable defined in Eq. (1), \( \{n_{ij}\} \) are independent unit normal random variables, and \( m_o \) and \( \sigma_o \) denote the subinterval signal and noise parameters. Note that the \( M \) subinterval samples \( X_{ij}, j = 1, \cdots, M, \) are affected by one data modulation variable \( D_i \) and \( M \) independent noise variables \( n_{ij}, i = 1, \cdots, M. \)

Our estimation problem is still to estimate the signal-to-noise ratio and combiner weight parameters for the full symbol period. Each block of \( M \) subinterval samples \( X_{ij}, j = 1, \cdots, M, \) sums to form a symbol period sample \( x_j.\)

\[
x_i = \sum_{j=1}^{M} X_{ij}
\]

This implies that the subinterval signal and noise parameters appearing in Eq. (21) are related to the full symbol period parameters by

\[
m_o = \frac{m}{M} = \frac{\rho}{M\alpha}
\]

\[
\sigma_o^2 = \frac{\sigma^2}{M} = \frac{\rho}{M\alpha^2}
\]

The log-likelihood function for the vector of subinterval observables \( X = (X_{11}, \cdots, X_{1M}, \cdots, X_{N1}, \cdots, X_{NM}) \) is obtained analogously to Eq. (3) in terms of the subinterval signal and noise parameters as

\[
\frac{1}{MN} \ln p(X|m_o, \sigma_o) = -\frac{1}{2} \ln 2\pi - \frac{1}{2} \ln \sigma_o - \frac{(X^2)_{MN}}{2\sigma_o^2} - \frac{m_o^2}{2\sigma_o^2} + \frac{1}{M} \left( \ln \cosh \frac{m_o}{\sigma_o} \right)_N
\]

or, alternatively, in terms of the symbol period signal-to-noise ratio and combiner weight parameters as

\[
\frac{1}{MN} \ln p(X|\rho, \alpha) = -\frac{1}{2} \ln \left( \frac{2\pi}{M} \right) - \frac{1}{2} \ln \rho + \frac{1}{2} \ln \alpha - \frac{(X^2)_{MN}\alpha^2}{2\rho/M} - \frac{\rho}{2M} + \frac{1}{M} \left( \ln \cosh \alpha \right)_N
\]

In Eqs. (24) and (25), \( (X^2)_{MN} \) denotes the mean square value of the \( MN \) subinterval samples

\[
(X^2)_{MN} = \frac{1}{MN} \sum_{i=1}^{N} \sum_{j=1}^{M} X_{ij}^2
\]

and \( \ln \cosh \alpha \) is the same quantity appearing in Eqs. (3) and (5), i.e., an average based on the full symbol period samples \( x_i.\)

\[
\ln \cosh \alpha \approx \frac{1}{N} \sum_{i=1}^{N} \ln \cosh \alpha_i
\]

We observe from comparing Eqs. (5) and (25) that the Cramer-Rao bounds for this problem can be obtained trivially from the bounds derived earlier by substituting \( ME\{\alpha^2 X^2\}_{MN} \) for \( E\{\alpha^2 X^2\}_N \) and \( M^{-1} E\{\alpha^2 x^2 \sech^2 \alpha x\}_N \) for \( E\{\alpha^2 x^2 \sech \alpha x\}_N. \) We note that
\[ ME \{ (a^2 X^2)_{MN} \} = M \alpha^2 (m_0^2 + \sigma_0^2) \]
\[ = \rho \left( 1 + \frac{\rho}{M} \right) \]  
\[ \frac{1}{M} E \{ (a^2 x^2 \text{sech}^2 \alpha N) \} = \frac{1}{M} E_2(\rho) \]

where \( E_2(\rho) \) is the same function defined earlier. The Fisher information matrix elements can immediately be evaluated from Eqs. (7) and (28):

\[ \frac{1}{MN} \rho^2 J_{11} = \frac{\rho}{M} + \frac{1}{2} \]  
\[ \frac{1}{MN} \rho \alpha J_{12} = \frac{1}{MN} \rho \alpha J_{21} = -\left( \frac{\rho}{M} + 1 \right) \]  
\[ \frac{1}{MN} \alpha^2 J_{22} = 2 + \frac{\rho}{M} - \frac{1}{M} E_2(\rho) \]

Inversion of this matrix produces the bounds on the fractional variance of the estimates \( \hat{\rho}, \hat{\alpha} \):

\[ \frac{\text{var} (\hat{\rho})}{\rho^2} \geq \frac{2}{N} \frac{M + \rho - E_2(\rho)}{M \rho - (2 \rho + M) E_2(\rho)} \quad \text{general result for arbitrary } N, M, \rho, \alpha \]  
\[ \frac{\text{var} (\hat{\alpha})}{\alpha^2} \geq \frac{2}{N} \frac{\rho + M/2}{M \rho - (2 \rho + M) E_2(\rho)} \]

**A. High SNR Case**

For high values of \( \rho \), the bounds reduce to

\[ \frac{\text{var} (\hat{\rho})}{\rho^2} \geq \frac{2}{MN} \left( 1 + \frac{2M}{\rho} \right) \quad \rho \gg 1 \]  
\[ \frac{\text{var} (\hat{\alpha})}{\alpha^2} \geq \frac{2}{MN} \left( 1 + \frac{M}{2 \rho} \right) \]

As before, these bounds are accurate within terms that are exponentially decreasing with \( \rho \). We see that the performance bound improves with the total number of samples \( MN \), regardless of whether they are subinterval samples or symbol period samples. However, this conclusion is not correct if the number of subinterval samples gets arbitrarily large. If \( M \) is increased beyond the value of \( \rho \), the bounds eventually saturate at

\[ \frac{\text{var} (\hat{\rho})}{\rho^2} \geq \frac{4}{N \rho} \quad 1 \ll \rho \ll M \]

\[ \frac{\text{var} (\hat{\alpha})}{\alpha^2} \geq \frac{1}{N \rho} \]

**B. Low SNR Case**

For low SNR, the deep singularity at \( \rho = 0 \) in the denominator of the accuracy bounds is partially relaxed for \( M > 1 \), i.e.,

\[ M \rho - (2 \rho + M) E_2(\rho) = 2(M - 1) \rho^2 + \text{higher order terms} \]

\[ \text{for } M > 1 \]

The "higher order terms" in Eq. (33) are small with respect to \( (M - 1) \rho^2 \) as \( \rho \) gets small, no matter how large \( M \) is. The accuracy bounds are approximately

\[ \frac{\text{var} (\hat{\rho})}{\rho^2} \geq \frac{2}{N \rho^2} \frac{M}{M - 1} \quad \rho \ll 1 \ll M \]

\[ \frac{\text{var} (\hat{\alpha})}{\alpha^2} \geq \frac{1}{2N \rho^2} \frac{M}{M - 1} \]

We see from Eqs. (20) and (34) that the performance bounds for small \( \rho \) improve by a large factor \( 3/(8\rho^2) \) in going from \( M = 1 \) to \( M = 2 \), and then by only an additional factor of 2 from \( M = 2 \) to \( M = \infty \).

**C. Large Number of Subinterval Samples Case**

We have seen that the performance bound saturates at a nonzero limit for both the low SNR and high SNR cases, as the number of subinterval samples \( M \) goes to infinity. This saturation value can be calculated from Eq. (30) for all SNR values, in terms of the function \( E_2(\rho) \).

\[ \frac{\text{var} (\hat{\rho})}{\rho^2} \geq \frac{4}{N} \frac{1}{\rho - E_2(\rho)} \quad M \gg \max (\rho, 1) \]

\[ \frac{\text{var} (\hat{\alpha})}{\alpha^2} \geq \frac{1}{N} \frac{1}{\rho - E_2(\rho)} \]

**D. General Case**

The Cramér-Rao bounds for the general case are plotted in Figs. 1 and 2 for the signal-to-noise ratio and combiner weight estimates, respectively. Each curve shows the lower bound on
the fractional estimator variance times the number of symbol period samples $N$, as a function of signal-to-noise ratio $\rho$. Curves are drawn for various numbers of subinterval samples $M$, including the case $M = 1$, which is equivalent to the case of full symbol period sampling considered in Section II of this article.

The ordinate in these plots may be interpreted as a lower bound on the number of symbol period samples $N$ required to achieve a fractional estimator variance of 100%. If a smaller fractional estimator variance is desired, say $e$, the bound on the required number of samples is simply increased by the factor $1/e$.

**IV. Conclusions**

Figures 1 and 2 present a strong case for taking subinterval samples. In the low SNR region, split-symbol estimators can potentially reduce the number of required samples by orders of magnitude relative to estimates based entirely on full symbol period samples. The bulk of this reduction results from splitting the symbol period in half ($M = 2$), and additional improvement is limited to 3 dB as the number of subinterval samples is increased further. In the high SNR region, it pays to keep increasing the number of subinterval samples, but rapidly diminishing returns are encountered when the number of subinterval samples is increased beyond the true value of the signal-to-noise ratio. Of course, if the true SNR is extremely high, the practical limit on the number of worthwhile subinterval samples may be set by bandwidth constraints rather than SNR constraints.

A caveat must be attached to all of the analysis, and hence the conclusions, in this article. Performance bounds derived here apply only to unbiased estimators. Perhaps the requirement that the full symbol period estimator be perfectly unbiased is too tight a constraint to impose in the low SNR region. Further work should investigate the possible trade-offs between estimator bias and estimator variance, especially for full symbol period estimators at low SNR.
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Telemetry signals received from the Voyager 2 spacecraft at Deep Space Stations at Parkes and Canberra, Australia, on February 6, 1986, were combined by the method of symbol stream combining. This second demonstration of symbol stream combining followed the International Cometary Explorer (ICE) demonstration at Giacobini-Zinner encounter in September 1985. The Voyager demonstration was at a symbol rate of 43.2 ksymb/s, compared to 2 ksymb/s for ICE. Recording, playback, and combining at this higher rate were demonstrated. The average symbol signal-to-noise ratio (SNR) of the combined data was 2.84 dB, or 0.23 dB less than the sum of the SNRs of the two input symbol streams. This 0.23 loss from ideal combining was due to use of 4-bit quantization of the input symbol streams and imperfect scaling. A practical implementation with 8-bit quantization could achieve combining losses of under 0.05 dB over a wide dynamic range of input signal levels.

I. Introduction

Use of symbol stream combining for arraying antennas to enhance telemetry performance was first demonstrated in 1985. Signals from the International Cometary Explorer (ICE) spacecraft were combined as the spacecraft encountered the comet Giacobini-Zinner (Ref. 1). The data rate was 2 ksymb/s. This paper describes a second demonstration, using data from Voyager 2 taken February 6, 1986, at a data rate of 43.2 ksymb/s. This higher rate was enabled by changes in both the data acquisition and the combining systems.

The basic system configurations for symbol stream combining and baseband combining are shown in Fig. 1. First, consider real-time systems. In baseband combining, a broadband ground communications link is used to transmit the baseband signal to the local station where the combining is done. The link bandwidth is typically 5 MHz. The combined baseband signals are processed by the telemetry detector (subcarrier demodulator and symbol synchronizer and detector) and the decoder at the local station. In symbol stream combining, the signals at the two stations are processed through telemetry detection. The symbol streams are represented as sequences of
digital numbers. The symbols from the remote station are transmitted over a digital link to the local station where they are combined and decoded. The symbol quantization is typically 4- to 8-bits. For 8-bit quantization and the maximum symbol rate of 43.2 ksymb/s for Voyager at Neptune encounter, the link data rate is 346 kb/s. These data can be transmitted with an order of magnitude less link capacity than required by the baseband system.

Now consider non-real-time combining. For the Parkes baseband array, the baseband signal was low-pass filtered and then sampled at 6 MHz with 4-bit quantization, and recorded with a digital recording rate of 24 Mb/s. The symbol stream data for the present demonstration were quantized to 4 bits and recorded at 173 kb/s, for a two-orders-of-magnitude savings in recording rate over baseband combining.

The reduced data rates for real-time and non-real-time realizations are the main advantages of symbol stream combining over baseband combining. Combining is also easier, since the data rate is lower, and combining can be done in either hardware or software. Combining performance is at least as good for symbol stream combining as for baseband combining, with losses of 0.05 dB ± 0.05 dB possible in an 8-bit quantized symbol stream combining system. Total system losses for the Parkes baseband array are specified as less than 0.4 dB, due to inability to measure performance much better than this operationally.

Other telemetry system losses are approximately the same using symbol stream or baseband combining. Carrier tracking (radio) losses are the same. Subcarrier and symbol tracking losses will be small in a demodulation system designed for low symbol SNRs, such as the DSN Advanced Receiver. Subcarrier losses are kept small at all symbol SNRs of interest by the new technique of Hurd and Aguirre (Ref. 2).

II. Combining Theory

This section presents the basic relationship for telemetry arraying by symbol stream combining. Losses due to quantization of the symbol values are discussed. Then the methods used to estimate SNR are presented. Finally, overall performance is summarized.

A. Problem Formulation

A block diagram showing the mathematics of symbol stream combining is given in Fig. 2. The input detected symbols from Stations 1 and 2 are denoted by $X_{1i}$ and $X_{2i}$ for the $i^{th}$ symbol. These may be quantized by the detection, recording, ground link communications, or combining process, to obtain $Y_{1i}$ and $Y_{2i}$. These values are multiplied by weights $W_1$ and $W_2$, and the products are summed to obtain the combined symbols, $Z_i$. The $Z_i$ may be further quantized to form the symbol values $S_i$, which are processed by the decoder. From now on, we neglect this output quantization, since it is normally a property of the decoder rather than of the combiner. That is, decoders typically quantize the inputs to 3 bits. This dominates the resolution of the combiner.

B. Combining Unquantized Symbol Values

The case of no-input quantization has been well analyzed by Vo (Ref. 3). Suppose that the input symbol mean values for binary symbol values ±1 are ±$m_1$ and ±$m_2$, that the variances are $\sigma_1^2$ and $\sigma_2^2$, and that these parameters are constant. Then the input symbol SNRs are

$$R_i = \frac{m_i^2}{2\sigma_i^2}$$

The optimum combining weights are

$$W_i = \frac{m_i}{\sigma_i^2}$$

and the resulting output SNR, i.e., the symbol SNR of $Z_i$, is

$$R_0 = R_1 + R_2$$

This is the best that can be achieved, and is the same as the best that can be achieved in baseband combining.

In practice, one does not know the input parameters a priori, so they need to be estimated. Vo (Ref. 3) has studied this problem and has determined the loss in output symbol SNR versus the number of symbols used to estimate the SNRs. The SNR estimation method is the absolute moment method, with unbiasing. For input SNRs of -1 dB and -3 dB, the loss is approximately 0.03 dB if 1000 points are used to estimate the SNRs, and under 0.005 dB if 10,000 points are used. The loss is smaller at higher input SNRs.

C. Effects of Quantization

When there is quantization of the input symbols, the probability distributions of the quantized input symbols and of the combined symbols are no longer Gaussian, conditioned on the transmitted symbol values. Performance, or loss due to quantization, may not be characterized accurately by signal-to-noise ratio. However, SNR is a convenient measure, and our approach here is to determine the loss in SNR due to quantization. Even though our approach does not accurately characterize telemetry system performance, it does accurately char-
characterize loss in symbol SNR, and agreement between theory and experimental results confirms understanding and proper operation of the system. The SNR of the quantized and combined symbols is maximized by using the means and variances of the quantized symbols in calculating the weights. Letting primes denote quantization, the weights are

\[ w'_i = \frac{m'_i}{(\sigma'_i)^2} \]

where \( m'_i \) and \( \sigma'_i \) are the mean and standard deviation of the station \( i \) symbols after quantization. Then the SNRs of the quantized symbols are

\[ R'_i = \frac{(m'_i)^2}{2(\sigma'_i)^2} \]

and the best achievable output SNR is

\[ R'_0 = R'_1 + R'_2 \]

If the quantizer losses (in decibels) are the same for both quantizers, then the loss at the output is equal to the loss in either quantizer. Thus, the maximum of the two quantizer losses is a simple upper bound on loss.

Figure 3 shows the input quantization loss in decibels, i.e., \( 10 \log_{10} (R_i/R'_i) \), for 4-bit quantization, with various values of \( m \), in units of the quantizer output. The value \( m = 2.7 \) corresponds to the nominal value if the 8-bit quantized symbols at the output of a DSN Symbol Synchronizer Assembly (SSA) or Demodulator Synchronizer Assembly (DSA) are re-quantized to the appropriate 4 bits. The other values are for gain variations of 3 dB and 6 dB from the nominal. Note that the loss is sometimes negative, i.e., there is a gain in SNR. This occurs when the quantizer is saturating, which reduces variance more than it reduces conditional mean square. This does not indicate a gain in telemetry system performance, but it does indicate an increase in mean square to variance of the symbol values.

We computed the loss in SNR for the parameters of the demonstration, obtaining a calculated loss of 0.13 dB ± 0.1 dB.

1. Decoding of quantized and combined symbols. Prior to the decision to use 4-bit quantization for the demonstration, Pollara and Swanson (Ref. 4) simulated the effect of input symbol quantization, through the decoder, including the effect of 3-bit quantization at the decoder input. The input SNRs and weights were equal. They concluded that the loss due to combining the combiner input quantization is approximately 0.04 dB ± 0.02 dB at input symbol SNRs of -2 dB to -3 dB. From Fig. 3, there is a gain in SNR of 0.1 dB at -3 dB and of 0.04 dB at -2 dB. This illustrates the inadequacy of the mean square to variance SNR approach insofar as characterizing telemetry performance. On the positive side, it concludes that degradation due to quantization is small.

2. Summary of quantization effects. We conclude that quantization is the dominant effect on symbol SNR, i.e., it is a much larger effect than the loss in SNR due to imperfect weights. Quantization can cause either an increase or a decrease in SNR, or mean square to variance. The degradation in telemetry performance, through the decoder, is approximately 0.04 dB ± 0.02 dB, for typical cases of interest for Voyager. Accurate characterization of the telemetry performance of a combiner with 4-bit quantization would require extensive simulations over a wide range of quantizer scalings and input SNRs.

D. SNR Estimation for Quantized Symbols

Use of 4-bit quantization has a significant effect on the accuracy of the unbiased moment method of SNR and weight estimation. The quantization noise is very large at low input signal levels, and saturation dominates at high input signal levels. In either case, severe biases occur in the estimates of SNR, mean, and standard deviation.

To overcome this problem, Vilnrotter and Rodemich (Ref. 5) developed a new method of estimating the input parameters from the sample absolute first and second moments. This method is to perform a two-dimensional table look-up to determine \( m \) and \( \sigma \) from the sample moments. The method accounts for the DC offset inherent in the quantizer code. Preliminary evaluations of the method indicate that the estimates of SNR have zero bias, ±0.02 dB, for input symbol SNRs from -3 dB to 1.5 dB, and for input means of 1.3 to 3.8. The effect of this on the combiner weight bias causes a negligible loss in combiner output SNR. Random variations in the SNR estimates were also evaluated. For the 5700 points used to estimate SNR in the software combiner, the standard deviation of SNR estimation was approximately 0.017 dB for SNRs from -1 dB to 1 dB. This performance is close to that of the unbiased moment method without quantization, so the effect on weight estimation is similar.

The table look-up method estimates the signal mean and noise standard deviation at the input of the quantizers, rather than at the output. In the demonstration, we used these values to compute the weights. The loss due to using this procedure is negligible because the scaling and SNRs of the two symbol streams were so similar that differential biases are negligible. However, an implementation should change the algorithms to use the estimates of the parameters at the quantizer outputs.
E. Performance Prediction Summary

Performance is dominated by quantization of the input symbols. The only other loss is in use of improper combiner weights, but this can be kept to less than 0.01 dB by using sufficient data to estimate the SNRs and the weights. This assumes that the signal parameters are constant or slowly varying. SNR is not an accurate measure of system performance, because of the nonlinearities. Decoder performance should be considered.

For 4-bit quantization, performance losses can be as low as 0.05 dB with proper quantizer scaling and at the SNRs of primary interest, near decoder threshold.

It appears that use of 5-bit quantization would enable losses of less than 0.05 dB over a wide range of scaling. However, this is not a convenient quantization for non-real-time systems, in which the data are typically stored in byte-oriented storage media. Use of 8-bit quantization would make quantization losses negligible — less than 0.01 dB. Time-varying signal level effects might begin to dominate in some situations, since good SNR estimates require 5000 to 10,000 symbols.

Use of 8-bit quantization is probably the best system trade unless ground communications capacity or storage capacity dominates costs. Losses of under 0.05 dB should be easily realizable, with 0.01 dB possible.

F. Accuracy of Performance Evaluation

Although errors in estimating SNRs, and thus combiner weights do not limit combiner performance, the errors in SNR do limit the accuracy of measurement of SNR loss. Since random effects can be reduced by averaging many estimates of input and output SNR, the main effect is estimation bias. We estimate the error in bias of estimations of the input SNRs to be less than 0.02 dB.

To estimate the output SNR, we assumed that the combined symbols are Gaussian-distributed, with the appropriate conditional mean. This is not strictly true, because they are the sums of numbers that are coarsely-quantized and then weighted. Their distribution is very complex and depends on the exact weights. Therefore, for lack of ability to do any better, we estimated the output SNR by applying the unbiased moment method, implicitly making the Gaussian assumption. We estimate that there is less than 0.1 dB bias in the software combining system.

Counting 0.02 dB for input SNR bias, 0.1 dB for output SNR bias, and 0.01 dB for other effects, we estimate our ability to measure performance to be ±0.13 dB.

We could reanalyze the data to obtain more accurate performance measures. One method would be to decode the combined data, reconstruct the input symbol streams, and recompute all SNR estimates using the “known” symbol values. The demonstration data have high SNR compared to decoder threshold, so there would be almost no decoder errors. Therefore, the SNR estimates would be very accurate. DC offsets, believed to be insignificant and neglected in the other SNR estimation methods, could be accounted for. The accuracy would be 0.01 dB or better.

III. Demonstration Description

The Voyager demonstration combined telemetry data received at Parkes and Canberra, Australia, on February 6, 1986. The symbols were recorded on standard 1600-bpi digital computer tapes which were shipped to JPL for combining. Combining was done by two different methods. Using a hardware combiner, the symbols were combined and decoded at 60 ksymb/s, faster than the 43.2-ksymb/s data rate. This demonstrated that data could be combined and decoded in near-real time, i.e., with no data backlog buildup. The data were also combined in software at slower than real time. This was done to achieve more accurate SNR and performance estimates than achieved in the hardware system.

A. Station Configurations

The station configurations are shown in Fig. 4. The receivers were the Parkes Telemetry Receiver at Parkes and a Block IV DSN receiver at DSS 43, Canberra. The receiver baseband outputs were processed by DSAs, which performed subcarrier synchronization and demodulation, symbol synchronization, and symbol detection. The detected symbols were sent to Telemetry Processor Assembly (TPA) Modcomp computers via specially designed interfaces. These are designated SSTIs, which stands for Symbol Synchronizer Assembly (SSA) — Symbol Stream Combiner (SSC) — TPA Interfaces. The symbol streams were recorded onto TPA magnetic tapes.

1. SSTI. The SSTIs were specially designed, fabricated, and installed for this demonstration. They were required in order to record at the 43.2-ksymb/s Voyager rate. They replaced the standard SSA-TPA couplers used in the earlier ICE Giacobini-Zinner demonstration. The SSTIs accept input 8-bit quantized symbol streams from the DSAs, quantize these numbers to 4 bits, and pack two consecutive 4-bit symbols into one 8-bit byte. The byte streams, at one-half the rate of the incoming symbols, are output to the TPAs over DSN 14-line Standard Interfaces. The SSTIs are also used on playback, to transfer the byte streams read out of the Modcomps to the symbol stream combiner.
2. TPA software. The standard Mark IV TPA software was extensively modified to meet the soft-symbol recording requirements and to accommodate the Voyager spacecraft data rate. The system was tested at symbol rates up to 80 ksymb/s, compared to the maximum rate of 43.2 ksymb/s at Voyager Uranus encounter.

The main modifications included removing all Local Monitor and Control (LMC) interfaces, adding operator prompts and directives to the local terminal, removing the commands to the SSA and SSA/TPA coupler, adding the commands to the SSTI and making changes to the magnetic tape handling software. The tape handling changes were made to avoid any unnecessary tape writing delays such as multiple retries on tape errors and time lost switching tapes. The tape handling software rewrites the magnetic tape when the end-of-tape marker is sensed, switches to the alternate tape on the drive, and continues recording without losing data. It prompts the operator to remove the tape just written or read, and to place a new tape on the drive, thereby preparing it for the next tape switch. Approximately every 31 seconds during the recording, the software displays the signal level and the biased SNR estimates. This enables the operator to monitor and control the signal level from the DSA or SSA, and to monitor SNR to assure subcarrier and symbol lock. The data received by the TPA from the SSTI are put into buffers in the standard Original Data Record (ODR) format shown in Fig. TLM-3-13-2 of the JPL Internal Document 823-15 (Deep Space Network System Requirements, Detailed Interface Design, Jet Propulsion Laboratory, Pasadena, California, May 1, 1986). Five of these buffers comprise one tape record. Each record has time tags determined by the station clock.

For test purposes, three programs were developed to verify the operation of the recording system. These programs perform pseudo-random noise code verification, count pattern verification, and time-pulse verification.

Playback software was included in the same software package. It reads the soft symbols recorded by the soft-symbol recording software and transmits them to the SSTI. The playback software requires from the terminal operator directives which define the recorded time of the first data and the time at which the transmission is to start. These start times make it possible to line up two sets of symbol streams recorded at two different sites, to within approximately 2 ms. The playback software reads the ODR blocks from the tape, aligns the times, strips off the headers and presents the SSTI with a continuous stream of two-symbol bytes. Approximately every ten seconds during playback, the software displays the current time and the block header time on the block being processed.

B. Installation, Testing, and Operations

The recording and test software and the SSTIs were extensively tested at the JPL Compatibility Test Area, CTA 21, in August 1985. The hardware and software were then shipped to Australia and installed and tested at Parkes and Canberra in October 1985, prior to station configuration freeze for Voyager Uranus encounter. The system was then tested again prior to the first scheduled day of data acquisition. Three days were scheduled for data acquisition. Operations were so smooth on the first day, February 6, that the additional days were cancelled.

C. Near-Real-Time Combining System

The near-real-time combining system was installed and operated in the Compatibility Test Area (CTA-21) at JPL. A block diagram is shown in Fig. 5.

The recorded data are played back using two Modcomp computers. Either TPAs or Area Routing Assembly (ARA) computers can be used if equipped with magnetic tape units and time-code translators. The recorded byte streams, with two symbols per byte, are output from the Modcomps over the DSN Standard Interface to the SSTI, and then to the Symbol Stream Combiner. The SSC has been described in an earlier article (Ref. 6). It (1) unpacks the bytes into symbols, (2) buffers the symbols in two memories, (3) aligns the streams by cross-correlation, (4) measures the power and symbol SNR of each stream, (5) calculates weights, (6) combines the two streams by multiplying each one by the proper weight and summing the two products, (7) measures the output SNR, and (8) displays its status and the three SNRs and records these on a printer and on a floppy disk.

The symbol stream at the combiner output is in the same physical format as symbols at the output of the SSAs or DSAs. These symbols are sent to a Maximum-likelihood Convolutional Decoder (MCD) and a TPA Modcomp for decoding and recording of the decoded data bits. The TPA logs estimates of bit SNR, made in the MCD, onto a printer. During the demonstration, the decoded bits were not recorded due to lack of tape units.

Initial approximate alignment of the data tapes is accomplished by keying the data start time and the playback start time into the Modcomps, via terminals. The computers then read the time tags in the tape data block headers, advance the tapes to the data start times, and then start playback when the CTA 21 station clock reaches the playback start time. Playback rate is controlled by the symbol stream combiner which synchronously clocks two-symbol bytes out of each Modcomp's standard interface. The SSTI and the symbol
stream combiner assure that one byte is read from each Modcomp on each clock pulse.

D. Software Combining System

The combining software developed for the ICE Giacobini-Zinner demonstration was modified and used to process Voyager data. Processing was considerably slower than real time because of the relatively high data rate. The main reason for software processing was to achieve more accurate estimates of input and output symbol SNRs than in the near-real-time system. Better SNR measurements are achieved because the near-real-time system does not use all of the symbol values in estimating SNRs due to software speed limitations.

Only two fundamental modifications were required to the existing processing software. The first was to unpack the symbols, which were two per byte, and to enlarge the data arrays. The second was to modify the symbol SNR estimation algorithm for the input symbols. The new (table look-up) algorithm is described in the previous section.

IV. Demonstration Results

Symbol streams were recorded at Parkes and Canberra, DSS 43, on February 6, 1986, Day-of-Year (DOY) 37. The data were combined three times: (1) by software, (2) by the near-real-time system without decoding, and (3) by the near-real-time system with decoding. Different subsets of the data were processed for each case.

A. Software Combining

Figure 6 shows the results of software combining of data from 2228 to 2318 hours. The figure shows the measured SNRs for the two stations and for the combined symbols, and the theoretically achievable combined symbol SNR, which is the sum of the two input SNRs.

The data were combined in blocks of 5700 symbols, corresponding to the amount of data in one physical tape record. Independent estimates of input and output symbol SNRs and combiner weights were made for each block. The SNR estimates were then averaged over non-overlapping sets of 95 blocks, and each point in Fig. 6 corresponds to one of the 95-block averages, or 541,500 symbols. For all data shown, the average input SNRs are -0.37 dB for Parkes and 0.45 dB for Canberra, with a measurement accuracy estimated in Section II.D as ±0.02 dB. The two input SNRs sum to 3.07 dB ±0.02 dB (by summing the SNRs expressed as ratios, not decibels, and then converting to decibels). The average output SNR is 2.84 dB ± 0.11 dB, or 0.23 dB ± 0.13 dB less than the sum of the input SNRs.

The theoretical loss in SNR is due to two sources: weight errors and quantization. From Vo (Ref. 3), we estimate the loss due to weight errors as 0.01 ± 0.01 dB. Loss in mean square to variance due to quantization was calculated for the actual signal conditions at each quantizer, and the effect on the combined symbols was calculated as a loss of 0.13 dB ± 0.01 dB. The total theoretical loss is thus 0.14 dB ± 0.02 dB. Our experimental results of 0.23 dB ± 0.13 dB are within the expected tolerance.

B. Near-Real-Time Combining

Portions of the data were combined on seven separate occasions using the near-real-time SSC system, at CTA-21. The combining rate was 60 ksym/s, compared to the recorded data bit rate of 43.2 ksym/s. This demonstrated that symbols can be combined at a rate faster than real time, i.e., without building up a backlog of data at the combiner.

Figure 7 shows the results of near-real-time combining conducted on June 6. The approximate data time span was from 2259 to 2311 hours on the data acquisition day, February 6. Unfortunately, the recorded data times are not accurately known during near-real-time combining, because there is no way to get the time tags from the tape recordings to the combiner system.

In the near-real-time combiner, the SNRs are estimated approximately every 3.2 s of playback time, or every 4.4 s of actual data time. Only 4096 symbols are used in each estimate. Each point shown in Fig. 7 is the average of five SNR measurements. Weights are computed from the SNRs, and smoothed using a ten-measurement time-constant low-pass filter. In Fig. 7, the average symbol SNRs are -0.29 dB for Parkes and 0.52 dB for Canberra, which sum to 3.14 dB. The measured output SNR is 2.90 dB, or 0.24 dB below the sum of the input SNRs. This measurement of loss is almost identical to the software combining loss of 0.23 dB, with an estimated tolerance of ±0.13 dB.

Figure 8 shows the results of combining the same data tapes (but not exactly the same data) at a different time, on May 30. This time, the input data streams were reversed with respect to the combiner channels, compared to the data of Fig. 7. Each point in Fig. 8 represents one measurement of SNR, instead of an average of five measurements, as in Fig. 7, because of the lesser amount of data. The average SNR measurement results are -0.21 dB for Parkes and 0.48 dB for Canberra, which sum to 3.16 dB and 3.02 dB for the output
symbols. The measured loss in symbol SNR is 0.14 dB, which is 0.10 dB less than in Fig. 7, and 0.09 dB less than the software result.

Near-real-time combining was done a total of seven times. For the last six times, the measured losses in average SNR were 0.23 dB ± 0.09 dB. The first time the data were combined, the measured loss was 0.42 dB, or 0.19 dB higher than the other times. At first, we thought this higher loss might be due to biases in measuring output SNR, and might be dependent on which symbol stream was input to which processor channel. The last six processing runs used each combination of inputs three times, with no significant differences. Thus, we are uncertain as to the cause of the higher loss the first time the data were processed, but attribute it to configuration or operations error.

In summary, data were successfully combined on seven separate occasions by the near-real-time combiner. Performance was excellent. Except for the first time the data were processed, the loss in SNR was 0.23 dB ± 0.09 dB. This is in close agreement with the software processing, which had an SNR loss of 0.24 dB, with estimated accuracy 0.13 dB.

C. Combining and Decoding in Near-Real Time

Data combined on May 30 simultaneously decoded. The output symbol stream from the combiner was input to an MCD at CTA 21. The combining rate was 60 ksymb/s, versus the recorded symbol rate of 43.2 ksymb/s. Since the MCD and its associated TPA could only accept standard Voyager symbol rates, the bit-rate input to the TPA was 29.9 kb/s, coded (rate 1/2 code).

The estimate of bit SNR made by the MCD was monitored as an indication of decoder performance. The MCD estimates are based on the rate of renormalization of a metric in the decoder. Since the data were coded with a rate 1/2 code, the bit SNR is theoretically twice the symbol SNR. The average estimate was 6.02 dB, with an unspecified tolerance, probably of several tens of 1 dB. The combined symbol SNR measured by the combiner was 3.02 ± 0.13 dB. Despite the measurement tolerances, the measured bit SNR happened to be exactly 3 dB higher than the symbol SNR, as it should be for the rate 1/2 code. This indicated proper decoding.

This demonstration established the ability to combine and decode at a rate faster than real time with the present station equipment, adding only the combiner.

V. Conclusions

Symbol stream combining has been demonstrated to be a practical and low-loss method for antenna arraying of telemetry signals. Combining has been demonstrated at a rate faster than real time, with concurrent decoding, using standard DSN equipment plus the symbol stream combiner.

The main source of loss relative to ideal performance is quantization of the input symbol streams. Simulations by Pollara and Swanson (Ref. 4) indicate that losses in telemetry performance due to quantization are approximately 0.04 dB ± 0.02 dB for 4-bit quantization. More accurate quantizers would reduce this error by approximately a factor of four for each additional bit of quantization. The next significant loss source is error in the combiner weights, but this can be kept under 0.01 dB. This indicates that a system using 8-bit quantization could easily achieve performance within 0.05 dB of ideal, over a wide range of input signal and noise levels.

With coarse (4-bit) symbol quantization, the SNR of the combined symbols, in the sense of the ratio of mean-squared signal level to noise variance, is not a good measure of telemetry system performance. However, it can be accurately predicted and measured, so it is a good indication of proper operation of the SSC. Using software combining of 4-bit quantized symbols, this demonstration achieved a measured loss in symbol SNR of 0.23 dB ± 0.13 dB, which was within the expected tolerance of the calculated loss of 0.14 dB ± 0.02 dB.

For the maximum data rate at Voyager Neptune encounter, symbol stream combining requires two orders of magnitude less data than does baseband combining, in a near-real-time implementation. Performance of the SSC is at least as good as that of baseband combining. This work has been instrumental in developing the current implementation plan to use symbol stream combining for near-real-time combining of the Very Large Array (VLA), in New Mexico, with the Goldstone array, at Neptune encounter.
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A new table look-up method for finding the log and antilog of finite field elements has been developed by N. Glover. In his method, the log and antilog of a field element is found by the use of several smaller tables. The method is based on a use of the Chinese Remainder Theorem. The technique often results in a significant reduction in the memory requirements of the problem. A VLSI architecture is developed for a special case of this new algorithm to perform finite field arithmetic including multiplication, division, and the finding of an inverse element in the finite field.

I. Introduction

A codeword of a cyclic code is a sequence of symbols or characters (Ref. 1). These characters can be represented as the coefficients of a polynomial

\[ C(x) = \sum_{i=0}^{m-1} c_i x^i \]

where \( c_i \) for \( 0 \leq i \leq m - 1 \) is an element in a finite field \( GF(q) \), and \( m \) is the length of the codeword. One such cyclic code is a Reed-Solomon (RS) code with symbols which lie in the Galois field \( GF(2^n) \) of order \( 2^n \). If \( \beta \) belongs to \( GF(2^n) \), then

\[ \beta = \sum_{i=0}^{n-1} a_i \alpha^i \]

where \( a_i \in GF(2) \) and \( \alpha \) is a root of a primitive irreducible polynomial with degree \( n \) over \( GF(2) \). It is shown in Refs. 2-4 that the arithmetic used to encode and decode RS codes over \( GF(2^n) \) requires the multiplication and division of field elements in \( GF(2^n) \). The most straightforward method to perform multiplication and division of two field elements in \( GF(2^n) \) is to use table look-up. The same method can also be used to find inverses in the finite field.

To illustrate this procedure, let two field elements be represented in binary. That is, let \( x = x_0, x_1, \ldots, x_{n-1} \) and \( y = y_0, y_1, \ldots, y_{n-1} \), where \( x_i, y_i \in GF(2) \) for \( 0 \leq i \leq n - 1 \). Next let a "log" table be used to find the exponents \( i \) and \( j \) in such a manner that \( x = \alpha^i \) and \( y = \alpha^j \). Binary addressing is used in the table to locate the logarithms \( i \) and \( j \) of \( x \) and \( y \), respectively. After the addition \( k = i + j \mod (2^n - 1) \) of these exponents, an antilog table is used to find the binary representation of \( \alpha^k \). The exponent \( k \) serves as the address of the field element.
in the antilog table. For some applications \( q = 2^n \) is large and the log and antilog tables may be so large that the consumption of silicon area in the VLSI implementation becomes prohibitive.

Recently, Glover (Ref. 5) developed a new algorithm to reduce the size of the table needed to find the log and antilog of field elements by using several smaller tables. The method is based primarily on a use of smaller look-up tables and the Chinese Remainder Theorem (Ref. 6). To make this new algorithm realizable, a new mapping method based on a special case of the technique in Ref. 5 is found in this article for converting an element in \( GF(2^{2n}) \) to its counterpart in \( (GF(2^n))^2 \) and vice versa, where \( n \) is a positive integer. A VLSI architecture is also developed to realize this new algorithm. This VLSI architecture possesses the programmable capability of being able to perform operations such as multiplication, division or the finding of inverses in a finite field.

II. A Reduced Table Look-Up Method for Finding Logs and Antilogs of Elements in a Galois Field

In this section, one of the methods developed by Glover (Ref. 5) to find the log and antilog of finite field elements is described briefly. The details of this method are described in the appendix.

The Log Algorithm. Given \( \alpha^m = a + \beta \), where \( \alpha \) is a primitive element in \( GF(2^{2n}) \), \( a, b \) belong to \( GF(2^n) \), and \( 0 \leq m \leq 2^{2n} - 1 \) is the log of element \( \alpha^m \). The procedure to find \( m = \log_{\alpha} (\alpha^m) \) is described as follows:

Step 1: Map \( \alpha^m \) to \( a + \beta \). The particular mapping technique is described in detail in the following section.

Step 2: Compute \( x = a^2 + ab + b^2 \beta \) and \( y = a/b \), where \( \beta = \alpha^{2^{n-1}} \) is a primitive element in \( GF(2^n) \).

Step 3: Use the log\( _\beta \) table to find \( \gamma_1 = \log_{\beta}(x) \) and the log\( _\gamma \) table to find \( \gamma_2 = \log_{\gamma}(y) \) for \( a \neq 0, b \neq 0 \), where \( \gamma = \alpha^{2^n-1} \) is an element in \( GF(2^n) \). For \( a = 0 \), choose \( \gamma_1 = 1 \). For \( b = 0 \), choose \( \gamma_2 = 0 \). Here \( \log_{\beta}(x) = m \mod (2^n - 1) = m_1 \), and \( \log_{\gamma}(y) = m \mod (2^n + 1) = m_2 \).

Step 4: By the Chinese Remainder Theorem (Ref. 6), \( m = m_1 \cdot n_2 \cdot M_1 + m_2 \cdot n_1 \cdot M_2 \). Here \( n_1 \cdot n_2 = n_1 \cdot \tilde{N}_2 = n_2 \cdot \tilde{N}_1 \), \( n_i \) relatively prime and \( M_i \) uniquely satisfies (modulo \( n_i \)) the congruence \( N_i \cdot M_i = 1 \mod n_i \) for \( 1 \leq i \leq 2 \).

The Antilog Algorithm. Given \( m \), recover \( \alpha^m = a + \beta \) as follows:

Step 1: Compute \( m_1 = m \mod (2^n - 1) \) and \( m_2 = m \mod (2^n + 1) \).

Step 2: Use the antilog tables to find \( \text{antilog}_{\beta}(m_1) = x = a^2 + ab + b^2 \beta \), and \( \text{antilog}_{\gamma}(m_2) = y = a/b \), for \( m_1 
eq 0, 1 \). For \( m_1 = 1, a = 0 \), and \( b = \sqrt{x}/\beta = \text{antilog}_{\beta}((\log_{\beta}(x/\beta))/2) \). For \( m_2 = 0, b = 0 \), and \( a = \sqrt{x} = \text{antilog}_{\gamma}((\log_{\gamma}(x))/2) \).

Step 3: For \( m_1 \neq 0, 1 \), use the equation \( b = \text{antilog}_{\beta}((\log_{\beta}(x))/2) \), where \( z = x/(\sqrt{y} + \beta) \). Then \( a = b \cdot y \).

Step 4: Map \( a + \beta \) to \( \alpha^m \). This inverse mapping is described in detail in the following section.

To illustrate the above procedures, two examples are given for the finite field \( GF(2^8) \).

Example 1: Given \( a + \beta b \in GF(2^8) \), where \( a = (0 1 1 0) \) and \( b = (1 1 1 0) \in GF(2^4) \). Then, find \( m \) such that \( \alpha^m = a + \beta b \). By the log algorithm, \( x = a^2 + ab + b^2 \beta = (1 1 1 0) \) and \( y = a/b = (1 1 1 0) \). Now use Tables A-1 and A-3 to find \( m_1 \) and \( m_2 \), respectively. The results are \( m_1 = 7 \) and \( m_2 = 8 \). For this example, \( n_1 = 15 \) and \( n_2 = 17 \). Thus, \( M_1 = 8 \) and \( M_2 = 8 \) are the smallest numbers such that \( 17M_1 \equiv 1 \mod 15 \) and \( 15M_2 \equiv 1 \mod 17 \), respectively. Hence, \( n_1M_1 = 136 \) and \( n_2M_2 = 120 \). By Eq. (10), Ref. 8, \( m \equiv (136 \cdot m_1 + 120 \cdot m_2) \mod (2^8 - 1) = 127 \).

Example 2: Given \( m = 127 \), find \( \alpha^{127} = a + \beta b \in GF(2^8) \). Using the ANTILOG algorithm, \( m_1 = m \mod (2^n - 1) = 7 \) and \( m_2 = m \mod (2^n + 1) = 8 \). Then use Tables A-2 and A-4 to find \( x \) and \( y \), respectively. The results are \( x = (1 1 1 0) \) and \( y = (1 1 1 1) \). Thus, \( z = x/(\sqrt{y} + \beta) = (0 0 1 1) \). By Eq. (9), Ref. 8, \( b = \text{antilog}_{\beta}((\log_{\beta}(z))/2) = \text{antilog}_{\beta}(1) = (1 1 1 0) \). Thus, \( a = b \cdot y = (0 1 1 0) \). Therefore, \( \alpha^{127} = (0 1 1 0) + \alpha(1 1 1 0) \).

III. A Method for Mapping Elements of \( GF(2^n) \) Onto \( GF((2^n)^2) \) and Vice Versa

To perform Step 4 of the Antilog Algorithm in Section II, a method is developed in this section for the required mapping. This is accomplished by first considering the mapping of an element \( \alpha^m \) in \( GF(2^{2n}) \) to its counterpart \( a + \beta b \), where \( a, b \in GF(2^n) \). This mapping procedure is best described by an example. The extension to other finite fields \( GF(2^{2n}) \) can be obtained in a similar fashion.
First, Theorem 1 in Ref. 5 is repeated here. A proof of this theorem is given here also in order to make the algorithm more understandable and self-contained.

**Theorem 1 (Ref. 5):** Let \( \beta \) be a primitive element in \( GF(2^n) \) such that the polynomial \( p(x) = x^2 + x + \beta \) is irreducible in this field. Also let \( \alpha \in GF(2^{2n}) \) for \( \alpha \neq 0 \) where \( GF(2^{2n}) \) is the quadratic extension field of \( GF(2^n) \). If \( \alpha \) is a root of \( p(x) \), i.e., \( p(\alpha) = 0 \), and \( 2^n + 1 \) a prime, then \( \alpha \) is a primitive element in \( GF(2^{2n}) \).

**Proof:** It is shown in Ref. 7 (page 34) that if \( \alpha \) is a root of \( p(x) \), its conjugate \( \bar{\alpha} = \alpha^{2n} \) is also a root of \( p(x) \). Thus,

\[
(x + \alpha) \cdot (x + \bar{\alpha}) = x^2 + (\alpha + \bar{\alpha})x + \alpha \cdot \bar{\alpha} = x^2 + x + \beta
\]

where \( \alpha + \bar{\alpha} = 1 \) and \( \alpha \cdot \bar{\alpha} = \beta \). Hence,

\[
\alpha^{2^n+1} = \beta \tag{1}
\]

Now \( 2^{2n} - 1 = (2^n + 1) \cdot (2^n - 1) \) and \( 2^n + 1 \) is a prime by hypothesis. Let \( \gamma \) be any number such that \( \gamma | (2^{2n} - 1) \) and \( \gamma \neq 2^n + 1 \). Then \( \gamma | (2^n - 1) \) so that by Eq. (1)

\[
a^{(2^{2n} - 1)/\gamma} = (\alpha^{2^n+1})^{(2^n-1)/\gamma} = \beta^{(2^n-1)/\gamma} \tag{2}
\]

Since \( \beta \) is primitive over \( GF(2^n) \), \( 2^n - 1 \) is the least integer such that \( \beta^{(2^n-1)/\gamma} \neq 1 \) unless \( \gamma = 1 \).

On the other hand, if \( \gamma = 2^n + 1 \), then

\[
a^{(2^{2n} - 1)/\gamma} = a^{(2^n+1)(2^n-1)/(2^n+1)} = \alpha^{2^n-1}
\]

Since \( \alpha \) is a root of \( p(x) = x^2 + x + \beta \), by Eq. (1), one has

\[
p(\alpha) = \alpha^2 + \alpha + \beta = \alpha^2 + \alpha + \alpha^{2^n+1} = 0
\]

Thus, \( \alpha^{2^n-1} = \alpha^{-1} + 1 \neq 1 \) for otherwise \( \alpha^{-1} = 0 \), which is impossible since \( \alpha \neq 0 \).

Thus, by Eq. (2) and the above, if \( \gamma | 2^{2n} - 1 \), then \( \alpha^{(2^{2n} - 1)/\gamma} \neq 1 \) unless \( \gamma = 1 \). Therefore, the order of \( \alpha \) is \( 2^{2n} - 1 \) and \( \alpha \) is primitive in \( GF(2^{2n}) \).

**Q.E.D.**

To illustrate the consequences of the above theorem, let \( n = 4 \) and let \( \alpha \) be the root of polynomial

\[
p(x) = x^2 + x + \beta
\]

where \( \beta \) is a primitive element in \( GF(2^4) \). For this case by Eq. (1)

\[
\beta = \alpha^{2^4+1} = \alpha^{17} \tag{3}
\]

By the above theorem, since \( 17 \) is a prime, \( \alpha \) is a primitive element in the extension field \( GF(2^8) \).

Since \( \alpha \) is the root of \( p(x) \), \( p(\alpha) = \alpha^2 + \alpha + \alpha^{17} = 0 \). Hence, \( \alpha \) satisfies the reduced equation

\[
\alpha^{16} = \alpha + 1 \tag{4}
\]

Now the root of the irreducible primitive polynomial \( f(x) \) over \( GF(2) \) which generates the finite field \( GF(2^8) \) must also satisfy Eq. (3). Of the many irreducible polynomials which generate \( GF(2^8) \), consider the special irreducible polynomial

\[
f(x) = x^8 + x^6 + x^5 + x^3 + 1 \tag{5}
\]

Let \( \alpha \) be any root of \( f(x) \) so that \( \alpha \) satisfies

\[
\alpha^8 + \alpha^6 + \alpha^5 + \alpha^3 + 1 = 0
\]

or alternatively

\[
\alpha^8 = \alpha^6 + \alpha^5 + \alpha^3 + 1 \tag{6}
\]

It is now shown that \( \alpha \) also satisfies Eq. (4). Squaring both sides of Eq. (6) one obtains,

\[
\alpha^{16} = \alpha^{12} + \alpha^{10} + \alpha^6 + 1
\]

\[
= (\alpha^7 + \alpha^3 + \alpha^2 + \alpha + 1) + (\alpha^7 + \alpha^6 + \alpha^3 + \alpha^2 + 1) + \alpha^6 + 1
\]

\[
= \alpha + 1
\]

Hence the irreducible polynomial \( f(x) \) in Eq. (5) is so chosen that a root \( \alpha \) of \( f(x) \) also is a root of the quadratic generator polynomial \( p(x) = x^2 + x + \beta \) of finite field \( GF(2^8) \) over the smaller field \( GF(2^4) \), where \( \beta = \alpha^{17} \).

In order to simplify operations by table look-up, one would like to represent an element \( \alpha^m \) in \( GF(2^8) \) by \( \alpha^m = a + ab \), where \( a,b \in GF(2^4) \), the smaller field. To find the
mapping which makes this representation possible, one must find the generator polynomial \( g(x) \) of \( GF(2^4) \) which \( \beta \) satisfies. By Eq. (3), \( \beta = \alpha^{17} \), where \( \beta \) is a primitive element in \( GF(2^4) \). Hence \( g(x) \), the generator polynomial of field \( GF(2^4) \) over \( GF(2) \), must satisfy the equation

\[
g(\beta) = g(\alpha^{17}) = 0
\]

Try the irreducible polynomial

\[
g(x) = x^4 + x^3 + 1
\]

over \( GF(2) \). Substituting \( x = \alpha^{17} \) into the above \( g(x) \) yields

\[
g(\alpha^{17}) = (\alpha^{17})^4 + (\alpha^{17})^3 + 1
\]  

(7)

However, by Eq. (4),

\[
\alpha^{16} = \alpha + 1
\]

which implies

\[
\alpha^{17} = \alpha^2 + \alpha
\]

Substituting the above equation into Eq. (7) yields

\[
g(\alpha^{17}) = (\alpha^2 + \alpha)^4 + (\alpha^2 + \alpha)^3 + 1
\]

\[
= (\alpha^8 + \alpha^4) + (\alpha^6 + \alpha^4 + \alpha^5 + \alpha^3) + 1
\]

\[
= 0
\]

Hence \( g(x) = x^4 + x^3 + 1 \) is the correct generator polynomial of the finite field \( GF(2^4) \).

Given an element \( \alpha^m \) in \( GF(2^8) \), \( \alpha^m \) can be expressed in standard basis form as

\[
\alpha^m = C_0 \alpha^0 + C_1 \alpha^1 + C_2 \alpha^2 + C_3 \alpha^3 + C_4 \alpha^4 + C_5 \alpha^5 + C_6 \alpha^6 + C_7 \alpha^7
\]  

(8)

where \( C_i \in GF(2) \) for \( 0 \leq i \leq 7 \). \( \alpha^m \) also can be represented as \( \alpha^m = a + ab \), where \( a, b \in GF(2^8) \).

Now \( \beta = \alpha^{17} \) is the primitive element found above for \( GF(2^4) \). Hence \( a, b \) in \( GF(2^4) \) can be represented over \( GF(2) \) in standard basis form as

\[
a = a_0 \beta^0 + a_1 \beta^1 + a_2 \beta^2 + a_3 \beta^3
\]  

(9a)

and

\[
b = b_0 \beta^0 + b_1 \beta^1 + b_2 \beta^2 + b_3 \beta^3
\]  

(9b)

where \( a_i, b_i \in GF(2), \) for \( 0 \leq i \leq 3 \).

Now substitute representations (8) and (9) into equation \( \alpha^m = a + ab \) to obtain

\[
C_0 \alpha^0 + C_1 \alpha^1 + C_2 \alpha^2 + C_3 \alpha^3 + C_4 \alpha^4 + C_5 \alpha^5 + C_6 \alpha^6 + C_7 \alpha^7
\]

\[
= a_o \beta^0 + a_1 \beta^1 + a_2 \beta^2 + a_3 \beta^3 + (b_0 \beta^0 + b_1 \beta^1 + b_2 \beta^2 + b_3 \beta^3) \cdot \alpha
\]

Since \( \beta = \alpha^{17} \), the right side of the above equality can be represented in terms of powers of \( \alpha \) as

\[
= a_0 + a_1 \alpha^{17} + a_2 \alpha^{34} + a_3 \alpha^{51} + b_0 \alpha + b_1 \alpha^{18} + b_2 \alpha^{35}
\]

\[+ b_3 \alpha^{52} \]

\[
= a_0 + (a_1 + b_0) \alpha + (a_1 + a_2 + b_1) \alpha^2 + (a_3 + b_1 + b_2) \alpha^3
\]

\[+ (a_2 + a_3 + b_3) \alpha^4 + (a_3 + b_2 + b_3) \alpha^5
\]

\[+ (a_3 + b_3) \alpha^6 + b_3 \alpha^7 \]

If the coefficients of the corresponding powers of \( \alpha \) are equated and expressed in matrix form, one obtains

\[
C = M \cdot A
\]  

(10)

where

\[
\begin{bmatrix}
C_0 \\
C_1 \\
C_2 \\
C_3 \\
C_4 \\
C_5 \\
C_6 \\
C_7 \\
\end{bmatrix}
\]
and

\[
M = \begin{bmatrix}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 1 & 1 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 1 & 1 \\
0 & 0 & 1 & 1 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 1 & 0 & 0 & 1 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{bmatrix}
\]

Hence, one obtains

\[
\begin{bmatrix}
a_0 \\
a_1 \\
a_2 \\
a_3 \\
b_0 \\
b_1 \\
b_2 \\
b_3
\end{bmatrix} = \begin{bmatrix}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 1 & 1 & 1 & 1 & 1 \\
0 & 0 & 0 & 0 & 1 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 \\
0 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\
0 & 0 & 0 & 1 & 0 & 1 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 1 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1
\end{bmatrix} \cdot
\begin{bmatrix}
C_0 \\
C_1 \\
C_2 \\
C_3 \\
C_4 \\
C_5 \\
C_6 \\
C_7
\end{bmatrix}
\]

or \( A = M^{-1} C \). Equation (11) is the mapping of elements in \( GF(2^8) \) to the corresponding elements in \( GF((2^4)^2) \). It is the inverse mapping of the mapping from \( GF((2^4)^2) \) to \( GF(2^8) \), given in Eq. (10). Equation (11) illustrates for \( n = 4 \), the mapping needed in Step 4 of the Antilog Algorithm in Section II.

IV. VLSI Architecture for Performing Multiplication, Division and Finding the Inverse of Finite Field Elements

In this section, a VLSI architecture is developed to perform multiplication, division and the finding of an inverse element in the finite field \( GF(2^8) \) using the new algorithm described in the last two sections. This chip is designed to be programmable so that multiplication, division or the finding of an inverse in \( GF(2^8) \) can be performed.

Figure 1 depicts the overall diagram of this chip. In Fig. 1, \( \text{IN}_1 \) and \( \text{IN}_2 \) are the two inputs to this chip. They are field elements in \( GF(2^8) \). If the operation is to find the inverse element, \( \text{IN}_1 \) equals zero and \( \text{IN}_2 \) is the element to be inverted. Here it is assumed that these field elements are represented in the standard basis. That is,

\[
\text{IN}_i = \sum_{j=0}^{7} a_j \alpha^j \quad (i = 1, 2)
\]

Input \( C_1 \) is the control signal used to control which operation is to be performed. If \( C_1 \) equals one, multiplication is performed. If \( C_1 \) equals zero, then either division or the
The number \( p \), in Fig. 2, results from either \((m + n) \mod 255\) or \((m - n) \mod 255\). These results are obtained through the modulo 255 circuit. The result of this computation is then fed to two modulus circuits to obtain the results modulus \( m_1 \) and \( m_2 \), \( m_3 \) and \( m_4 \) are the values of \( p \) modulo \( 2^4 - 1 \) and \( 2^4 + 1 \), respectively. Two antilog tables are then used to find the values \( x \) and \( y \) as described in Section II, Step 2 of the Log Algorithm. Next, \( z = x/(y^2 + y + \beta) \) is calculated and a log\(_b\) table is used to find the logarithm of \( z \). This value is then divided by two to obtain the value "A" as shown in Fig. 2. At this stage, element \( y \) is delayed for a certain number of clock cycles for the purpose of synchronization. An antilog table is then used to obtain element \( b \). If \( b \) is combined with \( y \), obtained previously, then element \( a \) can be obtained by performing the following operation:

\[
a = by
\]

Finally, the inverse mapping circuit described in the previous section is used to obtain the corresponding element of \( a + \alpha b \), i.e., \( \alpha^p \), in \( GF(2^8) \).

Because all operations performed in this chip are in the smaller finite field \( GF(2^4) \), operations in \( GF(2^8) \) are performed by the table look-up method occupying nearly half the silicon area as one would expect for \( GF(2^8) \). It is obvious that the tables in \( GF(2^4) \) can be reduced to smaller tables in \( GF(2^2) \) by the same technique. The increased overhead associated with this reduction appears to be larger than the benefits that this further reduction might obtain for this case.

**V. Conclusion**

A VLSI architecture for performing finite field arithmetic is described in this article. A chip is designed to be programmable so that multiplication, division or the finding of an inverse in \( GF(2^8) \) can be performed. The algorithm used is due to Glover (Ref. 5), where a new table look-up method for finding the log and antilog of finite field elements is developed. In that method, the log and antilog of a finite field element are found by the use of several smaller tables. The method is based on a use of the Chinese Remainder Theorem. The technique often results in a significant reduction in the memory requirements of the problem.

A method for mapping elements of \( GF(2^{2n}) \) onto \( GF(2^n)^2 \) and vice versa is also developed in this article. An example of mapping elements of \( GF(2^8) \) onto \( GF((2^4)^2) \) is given for the purpose of illustration. The extension to other finite fields \( GF(2^{2m}) \) can be obtained in a similar fashion.
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Fig. 1. Overall diagram of the VLSI chip for performing multiplication/division or finding inverse in a finite field

Fig. 2. Block diagram of the VLSI chip for performing multiplication/division or inverse of finite field elements
Appendix

Algorithm for Finding Log and Antilog of Finite Field Elements

In this appendix, the algorithm used to find the log and antilog of finite field elements is described in detail. A special case of Theorem A-1 and A-2, given next, was originally found by Glover (see Ref. 5).

Observe next by Eq. (A-1) that \[ ||a + ab|| = a \cdot (a + ab) \] where the bar denotes element conjugation in GF(2^n).

For purpose of induction assume that

\[ \alpha, \beta \in GF(2^n) \]

Define \( A \) to be a primitive element in GF(2^n) such that the quadratic polynomial \( x^2 + x + f \) is irreducible over GF(2^n). Suppose also that \( 2^n + 1 \) is a prime integer. Next let \( \gamma \) be the root of this polynomial in the extension field GF(2^{2n}) = (a + ab | a, b \in GF(2^n)} of GF(2^n). Suppose \( \alpha^m = a + ab \in GF(2^n) \). Then \( m_1 = \log(\alpha^m) = m \mod (2^n - 1) \), i.e., \( m_1 \) is least integer such that \( \beta^{m_1} = ||\alpha^m|| = ||a + ab|| = a^2 + ab + b^2 \beta \).

Proof: Since \( x^2 + x + \beta \) is irreducible over GF(2^n), it has roots \( \alpha \) and

\[ \alpha = \alpha^{2^n} \] (A-1)

in the extension field GF(2^{2n}). By Theorem 1, \( \alpha \) is primitive in GF(2^{2n}). By definition A-1 and Theorem 1, one has the following:

\[ ||a + ab|| = (a + ab) \cdot (a + ab) = (a + ab) \cdot (a + \alpha b) \]

\[ = a^2 + ab + b^2 \beta \] (A-2)

If \( c + ad \) is any other element in GF(2^{2n}) and \( c, d \in GF(2^n) \), then

\[ (a + ab) \cdot (c + ad) = (a + ab)^2 \cdot (c + ad)^2 \]

\[ = (a + ab) \cdot (c + ad) \]

Thus, by the definition of the norm, one has

\[ ||(a + ab)(c + ad)|| = (a + ab) \cdot (c + ad) \cdot (a + ab) \cdot (c + ad) \]

\[ = ||a + ab|| \cdot ||c + ad|| \] (A-3)

Observe next by Eq. (A-1) that \( ||\alpha|| = \alpha \cdot \alpha = \beta \) so that the theorem is true for \( m = 1 \).

For purpose of induction assume that

\[ ||\alpha^k|| = \beta^k \] (A-4)

for all \( k \) such that \( 1 \leq k \leq m \). Then, by (A-3), for \( k = m + 1 \), \( ||\alpha^{m+1}|| = ||\alpha^m|| \cdot ||\alpha|| = \beta^{m+1} \). Hence the induction is complete and (A-4) is true for all \( k \).

Now represent \( \alpha^m \) by \( a + ab \) for some \( a, b \in GF(2^n) \). Then, by (A-2) and (A-4), \( ||\alpha^m|| = \beta^m \). Since \( \beta \) has order \( 2^n - 1 \), the theorem must be true. Q.E.D.

By Theorem A-1 one can construct a log_ table of \( 2^n - 1 \) elements by storing the value \( m \mod (2^n - 1) \) at location \( a : a + ab \) such that \( \alpha^m = a + ab \). Then, with \( a, b \) known, one can find \( m \) using the log_ table. Similarly, the antilog_ table is constructed by storing the binary representation of \( a^2 + ab + b^2 \beta \) at location \( m \) such that \( \alpha^m = a + ab \) and antilog_ (m) = \( a^2 + ab + b^2 \beta = x \).

Next, the construction of tables of \( 2^n + 1 \) elements is shown.

Theorem A-2: Let \( \gamma = \alpha^{2^n} - 1 \in GF(2^{2n}) \), where \( \alpha \) is a primitive element of GF(2^{2n}). Suppose \( \alpha^m = a + ab \in GF(2^n) \) for some \( a, b \in GF(2^n) \). Then,

\[ m_2 = \log_\gamma (a + ab) = m \mod (2^n + 1) \] (A-5)

i.e., \( m_2 \) is least integer such that \( \gamma^{m_2} = \alpha^m \).

Proof: Since \( \alpha \) is a primitive element in GF(2^{2n}) and \( \gamma = \alpha^{2^n - 1} \), the order of \( \gamma \) is \( 2^n + 1 \). By the definition of the norm, one has

\[ ||\alpha|| = \alpha \cdot \alpha = \alpha \cdot \alpha^{2^n} = \gamma \cdot \alpha^2 \] (A-6)

For purposes of induction assume that

\[ ||\alpha^k|| = \gamma^k \alpha^{2^k} \] (A-7)

for \( 1 \leq k \leq m \). Then, by (A-3), \( ||\alpha^{m+1}|| = ||\alpha^m|| \cdot ||\alpha|| = (\gamma^m \cdot \alpha^{2^m}) \cdot (\gamma^2) = \gamma^{m+1} \cdot \alpha^{2^{m+1}} \). Hence the induction is complete and (A-7) is true for all \( k \).
Representing $\alpha^m$ by $a + ab$ for some $a, b \in GF(2^n)$, it follows from (A-6) that
\[ ||a + ab|| = \gamma^m \cdot (a + ab)^2 \] (A-8)

Multiplying both sides of (A-8) by $(a + \overline{a}b)^2$ yields $||a + ab|| \cdot (a + \overline{a}b)^2 = \gamma^m \cdot (a + ab)^2 = \gamma^m \cdot ||a + ab||^2$.

Therefore, from the definition of the norm,
\[ \gamma^m = \frac{(a + \overline{a}b)^2}{||a + ab||} = \frac{a + \overline{a}b}{a + \overline{a}b} \] (A-9)

Since the order of $\gamma$ is $2^n + 1$, the theorem must follow. Q.E.D.

Using the results of Theorem A-2, let
\[ f(a/b) = \gamma^m = ((a/b) + \overline{a})(a/b + a) = (a + \overline{a}b)/(a + ab) \] (A-10)

To construct the log$_\gamma$ table, notice that when $a = 0$, $f(a/b) = \gamma^m = a^{2^n-1} = \gamma$ and $m = 1$. For $m_2 \equiv m \mod (2^n + 1)$, one has $m_2 = 1$ when $a = 0$. When $b = 0$, $f(a/b) = (a + 0)/(a + 0) = 1$. Thus, $m = 0$ and $m_2 = 0$. The remaining part of the log$_\gamma$ table can then be constructed by storing the values $m_2 \equiv m \mod (2^n - 1)$ at locations “$a/b$” for $\alpha^m = a + ab$, where $2 \leq m_2 \leq 2^n$. The antilog$_\gamma$ table is constructed by storing the binary representation of $a/b \in \beta^1, \beta^2, \ldots, \beta^{2^n-1}$ at the corresponding locations, $i = m_2$, for $2 \leq i \leq 2^n$. Thus,
\[ \text{Antilog}_{\gamma}(m_2) = a/b = y \] (A-11)

From (A-10) and (A-11) the two simultaneous equations needed to solve for $a$ and $b$ in the expression $\alpha^m = a + ab$ are given as follows:

Let
\[ a^2 + ab + b^2\beta = x \] (A-12a)

and
\[ \frac{a}{b} = y \] (A-12b)

Relations (A-12) yield the following solution:
\[ b = \sqrt[2n]{\frac{x}{y^2 + y + \beta}} \] and
\[ a = b \cdot y \]

For $b \in GF(2^n)$ it is verified readily that
\[ b = \text{antilog}_\beta \left( \frac{\log_\beta z}{2} \right) \]

where $z = x/(y^2 + y + \beta)$.

It is desired now to find the logarithm with base $\alpha$ of $\alpha^m = a + ab \in GF(2^{2n})$, where $a, b \in GF(2^n)$, and $a \in GF(2^{2n})$ is primitive. This can be found from the powers $m_1$ and $m_2$, by using the tables of the $2^n - 1$ powers of $\beta$ and the $2^n + 1$ powers of $\gamma$, respectively, as follows:

Let
\[ 2^{2n} - 1 = (2^n + 1) \cdot (2^n - 1) = n_1 \cdot n_2 = n_1 \cdot N_1 = n_2 \cdot N_2 \]

where $N_1 = n_2$ and $N_2 = n_1$. Then, by the Chinese Remainder Theorem, $m = \log_\alpha(\alpha^m)$ is given by
\[ m = m_1 \cdot n_2 \cdot M_1 + m_2 \cdot n_1 \cdot M_2 \mod (2^{2n} - 1) \]

where $M_1$ and $M_2$ are the smallest integers such that $n_2 \cdot M_1 \equiv 1 \mod n_1$ and $n_1 \cdot M_2 \equiv 1 \mod n_2$, respectively.
Table A-1. $\log_β$ table for finding $m_1 = m \mod 2^n - 1$ from known $α^m = a + αb$ where $2^n - 1 = 15$

<table>
<thead>
<tr>
<th>Location</th>
<th>Content</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x = a^2 + ab + b^2β$</td>
<td>$m_1 = \log_β x \mod 15$</td>
</tr>
<tr>
<td>$β_3$</td>
<td>$β_2$</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

Table A-2. $\log_µ$ table for finding $x = a^2 + ab + b^2β$ from known $m_1 = m \mod (2^n - 1)$ where $2^n - 1 = 15$

<table>
<thead>
<tr>
<th>Location</th>
<th>Content</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x = \text{antilog}_β (m_1)$</td>
<td></td>
</tr>
<tr>
<td>$m_1$</td>
<td>$β_3$</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
</tr>
<tr>
<td>6</td>
<td>1</td>
</tr>
<tr>
<td>7</td>
<td>1</td>
</tr>
<tr>
<td>8</td>
<td>0</td>
</tr>
<tr>
<td>9</td>
<td>1</td>
</tr>
<tr>
<td>10</td>
<td>0</td>
</tr>
<tr>
<td>11</td>
<td>1</td>
</tr>
<tr>
<td>12</td>
<td>1</td>
</tr>
<tr>
<td>13</td>
<td>0</td>
</tr>
<tr>
<td>14</td>
<td>0</td>
</tr>
<tr>
<td>15</td>
<td>1</td>
</tr>
</tbody>
</table>
Table A-3. Log\(_2\) table for finding \(m_2 = m \mod (2^n - 1)\) where \(2^n + 1 = 17\) from known \(\alpha^m = a + ab\)

<table>
<thead>
<tr>
<th>Location</th>
<th>Content</th>
</tr>
</thead>
<tbody>
<tr>
<td>(y = a/b)</td>
<td>(m_2 = \log_2 y \mod 17)</td>
</tr>
<tr>
<td>(\beta_3 \beta_2 \beta_1 \beta_0)</td>
<td>(\beta_3 \beta_2 \beta_1 \beta_0)</td>
</tr>
<tr>
<td>0 0 0 1</td>
<td>14</td>
</tr>
<tr>
<td>0 0 1 0</td>
<td>12</td>
</tr>
<tr>
<td>0 0 1 1</td>
<td>6</td>
</tr>
<tr>
<td>0 1 0 0</td>
<td>2</td>
</tr>
<tr>
<td>0 1 0 1</td>
<td>10</td>
</tr>
<tr>
<td>0 1 1 0</td>
<td>4</td>
</tr>
<tr>
<td>0 1 1 1</td>
<td>9</td>
</tr>
<tr>
<td>1 0 0 0</td>
<td>16</td>
</tr>
<tr>
<td>1 0 0 1</td>
<td>3</td>
</tr>
<tr>
<td>1 0 1 0</td>
<td>5</td>
</tr>
<tr>
<td>1 0 1 1</td>
<td>11</td>
</tr>
<tr>
<td>1 1 0 0</td>
<td>15</td>
</tr>
<tr>
<td>1 1 0 1</td>
<td>7</td>
</tr>
<tr>
<td>1 1 1 0</td>
<td>13</td>
</tr>
<tr>
<td>1 1 1 1</td>
<td>8</td>
</tr>
</tbody>
</table>

Table A-4. Antilog\(_2\) table for finding \(y = a/b\) from known \(m_2 = m \mod (2^n + 1)\) where \(2^n + 1 = 17\)

<table>
<thead>
<tr>
<th>Location</th>
<th>Content</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(y = \text{antilog}_2 (m_2))</td>
</tr>
<tr>
<td>Location</td>
<td>Content</td>
</tr>
<tr>
<td>(m_2)</td>
<td>(\beta_3 \beta_2 \beta_1 \beta_0)</td>
</tr>
<tr>
<td>2</td>
<td>0 1 0 0</td>
</tr>
<tr>
<td>3</td>
<td>1 0 0 1</td>
</tr>
<tr>
<td>4</td>
<td>0 1 1 0</td>
</tr>
<tr>
<td>5</td>
<td>1 0 1 0</td>
</tr>
<tr>
<td>6</td>
<td>0 0 1 1</td>
</tr>
<tr>
<td>7</td>
<td>1 1 0 1</td>
</tr>
<tr>
<td>8</td>
<td>1 1 1 1</td>
</tr>
<tr>
<td>9</td>
<td>0 1 1 1</td>
</tr>
<tr>
<td>10</td>
<td>0 1 0 1</td>
</tr>
<tr>
<td>11</td>
<td>1 0 1 1</td>
</tr>
<tr>
<td>12</td>
<td>0 0 1 0</td>
</tr>
<tr>
<td>13</td>
<td>1 1 1 0</td>
</tr>
<tr>
<td>14</td>
<td>0 0 0 1</td>
</tr>
<tr>
<td>15</td>
<td>1 1 0 0</td>
</tr>
<tr>
<td>16</td>
<td>1 0 0 0</td>
</tr>
</tbody>
</table>
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A quadratic-polynomial Fermat residue number system (QFNS) has been used to compute complex integer multiplications. The advantage of such a QFNS is that a complex integer multiplication requires only two integer multiplications. In this article, a new type Fermat number multiplier is developed which eliminates the initialization condition of the previous method. It is shown that the new complex multiplier can be implemented on a single VLSI chip. Such a chip is designed and fabricated in CMOS-pw technology.

I. Introduction

The era of very large scale integrated (VLSI) circuits has arrived. VLSI systems have the characteristic of being compact, high speed and of low power consumption. Therefore, a large system can be integrated into a VLSI chip. Many systems which were realized in discrete components can be improved dramatically by taking advantage of VLSI technology.

Since the available area on a chip is limited, a residue number system can be introduced in order to reduce the computing complexity. The ring of integers modulo the Fermat number \( F_n = 2^{2^n} + 1 \) has some special simplifying characteristics for residue number systems. Recently, Leibowitz (Ref. 2) developed a binary arithmetic for implementing the Fermat number transform (FNT). In this development a special representation of binary numbers, the diminished-1 representation, was introduced. Arithmetic operations using this representation were developed also in Ref. 2. The FNT has been widely discussed in many papers (Refs. 3-5). Recently, the authors (Ref. 6) developed a VLSI architecture for a modified Leibowitz multiplier of integers modulo a Fermat number. This bit-modulo multiplier uses only addition and cyclic shifts. With this architecture a single chip integer multiplier was designed, fabricated, and proved to work well.

Recently, the authors (Ref. 1) also developed an algorithm to compute the DFT using the residue Fermat number systems. In this algorithm, a complex multiplier was developed which used the direct sum of two copies of the residue ring of integers modulo \( F_n \). The advantage of this approach is that the operations for computing the complex multiplier need only two integer multiplications in \( Z_{F_n} \), the residue ring of integers modulo \( F_n \). Hence the number of multiplications required for
computing a systolic array of the DFT can be reduced substantially over previous approaches. The basic unit of such a complex multiplier is the integer multiplier over \( \mathbb{Z}_{F_n} \). In this article, the integer multiplier in Ref. 6 is modified. This new multiplier uses the diminished-1 representation for both input numbers. The second improvement is that the new design does not require the computation of an initial value. Hence considerable computation time and hardware can be saved. Thus, the new integer multiplier is easier to connect to a quadratic-polynomial residue Fermat number system for computing complex multiplications. As a consequence the new complex integer multiplier unit is readily implemented on a single VLSI chip.

II. The Integer Modulo \( F_n \) Multiplier

Integer multiplication with small dynamic range is often implemented by look-up tables. When the dynamic range is large, however, this method is undesirable (Ref. 13). Hence an arithmetic algorithmic solution for implementing the multiplier is needed. In Leibowitz's paper (Refs. 1 and 2), general multiplication has the form

\[
(A \cdot B - 1) = (A - 1) \cdot (B - 1) + (A + B - 1) - 1
\]

in the diminished-1 representation.

In the algorithm developed in Ref. 2 the binary multiplication of \((A - 1) \cdot (B - 1)\) was computed first. Then the term \((A + B - 1)\) was added to the result in the diminished-1 representation. In Ref. 6, a new multiplier was designed which uses the diminished-1 representation of numbers. The product of two integers, \(A\) and \(B\), was obtained as

\[
(A \cdot B - 1) = (A - 1) \cdot B + \overline{D} + 1
\]

where \(\overline{D}\) is an initial value calculated from the number of ones in \(B\), and where \((x - 1)\) denotes the diminished-1 representation of the number \(x\). The main disadvantage of the multiplier in Ref. 6 is that the initial value \(\overline{D}\) must be calculated before the process starts. The use of different representation of numbers, i.e., the diminished-1 representation of \(A\) along with the ordinary binary representation of \(B\), leads to some confusion.

A new modulo \( F_n \) multiplier is now derived. Let \( F_n = 2^n + 1 \) be a Fermat number where \( n \) is a positive integer. Also let \(+\) and \(\cdot\) be the symbols for addition and multiplication and \(\oplus\) and \(\otimes\) be the symbols for the diminished-1 addition and multiplication. Also let \(\oplus\) denote the diminished-1 summation (i.e., consecutive diminished-1 additions). Then the following theorem holds.

**Theorem 1:** Let \( A \) and \( B \) be two elements of the finite residue ring of integers modulo \( F_n \), i.e., \( \mathbb{Z}_{F_n} \). Then the diminished-1 multiplication can be calculated within \( \mathbb{Z}_{F_n} \) as follows:

\[
(A - 1) \cdot (B - 1) = (A \cdot B - 1) = \sum_{i=0}^{n} (b_i 2^i A - 1) + (A - 1)
\]

where

\[
(B - 1) = \sum_{i=0}^{n} b_i 2^i, b_i = 0 \text{ or } 1
\]

is the binary representation of \(B - 1\).

**Proof:** From Ref. 2, it is known that

\[
(A \cdot B - 1) = (A - 1) \cdot (B - 1) + (B - 1) + (A - 1)
\]

But

\[
B - 1 = \sum_{i=0}^{n} b_i 2^i
\]

Thus,

\[
(A \cdot B - 1) = \sum_{i=0}^{n} (b_i 2^i A - 1) - \sum_{i=0}^{n} b_i 2^i + \sum_{i=0}^{n} 1
\]

\[
+ (A - 1) + \sum_{i=0}^{n} b_i 2^i
\]

\[
= \sum_{i=0}^{n} (b_i 2^i A - 1) + 2^n + 1 + (A - 1)
\]

Hence,

\[
(A \cdot B - 1) = \sum_{i=0}^{n} b_i 2^i (A - 1) + (A - 1)
\]

Note that the diminished-1 addition can be performed by an adder of the type used in Ref. 6.

The recursive architecture for computing developed in Ref. 6 can be modified to compute Eq. (4). To see this, let the initial value be \( C_0 = A - 1 \). Then the multiplication algorithm in Eq. (4) can be put into the following recursive form:
\[ C_{i+1} = C_i + (b_i 2^i A - 1) + 1 = C_i \oplus (b_i 2^i A - 1) \quad (5a) \]

if one successively computes \( C_{i+1} \) in Eq. (5a) for \( 0 \leq i \leq 2^n \), the required result is obtained as follows:

\[ C = A \cdot B - 1 = C_{2n+1} = C_2 n+1 = 2^n \cdot A - 1 \quad (5b) \]

In Eq. (5a), one observes that if \( b_i = 1 \), then \( b_{i+1} = C_i \) and if \( b_i = 0 \), then \( b_{i+1} = 0 \). In other words, \( 2^i \cdot A - 1 \) is added into \( C_i \) for \( b_i = 1 \) and no operation is needed for \( b_i = 0 \).

This new algorithm does not need a calculation of the initial value and to transform \( B - 1 \) to \( B \). Now let the new algorithm be illustrated by an example for \( F_2 = 2^2 + 1 \). The same structure clearly extends to more general multiply algorithms over \( \mathbb{Z}_{F_n} \).

Consider an example in \( F_2 \). The elements in \( GF(2^4 + 1) \) with their decimal equivalents in a normal binary representation along with their values in the diminished-1 representation are shown in Table 1.

Example 1: Let \( A - 1 = 0 10101 \) and \( B - 1 = 00101 \). Compute \( C = (A B - 1) = 01010 \times 00101 \) modulo \( 2^5 + 1 \).

To compute \( C \), let \( C_0 = A - 1 = 010101 \) and \( B - 1 = 00101 = b_4 b_3 b_2 b_1 b_0 \). The sequence of computation for \( 01010 \times 00101 \) is then as follows:

\[
\begin{align*}
01010 & \quad C_0 = A - 1 = 01010 \\
+01010 & \quad b_0^2 A - 1 = 01010, \quad 2A - 1 = 00100 \\
\hline
10100 & \\
00100 & \quad C_1 = C_0 \oplus (b_0^2 A - 1) \\
+10000 & \quad b_1 2A - 1 = -1, \quad 2^2 A - 1 = 01001 \\
\hline
10100 & \\
00100 & \quad C_2 = C_1 + 1 = C_1 \\
+01001 & \quad b_2 2^2 A - 1 = 01001, \quad 2^3 A - 1 = 00100 \\
\hline
10101 & \\
01100 & \quad C_3 = C_2 \oplus (b_2 2^2 A - 1) \\
+10000 & \quad b_3 2^3 A - 1 = -1, \quad 2^4 A - 1 = 00101 \\
\hline
11110 & \\
01100 & \quad C_4 = C_3 + 1 = C_3 \\
+10000 & \quad b_4 2^4 A - 1 = -1, \quad 2^5 A - 1 = 01011 \\
\hline
11110 & \\
01110 & \quad C_5 = C_4 + 1 = C_4 \\
\end{align*}
\]

Thus, \( C = C_5 = 011100 \) is the desired result of \( 01010 \) times \( 00101 \), module \( 2^5 + 1 \) in diminished-1 notation.

In Example 1, one observes that no operation is needed for \( b_i = 0 \), that is, \( C_{i+1} = C_i \) for \( b_i = 0 \). This example can be simplified as follows:

\[
\begin{array}{c}
01010 \\
+01010 \\
\hline
10100 \\
00100 \\
\hline
10100 \\
01001 \\
\hline
01101 \\
01101 \\
\hline
01110 \\
\end{array}
\]

\[
\begin{array}{c}
01010 \\
+01010 \\
\hline
10100 \\
00100 \\
\hline
10100 \\
01001 \\
\hline
01101 \\
00000 \\
\hline
01110 \\
\end{array}
\]

\[
\begin{array}{c}
01010 \\
+01010 \\
\hline
10100 \\
00100 \\
\hline
10100 \\
01001 \\
\hline
01101 \\
00000 \\
\hline
01110 \\
\end{array}
\]

Example 1 shows that diminished additions require the addition of the complement of an end-around carry to its sum. It was shown (Ref. 6) that a considerable speed improvement can be obtained by performing this operation simultaneously with the summation. A modified algorithm with this simultaneous addition is given for the previous example as follows:

Example 2:

\[
\begin{array}{c}
11010 \\
\hline
01010 \\
+01010 \\
\hline
11000 \\
10100 \\
\hline
11000 \\
\hline
00000 \\
\hline
01110 \\
\end{array}
\]

\[
\begin{array}{c}
11010 \\
\hline
01010 \\
+01010 \\
\hline
11000 \\
10100 \\
\hline
11000 \\
\hline
00000 \\
\hline
01110 \\
\end{array}
\]

\[
\begin{array}{c}
11010 \\
\hline
01010 \\
+01010 \\
\hline
11000 \\
10100 \\
\hline
11000 \\
\hline
00000 \\
\hline
01110 \\
\end{array}
\]

III. A VLSI Structure for Implementing an Integer Multiplication Modulo \( F_n \)

In Fig. 1, A, B, C, and D are 5-bit, 6-bit, 5-bit, and 6-bit registers, respectively. Initially registers A, B, C, and D contain the multiplicand \( A - 1 \), the multiplier \( B - 1 \), \( 2^4 + (B - 1) \), and \( 2^5 - 1 \), respectively. The content in register D is used to add 000000 into \( C_5 = C_4 + (b_4 2^4 A - 1) \). That is, \( C_5 = C_5 + 1 \). The content in register B is used to control whether \( C_{i+1} = C_i \) for \( b_i = 0 \) or \( b_i 2^i + 1 \) is added into register C for \( b_i = 1 \). At the very same moment \( C_{i+1} = (C_i + 1) + (b_i 2^i A - 1) = C_i + 1 \) is computed and loaded into the register C for
The diminished-1 multiplication of \((A - 1)\) by 2 is performed by a left cyclic shift of the four least significant bits of register A with the \(A_3\) bit circulated into the first significant bit and complemented. Also at the same time registers B and D are shifted right by one bit. These operations are continued repetitively until the MSB of registers B and D are shifted out. The desired final result \(01110\) is obtained in register C after six iterations.

The layout of the structure in Fig. 2 has been completed by the use of the CAESER design tool (Ref. 7). The final layout of the multiplication chip is shown in Fig. 2. Both logic and circuit level simulations were performed using the logic simulator “Esim” (Ref. 8) and circuit simulator “Spice” (Ref. 9). A timing analysis was done using the timing simulator “Crystal” (Ref. 10). The VLSI chip is being fabricated. The operating frequency is estimated at around 5 MHz with 3 μm CMOS technology. The total number of transistors in this chip is about 480. The chip for multiplication modulo \(\mathbb{F}_2\) in Ref. 6 requires 1000 transistors. Thus, this new multiplication algorithm requires only 50% of the transistors than the one in Ref. 6.

The area of this chip with pads is estimated to be about 0.28 cm \(\times\) 0.28 cm (i.e., 10 rail \(\times\) 110 mil).

IV. The Complex Modulo \(\mathbb{F}_n\) Multiplier

Let \(a + ib\) and \(c + id\) be two complex numbers where \(a\), \(b\), \(c\), and \(d\) are integers and \(i^2 = -1\). The general complex multiplication of \((a + ib)\) and \((c + id)\) is \((a + ib) \cdot (c + id) = (ac - bd) + i(bc + ad)\) which needs four integer multiplications and two integer additions. An algorithm which can perform a complex multiplication by only two integer multiplications is introduced in Refs. 11 and 12. A special case of this algorithm for Fermat number \(\mathbb{F}_n\) is introduced in Ref. 1. It is shown in Ref. 1 that \(\mathbb{Z}_{\mathbb{F}_n}(i)\) is isomorphic to the direct sum of two copies of \(\mathbb{Z}_{\mathbb{F}_n}\), i.e., \(S_{\mathbb{F}_n} = \mathbb{Z}_{\mathbb{F}_n} + \mathbb{Z}_{\mathbb{F}_n}\), integers modulo \(\mathbb{F}_n\).

In Ref. 1, let \(s\) be the solution of \(x^2 \equiv -1 \mod \mathbb{F}_n\). For \(a + ib\) \(\in \mathbb{Z}_{\mathbb{F}_n}(i)\), the following mapping,

\[
    f: a + ib \rightarrow ((a + sb)_{\mathbb{F}_n}, (a - sb)_{\mathbb{F}_n}) = (\alpha, \bar{\alpha})
\]

is an isomorphism of \(\mathbb{Z}_{\mathbb{F}_n}(i)\) onto \(S_{\mathbb{F}_n}\) where addition and multiplication in \(S_{\mathbb{F}_n}\) are defined by

\[
    (\alpha, \bar{\alpha}) + (\beta, \bar{\beta}) = (\alpha + \beta, \bar{\alpha} + \bar{\beta})
\]

and

\[
    (\alpha, \bar{\alpha}) \cdot (\beta, \bar{\beta}) = (\alpha \cdot \beta, \bar{\alpha} \cdot \bar{\beta})
\]

In the set of \(\mathbb{F}_n\), \(s\) can be found as \(s = \pm 2^{2n-1}\). Thus the forward mapping from \(a + ib\) to \((\alpha, \bar{\alpha})\) requires cyclic shifts and additions only. The inverse mapping of \(f\), \(f^{-1}\), is also simple. From Ref. 1,

\[
    a \equiv -2^{2^{n-1}} (\alpha + \bar{\alpha}) \mod \mathbb{F}_n
\]

and

\[
    b \equiv -2^{2^{n-1}-1} (\alpha + \bar{\alpha}) \mod \mathbb{F}_n
\]

Note that in Ref. 2 the negative number is the complement of the \(2^n\) least significant bits of its positive counterpart. Hence the inverse mapping requires cyclic shifts, complements, and additions only. This complex integer multiplier algorithm is illustrated in the following example.

**Example 3:** Compute \((00110 + i00010) \cdot (00100 + i00011)\) module \(\mathbb{F}_2 = 2^4 + 1\).

In residue rings of \(\mathbb{F}_2 = 17\), one obtains \(s = \pm 2^2\). By Eq. (6), the forward mapping of \((00110 + i00010)\) is

\[
    (00110 + i00010) \rightarrow ((00110 + 2^2(00010)),
\]

\[
    (00110 - 2^2(00010))
\]

\[
    = ((00110 + 01011), (00110 - 01011))
\]

\[
    = (00001, (00110 + 00100))
\]

\[
    = (00001, 01011)
\]

Similarly

\[
    (00100 + i00011) \rightarrow (00011, 00101)
\]

Thus, the multiplication over \(\mathbb{Z}_{\mathbb{F}_2}\) is

\[
    (00110 + i00010) \cdot (00100 + i00011) = (00011, 00101)
\]

\[
    = (00001, 00110, 01011 \cdot 00101)
\]

\[
    = (00001 \cdot 00011, 01011 \cdot 00101)
\]

Using the integer multiplier modulo \(\mathbb{F}_2\) developed in the previous section, one obtains \((00110 + i00010) \cdot (00100 + i00011) = (00111, 00011)\). By Eqs. (8a) and (8b), the inverse mapping of \((00111, 00011)\) are

\[
    e = -2^3 (00111 + 00011) = -2^3 (01011)
\]

\[
    = -01010 = 00101
\]
and

\[ f = -2(00111 - 00011) = -2(00111 + 01100) \]

\[ = -2(00011) = 01000 \]

Thus, \(00101 + i01000\) is the desired result of \((00110 + i00100) \cdot (00100 + i00011)\) modulo \(2^4 + 1\) in diminished-1 notation.

V. A VLSI Structure for Implementing a Complex Integer Multiplication Modulo \(F_n\)

In most digital signal processing applications, the multipliers are usually known. Thus, this multiplier can be precomputed to be \((\beta, \bar{\beta})\). Figure 3 shows the architecture for implementing Example 3. The same structure clearly extends to more general multiply algorithms over \(Z_{F_n}\).

The layout of this multiplication chip is shown in Fig. 4. The logic, circuit, and timing simulations are performed. The chip of a complex integer multiplication circuit for \(F_2 = 17\) is being fabricated. The operating frequency is around 5 MHz with 3 \(\mu\)m CMOS technology. The total number of transistors in this chip is about 2300. The area of the chip with pads is estimated to be about 0.41 cm \(\times\) 0.41 cm (162 mil \(\times\) 162 mil).

VI. Conclusion

A new Fermat number integer multiplier is described in this article. This new Fermat integer multiplier does not need the initialization procedure as the one developed previously. Both the area and operating speed of the chip are greatly enhanced with this modification. In Ref. 1, a quadratic-polynomial Fermat number system was used to compute complex integer multiplications. The advantage of such a system is that a complex integer multiplication requires only two integer multiplications while the conventional complex integer multiplier needs four integer multipliers.

In this article, the new Fermat number integer multiplier is used as an integer multiplier in the quadratic-polynomial Fermat number system to compute complex number multiplications. A VLSI architecture for this new complex integer multiplier is developed and it is demonstrated in this article that this new complex integer multiplier, which uses the Fermat number \(F_2\), can be implemented on a single VLSI chip. Such a chip would be designed and fabricated in CMOS-pw technology.
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<table>
<thead>
<tr>
<th>Decimal number</th>
<th>Normal binary representation</th>
<th>Diminished-1 representation</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>00000</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>00001</td>
<td>2</td>
</tr>
<tr>
<td>2</td>
<td>00010</td>
<td>3</td>
</tr>
<tr>
<td>3</td>
<td>00011</td>
<td>4</td>
</tr>
<tr>
<td>4</td>
<td>00100</td>
<td>5</td>
</tr>
<tr>
<td>5</td>
<td>00101</td>
<td>6</td>
</tr>
<tr>
<td>6</td>
<td>00110</td>
<td>7</td>
</tr>
<tr>
<td>7</td>
<td>00111</td>
<td>8</td>
</tr>
<tr>
<td>8</td>
<td>01000</td>
<td>9 (-8)</td>
</tr>
<tr>
<td>9 (-8)</td>
<td>01001</td>
<td>10 (-7)</td>
</tr>
<tr>
<td>10 (-7)</td>
<td>01010</td>
<td>11 (-6)</td>
</tr>
<tr>
<td>11 (-6)</td>
<td>01011</td>
<td>12 (-5)</td>
</tr>
<tr>
<td>12 (-5)</td>
<td>01100</td>
<td>13 (-4)</td>
</tr>
<tr>
<td>13 (-4)</td>
<td>01101</td>
<td>14 (-3)</td>
</tr>
<tr>
<td>14 (-3)</td>
<td>01110</td>
<td>15 (-2)</td>
</tr>
<tr>
<td>15 (-2)</td>
<td>01111</td>
<td>16 (-1)</td>
</tr>
<tr>
<td>16 (-1)</td>
<td>10000</td>
<td>0</td>
</tr>
</tbody>
</table>
Fig. 1. The pipeline architecture for the implementation of multiplication modulo the Fermat number $2^4 + 1$ using diminished-1 number presentation.

Fig. 2. VLSI layout of an integer multiplication circuit for $F_2 = 2^4 + 1$.
Fig. 3. The architecture for implementation of complex integer multiplication modulo $F_2 = 17$ using diminished-1 number representation.

Fig. 4. VLSI layout of a complex integer multiplication circuit for $F_2 = 17$. 
Unattended Deep Space Station Tracking Station Development: Monitor and Control Technology

C. Foster
Radio Frequency and Microwave Subsystems Section

The major developments leading to successful demonstration of fully unattended operation of a DSN station (DSS 13) are reviewed. Unattended operation was demonstrated by reliably tracking, commanding, and delivering telemetry from the Pioneer 8 spacecraft. Transfer of automated monitor and control technology to DSN implementation is summarized, along with related accomplishments.

I. Introduction

In 1975, the Deep Space Network began to investigate operating an unattended tracking station as a means of lowering cost, adding to personnel safety, providing improved tracking time, and reducing DSN equipment maintenance. The DSS 13 station was used as the testbed for developing a remotely controlled, unattended station. The unattended operation configuration at DSS 13 included a 26-m antenna, a high-power transmitter, a receiver-exiter, a subcarrier demodulator, a command system, a waveguide switching system, and a data path to JPL (Fig. 1). The project was stretched over several years due to funding constraints and the need to develop complex subsystem transducers.

Several demonstrations were scheduled to validate the design concepts well in advance of final program completion. These demonstrations were carried out as each major subsystem was added to the testbed. Fully unattended receiver capability was demonstrated for 6 months in 1979 to provide controlled lifecycle cost data (Ref. 1). Unattended operation of the high-power transmitter was demonstrated for 2 months in 1981 (Ref. 2). Fully unattended station operation was demonstrated by tracking Pioneer 8 in 1984.

II. Control Architecture

A functional requirements document was developed describing software standards and design. This document set forth distributed control as the system design philosophy. Each major class of equipment (microwave, receiver-exiter, subcarrier demodulator, command, and transmitter) had its own controller, which interfaced to the station controller. Each subsystem controller is capable of operating, diagnosing, and monitoring its assigned subsystem from a local terminal. This philosophy of distributed division of control allowed a viable fallback position for semiautomatic operation of the station if the station controller failed, thereby providing uninterrupted use of DSS 13 for other projects. One or two engineers for each subsystem were responsible for developing software that could configure, operate, and maintain safe operation of their subsystem. An added advantage to this independent design philosophy was that concepts could be tested separately and individual subsystem implementations could be late with little impact on the overall station.

The basic unattended station architecture consists of a remote satellite controller at JPL’s NOCC, and a station controller at DSS 13 that communicates with the independent
subsystem controllers (Fig. 2). All controllers use an 8080 CPU-based microprocessor developed and assembled at JPL. The principal monitor and control functions are distributed among the subsystem controllers as described below.

1) NOCC controller. The NOCC controller serves as an automatic scheduler, message router, and operator interface. This controller provides an interface to the operator, DSN predicts files, scheduling files, and the DSS 13 station controller. The NOCC controller routes directives for configuration, predicts, command, and operation. It receives and automatically logs all configuration and performance data.

2) Station controller. The station controller functions as the supervisory computer, responsible for receiving and transmitting subsystem control directives and for coordination of the overall tracking system. The station controller can be operated from either the NOCC controller or by a local operator. Based on the operational scenarios supplied by the station controller, each subsystem controller performs the detailed tasks required to calibrate, safely operate, and read/write its assigned functions. For example, the station controller has control of the acquisition process after receiving a directive to operate from the NOCC or via local terminal. The station controller continuously monitors the necessary conditions for proper operation. If a subassembly fails, it is possible to maintain the communications channel via the station controller by implementing a prearranged reconfiguration of a backup assembly.

3) Antenna controller. The antenna controller monitors the antenna servo and mechanical subsystem and local weather conditions. It controls antenna pointing via high-level operator directives. The antenna controller also contains a separate maintenance program that allows maintenance personnel to fully characterize the electrical and mechanical functions of the antenna during scheduled off-line maintenance (Ref. 3).

4) Receiver-exciter controller. The receiver-exciter controller maintains the receiver-exciter configuration and tunes the uplink and downlink signal. Acquisition of the spacecraft downlink is accomplished automatically in a manner similar to the actions performed by a skilled operator.

5) Microwave controller. The microwave controller manages and monitors high-power transmitter paths to ensure the safety of personnel and equipment. The controller also monitors and controls the transmitting and receiving signal paths.

6) Subcarrier demodulator controller. The subcarrier demodulator controller monitors the performance and controls the configuration to provide automatic acquisition. It provides a graphic output of the correlator to the operator for use in manual acquisition when the predicts supplied are not within the demodulator's acquisition bandwidth.

7) High-power transmitter controller. The high-power transmitter controller controls and monitors all safety functions, power calibration, and operation of the high-power transmitter subsystem (Ref. 2).

8) Traveling wave maser (TWM) and closed-cycle refrigeration (CCR) controller. The TWM/CCR controller provides continuous monitoring of CCR performance data. This data was automatically logged 24 hours a day over a 3-month period and was used to supply engineering with performance numbers previously unavailable because of manpower limitations. This data will be used to characterize CCR performance and eventually to prevent data loss due to unexpected warmup of the TWM (Ref. 4).

III. Pioneer 8 Demonstration and Related Design Tasks

Before a planned tracking demonstration using Pioneer 8 could take place, two new design tasks arose. An improved acquisition detector was required to reach the receiver threshold (Pioneer 8 was 5 dB below the current auto acquisition detector threshold). Also, a multibus version of the DSN command modulator was required because the existing modulator was needed to support operations at Mil 71.

A fast Fourier transform (FFT) automatic acquisition module was designed into the unattended station configuration for the Pioneer 8 demonstration. The FFT module performs a parallel search of the RF spectrum for the desired signal and estimates the difference in frequency between the spacecraft signal and the frequency to which the receiver is tuned. The spacecraft downlink signal is nearly sinusoidal, and based on previous experience and theory of optimum receiver sinusoidal signals of unknown phase (Ref. 5), it was decided that the best approach would be to use power spectrum analysis techniques. The idea was to produce the spectrum, scan it for peaks, and estimate the difference between the frequency of the peak and the frequency to which the receiver was currently tuned. The implementation is shown in Fig. 3. The 10-MHz IF signal plus noise is mixed with a 10-MHz reference signal. The two quadrature components produced are then digitized and processed through a complex-to-complex FFT routine. The resulting Fourier transform is
squared to produce a power spectrum, averaged to statistically reduce the variance of the signal, and inspected by the computer for significant special peaks. The FFT acquisition module runs continuously and asynchronously without control inputs. The spectrum estimated SNR and the estimated tuning correction are passed to the receiver controller, where they are used to automatically retune to the spacecraft frequency and to acquire the signal.

The command modulator assembly (CMA) was designed to fit on a standard multibus board and reside in the station controller chassis (Fig. 4). The CMA was tailored for the Pioneer 8 demonstration, but was designed so that it could be easily modified to support the tracking of other spacecraft. The CMA provides frequency shift key (FSK) modulation synchronous with the subcarrier. It also provides configuration verification and transmitted bit confirmation. If any data is not verified, the command sequence is aborted, the operator is notified that the command was not sent, and the probable cause of failure is displayed.

By 1984, DSS 13 was successfully operating in the unattended station configuration – routinely tracking several spacecraft downlinks and remotely operating the high-power transmitter on a daily basis. The next logical step was to take on a full tracking assignment, including uplink tuning and command of a spacecraft. When the Pioneer 8 spacecraft became available, a set of demonstration objectives was defined in order to evaluate whether the DSS 13 unattended tracking configuration could safely and reliably perform assigned spacecraft tracking missions. The evaluation was based on tracking Pioneer 8 twice a week and measuring the station's ability to acquire the spacecraft signal at the scheduled time, tune the uplink, send and verify commands, return the spacecraft to its previous state, and collect telemetry data at JPL. The data was sent to the Project Office at NASA/Ames for validation. If station personnel were required in any capacity, the track pass was deemed a failure. The Pioneer 8 demonstration took place for a 12-month period and resulted in 87 tracks. The results are shown in Fig. 5. As can be seen, the success and reliability improved over time. At no time after successful uplink acquisition did a command fail to be sent. Also, the spacecraft was never left in a state different than what was planned at the start of the track.

IV. Accomplishments

(1) The unattended station development effort has provided the DSN with new options for automated and remotely controlled tracking stations.

(2) High-level computer languages were adopted, tested, and transferred to implementation.

(3) The high-power transmitter and waveguide switch subsystems were transferred to DSN implementation with little or no change.

(4) New tools were developed and tested that increased productivity in the development and troubleshooting of complex real-time control systems that have distributed processors embedded in the control feedback.

(5) New digitally programmed oscillators were developed and transferred directly to operations in time to solve tuning problems that occurred with the Voyager spacecraft (POCA, DCO).

(6) The philosophy of containing all safety decisions at the subsystem level and out of the hands of the operator eliminated the threat of injury to personnel and equipment during tracking.

(7) Not one piece of equipment was ever damaged due to the automation, and equipment failure rates went down because handling of equipment was reduced.
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Fig. 1. DSS 13 unattended station system block diagram
Fig. 2. DSS 13 unattended station functional block diagram

Fig. 3. FFT acquisition aid functional block diagram
Fig. 4. Command modulator assembly functional block diagram

Fig. 5. DSS 13 Pioneer 8 tracking demonstration schedule and success ratio
A System for the Functional Testing and Simulation of Custom and Semicustom VLSI Chips

E. M. Olson and L. J. Deutsch
Communications Systems Research Section

This article describes a system for the functional testing and simulation of custom and semicustom very large scale integrated (VLSI) chips that are designed using the integrated UNIX-based computer-aided design (CAD) system. The testing and simulation system consists of two parts. One of these is a special purpose hardware device that is capable of controlling the digital inputs and outputs on a custom chip. This device, the Digital Microcircuit Functionality Tester (DMFT) system, can be operated by itself or in conjunction with the VAX host computer on the CAD system. The DMFT is integrated into a microprobe station so that these signals can be injected or read from nodes inside the chip, as well as at the pins. The second part of the system is a software package that is installed on the VAX. This software package, "logic," includes a full-screen editor for developing chip test sequences and drivers for both the DMFT and the "esim" logic simulator.

I. Introduction

The design and testing of custom and semicustom VLSI chips for the Deep Space Network (DSN) Advanced Systems Program at JPL is accomplished on an integrated UNIX-based CAD system. This system, as described in [1], comprises various software tools and hardware peripheral devices that facilitate the design, simulation, verification, and testing of very complex microcircuits in a number of different solid-state technologies. This article is devoted to the portion of the system that is used to perform functional testing of the microcircuits after their fabrication.

One of the most difficult tasks in the production of custom or semicustom digital microcircuits is verifying that the completed part performs the function for which it was designed. This is, in general, a long and laborious process that involves the use of many varied pieces of test equipment. The following is a description of how this process was performed before the present system was completed.

Chips would first be examined under a microscope to weed out those that were obviously bad. After this process, the remaining chips would be tested for functionality. In order to prove that a chip is performing the desired function, it is often necessary to submit the chip to many thousands of bits of data while monitoring the chip's outputs. This has been done in the past by using digital word generators for input and oscilloscopes or logic analyzers for output. Even the best word gen-
The DMFT has been developed as part of the JPL Advanced Systems Program specifically for incorporation into the integrated UNIX-based CAD system. The tester was built internally to meet specific budget demands that weren't addressable by testers of similar functionality and speed that were currently on the market. Furthermore, since the cost of developing the tester was relatively small, the VLSI design engineers in this program were afforded a chance to develop requirements for future testers from first-hand experience and evaluation of this prototype tester. Since the tester was inexpensive, the cost of developing this first-hand experience is considerably less than it would cost to rent or purchase a tester from the current market. The DMFT has also allowed these design engineers to begin developing standards and requirements for testers to be incorporated into the system in the future, while at the same time addressing the pressing need for test capability at the present.

The DMFT consists of special purpose hardware and firmware for the generation and monitoring of digital signals to and from a VLSI chip. It is capable of generating eight independent sequences of up to 4096 bits at a time. The DMFT also generates several clock signals that are synchronized to these data. It can subject these to the chip being tested (sometimes called the device under test or DUT) at selectable clock rates of up to 20 MHz. This maximum frequency is sufficient at present because all the design work that is currently going on involves MOSFET [3] devices and fabrication techniques that cannot operate any faster than this. The DMFT can monitor eight chip outputs for up to 4096 bits at a time. The firmware in the DMFT supports a terminal interface so that the user may define and edit the test vectors, run tests, and display the output. In addition, the firmware includes the support of a host computer interface with asynchronous protocol so that the DMFT may be completely controlled by the VAX computer.

This special purpose hardware and firmware is built into a specially designed microprobe station. The station consists of a high-power stereoscopic microscope for examining the device under test, a set of four probes that can be positioned on points inside the actual chip, and an image-shearing device for measuring the thickness of layers on the chip. The DMFT is mounted so that the chip being tested is positioned under the microscope. Signals to and from the chip can be routed through the chip's pins and/or through any of the probes. This means that the DMFT system may be used for interactive debugging of bad designs by tracing signals back through the chip to find problem areas.

The logic software package runs on the UNIX-based CAD system. It was written here at JPL so that users of the CAD system could easily control the DMFT from any remote site. The package is fairly comprehensive and includes a full-screen editor for defining, displaying, and modifying large sets of test vectors. The format of the editor is similar to that of many commercial logic analyzers and is, therefore, easy for the designers to use. The sequences may be stored on a disk and read back later. In this way, the designer can build a large database of test vectors for a design. The logic program can use these vectors to run the DMFT and display the results in real time. The results can also be stored on the disk or printed on a line printer. Logic can also use the vectors to simulate a chip before fabrication. This is done by automatically invoking the "esim" logic simulator [1, 4]. By using this capability, a designer does not have to learn two separate systems for simulation and testing. Also, the designer can use the same test vectors for testing as were used in simulation. The results can be compared automatically using the UNIX compare utilities to verify the functionality of the finished chip.

The remainder of this report describes the tester system in detail. Section II describes the testing philosophy behind the design. Section III contains an overview of the DMFT hardware. Sections IV and V describe the DMFT hardware in detail. Section VI describes the logic software package. Section VII is devoted to an assessment of the current system and plans for future generation testing systems.

II. The Testing Philosophy

Integrated circuit testing is a very broad field and incorporates many disciplines and technologies. In order to fully verify that an integrated circuit is qualified for its application, it must not only pass electrical specifications, but also mechanical and cosmetic specifications. Currently the Advanced Systems Program VLSI design effort is directed to research and development of prototype LSI and VLSI architectures and their applications. As such, this effort is currently not con-
cerned with mechanical testing, and is concerned with cosmetic testing only for the purpose of rejecting obviously bad dies. Also, the output of effort to date has exclusively been digital MOSFET designs. Thus, the testing effort is further limited primarily to digital qualification at speeds under 20 MHz. Although parametric testing (i.e., testing that considers the analog performance of devices) is a very important step in the qualifying of digital circuits, the tester described herein does not have any capabilities to directly measure currents, voltages, or any other analog qualities of an integrated circuit—it has been designed only to test for logical functionality.

Logical testing of digital integrated circuits can be oversimply characterized as the systematic presentation of stimulus vectors to the device under test, while systematically recording response vectors from the device. Vectors consist of sets of bits either presented to (stimulus) or read from (response) the device. The voltage-to-logic-level correspondence is preset to some range for all the bits in a vector (for example 0 to 0.8 volts on a pin for a logical “0” and 2.4 to 5.0 volts for a logical “1”). Usually each bit in a test vector corresponds physically to the logic level that is presented to (or recorded from) a particular pin on the device. The vector itself can be thought of as a copy of the logical status of some particular pins on the device at some point in time or during an interval of time.

III. The DMFT—An Overview

The DMFT hardware and firmware are housed in an aluminum chassis that mounts under a microprobe station platform (see Figure 1). The entire electronics of the tester is contained in this chassis, including three power supplies, front panel control logic, and a standard multibus (IEEE standard number 796) circuit board on which most of the circuitry itself is mounted. A 64-pin zero insertion force socket and a signal patch panel are also mounted on the multibus board. The socket and the patch panel protrude through an opening in the probe platform allowing access to the device being tested with the microscope and probing equipment, while maintaining the bulk of the tester’s electronics out of sight. The test setup is controlled partly by front panel controls and partly by setup through the tester firmware via either a host computer or a standard RS-232 (CCITT recommended standard number V.24) terminal (this later mode of operation is called stand-alone).

Figure 2 shows the layout of the front panel controls and indicators. Their functions are described as follows:

Power-On Indicator—This indicator is lit when the DMFT system tester power is on

Slow Clock Indicator—This indicator is lit when the slow internal clock range is selected; if it is not lit, then the fast internal clock is selected

Test Indicator—This indicator is lit while a test is actually in progress

Internal/External Clock Switch—This switch is used to select either the internal DMFT clock or an external clock for testing

External Clock In—This is a connector for external clock input

Frequency Adjust—This is a Vernier dial that is used to set the internal clock frequency

Clock Out—This is a connector that provides the selected clock signal as an output

DUT Voltage Adjust—This is a Vernier dial that is used to adjust the power supply voltage from 1.5 to 7 volts for the device under test

DUT Current Meter—This is a meter that monitors the electrical current being drawn by the device under test

DUT Voltage Meter—This is a meter that monitors the voltage applied to the device under test

Main Power Switch—This is the main power switch for the DMFT

DUT Power Switch—This switch is used to turn power, to the device under test, on and off

Reset Button—This push-button resets the entire tester and restarts tester firmware.

A block diagram of the DMFT is shown in Fig. 3. It is clear from the figure that the concept is fairly simple. As mentioned above, the entire tester electronics including a 64-pin zero insertion force socket and a signal patch panel, fit on one multibus board. The tester hardware itself can be divided into two sections. The first section consists of the MUX, DEMUX, Vector Memory, CNTR ADDR GEN, and CLOCK GENERATOR sections of the block diagram and will be called the “Vector Buffer Section.” The second section of the tester consists of the controlling microprocessor and its associated support circuitry, and also includes the firmware contained in the microprocessor’s memory. It will be called the “Control Section.” These two portions will be discussed in the following two sections.

An abbreviated list of the important DMFT hardware specifications appears in Table 1.


IV. The Vector Buffer Section

The Vector Buffer Section (VBS) of the tester is really the core of the tester and is that part of the hardware that actually presents and records stimulus and response vectors during a test. The tester's VBS and the test itself are entirely synchronized to the Clock Generator's master clock. The Vector Memory is designed to be able to transmit and receive vectors at a rate of 20 MHz (one vector output and one received every 50 nS). The memory is actually implemented on 4K-deep-by-8-bits-wide, 45 nS, static random access memory (SRAM) chips and are arranged as 4 groups of 4K-deep-by-8-bits-wide chips. The idea behind the organization and support circuitry is to maintain two groups of two parallel memories, one group to drive vectors to the device under test and one group to receive vectors from it. The two parallel memories within each group are cycled 180 degrees apart, allowing the DMFT to receive and return vectors at twice the rate of which one individual memory is capable. This organization and clocking scheme is effected in the following manner.

Memories C and D each contain test vectors to be sent to the device being tested. These vectors are placed in the two memories in such a way that memory C contains the data for odd-numbered time slots and memory D contains the data for even-numbered time slots. The Control Section handles this ordering such that it is transparent to the user. Memories A and B each contain vectors returned from the device being tested as the results of prior test vectors. Those resultant vectors are also ordered in memories A and B the same way the ordering takes place in C and D. Again, upon reading the resultant vectors the multiplexed organization is transparent to the user by manipulation through the Control Section. Stimulus vectors from buffers C and D are synchronously multiplexed to the device under test while response vectors are synchronously multiplexed to buffers A and B.

Control of the addressing of the Vector Memories is effected by the Address Generators A and B. Initial addresses for the memories are loaded into presettable counters by the Control Section, commanded by the user. The initial address determines the starting point for a test or a vector transfer from the Vector Memories to the Control Section and on to the outside world. The ending address for a test is also loaded into the Counter Address Generator block by the Control Section, and the loaded value determines the length of a test. When the ending address has been reached, the end of test interrupt is asserted and the VBS is returned to the Control Section.

All clocks in the vector buffer section are derived in some way from the output of the internal voltage-controlled oscillator (VCO) or the external clock. The internal VCO is selectable for a slow or fast range through the Control Section. Since everything in the VBS is synchronized to the master clock, the use of the internal VCO or an external clock, as the master, allows continuously variable test rates of up to 20 MHz. The clock rate for the internal VCO is a few kHz to about 20 MHz. Additionally, since the entire VBS is treated as an asynchronous input/output device by the Control Section, the tests run completely asynchronously to the Control Section and the microprocessor is not required to do real-time work for the performance of tests. The actual frequency of the internal clock can be set by the front panel Frequency Adjust and monitored through the Clock Out connector.

V. The Control Section

The Control Section consists of an Intel-Z80A 4-MHz microprocessor, a serial input/output controller (SIO), a counter timer circuit (CTC), some address decoding logic, some interrupt arbitration logic, some buffers and latches, and the Z80's core memory. The CTC is programmed to interrupt the microprocessor every second for user timing features. The CTC also provides baud rate clocking to the SIO for both SIO ports. Interrupt arbitration is handled internally by the SIO (highest priority) and CTC (second priority) and externally for the End-Of-Test (EOT) signal by the interrupt control logic. The SIO and CTC are programmed to present their own interrupt vectors with their interrupts. The EOT interrupt vector is presented at the appropriate time in conjunction with the end of a test.

The primary function of the Control Section is to act as the interface between the Vector Buffer Section, which actually performs tests, and the user who desires a test. The user can be either the host computer or someone at a terminal connected directly to the tester (stand-alone mode). The use of the microprocessor in the Control Section, along with the SIO controller allows a convenient interface to the tester through an RS-232 standard interface. The Control Section hardware and firmware combine to allow the user to generate and input test vectors, and to view the stimulus and response vectors after a test, in any one of three formats in the stand-alone mode. Also in the stand-alone mode, the user has complete control over the tester through a simple monitor program that, among other things, allows the user to enter and execute his own firmware for special configurations or testing. The Control Section hardware and firmware also handles all high-speed data transfers and handshaking between the host computer and the tester. Finally, the Control Section handles all the interpretation of commands for test setup including the time interlacing of vectors as mentioned above in the vector buffer discussion.
In addition to the visible functions the Control Section performs, there are several other functions that are handled by the Control Section that are not as readily apparent. For example, on power up or reset, the vector memories are tested and bad memory chips are called out by part number, permitting quick diagnosis and replacement of bad parts. The Control Section also keeps track of the length and duration of tests and insures that commands aren’t accidentally executed during a test run that might interfere with the test results. The Control Section buffers all commands internally allowing the “repeat-last-command” function and correction on the fly. Special commands available to the user through the standalone terminal permit non-periodic and variable length periodic stimulus vectors to be generated quickly with a single command. The tester is capable of detecting and flagging erroneous data transfers or requests from the host computer, adding further confidence to test results. The host computer interface is defined entirely in the American Standard Code for Information Transmission (ASCII), allowing the tester to be used with virtually any host computer that can implement the command protocol over an RS-232 interface.

VI. The Logic Software Package

The logic software package was written to run on the UNIX-based CAD system and to allow the user to create, edit, store, and retrieve test vectors and to run both the esim logic simulator and the DMFT. The program is interactive and it may be run from any user terminal on the CAD system. This means that both simulation and testing of a chip design may be performed from the user’s office. The user must be communicating to the host VAX computer on an ANSI standard (American National Standards Institute documents X3.4 and X3.64) terminal. All of the terminals that are currently produced by the Digital Equipment Corporation (such as the VT100 and VT200 series terminals) meet this standard as well as most personal computer terminal emulation programs. In fact, logic has been run on many different terminals including Apple and IBM personal computers. A photograph of the logic program screen in use appears in Fig. 4.

The logic program has three modes of operation. These are called the “display,” “edit,” and “test” modes and they are each described below. Each of these modes has a set of single letter commands associated with it. The appropriate command menu for the current mode is always displayed in the upper portion of the terminal screen. Most of the remainder of the screen is used to display a 16-line by 64-bit window on the test vectors. The program has the capacity to handle 80 lines of 4096 bits — and this can be easily changed by recompiling the code. The bottom line of the screen is the “command” line. It is used by the user to enter various parameters during the operation of the program and to display error messages and warnings. The very top part of the display contains various pieces of useful information including the name of the file being edited, the current bit, the number of inputs and outputs in the current set of test vectors, and the current mode.

The display mode comprises a mechanism for scanning through the test vectors that are currently loaded into memory. It also contains commands for writing vectors to the host disk and reading vectors from the disk and for obtaining a hardcopy printout of the current vectors (also in logic analyzer format). The screen contains a cursor that points to the current signal (line) and bit. The commands in the display mode are actually available to the user in all three modes. The display menu only appears in the display mode.

The second mode in the logic program is the “edit” mode. The edit mode contains set of commands that are used to create test vectors and to modify them. Each signal, or line, in the display can be made either an “input” or “output” signal. Input signals are stimuli to the simulator and tester while output signals are responses. Figure 4 shows the edit mode screen. Commands are included for a comprehensive set of editing functions including generating arbitrary periodic sequences, moving and copying signals, and even producing random signals.

The third and final mode in the logic program, the “test” mode, is used to run the simulator and the tester. When the user enters the test mode, a consistency check is run on the current vector database to insure that the vectors represent a valid test. Among the things that are checked are multiple signals with the same name, signals with undefined bits in them (i.e., the user failed to enter a one or zero at some location), and that the signals are all of the same length. In each of these cases, logic lets the user decide if the problem should be fixed automatically. For example, if a particular signal has a greater bit length than the rest, logic can truncate that signal if desired. Once the consistency check has completed without errors, the test mode is brought into operation. Either the esim simulator or the DMFT may be run with the existing data from this mode. Additional data, however, are required to run either of these and the test mode offers the user the ability to merge the necessary data at this point.

If the user requests a run of the esim simulator, the logic program will ask the user for the name of a file set that contains the netlist information of the design to be simulated. Logic then checks this file set to be certain that all the signal names that have been defined in the current test vector set actually appear in the design. If they do not, this information is made available to the user. If they are, then esim is run and the results are displayed on the screen. Esim output consists of 1’s, 0’s, and X’s. The X’s represent unresolved states.
will display the X's and allow them to be saved, read, or edited just as the other logical states.

If the user wants to run the DMFT, then information is required that tells the logic program which signals are wired to each channel (of the eight input and eight output channels) on the DMFT. This information can be created by invoking the "edit pin file" command or by reading it in from an existing file. Before the DMFT is actually run, a consistency check on the pin list and the signal set is performed to make sure that no more than eight inputs and eight outputs have been requested and that inputs are wired to input channels and outputs to output channels. Assuming that all is fine, then the tester is run. The results appear on the screen just as in the case of esim, with the exception that X's cannot occur.

If the user wants to run another test (either with esim or the tester), the outputs can be reset in the test mode, also.

VII. Conclusions and Future Work

The system for testing and simulation that has been described in this report has been operational since February of 1985. In the short time since the system has been in use, it has proven to be of essential importance to the microcircuit projects in the Advanced Systems Program. It was used to test the Reed-Solomon encoder chips in only two weeks time. These chips included two test chips and three versions of the complete system chip. The chips all worked as expected — but this would have been next to impossible to determine without the DMFT. One other chip, part of a Hopfield neural memory system [5] being developed on a Director's Discretionary Fund grant, was designed, simulated using the logic program, and tested using the DMFT and logic, bringing to fruition the design and test methodology described in this report. The design and simulation of the chip took only two weeks and the testing was completed in just two days.

Some limitations of the system have already been discovered. Many engineers had suggestions for certain commands to be added to the logic program. These included the random signal generator and the undo command (which undoes the last edit operation). These have already been added to the program. Also, the need for external clock input protection circuitry for the DMFT was discovered and this too was added.

Among the development activities planned for the system are expanding the DMFT's capability in a second-generation device that will have many more input and output channels and automatic crossbar switching to replace the patch panel. Also, the logic program could be expanded to allow other simulators (such as "rsim" [6] or JPL in-house programs such as "ULYSES") to take advantage of the user-friendly interface.

The DMFT hardware is well documented. The documentation includes complete logic diagrams, a hardware manual, and a user manual. The DMFT can be duplicated for about $1400 including JPL engineering costs. The design is available to other parties at JPL who may wish to use it. The logic software package is written entirely in the "C" programming language, but it relies heavily on the UNIX operating system and the ANSI terminal standard. Those functions that are operating-system dependent are separated into a single C source module just as those for ANSI standard are. This means that the program might be rewritten to run on either a different operating system or terminal type by changing these files only. Logic, like the tester, is available to other parties at JPL.
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Prototyping and Implementing Flight Qualifiable Semicustom CMOS P-Well Bulk Integrated Circuits in the JPL Environment

E. M. Olson
Communications Systems Research Section

Presently, there are many difficulties associated with implementing application specific custom or semicustom (standard cell based) integrated circuits (ICs) into JPL flight projects. One of the primary difficulties is developing prototype semicustom integrated circuits for use and evaluation in engineering prototype flight hardware. The prototype semicustom ICs must be extremely cost-effective and yet still representative of flight qualifiable versions of the design. A second difficulty is encountered in the transport of the design from engineering prototype quality to flight quality. Normally, flight quality integrated circuits have stringent quality standards, must be radiation resistant and should consume minimal power. It is often not necessary or cost effective, however, to impose such stringent quality standards on engineering models developed for systems analysis in controlled lab environments. This article presents work originally initiated for ground based applications that also addresses these two problems. Furthermore, this article suggests a method that has been shown successful in prototyping flight quality semicustom ICs through the Metal Oxide Semiconductor Implementation Service (MOSIS®) program run by the University of Southern California's Information Sciences Institute. The method presented has been used successfully to design and fabricate through the MOSIS three different semicustom prototype CMOS p-well chips. The three designs make use of the work presented here and were designed consistent with design techniques and structures that are flight qualifiable, allowing one hour transfer of the design from engineering model status to flight qualifiable foundry-ready status through methods outlined in this article. The design techniques presented here that permit the flight qualifiable prototyping arose as a natural extension of other purely ground-based work that will also be described.

I. Introduction

Recently, during the course of developing a standard cell library for use in ground based applications for the Deep Space Network (DSN), a new method and set of standard cells was also developed, almost with no additional work, that addressed many of the flight quality prototyping issues that are critical to the use of custom integrated circuits in JPL flight projects. The general process of bringing a new standard cell family online for use in ground application microcircuit design at JPL is not unlike that process necessary to develop the capability to prototype flight quality custom ICs for flight projects. As one looks to the future of space investigation, it is clear that the widespread, successful use of
custom integrated circuits (ICs) in NASA flight projects and ground signal processors will hinge on the ability of NASA personnel to maintain full design cognizance of those circuits.

Although custom ICs have already been used in major flight projects at JPL, they have been used only on a very limited basis. Such limited use allows the electrical and physical environment to be precisely defined so that it is possible to make effective use of non-JPL personnel for custom IC design. The future economics of unmanned space exploration, however, point toward the use of multi-mission hardware and equipment.\(^1\) The need to design multi-mission hardware in turn points toward an increasing use of custom and semi-custom integrated circuits, whose replication cost in time, money and mission risk is extremely low (Ref. 1). If whole flight subsystems are then designed around several custom integrated circuits, it will not be possible technically nor economically to maintain control and cognizance over flight hardware without involving JPL custom microcircuit designers directly.

Let us diverge for the next few paragraphs and investigate what might be needed to enhance JPL's ability to use custom microcircuits in flight projects. This short investigation will help us understand the parallels of ground based and flight quality prototyping IC development. In order to allow JPL personnel to effectively use custom and semi-custom ICs in flight quality hardware, three things are necessary:

1. Engineering prototype chips must be available quickly, reliably and at extremely low cost in small quantities, and must reflect the flight quality chip speed, performance, architecture, and testability.

2. Transfer of the design from engineering prototype to flight quality foundry ready must be done without redesign or exposure of the design to operations that may affect chip size, pin-out, power consumption, floor plan or architecture. Nevertheless, the flight quality design must fully address all issues of reliability and radiation resistance.

3. The flight quality design must be consistent with designs and foundries that have a proven success record and have demonstrated qualified custom ICs in the past.

Given that set of ground rules, if one were interested in real prototyping capability, it would then be necessary to choose a particular integrated circuit technology to further focus the development of a method for prototyping flight quality custom ICs. For technical reasons that are well outlined in the literature (Ref. 2), and for its availability and history of use in qualified systems, one would probably choose bulk CMOS p-well for the design of custom integrated circuits in the near future. Bulk CMOS p-well offers extremely low power operation with wide noise margins and immunity to power supply fluctuation. Even more important for the economically strained flight project reality, bulk CMOS p-well is much cheaper to produce than other technologies that have the same or lower reliability and radiation resistance.

To further focus a hypothetical effort on developing technology to permit rapid and effective use of custom ICs in JPL flight projects, one would also consider the JPL design environment. In order to be effective, prototype flight quality custom ICs would have to be designed quickly, by designers with a firm knowledge of the target system's functional and timing constraints and some simple rules of reliable, testable and radiation resistant architectures. Those designers could be expected to have little detailed IC design expertise or detailed knowledge of silicon structures and device physics. That typical designer profile would point the way to implementing custom integrated circuits with standard cell based devices rather than fully hand crafted structures. Standard cells provide nearly the density of hand crafting and yet free the designer from detailed and esoteric analysis that is necessary to properly build digital logic gate structures in silicon for space flight and prototype custom ICs. Further gains on the density of hand crafting could be had by hand placing standard cells in designs that must be dense, as opposed to allowing placement of cells by automatic computer tools.

Up to now, we have investigated in general terms what might happen if there were an effort to develop a comprehensive capability to design and implement custom microcircuits in JPL flight projects. We can, however, continue the conjecture in more detail. The directives outlined above indicate the following possible approach to achieving the ability to quickly and accurately obtain engineering prototype custom ICs for flight quality prototype hardware:

1. Search for a CMOS p-well bulk standard cell family that has an outstanding flight quality performance history when fabricated through the supporting foundry.

2. If such a standard cell family is found, determine what modifications would be necessary to fabricate the cells through the inexpensive, readily available MOSIS foundry service, with the understanding that the MOSIS design rules must be met in order to get typical MOSIS yield and performance. It is assumed that the MOSIS performance levels are adequate for

---

\(^1\)Jordan, J. J., Getaway Special Project Manager, Physical Science Laboratory, Private Communication, June 1984.
engineering prototypes. Also determine if interconnection structures designed to the MOSIS design rules would meet the design rules of the original foundry. If so, then proceed.

(3) If the individual standard cells from the selected family can be modified under the constraints outlined below then do so; verify (Ref. 3) the results by fabricating through the MOSIS.

(a) Modified cells shall be of the same bounding size, port placement and power bussing as the original cells. The periphery and connectivity of the modified cells will be identical to the original cells.

(b) Modified cells shall have the same transistor structures and drive capability (size) as the original cells in order to maintain similar performance between original and modified cells.

(c) Modified cells must not contain any structures that would result in MOSIS or original foundry design rule violations with any possible adjacent structures.

(d) No modifications to the original cells can be made.

(4) If the verification-through-MOSIS results from Step 3 are positive, then develop a method for designing with modified cells and then substituting original cells without exposure of the design to normal modification and design operations that could introduce human error.

(5) Verify with computer aided analysis that designs done to MOSIS design rules, with original cells subsequently substituted for modified cells, do in fact meet the design rules of the original foundry.

(6) Verify the design sequence by fabricating the same design through the MOSIS and the original foundry, using appropriate cells for each, and compare performance.

(7) If performance comparisons are favorable then release, with appropriate legal agreements, two sets of standard cells of identical function and port placement and of similar performance. One set of modified cells is suitable for fabrication through the MOSIS, and the original untouched library of cells can be fabricated through the originating, high reliability, flight qualified foundry. Also release the means for substituting original cells for modified cells without affecting the design floor plan or architecture.

We have now investigated to a detailed planning level what would be involved in developing prototyping capability for flight project custom microcircuits at JPL. Although the above approach may seem special, perhaps peculiar only to the specific interests of flight projects, the approach outlined above has only minor differences with the work that is necessary to bring any typical vendor's standard cell family to JPL for use in ground applications. In fact, in the course of bringing on-line a standard cell family for ground based applications, all items in the list above have been completed up to, but not including, Step 6.

A standard cell family was found that looked suitable for use in DSN applications and it was decided to proceed with the necessary modifications to make the cell library more widely useful at JPL, thus spreading future maintenance costs over more users. It typically takes 2 to 3 years to design and verify an entire cell library from scratch, so it was determined that a suitable alternative would be to modify an existing cell library for use within the existing JPL design framework. Those modifications typically amount to changes to the design rule violations with any possible adjacent structures.

The standard cell family chosen to bring to JPL was Sandia National Laboratories' 4/3μ CMOS p-well Bulk radiation hardened cell library (Ref. 4). The library was chosen for its completeness, its ease of use, easily available documentation and the fact that minimal modifications were needed in order to use the cell library with the MOSIS for ground based applications. Furthermore, since Sandia is also a government agency, there were no legal difficulties or licensing fees needed to get the cell library information from Sandia. Sandia's excellent reputation and historical record of producing flight quality and mil-spec semi-custom ICs for military and spaceflight applications was also intriguing, but not of primary concern at the time. Of course, it was realized that those structures in the Sandia cells that were necessary for flight quality results would not and could not be fabricated through MOSIS. That fact was irrelevant, though, because the new modified cell library was targeted only for ground applications.

As work began in modifying and bringing the Sandia cell library on-line for JPL ground based use and MOSIS fabrication, little consideration was given to maintaining any compatibility with the original Sandia cells. It soon became apparent, though, that if slightly stricter modification guidelines were used, namely, those numbered 3 through 7 in the approach outlined above, not only would a useful cell library for ground based work be obtained, as was originally desired, but also, a set of standard cells that permitted quick prototyping of flight quality custom ICs could be had. It was clear that the items 1 and 2 in the approach outlined above
had already been met simply by our choice of the original Sandia cell family.

The more stringent guidelines were, in fact, adhered to, and the same cell library can now be used for ground based and flight prototyping applications. The rest of this article will outline a summary of the problems, methods and analysis of reconstructing Sandia cells to MOSIS standards guided by the constraints outlined above, concentrating on the more interesting flight prototyping characteristics that came out of this work. The article will also address the problems and methods of implementing modified Sandia cells, hereafter referred to as MOSIS cells, in designs. Results and limited analysis of MOSIS fabrication verification will also be presented.

II. Design Rule Comparison

Table 1 lists important differences between the MOSIS design rules for 3μ bulk CMOS p-well (Ref. 5) and Sandia’s 4/3μ bulk CMOS p-well radiation hardened process (Ref. 6). The most important differences that affect the modification of the cells are first level metal minimum width and contact overlap requirements. Although the MOSIS requires much more contact overlap than Sandia, some help in cell internal modification space availability is lent by the 1μ smaller minimum metal width for the MOSIS. One can see by the poly and metal contact and poly and metal spacing and width rules that interconnection structures satisfying the MOSIS design rules will also satisfy Sandia’s design rules. That fact is of critical importance for avoiding two design iterations in the advancement from prototype to flight quality.

Table 2 lists the layers that are used by the MOSIS (Ref. 5) and Sandia (Ref. 6) in their respective CMOS p-well processes. This table shows radical differences between the specification of diffusion masks. The diffusion mask specification differences have a profound effect on many of the modifications and performance of the MOSIS cell based designs and will be discussed later. Two additional layers that are present in the Sandia line that are not available through the MOSIS are the P+ guard ring and the V+ threshold adjust implant. The guard ring and the threshold adjust are included in Sandia’s line to combat latch-up and body-effect threshold degradation in radiation environments and thus are unnecessary in the prototype MOSIS cells.

The only layers available through the MOSIS that are not available through Sandia are the second level metal and contact cut to first level metal. The use of second metal interconnections in MOSIS designs can offer a speed improvement of up to a factor of 3 over designs using polysilicon for interconnections. Such a speed improvement is not representative of Sandia fabrication since second level metal is not available on Sandia’s 4/3μ line. Therefore, interconnections using second metal are not permitted in prototype designs. If second metal were used in prototype designs, transfer of the design to Sandia for fabrication would require redesign of the interconnections, which violates one of the ground rules of the prototyping endeavor. Second metal must be used, however, in the modified Sandia bonding pad cells at the bonding pads. If second metal is not present at the bonding pads, the MOSIS bonding operation will attempt to wire bond to the insulating material between metal one and metal two and an unsatisfactory connection will result.

III. Modification Synopsis

Figure 1 shows an unmodified Sandia cell with Sandia layers. Table 3 shows the correspondence between the layer names and the plot names. The n channel field effect transistors (nFETs) are contained in the guard ring at the bottom and the p channel FETs are along the top. The power bus is also at the top and ground is at the bottom. The polysilicon gates are 3μ long and the gate width direction runs vertically. Figure 2 shows the same cell modified for fabrication through the MOSIS. Layers have been deleted and modified as necessary to meet the MOSIS design rules both internally and to possible adjacent structures. The modified cell still maintains the original functionality, periphery physical characteristics and approximate transistor sizes as the cell shown in Fig. 1.

Since Sandia makes use of a deep P+ guard ring surrounding the p-well, it is permitted in the Sandia cell to cross the p-well boundary with thin oxide. The width of the Sandia cell nFETs is then controlled by the height of the n+ implant mask. (Note that Sandia actually implants source and drain regions in order to avoid the high temperature processing required for diffusion. High temperature processing undermines the radiation resistant characteristics built in prior processing steps) Since the MOSIS supports neither a guard ring nor an explicit definition of the n+ diffusion mask, the MOSIS version of the cell must be modified to reflect that fact.

First, the thin oxide edge must be brought inside the p-well boundary in the nFET locale. Since all thin oxide in MOSIS designs is either diffused p+ or n+, a shorting forward biased condition between the grounded p-well and the biased substrate outside the p-well would exist if the thin oxide were permitted to cross the p-well and subsequently allow n+ diffusion under its area.

---

2Not to be confused with the MOSIS Charger cell library released by MOSIS. In the context of this article, the term “MOSIS cells” refers to Sandia cells modified for fabrication through MOSIS.
Second, the width of the nFETs must be controlled by the thin oxide mask rather than by the unavailable n+ diffusion mask. Figure 3 shows the modifications in the nFET locale from the Sandia cell on the left to the modified MOSIS compatible cell on the right.

One may also note by comparing Figs. 1 and 2 that the MOSIS cell has substantially more contact overlap of the contacting layers than the original Sandia cell. This is necessary to meet the MOSIS design rules. Although intuition might lead one to believe that the oversized looking metal lines in the MOSIS cell would increase node capacitance significantly, the typical increase in capacitance due to increased metal area around the contacts is not substantial enough to be of interest. SPICE (Ref. 7) simulations of the MOSIS and Sandia cells show that the electrical circuit is essentially unaffected by the slight differences in node capacitance between the Sandia cell and its MOSIS counterpart.

Cells were modified using Caesar for geometrical manipulation and Lyra for design rule checking to MOSIS specifications (Ref. 8). It was necessary in special situations to push some conservative minimums by 1/2µ in order that the modified cell maintain the same bounding dimensions as the original Sandia cell. The two design rules that were violated approximately 3% of the time were the first metal to first metal spacing (was made 3.5µ instead of 4µ) and the contact to channel spacing (was made 2.5µ instead of 3µ). Since the MOSIS design rules are a conservative super set of design rules for many foundries, it was estimated that pushing the design rule limits in such a manner would have minimal effect on yield. To date, none of the 72 chips returned from the MOSIS have shown any indication of poor performance or failure due to these design rule violations.

IV. Method of Transferring From Prototype to Flight Quality

Given that now two sets of outwardly identical cells exist, it is relatively simple to transfer a design consisting of interconnections and MOSIS cells to one consisting of the same interconnections and Sandia cells. The transfer assumes that the MOSIS prototype design has accounted for architecture and timing requirements appropriate to flight quality designs.3 Again, a constraint is placed on the interconnections to not employ second level metal.

The use of the Caltech Intermediate Format (CIF) as the design database provides a quick means through symbol calls to effect the desired cell switch (Ref. 9). The entire design is completed with MOSIS cells and then transferred with the cell calls only (not the cell symbol definitions) to another environment where the cell symbols are defined as Sandia cells. Care is taken by the design tool maintainer to insure that CIF layer names are consistent throughout Sandia and MOSIS representations. A typical design sequence might proceed as follows on a UNIX® system using the Berkeley Computer Aided Design tool set:

1. The designer constructs the design with his choice of tools and the MOSIS cells. The designer is only constrained at this point to produce a physical representation of the design in CIF that is constructed using MOSIS cells and design rules. Such construction might be accomplished by using Caesar or Magic (Ref. 10) to construct the design in a UNIX directory that only contained MOSIS cells with Caesar's or Magic's path then set to that working directory.

2. The design is design rule checked and sent in CIF format to the MOSIS for fabrication (Ref. 11).

3. The design is transferred into a new UNIX directory that contains all of the information that existed in the original directory except for the representations of the MOSIS cells. This is done with a UNIX copy command. The Caesar or Magic path is set to the new directory and the original Sandia cells are copied from a master directory into the new directory. It is critical that the MOSIS cells have the identical call names as their Sandia counterparts.

4. The design is write change protected and brought up for read only editing by Caesar or Magic in the new directory. The tools automatically invoke the Sandia cells where the MOSIS cells were previously. The design is written out with a new name and is immediately write protected.

5. The design is design rule checked and sent to Sandia or a suitable second source in CIF format, or in the more industry accepted GDSII format, for mask making and fabrication.

V. MOSIS Verification and Performance Results

To date, three different designs have been fabricated through the MOSIS. The first consisted of large sections of shift registers and test cells. The fabricated chips were tested and found functional but with higher operating current and slower speed than expected, based on simulations. A problem in substrate biasing and p-well isolation within the cells was inferred and modifications were made to adjust diffusion

3A survey and analysis of specific architecture and timing characteristics desirable for achieving flight qualification is beyond the scope of this article.
The increased power consumption in the third MOSIS design may be at least in part attributed to the inability of the designer to explicitly specify the $n^+$ diffusion mask to the MOSIS. Since the designer cannot explicitly specify the $n^+$ diffusion mask, the designer has very little control over the pad protection diode junction characteristics. Initial investigation\(^4\) indicates that high reverse currents may be present between supply rails in pad protection diodes (see Figure 4). The Sandia cell protection diodes, in fact CMOS diode structures in general, do not lend themselves well to obtaining good performance without the ability to specify both the $n^+$ and $p^+$ diffusion masks explicitly. Further testing is necessary to verify that the excess currents are, in fact, flowing through the pad protection diodes.

The third MOSIS design also contained many individual cells with probe pads for individual testing. Three different sizes of inverter logic and buffer cells were tested for electrically induced latch-up susceptibility, with favorable results. The inverters were powered at 3 volts and driven to a -2 and +5 volt logic signal input without latching up. Next the inverters were powered at 5 volts and subject to a -5 to +10 volt logic signal at 1 MHz. Again there was no latch-up. Finally the inverters were powered at 6 volts and driven with a -5 to +10 volt logic signal at 1 MHz that had an additional 3 volt transient spike induced on both the rising and falling edges. The inverters still did not latch up. There was no purposeful on-chip signal clamping or special probe pad structures used in conjunction with these tests. The tests indicated excellent localized latch-up resistance for the MOSIS cells. A test was not devised to observe chip-wide latch-up susceptibility.

In summary, designs fabricated through the MOSIS with the modified Sandia cells have exhibited very good performance and robustness. Although the MOSIS designs have not been tested at 10 volts (a typical operating voltage for a Sandia chip) because they were fabricated by a 5 volt line. There are no expected problems concerning supply voltage in transferring from MOSIS to Sandia.

One possibly serious problem that may arise, though, is in attempting to operate with high supply voltages in the other direction. That is, attempting to operate MOSIS prototype designs at the same supply voltage that Sandia designs will operate at comfortably. The MOSIS bases most of its fabrication parameters on up to 6 volt operating supply, while Sandia typically fabricates for up to 10 volts and beyond. The problem would appear when operating a prototype MOSIS design in hardware running at typical flight system supply voltages of 10 volts and greater. For flight systems employing 5 volt supply voltages, no prototyping problems are expected.

VI. Conclusions and Future Work

A method and set of standard cells has been developed that permits not only quick ground application microcircuit development, but also easy and extremely high confidence prototyping of flight quality standard cell based custom microcircuits. The flight prototyping method has been tested up to actual fabrication by the flight quality foundry. Despite any differences in the electrical performance of the prototype designs compared to typical flight quality performance, a high degree of confidence in the design can be obtained for very low cost before the decision is made to include a custom microcircuit in a flight system. Also, it is possible to evaluate architecture and timing constraints with real hardware in the lab by prototyping potential flight quality custom microcircuits through MOSIS. The job of prototyping and obtaining flight qualifiable chips has been reduced to a single design iteration with a simple “human-free” substitution method for going from prototype to flight quality foundry-ready.

But not to be overshadowed by flight applications, a reasonable general purpose standard cell library for routine use with the MOSIS has also been generated. Routine use of this new cell library has the advantage of possibly permitting a quick development of flight quality chips for designs that may not necessarily have been originally intended to fly.

Future work will include more definitive analysis and characterization of electrical parametric operating differences between MOSIS and Sandia fabrications. Work is presently proceeding, under other funding, on an actual flight project prototype design for Mariner Mark II. The prototype chip is a digital filter containing adders, multipliers and other functions and is built entirely from modified Sandia cells. The prototype is in fabrication with the MOSIS at the time of this printing. It is hoped that the circumstances will present an opportunity to fabricate the prototype through a flight quality foundry after substitution of the flight quality cells. Such an opportunity could further verify the work and methods introduced here.

Future work will also include analysis of Sandia’s new 2µ CMOS p-well, double metal cell library. Initial surveys indicate that the new radiation hardened 2µ library will be capable of direct fabrication through MOSIS without modification. Another good ground based cell library would be had and radiation hardened performance would then become purely a product of the fabrication line rather than both the cell structure and the line.

5Bair, R. E., Barnard, W. J., Shafer, B. D. (of Sandia National Laboratories), Olson, E. M. (of JPL) and Steelman, J. E. (of New Mexico State University), Technical Discussions at Sandia National Laboratories, Albuquerque, New Mexico, 1985.
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Table 1. Important design rules for cell modifications

<table>
<thead>
<tr>
<th>Design Rule</th>
<th>Sandia Rule, μ</th>
<th>MOSIS Rule, μ</th>
</tr>
</thead>
<tbody>
<tr>
<td>Min. metal line</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>Min. metal space</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>Min. poly line</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Min. poly space</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>Min. contact to gate</td>
<td>2.5</td>
<td>3</td>
</tr>
<tr>
<td>Metal overlap of</td>
<td>0.5</td>
<td>2</td>
</tr>
<tr>
<td>contact</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2. Layer sets for Sandia and MOSIS

<table>
<thead>
<tr>
<th>Layer</th>
<th>Sandia</th>
<th>MOSIS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Polysilicon</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Thin Oxide</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Threshold Adjust</td>
<td>Yes</td>
<td>No Access</td>
</tr>
<tr>
<td>Metal One</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Metal Two</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Contact</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Via (m1-m2)</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>P-Well</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>P+</td>
<td>Yes, implanted</td>
<td>Yes, diffused</td>
</tr>
<tr>
<td>N+</td>
<td>Yes, implanted</td>
<td>No, diffused, logical not of P+</td>
</tr>
<tr>
<td>P+ Guard Ring</td>
<td>Yes</td>
<td>No</td>
</tr>
</tbody>
</table>

Table 3. List of layer names and plotted names for Figs. 1, 2 and 3

<table>
<thead>
<tr>
<th>Layer Name</th>
<th>Plot Name</th>
</tr>
</thead>
<tbody>
<tr>
<td>Polysilicon</td>
<td>CP</td>
</tr>
<tr>
<td>Thin Oxide</td>
<td>CA</td>
</tr>
<tr>
<td>Threshold Adjust</td>
<td>CX</td>
</tr>
<tr>
<td>Metal One</td>
<td>CM</td>
</tr>
<tr>
<td>P-Well</td>
<td>CW</td>
</tr>
<tr>
<td>P+</td>
<td>CS</td>
</tr>
<tr>
<td>Contact</td>
<td>CC</td>
</tr>
<tr>
<td>N+</td>
<td>CT</td>
</tr>
<tr>
<td>P+ Guard Ring</td>
<td>CG</td>
</tr>
</tbody>
</table>
Fig. 1. An original Sandia cell showing the guard ring and overlap of p-well edge by thin-oxide.
Fig. 2. A modified Sandia cell suitable for fabrication through the MOSIS
Fig. 3. A closeup comparison of the nFET regions of an original Sandia cell (left) and a MOSIS or modified Sandia cell (right). The tops of the cells have been chopped off for illustrative purposes only. Note that the modified cell's nFET gate width is slightly larger than the original cell's in order to accommodate some necessary contacts.

Fig. 4. Schematic of input pad circuitry showing possible path of high power supply currents due to input protection diode leakage.
Ulysses, a Functional Description and Simulation Software System

T. W. Griswold and D. F. Hendry
Microelectronics Technology Section

Current design tools for digital circuits and systems are not well-integrated among the behavioral, gate, and transistor levels of design. Ulysses is a prototype software system that consists of a description language, a description compiler, and a simulator that make no distinction among these levels. The language is uniform over the entire range of logical descriptions, the description is hierarchical with no fundamental restrictions on depth or mixing of levels, and the simulator is fully integrated with the description. The structure of the language, compiler, and simulator are described in terms of their relationships to the abstractions of physical systems that are made in order to create logical descriptions and models of behavior.

I. Introduction

Design and implementation of a custom microcircuit involves several levels of design and several technical disciplines. Currently available commercial design tools do not provide good interfaces among these levels and disciplines. In particular, the distinction between “logical” and “behavioral” levels of description and simulation is sharp: The logical level is handled by pre-defined and pre-compiled internal models of logic modules, such as gates and flip-flops; the behavioral level is handled by user-written procedures in some language (such as PASCAL or C) that are compiled and linked to the system. The user does not have direct access to the internal data structures. As a result, the mixing of descriptions and simulations at the logical and behavioral levels is limited.

The Ulysses system is a set of computer programs that provides a uniform language for description and simulation of digital systems from the transistor-switch level through the gate level to the functional-block level. It is fully hierarchical, and descriptions and simulations at all levels may be mixed without restriction. A basic concept is that all logical, functional, and behavioral definitions are made in the same way, namely by means of truth tables created by the user. The user thus has full access to all internal data structures, and has full control of the system (he also has full responsibility for the correctness of all descriptions).

Ulysses is, in effect, an algebra of logical behavior. It provides a set of operators, function types, and data types that are used to form descriptions of logical systems of arbitrary size and complexity, and to evaluate those descriptions (i.e., to simulate the behavior of physical systems). The limit on the size of the logic system that can be described and simulated is set by the size and speed of the host machine, not by any internal limitation imposed by Ulysses itself.
Ulysses was initiated as part of the Silicon Structures Project (SSP) of the Computer Science Department of the California Institute of Technology. It was developed to its present state at JPL, as part of a development program for VLSI design tools. It is written in MINT (Ref. 1), which is a language that was designed for portability (i.e., machine independence). MINT is defined in terms of a "virtual machine," which contains a set of primitive functions that provide the actual interface between the MINT language and the host-machine hardware and operating system. Successful porting of the virtual machine to a new host machine guarantees that any program written in MINT (e.g., Ulysses) will run correctly on the new machine. (The MINT system includes a diagnostic program for verification of correct operation of the virtual-machine primitives.) MINT has been ported at various times and by various organizations to a number of machines, including Apple II, IBM PC-XT and PC-AT under MS-DOS, 68000-based machines running UNIX-like operating systems, VAX 11/780 running VMS, and Univac 1100. The basic system at JPL used for development of MINT and Ulysses is VAX 11/780 under VMS, with the virtual machine written in C.

II. Logical Representation of Physical Systems

A. Levels of Abstraction

Description and simulation of digital circuits at the logic level, that is, with signal values low and high, is an approximation to physical reality. The approximation is obtained by a sequence of abstractions. The first is from physical structures to lumped circuit elements. Structures created by doped semiconductor regions, insulating layers, and conducting layers are represented by device models: diodes, transistors, resistors, capacitors, wires, and contacts. In addition to the devices created explicitly for the desired circuit structure, second-order devices, such as series resistances, stray capacitances, and parasitic diodes and transistors coupled through the substrate, must be included in the circuit representation for good accuracy. The popular electrical simulation program SPICE is designed to help extract these models from a geometrical layout and to analyze the electrical circuit constructed from them.

The second abstraction is from the electrical representation to a switch-level representation. Transistors are replaced by switches that are either conducting or non-conducting, depending on their gate voltages. At this point, the circuit is still electrical, and it can be analyzed by SPICE if the switches are represented by relays. Signals are represented by amperes and volts.

The third abstraction replaces wire voltages with logic levels: If the voltage is above a certain threshold, the logic value is high; if the voltage is below another threshold, the logic value is low. This switch-level logical representation is the one that is used most of the time in design and manual checking of digital transistor circuits. The principle is simple: When a transistor is off, it has a high resistance; when it is on, it has a low resistance. An N-channel transistor is on when its gate is high; a P-channel transistor is on when its gate is low. When an electrical value is needed, such as the ratio of current to load capacitance for calculation of voltage slew rate, the electrical representation is immediately available; the circuit diagrams are essentially the same.

The fourth abstraction is from switch level to gate level: The switch-level circuit is divided into blocks, and the blocks are replaced by logical modules that are represented by truth tables and propagation-delay values. The delay values are obtained by calculations and summations of internal voltage slew rates at the switch or electrical levels, or by measurement.

In all of the abstractions described above, the description of the circuit is directly related to the way in which it is built out of transistors and other components. Higher-level abstractions depart from the structural description level, and take on a flavor of behavior: They describe what the circuit does, rather than how it is structured. An ALU, for instance, can be constructed in a number of ways and still perform the same computations. Complex circuits are generally defined and developed at the behavioral level in terms of data objects, modules with specified computational functions, and interconnections. They are then expanded hierarchically down to the gate and transistor levels in specific implementations.

It would obviously be of great value to have a single language for as many of these levels of abstraction as possible. Ulysses was designed to cover the range from behavioral descriptions to transistor-switch diagrams, that is, the entire range in which logical description in terms of high and low signal values is applicable. It is based on a relatively small set of operators that handle data structures of arbitrary complexity.

B. Logic Description and Simulation

The key to digital-description systems is the way in which electrical behavior is abstracted to form a logical description. In general, node voltages are represented as the logical values true and false. In positive logic, true is denoted variously by T, 1, or H (high), and false by F, 0, or L (low). High means that the node voltage is greater than some threshold value, and low means that it is lower than some other threshold value. Voltages in an intermediate state, below the upper threshold and above the lower threshold, are treated as part of a transitional state of vanishingly small duration. The transi-
tional state is represented as an "edge," either rising (R), or falling (F). Representation of edges is important in descriptions of synchronous digital circuits, because edge-triggered flip-flops are used to control system timing.

Logic modules (gates, flip-flops, microprocessors, and memories) are abstracted to functions with input and output argument lists. The input arguments correspond to signals connected to input ports, and the output arguments correspond to signals connected to output ports. A function drives its output signals to values determined by the values of its input signals and the behavior of the function, just as an algebraic function does. Unlike ordinary algebraic functions, however, logical functions that describe circuit behavior must incorporate the notion of propagation delay: Output value changes are delayed in time with respect to input value changes. The logic function must return the delay time for each output signal, together with its new value.

Simulation of the behavior of such a system is carried out by assigning logical values to the inputs to the system, and executing the functions as dictated by the connectivity of the system. The signal values at the outputs of the system describe its behavior. The connectivity, in effect, is described by the input/output structure of the functions: The outputs of one function are the inputs of another, corresponding to the way in which the wires of the hardware implementation are connected between the functional modules. Wires and module ports that are connected together form a circuit node; a logical signal value is assigned to represent the voltage of the node.

A logical abstraction to a two-level (binary) representation cannot deal properly with systems in which a node voltage is in the intermediate state for any length of time, that is, the voltage lies between the lower and upper thresholds for a long time. Such a condition may arise, for example, when two modules try to drive a signal at the same time. If one is driving it high and the other driving it low, the resultant voltage can have any value; the state is not known. The concept of "strength" is introduced to deal with such situations: A signal of greater strength always wins in a contest with a signal of lesser strength. This approach is used in wired-or and tri-state constructs, in which a pull-up resistor (strength = weak) keeps a node high unless one or more drivers (strength = strong) is turned on to pull the node low. When two drivers of equal strength try to pull the node in opposite directions, the result is represented by U or X, for undefined. The notion of an open circuit, or high impedance, is closely related to wired-or and tri-state structures: A function is either driving a node or it is turned off. The open-circuit condition may be represented either by a high-impedance value Z, or by zero strength.

Modules represented by truth tables have definite input and output ports. They are unidirectional, and their output values can be looked up in a table when their input values are known. The input and output signals must be known at compile time, that is, they must be determined by the connectivity of the circuit. Bidirectional elements, such as resistors, capacitors, and pass transistors, do not behave this way in full generality. Input and output signals are determined at run time by the signal values, not at compile time by the connectivity. In many cases, however, such elements are connected in such a way that signals flow in only one direction. They are effectively unidirectional. A pass transistor, for instance, that is connected between the output of one unidirectional module and the input of another has definite input and output ports. It is unidirectional in that particular connection. Elements that cannot be treated as unidirectional cannot be handled properly in the gate-level abstraction; they should be inside some block, where they can be dealt with at the electrical or switch level.

III. The Ulysses Description and Simulation System

A. Description Language

Unlike most description and simulation systems, Ulysses makes no fundamental distinction between descriptions of behavior and implementation structure. Its central principle is that the "level of complexity" is related to the complexity of the functions and the data structures, not to the complexity of the descriptive language itself. An algebraic notation is quite independent of functional simplicity or complexity. Accordingly, Ulysses provides a relatively small number of language "constructs" that deal with functions of unrestricted complexity. The primary constructs are shown in Table 1.

There are no built-in primitives. The user defines all functions, and he therefore has complete control of them at all levels of description. He may use functions from a library or any other source, or he may build his own at any time and use them immediately as components in his circuit. Functions from all sources may be intermixed freely.

The descriptive part of Ulysses consists of a language and a compiler. The language provides constructs for definition of functions, logical signals, and connections. A "scope" mechanism provides a means for controlling the visibility of object names, which is essential for hierarchical descriptions. The compiler generates data structures that are used by the simulation part of Ulysses to exercise the circuit. There are two ways to use the system for description. In the first, which might be called bottom-up, a logic schematic can be transcribed, module by module and wire by wire, into a Ulysses
description. The modules are represented by functions, and the wires are represented by signals. Groups of modules and wires that are repeated can be collected together into single functions that are given names and treated as units. A hierarchical description can be composed to any depth in this way. In the second, which might be called top-down, a behavioral description is expressed in terms of functions and signals, and is expanded into a hierarchy of functions and signals. Since the user controls all functional definitions, the top-down and bottom-up descriptions may be used in any combination, to any depth of hierarchy, and at any level of complexity.

A Ulysses description is written as an ASCII text file, using the constructs listed in Table 1:

**Signals** (SIG) are variables that represent circuit nodes. A signal has a name and a logical value of low or high, L and H. In order to be able to handle edge-sensitive functions, the domain of values in Ulysses includes rising and falling edges, R and F. An undefined value, U, signifies an unknown signal value (which may or may not be an error value), and high impedance, Z, means there is an open circuit. Signals are declared with the SIG construct: SIG A1 CLOCK Q.

**Replication** (REPL) is used with signal declarations to create signal vectors, or arrays of any number of dimensions. Vector and array components are specified by index values. For example, REPL[7...0] SIG BUS creates an 8-bit signal vector. BUS[2] is a scalar signal, and BUS[2 3] is a 2-bit signal vector. Ulysses has a full set of operations for composition, decomposition, and manipulation of signal vectors and arrays.

**Case tables** (CASETABLE) are definitions of primitive logic functions in truth-table form. They are the only form of functional definition in Ulysses. The user defines all functionality with them; there are no built-in definitions.

A case table consists of one or more rows of input signal values, output signal values, and output signal-delay values. There may be any number of input columns and output columns. For input values, a “don’t care” notation (X) is provided, which can be used to condense tables. When a table is referenced, the values of the input arguments are compared with the values stored in the input columns, starting with the first row and proceeding through the table. When a match is found, the output values and delays for that row are returned. The delays represent propagation delays of signals in the module that the function describes. If no match is found for any user-written row, the values U and zero delay are returned for all output columns. A single delay value may be given for the table as a whole, or delays may be specified separately for each row and each output column. The latter method allows the user to define, for example, different delays for low-to-high and high-to-low transitions.

Devices with storage are handled by a feedback mechanism, in which the “old” value of an output signal is included in the argument list when the case table is referenced; the case table returns the “new” value. The extension of the input-argument list is done inside a template that references the case table (see below).

A case table for a JK flip-flop illustrates the essential features. It has an asynchronous clear input, and it is negative-edge triggered. The F/B (feedback) statement in the header is omitted if no storage is involved, that is, for combinational logic functions.

```
CASETABLE C_JKFF :: */ Its name is C_JKFF
DOMAIN L H U Z F R */ Names of signal values
I/O (4 2) */ Four inputs, two outputs
F/B 2 */ Both outputs are fed back
DELAYS 20 */ Delay value for all transitions
PORTS CLR CLK J K Q QB */ Inputs CLR CLK J K, outputs Q QB
L X X X L H */ Clear active low
H F L L Q QB */ No change: copy old outputs to new
H F H L L H */ Synchronous load Q low
H F H H L L */ Synchronous load Q high
H F H H QB Q */ Toggle: copy old Q to QB, old QB to Q
H F U X U U */ Catch glitches – return U values
X X X X Q Q */ If none of the above, do nothing
ENDCASES
```

This case table is typical of user-created functional definitions. It may or may not be a correct representation of a different JK flip-flop in another application; that judgement is up to the user. The case table may be edited to implement the desired behavior.
Case tables can represent transistors, in a limited sense. A transistor is treated as a switch with a control port (gate or base) and a switched data path. The limitation comes from the fact that a MOS transistor is like a resistor, in that it is bidirectional: The current can flow in either direction. This behavior cannot be represented by a function with specific input and output signals. If the transistor is connected in such a way that the input and output ports never change, it can be represented as a case table. Pullup and pulldown transistors meet this requirement and can be represented in case tables, because the terminal that is connected to the supply terminal (power or ground) is the source, the other terminal is the drain (output), and the gate voltage (input signal) is referenced to a specific node (the source node). Pass transistors, on the other hand, are inherently bidirectional, because the direction of current flow is determined at run time by the signal values, rather than at compile time by the connections. If the nature of the circuit is such, however, that the direction of signal flow (which is not necessarily the same as the direction of current flow) is fixed, the pass transistor can often be represented in a case table.

Case tables handle only scalar signals directly; signal vectors and arrays are handled by case table references in templates.

Templates (TEMPL) represent circuit modules. A template has a name, a list of input signals (dummy arguments), signal definitions, any number of definitions of actions (DEFs), and a list of output signals. Connectivity is defined by the relationships among input and output signals of functions. A template may reference case tables, other templates, or itself. The DEF construct defines functional relationships. Its form is

```
DEF output-signal list = function_name (input-signal list)
```

As described later, the basic action of the Ulysses simulator is to drive DEFs whenever one or more of their input signals change value. Driving a DEF schedules all of its output signals to assume new values at later times, as defined by the signals' delay values.

There is no notion of a sequence of events in a template; all actions are simultaneous. Consequently, the order in which the DEF statements are written has no effect on the meaning of the template.

The template example below illustrates several features of the construction. The C_JKFF case table listed above is the primitive behavior definition; the feedback of outputs to inputs is done in the template. The internal signals are vectors with four components.

```
TEMPL JKFF = << PARS
  (SIG CLEAR CLOCK J K )
  REPL[3...0] J K
  REPL[3...0] SIG Q QB
  DEF Q QB @ C_JKFF
  ( CLEAR CLOCK J K
    Q QB )
  Q QB >>
*/
```

The line REPL[3...0] SIG Q QB contains the SIG keyword, so it creates two internal signal vectors of four components each. The names Q and QB are private to the template. The line REPL[3...0] J K does not contain the SIG keyword, so it does not create signals; it tells the compiler that the J and K inputs are 4-vectors. The output signals are listed in the final line. In this example they are the two 4-vectors that are the outputs of the JK flip-flops. The case table is referenced once for each component, which generates, in effect, four distinct copies of the flip-flop. The CLEAR and CLOCK inputs are signal scalars. Ulysses fans them out to provide these inputs to all four copies of the flip-flop.

In the particular case of references to case tables with feedback, the template construction listed above is mandatory, because it is the only way in which the case table can be provided with the six inputs (I/O plus F/B) that it expects. Higher-level references to the template JKFF supply only the four "normal" input values (CLEAR, CLOCK, J, and K). The feedback mechanism that implements storage is hidden inside this template. In effect, storage is implemented as a case table wrapped in a template.

Templates may reference other templates, which provides the means of constructing a hierarchical description of a digital system. In some other template, for instance, there might be the line

```
DEF A B = JKFF( RESET PHI1 P Q )
```

This DEF references the template JKFF defined above. A and B must both be present, and they must be defined as 4-vectors, because JKFF returns two 4-vector values. Another template might reference this one, that template might be referenced by another, and so on upwards in the hierarchy.

Scopes (SC.) provide the means of controlling the visibility of names in the hierarchy. A scope may be thought of as a black box with a name. All structure inside the box is invisible from the outside. The only communication with it is through the inputs and outputs. A scope may be "entered" by giving its name, which is equivalent to removing the cover of the box: The internal names become visible. It is "exited" by
the END statement, which is equivalent to replacing the cover.

Templates are scopes. Their internal names are private, that is, invisible in the scope of the referencing function, unless the template has been entered and not yet exited.

Instantiations of circuit blocks are created as scopes. They consist of signal definitions, declarations of inner scopes, scope names and END statements for entering and exiting scopes, and DEF statements that define the functionality and connectivity.

The scope mechanism provides the means for identifying particular instances of modules that are defined as templates and used repeatedly in the system. The internal names of the signals in a particular template are the same in all instances of the template, but the names for a particular instance are made unique by concatenating the template name with the names of the scopes that were entered in sequence to get at the signal. For example, the names Q and QB in the template JKFF are private to the template. A particular instance of the template, which corresponds to a physical part, might be extracted in a netlist with the name COUNTER.INPUT.Q, where '.' signifies concatenation of names, and COUNTER and INPUT are scope names.

B. Compiled Data Structures

Compilation of the description of a digital circuit generates the data structures shown in Table 2.

Each signal (scalar or vector component) has a number assigned to it. The number is its index into the array of signal records. For each signal, there is a dependency list that contains the numbers of all signals that are driven by functions that are driven by the signal. In other words, it is a list of all signals that are affected by changes in that one particular signal's value. There is also a pointer to the function that drives the signal, that is, to the function named in the DEF statement that defines how the signal is driven (A signal can be driven by only one DEF statement.)

At the address of the signal's driving function there are two pieces of information: the address of a list of the names of its arguments, and the address of a list of elementary simulator actions that evaluate the function.

The argument list contains the signal numbers of the input and output arguments and the address of the compiled case table (i.e., primitive function) that is to be executed. (The description compiler expands the hierarchy of template references down to the primitive-function level in order to generate the argument lists.)

The run-time function is usually the implementation of a single DEF statement at the primitive-function level, that is, the execution of a single case table reference. There are four elementary actions:

1. Get the value of an object in the argument list and push it on the operand stack.
2. Get the address of an object in the argument list and push it on the operand stack (the address of a signal is its number).
3. Execute the case table whose address is on the stack.
4. Schedule the signal whose address, new logic value and delay value are on the stack.

The construction is more general than this, however; any Ulysses function can be executed, using the operand stack for communication of arguments. RAM and ROM behaviors have been implemented compactly as general functions. While they can be implemented with case tables and templates, the amount of host-machine memory needed for a case table description of a large RAM or ROM is excessive, and the user has to wrestle needlessly with the details of addressing and read-write control if he is not actually building a RAM, but only using its behavior in the description of a digital system.

The way in which these structures are used is as follows: The signals that are dependent on a particular signal are in its dependency list. When a signal changes value, its dependency list is scanned in order to mark the dependent signals for processing. A dependent signal is processed by executing the function that drives it. The pointer to the driving function gives its location and the location of its arguments. The execution of a case table results in new value and delay pairs for all of its output signals. The simulator uses the delay values to schedule the output signals to change value at the time "now" plus delay.

C. The Ulysses Simulator

The notion of time is implemented as a linearly increasing quantity, digitized into "slots." Each slot has a number. There is a slot counter, whose value is the current slot, or "now." When the slot count is N, the time is within the range corresponding to N times the width of a slot in some time unit (e.g., one nanosecond). In each slot, a signal has a value selected from the domain L(ow), H(igh), F(alling), R(ising), U(ndefined), and Z (high impedance). This treatment of time is similar to the way in which logic analyzers deal with it.

Associated with each slot is an event list, which contains the names and new values of all signals that have been scheduled to change value in that slot. The simulator has an event counter.
Every value change generates an event, for which the event counter is incremented. When the slot counter advances to a new slot, all of the events in the slot's list are processed. The event counter is decremented as each list element is processed by evaluating the functions that drive the signals in its dependency list. Each evaluation results in a new value and delay pair for each of the function's output signals. Each new value is an event, and it is scheduled to be processed (i.e., appended to the event list of) the slot whose number is current-slot plus delay.

The simulator is initialized with the slot counter and event counter set to zero, and all event lists empty. All internal signal values except those connected to power or ground are set to U and the system is driven once, in imitation of a power-up sequence. The simulator is started by forcing one or more input signals to particular logic values in particular slots. Each forcing action is an event: The signal name and value are scheduled in the specified slot, and the event counter is incremented. After all forcing events have been specified, the RUN command is issued. The simulator processes the forcing events, which generate new events, which are processed and which generate new events, et cetera. The event counter follows the progress of the computation, being incremented for new events, and decremented as events are processed. The simulator runs until the event count returns to zero. The state of the system at stop time is preserved, that is, the values of all signals are remembered. A new cycle is started with a new set of forcing events, followed by the RUN command.

The simulator does not know or care what the individual functions are. It simply applies them to signals, as dictated by the event lists. Simple gate-level functions are treated in the same way as functions representing large, complex modules. It is a mixed-level simulator that can exercise circuits at all levels and in any combination of levels, from transistors (when they meet the requirements of case table representation) through logic gates to functional blocks of arbitrary complexity.

IV. Future Development of Ulysses

There are a number of extensions and improvements that are needed for a full capability. Some are fundamental, some are cosmetic. Only the key fundamental extensions will be described; cosmetic improvements include improved error diagnostics and reporting, and an interface to a graphical means of generating circuit descriptions.

A. Netlist Generation and Acceptance

The compiled data structures described above define the circuit completely at the logical level. They provide the information needed by the simulator to analyze the behavior of the circuit. They are in a form, however, that is meaningful only to Ulysses. In order to use the circuit description in some external context, such as a schematic-capture editor in an engineering workstation, it is necessary to generate a netlist for it; in order to replicate in Ulysses a circuit description generated externally, it is necessary to accept a netlist from the external source. A netlist is a list of nodes. Each list element contains the name of the node and a list of module-terminal names connected to it. Associated with the netlist is a description of each module: terminals, logical behavior, delays, strengths, etc. Netlists and module descriptions are generally written in ASCII format. Beyond this, there is no generally accepted standard format for composing and combining the lists of nodes and module ports. Generation and acceptance of netlists from one system to another is essentially a problem of format translation. One of the main problems is to work out the correspondence of names in the description hierarchy (in Ulysses, scope names) and names in the netlist. Lacking a general netlist format, it is necessary to write a separate translator for each external system. A standard format, called NIF (Netlist Intermediate Form) has been defined for Ulysses. Development of a netlist capability for Ulysses would have two stages:

1. Write translators directly for specific systems, such as the Mentor CAE workstations that JPL uses, in order to work out the concepts and details and to debug the translation process.

2. Develop the NIF concept, write the translators between Ulysses and NIF once, and write the translators between NIF and external systems as needed.

The advantage of inserting NIF into the process is that it separates the details of the Ulysses description from the details of the translation process.

There is a more general advantage to a standard netlist format: In the general case, with \( N \) different netlist formats, and with separate translators needed for generation and acceptance, a total of \( N(N-1) \) translation programs must be written for a complete data-interchange capability. With a standard format, two translation programs must be written for each external system: one into NIF, and one out of it. The total translation-program count becomes \( 2N \), which is significantly smaller than \( N(N-1) \), for large \( N \). The disadvantage of having to use a two-step process for translation (external – NIF – external) is relatively minor. Development of the standard netlist format concept is advantageous, independently of the Ulysses system. The NIF concept can be developed, pending the arrival of a generally accepted format, such as has been proposed in the EDIF (Electronic Data Interchange Format) documentation that is currently being reviewed by
the electronic industry, or a format associated with the VHDL (VHSIC Hardware Description Language) concept sponsored by the U.S. Department of Defense.

B. Multiple DEFs

At present, Ulysses allows only one DEF statement for each output signal value. This restriction prevents the user from defining conditional executions in the full behavioral sense; he is forced to construct them as actual circuit elements. For example, an ALU executes one of a number of logical operations, such as ADD, SUBTRACT, AND, or OR, depending on the value of an index signal vector. If the vector is three bits wide as in the 2901 bit-slice processor, one of eight logical operations is selected. An extension has been mapped out that generalizes the DEF construct to include a logical condition based on signal values: If the condition is true, then execute the DEF; else do nothing. This construct will be quite general in nature. It is the analog in the rule-based Ulysses system of the IF-THEN-ELSE construction in procedural languages. The present Ulysses system of a single DEF per output signal is a special case: The condition is always true.

C. Removal of Edges From the Signal Domain

Edge values (rise and fall) were added to the signal domain in the early stages of development, in order to have a means of treating edge-triggered components. They do not properly belong there; they are properties of the components, not of the wire voltages. The case table construct can be modified to test for edges in those inputs that are edge-sensitive. When this is accomplished, the case table definition will be shorter and cleaner, because all of the edge cases in inverters and gates may be deleted. The user will have the option of using them as he sees fit; the case table will know how to deal with them when they are encountered.

D. Removal of Strength From the Signal Domain

The development of Ulysses lags behind that of more conventional simulators in this regard: Drive strength is expressed as signal values (e.g., H = strong high, and h = weak high), rather than as a separate attribute associated with node capacitance and module output currents. An extension has been mapped out tentatively: Node voltage is expressed as an $n$-bit digitized value. If $n = 1$, the representation is binary, or boolean, as it is at present. If $n > 1$, the representation is intermediate between boolean and real-variable. The concept of strength may then be included as an abstraction of Ohm’s law, in that it can deal with currents, voltages, and admittances. The basic principle is that the evolution of node voltage may be tracked by calculating its derivative and extrapolating to the upper or lower threshold voltage; a delay time may be extracted from this extrapolation. In the simplest cases, the derivative of the node voltage is determined by drive currents and node capacitances:

$$I = C \cdot \frac{dV}{dt},$$
$$dt = \frac{(C/I)}{dV}.$$

The quantity $dt$ is the predicted time delay before reaching a threshold voltage. The quantity $dV$ is the difference between the current voltage value and the threshold voltage. The quantity $C/I$ is related to signal strength, as shown in the following dimensional argument:

$$I = g \cdot V, \quad g = \text{conductance}$$
$$C/I = C/(gV) = (C/g) \cdot (1/V).$$

The quantity $C/g$ has the dimensions of time. Strength may therefore be defined as its reciprocal, with the property that high strength corresponds to short time. In other words, a strong signal leads to short delay values. The reason for defining strength in terms of conductance rather than current is that, at least in a simple constant-conductance model, the conductance is a fixed circuit parameter.

It is anticipated that development of a clean method of scheduling and rescheduling events will be one of the most difficult tasks in implementing this approach.

V. Summary and Conclusion

Ulysses is a system that provides a description language for digital circuits of arbitrary complexity, and a simulator for predicting their behavior and performance. The description language is uniform and consistent over the range of descriptions from arbitrarily high behavioral levels down to the detailed transistor-switch level. At the transistor-switch level, the correspondence of the circuit to an actual electrical and physical implementation is direct: Each transistor, wire, and contact has an electrical and physical counterpart.

The fundamental usefulness of this system is that the user can follow the hierarchical structure from the top behavioral level down to the transistor level selectively, in as much or as little detail as required. Since there are no discontinuities in the language over this entire range, the integrity of the description is guaranteed. (It should be pointed out that Ulysses knows only what the designer tells it about the circuit. If the
design or the circuit parameters contain errors, Ulysses will propagate those errors faithfully.)

The uniformity of description from the switch level upward can potentially be used to control the transistor implementation from the architectural level. Such control would be valuable in applications in which transistor-level factors are important at the system level: power dissipation, sensitivity to single-event upsets, testability, and fault tolerance. Current methods of investigation are based on building the hardware and testing it; modelling such behavior in software is less expensive and more flexible. A major development problem, in general, is to make the modelling sufficiently accurate to provide useful results.

Reference

Table 1. Description constructs

<table>
<thead>
<tr>
<th>Name</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>SIG</td>
<td>Signal, a variable representing a circuit node.</td>
</tr>
<tr>
<td>REPL</td>
<td>Replication of signals to form signal vectors.</td>
</tr>
<tr>
<td>CASETABLE</td>
<td>Truth table. Defines the behavior of primitive functions.</td>
</tr>
<tr>
<td>DELAYS</td>
<td>CASETABLE timing. Represents propagation delay.</td>
</tr>
<tr>
<td>TEMPL</td>
<td>Template. Defines interconnections of modules, and enables building new functions.</td>
</tr>
<tr>
<td>DEF</td>
<td>Defines action: DEF outputs = function (inputs).</td>
</tr>
<tr>
<td>SC.</td>
<td>Scope. Defines visibility of names in the hierarchy.</td>
</tr>
</tbody>
</table>

*Ulysses keywords are capitalized.

Table 2. Compiled data structures

<table>
<thead>
<tr>
<th>Structure</th>
<th>Contents</th>
</tr>
</thead>
<tbody>
<tr>
<td>Signal record</td>
<td>Dependency list</td>
</tr>
<tr>
<td></td>
<td>Pointer to its driving function</td>
</tr>
<tr>
<td>Driving function</td>
<td>Address of the argument list</td>
</tr>
<tr>
<td></td>
<td>Address of the run-time function</td>
</tr>
<tr>
<td>Argument list</td>
<td>List of input-signal names</td>
</tr>
<tr>
<td></td>
<td>Address of an executable case table image</td>
</tr>
<tr>
<td></td>
<td>List of output-signal names</td>
</tr>
<tr>
<td>Run-time function</td>
<td>List of actions: Get input values</td>
</tr>
<tr>
<td></td>
<td>Execute the case table</td>
</tr>
<tr>
<td></td>
<td>Schedule output values</td>
</tr>
</tbody>
</table>
Improved Performance of a Digital Phase-Locked Loop Combined with a Frequency/Frequency-Rate Estimator

A. Mileant and M. Simon
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When a digital phase-locked loop with a long loop update time tracks a signal with high doppler, the demodulation losses due to frequency mismatch can become very significant. One way of reducing these doppler-related losses is to compensate for the doppler effect using some kind of frequency-rate estimator. The performance of the fixed-window least-squares estimator and the Kalman filter is investigated, several doppler compensating techniques are proposed. It is shown that the variance of the frequency estimator can be made as small as desired, and with this, the doppler effect can be effectively compensated. The remaining demodulation losses due to phase jitter in the loop can be less than 0.1 dB.

I. Introduction

Figure 1 depicts the major components of a digital phase-locked loop (DPLL) used in tracking low signal-to-noise ratio (SNR) signals. The integrate-and-dump circuit integrates the phase error at the output of the phase detector producing the so-called error signal. At the loop update instants, this error signal is sampled, filtered, and used to set the frequency of the digitally controlled oscillator (DCO) to its new value. So, the continuously changing frequency of the tracked signal is followed by the DCO in a staircase fashion.

In selecting the optimum loop update time, $T$, one encounters two conflicting effects. On the one hand, the phase jitter in the loop decreases in proportion to $1/T$. On the other hand, the static phase error due to frequency mismatch increases in proportion to $T$. During high doppler rates, the demodulation losses due to the static phase error may be very significant. Figure 10 illustrates our point.

At the Deep Space Network (DSN) stations, the static phase error of an analog PLL is reduced by ramping the voltage-controlled oscillator (VCO) using a predicted trajectory file and the Programmed Oscillator Control Assembly (POCA). A similar technique of ramping the DCO's frequency to reduce the phase error due to doppler rate in a DPLL is considered in this analysis. However, no predicted trajectory files to do this DCO ramping will be assumed in this article. Instead, techniques of estimating the frequency of the tracked signal using linear estimators is investigated.

In Sections II and III, the equations and performance of two linear estimators are derived, namely, of the "fixed-window" least-squares estimator and the Kalman filter. In Section V, several possible implementations of the combined estimator/DPLL demodulator are compared. It is shown that the incorporation of an estimator in the carrier/subcarrier demodulation process can virtually eliminate the doppler-related demodulation losses. Finally, in Appendix A, the transfer functions for the estimators are given for future reference.

II. Fixed-Window Least-Squares Estimator

Because of the Doppler effect, the instantaneous frequency \( x(t) \) tracked by a DPLL is a time-varying function, which in the Taylor series expansion is of the form

\[
x(t) = x_1 + x_2 (t - T_r) + x_3 (t - T_r)^2/2 + \cdots
\]

where \( T_r \) is some arbitrary reference time. In this analysis, it will be assumed that only the first two parameters, i.e., the frequency at time \( T_r \), \( x_1 \), and the frequency rate \( x_2 \), have significant value and need to be estimated from the available data.

At the loop update instants \( t_k \), the loop produces \( \hat{x}(k) \), which is the estimate of \( x(k) \), at the DCO's output. Since the DCO does not have any offsets or frequency drifts, there is a one-to-one relation between the DCO's input, \( y(k) \), and its output, \( x(k) \); i.e., \( x(k) = cy(k) \), where \( c \) is a constant denoting the DCO gain. Without loss of generality, from now on we will assume that \( c = 1 \), so that \( x(k) = y(k) \). Using \( M \) frequency samples, we want to estimate \( x_1 \), the frequency at time \( T_r \), and \( x_2 \), the frequency rate in the time interval \( T_r \leq t \leq MT + T_r \).

At time instants \( t_k = kT \) we obtain the DCO's frequency sample, \( y(k) \), which is assumed to be of the following mathematical form (see Fig. 2):

\[
y(k) = x_1 + x_2 (t_k - T_r) + \nu(k)
\]

Here \( \nu(k) \) is the noise due to the phase jitter in the DPLL. It is modeled as a Gaussian random variable with zero mean and variance \( \sigma_y^2 \). \( T \) is the loop update time and \( k = 1, 2, \cdots, M \).

Given \( M \) noisy frequency samples, \( y(k), x_1 \), and \( x_2 \) can be estimated using the following least-squares algorithm (Ref. 1):

\[
x = (H^T H)^{-1} H^T y
\]

where \( x \) is a two-dimensional estimation vector defined as

\[
\begin{bmatrix}
\hat{x}_1 \\
\hat{x}_2 
\end{bmatrix}
\]

and \( H \) is an \( M \times 2 \) observation matrix, which by inspection of Eq. (2), is

\[
H^T =
\begin{bmatrix}
1 & 1 & \cdots & 1 \\
(T - T_r) & (2T - T_r) & \cdots & (MT - T_r)
\end{bmatrix}
\]

Using Eq. (6), it can be shown that

\[
(H^T H)^{-1} = \frac{12}{T^2 M(M-1)(M+1)}
\]

where

\[
\begin{bmatrix}
T_r - T & T(M+1) + T^2 (M+1)(2M+1) & T_r - T(M+1) \\
T_r - T(M+1) & \frac{2}{T} & \frac{2}{T} \\
\frac{2}{T} & \frac{2}{T} & \frac{2}{T}
\end{bmatrix}
\]

The above equation simplifies considerably when the reference time \( T_r \) is set to zero (equivalent to reducing the Taylor series of Eq. (1) to a Maclaurin series). In this case, the above equation becomes

\[
(H^T H)^{-1} = \frac{2}{M(M-1)}
\]

\[
\begin{bmatrix}
\frac{-3}{T} & \frac{6}{T^2(2M+1)} \\
\frac{-3}{T} & \frac{6}{T^2(2M+1)}
\end{bmatrix}
\]

With \( T_r = 0 \) and inserting Eqs. (5), (6), and (8) into Eq. (3), \( \hat{x}_1 \) and \( \hat{x}_2 \) are computed as follows.
It can be shown that both \( \hat{\mathbf{x}}_1 \) and \( \hat{\mathbf{x}}_2 \) are unbiased estimates of \( x_1 \) and \( x_2 \), respectively.

The covariance matrix of the error in the estimator, according to Ref. 1, because of the independence of the noise samples \( v(k) \), is

\[
E[\mathbf{e}\mathbf{e}^T] = \mathbf{P} = \begin{bmatrix} p_{11} & p_{12} \\ p_{21} & p_{22} \end{bmatrix} = \sigma_y^2 (\mathbf{H}^T\mathbf{H})^{-1}
\]

(10)

where the error vector \( \mathbf{e} \) is defined as

\[
\mathbf{e} = \begin{bmatrix} \hat{x}_1 - x_1 \\ \hat{x}_2 - x_2 \end{bmatrix}
\]

(11)

\((\mathbf{H}^T\mathbf{H})^{-1}\) is given by Eq. (7) or Eq. (8) and \( \sigma_y^2 \) is the variance of the DCO's frequency samples.

Observing Eq. (8), we see that for large \( M \), the error variance for \( x_1 \) is proportional to \( 1/M \) whereas for \( x_2 \), the error variance is proportional to \( 1/M^3 \). This implies that the uncertainty in the estimate of \( x_2 \) diminishes much more rapidly than for \( x_1 \).

Using the estimates \( \hat{x}_1 \) and \( \hat{x}_2 \), the frequency estimate at time \( t \) will be

\[
\hat{x}(t) = \hat{x}_1 + (t - T_r) \hat{x}_2
\]

(12)

with expected value

\[
E[x(t)] = x_1 + (t - T_r) x_2
\]

(13)

and variance

\[
\text{var} [\hat{x}(t)] \triangleq \sigma_e^2(t) = p_{11} + 2(t - T_r)p_{12} + (t - T_r)^2 p_{22}
\]

\[
= \sigma_y^2 \frac{2}{M(M - 1)} \left[ (2M + 1) - 6T^2(M + 1) \right] + \frac{6(t - T_r)^2}{T^2(M + 1)}
\]

(14)

Note that the variance of the estimated frequency, \( \sigma_e^2(t) \), is a parabola with minimum value at time

\[
t_{\text{min}} = T(M + 1)/2 + T_r
\]

(15)

which lies in the midpoint of the data stream. The above equations (12) through (14) are true for prediction \( t > MT + T_r \) as well as for smoothing \( t < MT + T_r \).

Let \( \gamma \) be defined as the ratio of the variance of the frequency estimator to the variance of the frequency samples, i.e.,

\[
\gamma \triangleq \frac{\sigma_e^2(t)}{\sigma_y^2}
\]

(16)

and again without loss of generality let \( T_r = 0 \). Then it can be shown that

\[
\frac{1}{M} \leq \gamma \leq \frac{4M + 2}{M(M - 1)} \frac{\Delta \gamma_{\text{max}}}{M(M + 1)}
\]

(17)

for \( T(M + 1)/2 \leq t \leq T(M + 1) \).

The above equation says that our estimator will have minimum variance \( \sigma_e^2/M \) when smoothing is performed in the middle of the data stream. On the other hand, if we want to use the estimator as a predictor \( T \) seconds ahead of the most recent data point, then the variance of the estimator will be \( \gamma_{\text{max}} \sigma_e^2 \), where \( \gamma_{\text{max}} \) will be equal to the upper bound of Eq. (17). To improve demodulation, we want the variance of the predictor to be less than the variance of the samples, i.e., we want \( \gamma_{\text{max}} < 1 \). This sets the lower bound on the number of samples needed for computation of \( x(t) \), namely, \( M \geq 6 \). Of course, the larger \( M \) is, the lower will be the error variance with the penalty of bigger computational burden.

In the proposed implementation of the least-squares algorithm, each time a new frequency sample becomes available,
the oldest sample is discarded. This can be accomplished with a shift register as shown in Fig. 3. In this implementation, in each loop update period the tracked frequency and frequency rate are estimated from the $M$ last frequency samples. Hence the name “fixed-window” estimator.

### III. Kalman Filter Estimator

In this section, the performance of a second-order Kalman filter for estimating the frequency and the frequency rate is investigated. The Kalman filter belongs to the class of recursive linear estimators. We begin by making several definitions. Let $x(k)$ be the two-dimensional state vector defined in Eq. (4). Then, in accordance with our previous discussion, the state-space equations describing the evolution of our system from time $t_k$ to time $t_{k+1}$ will be (see Fig. 4)

\[ x(k + 1) = F x(k) + w(k) \]  
\[ y(k) = H x(k) + v(k) \]

where $F$ is a $2 \times 2$ state transition matrix given by

\[ F = \begin{bmatrix} 1 & T \\ 0 & 1 \end{bmatrix} \]  
\[ H = \begin{bmatrix} 1 & 0 \end{bmatrix} \]  
and is different from $H$ defined previously. $y(k)$ is again the frequency noisy sample, $w(k)$ is modeled as a stationary white noise process with covariance matrix

\[ Q = E \{ w(k)w(k)^T \} = \begin{bmatrix} q_{11} & q_{12} \\ q_{21} & q_{22} \end{bmatrix} \]

which takes into account the unmodeled disturbances in the system e.g., the higher order terms in Eq. (1). $v(k)$ is the same as before. Note that $F$, $H$, and $Q$ are assumed to be time-invariant.

The operation of the Kalman filter is given in terms of the error covariance matrix $P$ and the gain matrix $K$. Referring to the time diagram of Fig. 5, the equations describing the operation of the filter at the instant when the measurement $y(k)$ becomes available are (Ref. 2):

\[ \hat{x}_p(k) = x_p(k) + K(k) [y(k) - H x_p(k)] \]  
\[ P_f(k) = [I - K(k)H] P_p(k) \]  
\[ K(k) = P_p(k)H^T [HP_p(k)H^T - \sigma_y^2]^{-1} \]

where the subscript $p$ stands for predicted or extrapolated values and the subscript $f$ denotes filtered or updated values. The corresponding extrapolation or prediction equations are

\[ x_p(k) = F x_p(k-1) \]  
\[ P_p(k) = FP_p(k-1)F^T + Q \]

To assess the performance of the Kalman filter, we need to know the steady-state value of the error covariance matrix $P$ in terms of $Q$ and $\sigma_y^2$. It turns out that the closed form solution of the steady-state matrix $P$ (and $K$) is quite difficult to derive given an arbitrary $Q$ matrix, even for a second-order system. We will use the results of Ref. 3 where the steady-state covariance and gain matrices are derived for $Q$ of the following form

\[ Q = \begin{bmatrix} q_{11} & q_{12} \\ q_{21} & q_{22} \end{bmatrix} = \sigma_q^2 \begin{bmatrix} T^2/3 & T/2 \\ T/2 & 1 \end{bmatrix} \]  

In our analysis we will treat $\sigma_q^2$ as a constant which we can set to some desired value. Rewriting Eqs. (12) through (18) of Ref. 3, the elements of the steady-state filtered covariance matrix are obtained, namely,
\[ p_{11} = \sigma_y^2 \left[ 2\alpha + 2\sqrt{\alpha + \alpha^2} - 8\sqrt{\alpha + r^2} - 8/3 \right]/r^2 \]
\[ p_{12} = p_{21} = \sigma_y^2 \left( \sqrt{\alpha + r^2} - \sqrt{\alpha} \right)/(Tr^2) \]
\[ p_{22} = 8\sigma_y^2 \left( \sqrt{\alpha - 1} \right)/(Tr^2) \]

where

\[ r^2 \triangleq 16\sigma_y^2/(\sigma_q^2T^4) \]

and

\[ \alpha = 4/3 + 2\sqrt{r^2 + 1/3} \]

When the Kalman filter is used to estimate \( \dot{x}(t) \) in the time interval \( t_0 \leq t \leq t_k + T \) (for 'real-time' demodulation), the variance of this estimator will be (analogous to Eq. (14))

\[ \sigma^2_e(t) = p_{11} + 2p_{12} + t^2p_{22}, \quad 0 \leq t \leq T \]

Inserting Eq. (29) into Eq. (32) with \( t = T \) and simplifying, we obtain the maximum value of the variance of our estimated frequency, namely,

\[ \sigma^2_e |_{\text{max}} \triangleq \sigma^2_e \left[ 2\alpha + 2\sqrt{\alpha^2 + \alpha^2} - 16/3 \right]/r^2 \]

Defining again \( \gamma \) as the ratio of the input to output variances of the estimator, i.e., \( \gamma = \sigma^2_e/\sigma^2_q \), the curve of \( \gamma \) versus \( r^2 \) is obtained and shown in Fig. 6. From that figure we see that \( \gamma < 1 \) for \( r^2 > 300 \). Since \( r^2 \) is a scaled version of the ratio of the measurement variance, \( \sigma^2_e \) to \( \sigma^2_q \), the upper bound for choosing the latter should be (from Eq. (30))

\[ \sigma^2_q < 16\sigma^2_y/(300T^4) \]

The lower bound for \( \sigma^2_q \) is determined by the unaccounted dynamics of the tracked signal such as the frequency acceleration. In estimating \( x(k) \), the matrix \( Q \) has the effect of "washing out" the old data: the larger \( Q \) is, the less effect the old measurements will have against new ones. Conversely, small \( Q \) makes the estimate insensitive to new measurements. This is undesirable when significant signal dynamics are expected. The \( Q \) matrix also determines the size of the error in the estimator (see Eq. (27)): the larger \( Q \) is, the larger \( P \) will be. The optimum set of values for \( Q \) has to be determined possibly by simulation.

Figure 6 also shows curves of the elements of the steady-state gain matrix, \( k_1 \) and \( k_2 \) vs \( r^2 \). These gains are related to \( p_{11} \) and \( p_{12} \) as follows:

\[ k_1 = p_{11}/\sigma_y^2 \]
\[ k_2 = p_{12}/\sigma_y^2 \]

where \( p_{11} \) and \( p_{12} \) are given by Eq. (29).

IV. Some Comparisons Between the Two Estimators

Both estimators, the least-squares and the Kalman filter, belong to the class of minimum-variance, unbiased, linear estimators. The first one represents a "batch-type" approach; the second, a recursive.

On each cycle (loop update period), the least-squares algorithm requires approximately \( 2M \) summations and \( M + 3 \) multiplications, while the Kalman filter requires approximately 19 summations and 16 multiplications.

The comparison of the error variance for the two estimators is not that obvious. In the least-squares algorithm, the variance depends on \( M \) the number of samples considered. In the Kalman filter, the variance depends on our specification of the \( Q \) matrix, which can be arbitrarily selected depending on how fast we want the filter to follow the new data.

The Kalman filter seems to be a more elegant approach to the estimation problem. However, the least-squares algorithm does not have the instability and divergence problems of the \( P \) matrix of the Kalman filter.

V. Signal Demodulation Using Frequency Rate Compensation

There are many ways in which frequency estimators can be combined with a DPLL or can become part of a DPLL in order to improve the demodulation process of a doppler distorted signal. We will compare here three implementations which we shall call the "Parallel" the "Serial" and the "Single Loop" Estimator-Added Demodulators.

The concept of a Parallel Estimator-Added Demodulator is represented in Fig. 7. It consists of \( M \) DPLLS and \( M - 1 \) delays. Each subsequent loop tracks the signal delayed by \( T \) seconds relative to the previous loop. At the loop update instants, the noisy frequency samples of the \( M \) DCOs are fed
into the computing device that estimates $\hat{x}_1$ and $\hat{x}_2$ and from them $\hat{x}(t)$. Finally, $\hat{x}(t)$ drives the DCO, which performs the actual demodulation. In this implementation, demodulation is accomplished with an 'open-loop receiver'. Fine tuning of the phase can be done with an epoch-tracking loop, which is shown with dotted lines. This "parallel" demodulation scheme works only with the least-squares algorithm discussed in Section II. This implementation requires the minimum number of components (DPLLs and delays) when the demodulated signal comes from the middle delay where the variance of the estimator has its minimum value. Four DPLLs with three delays should be sufficient to give an $\hat{x}(t)$ with small variance.

The same demodulation results can be obtained in a more economical way with the Serial Estimator-Added Demodulator, which is shown in Fig. 8. Here the noisy frequency samples, $y(k)$, are obtained from a single DPLL. These samples can be fed either into the least-squares estimator or the Kalman filter where the estimated frequency $x(t)$ is computed. The final demodulation process is identical to the one described previously, i.e., it can be performed with an open-loop receiver or with the aid of an epoch-tracking loop.

Finally, in Fig. 9, the DPLL with a Frequency Rate Compensator concept is depicted. At loop update instants, the $y(k)$ samples are fed into either the least-squares estimator or the Kalman filter where the frequency rate $x_2(k)$ is estimated. Then $\hat{x}_2(k)$ is used to ramp the DCO between the loop update instants. This compensates for the doppler effect and reduces the loop phase error due to frequency mismatch. Since, in this implementation, the frequency rate estimator becomes part of the DPLL, the loop filter has to compensate for the poles of the estimator. Appendix A gives the transfer functions for the least-squares estimator and the Kalman filter and Figs. 11 and 12 show in a block diagram the interaction of the DPLL components with a second order estimator. However, this is done here only for future reference. A detailed analysis of a DPLL enhanced with a frequency-rate estimator will be treated in a subsequent article.

Comparing the above three schemes, we observe that the "parallel" implementation is the least economical from the standpoint of the number of components. From the standpoint of reducing the phase error in the loop, they all appear to be equal.

VI. Conclusion

When a DPLL with a long loop update time tracks a signal with high doppler, the losses due to frequency mismatch can become very significant. One way of reducing these doppler-related losses is to compensate for the frequency rate using some kind of estimator. It was shown that the variance of the estimator can be made as small as desired. In other words, the doppler effect can be effectively compensated. The remaining demodulation losses due to phase jitter in the loop will be less than 0.1 dB, as is illustrated in Fig. 10.

In Sections II and III, the performances of the fixed-window least-squares estimator and the Kalman filter are investigated. They both belong to the class of minimum-variance linear estimators. The least-squares is a batch-type algorithm, whereas the Kalman filter uses a recursive algorithm. Appendix A gives the transfer functions of these estimators for future reference. In Section V, several possible doppler compensating techniques are proposed.
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Fig. 1. Digital phase-locked loop block diagram

Fig. 2. Model of the frequency process

Fig. 3. Fixed-window least-squares estimator block diagram
Fig. 4. Kalman filter timing diagram

Fig. 5. System model of the discrete Kalman filter

Fig. 6. Steady-state normalized variance of the Kalman filter estimated frequency and gains vs $r^2$

Fig. 7. Demodulation with several DPLLs — "parallel implementation"
Fig. 8. Demodulation with two DPLLs—"serial implementation"

Fig. 9. DPLL with frequency rate compensation

Fig. 10. Subcarrier demodulation losses vs. frequency rate ($x_2$)
Fig. 11. Hybrid $s/z$ diagram of a DPLL with a second-order estimator.

Fig. 12. Equivalent $z$-domain loop diagram.
Appendix A
Transfer Functions for the Fixed-Window Least Squares Estimator and the Kalman Filter

The fixed-window least squares algorithm requires the sums

\[ S_1 = \sum_{i=1}^{M} y(k) \quad \text{and} \quad S_2 = T \sum_{i=1}^{M} k y(k) \]  
(A1)

Defining \( z^{-1} \) as the delay operator, i.e., \( y(k) z^{-1} = y(k-1) \), we can write the above sums as follows

\[ S_1 = y(M) \sum_{i=0}^{M-1} z^{-i} \quad \text{and} \quad S_2 = T y(M) \sum_{i=0}^{M-1} (M-i) z^{-i} \]  
(A2)

Performing the above summations, we get

\[ S_1 = y(M) \frac{z^M - 1}{z^{M-1} (z-1)} \]
and

\[ S_2 = T y(M) \frac{M z^{M+1} - z^M (M+1) + 1}{z^{M-1} (z-1)^2} \]  
(A3)

Taking the \( z \)-transform of the above expressions we obtain

\[ S_1(z) = Y(z) \frac{z^M - 1}{z^{M-1} (z-1)} \]
and

\[ S_2(z) = T Y(z) \frac{M z^{M+1} - z^M (M+1) + 1}{z^{M-1} (z-1)^2} \]  
(A4)

Combining Eq. (9) with the above equations, we finally obtain the desired transfer function for the fixed-window least squares estimator, namely,

\[ R_1(z) \Delta \frac{\hat{X}_1(z)}{Y(z)} = \frac{2}{M(M-1)} \times \left[ \frac{(2M+1) (z^M - 1)}{z^{M-1} (z-1)} - \frac{3(M z^{M+1} - z^M (M+1) + 1)}{z^{M-1} (z-1)^2} \right] \]

and

\[ R_2(z) \Delta \frac{\hat{X}_2(z)}{Y(z)} = \frac{2}{M(M-1)} \times \left[ -\frac{3(z^M - 1)}{T z^{M-1} (z-1)} + \frac{6(M z^{M+1} - z^M (M+1) + 1)}{T(M+1) z^{M-1} (z-1)^2} \right] \]  
(A5)

To obtain the transfer function of the Kalman filter, we insert Eqs. (26), (20), and (21) into Eq. (23) and obtain

\[ \begin{bmatrix} \hat{X}_1(k) \\ \hat{X}_2(k) \end{bmatrix} = \begin{bmatrix} 1 & T \\ 0 & 1 \end{bmatrix} \begin{bmatrix} \hat{X}_1(k-1) \\ \hat{X}_2(k-1) \end{bmatrix} + \begin{bmatrix} y(k) - [1 & 0] \\ 0 & 1 \end{bmatrix} \begin{bmatrix} k_1(k) \\ k_2(k) \end{bmatrix} \]  
(A6)

In steady-state, \( k_1(k) = k_1 \) and \( k_2(k) = k_2 \). Taking now the \( z \)-transform of the above equation and recombining terms, we obtain

\[ \hat{X}_1(z) (1 - z^{-1} (1 - k_1)) = \hat{X}_2(z) T z^{-1} (1 - k_1) + k_1 Y(z) \]  
(A7)

\[ \hat{X}_2(z) (1 - z^{-1} (1 - k_2 T)) = -\hat{X}_1(z) k_2 z^{-1} + k_2 Y(z) \]

Writing the above equation in matrix form and performing matrix inversion, we finally obtain the transfer function for the Kalman filter, namely,
The above transfer functions are needed when the least-squares estimator or the Kalman filter becomes part of a digital phase-locked loop (DPLL). For future reference, Fig. 11 shows the building blocks of a DPLL with the frequency and frequency-rate estimator incorporated in the loop. This block diagram is in the hybrid s/z transform domain. Figure 12 shows the corresponding \(z\)-domain block diagram, which is obtained from Fig. 11 using techniques of Ref. 4. In Figs. 11 and 12, zero computation time was assumed. Using techniques of Ref. 4, the loop filter \(F(z)\) can be designed so that the estimator-enhanced DPLL will have optimum stability and bandwidth characteristics. All of these will be the subject of a future analysis.
VLA Feedhorn for Voyager Encounter of Neptune
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A high gain, low noise corrugated feedhorn was designed and developed by JPL for use in Very Large Array (VLA) antennas, near Soccoro, New Mexico. The new feedhorn will enable the VLA to support the Voyager encounter of Neptune in August of 1989. This will significantly enhance the receiving capability of the United States for that historic event.

I. Introduction

The original mission of the two Voyager spacecraft was to fly by Jupiter and Saturn. However, after they successfully completed their objectives at those two planets, Voyager 2 was rerouted to pass by Uranus and Neptune. Figure 1 shows the trajectories of the Voyager spacecraft from launch in 1977 through 1989. As can be seen from the figure, the Voyager 2 signal suffers a significant decline at the times of the encounter with Uranus and Neptune due to large increases in distance. During the Uranus encounter in January of 1986, this decline in signal power was compensated for by on-board control software modifications and increasing the receiving antenna aperture by arraying existing DSN ground stations as well as the Parkes, Australia (CSIRO) radio telescope. However, the 3.5-dB decline in the signal from Uranus to Neptune indicates additional improvement is needed in receiving capability. To accomplish this, further arraying of the DSN antennas to other large aperture systems such as the VLA in New Mexico is planned.

The VLA is owned and operated by the National Radio Astronomy Observatory (NRAO). It consists of 28 dual-shaped Cassegrain reflector antennas, each 25 m in diameter. On the basis of simple area alone, the VLA equals over four 64-m-diameter reflectors. Noise and other differences may change the four factor somewhat, but the conclusion that VLA represents a significant asset to the Voyager Neptune encounter tracking is inescapable.

A major modification plan was drawn for the VLA antennas to make them capable of efficiently receiving the Voyager 8.4 GHz (X-band) signal. Part of these modifications were new 8.0 to 8.8 GHz high performance feedhorns for all VLA antennas. The feedhorns were to be designed and developed by JPL and to be installed and owned by NRAO.

The following sections describe the design criteria, physical dimensions, and theoretical and measured electrical characteristics of these feedhorns.

II. Design Factors

Functionally, the feedhorn must efficiently couple the 25-m dual-shaped reflector system previously designed by NRAO to a specified location designated as the low noise amplifier reference (input) flange. The amplifier flange is a circular waveguide carrying either right- or left-circularly polarized waves, located about 1.9 m (75 in.) below the Casse-
grainian focus. The refrigerated amplifier is to be a dual unit with a cryostat-integral polarizer-orthomode. By efficiently couple, we mean maximizing the antenna gain to the system noise temperature quotient. In 1989, Voyager will appear low (30-deg elevation maximum) in the New Mexico sky, and the noise level of the amplifiers was not well known in 1984 when the feedhorn design was done. Accordingly, a noise budget was constructed as follows. Although early model Gallium Arsenide Field Effect Transistor (GASFET) amplifiers were available with 30-K amplifier noise levels (leading to approximately 50-K overall system noise levels) an approach based on expected future high electron mobility transistor (HEMT) development was elected. Present HEMT projections indicate amplifier noise will likely be 20 K, leading to approximately 40-K overall system levels at an elevation angle of 30 deg. The feedhorn design was therefore optimized for a system of approximately 40 K. The noise budget is shown in Table 1.

The design proceeded by computational trial-and-error using the horn aperture variable. The previously determined dual-shaped surface overall geometry and profiles of the VLA 25-m element were not available as design variables. Ordinarily, JPL low noise reflector antenna design is carried out by synthesizing the overall geometry and profiles for a previously proven horn design. Invariably, the JPL synthesis technique results in too much spillover of the subreflector scattered radiation pattern (viewed in reciprocal transmission), therefore collecting ground noise in reception via spillover. JPL then synthesizes an additional annular ring around the main reflector periphery as a noise shield, balancing minimum size against the noise screening benefit. In the VLA case, this was not possible, and the feedhorn aperture was the only design variable of any importance. Of perhaps third order impact was the horn flare angle. Since the design factor of a 1.9-m separation of the Cassegrain focus from amplifier flange needed to be met, and since nearly all this length was needed for the horn, it was decided to use essentially the total available length as the tapered portion of the horn in order to minimize the dissipation noise of the small-diameter (25.9 mm or 1.02 in.) connecting circular waveguide. Thus, the horn design consisted of iteratively varying aperture size, flare angle, and phase center location to fit the available axial space, to place the horn phase center at the subreflector forward focus, and provide maximum G/T for the approximately 40-K system noise level.

The software used to accomplish this design consists of the JPL developed HYBRID HORN, RUSCH SCATTERING, and EFFICIENCY programs (Refs. 1, 2, 3). A simplified symmetric analysis provided by the Rusch scattering software is considered sufficiently accurate in this instance, even though the VLA feeds are disposed asymmetrically (similar to the NASA-JPL 64-m tricone arrangement).

The horn satisfying the above (for a 40-K total system) is 334.3 mm (13.16 in.) in diameter with a flare angle of 4.28 deg. The midband (8.4 GHz) zenith spillover is computed as 2.3 K, indicative of the higher (than usual for JPL) system noise. That is, from experience, usual JPL systems are sized to produce only 0.7-K zenith spillover noise. Such sizing optimizes G/T for a lower noise system of about 16 to 18 K.

Figure 2 shows the selected horn radiation pattern, and Figure 3 shows the VLA-shaped subreflector scatter pattern, both at 8.4 GHz. Table 2 shows performance factors for the horn alone. Table 3 shows performance factors related to the scatter pattern. Both Tables 2 and 3 cover approximately 10% bandwidth, of interest to NRAO for purposes in addition to Voyager tracking.

For a single narrow band system of about 5%, a smooth walled dual-mode-type feedhorn would have been adequate. The NRAO desired a usable bandwidth of 8.0 to 8.8 GHz. Considerable analytical study of the band-edge performance roll-off of a dual-mode horn was accomplished in order to potentially reduce fabrication costs. It was found the bandwidth requirement of approximately 10% could not be adequately met with a smooth walled dual-mode horn because of poor efficiency and high noise. For this reason, a conventional corrugated horn was necessary, despite increased manufacturing costs. Table 4 shows the theoretical band-edge performance degradation using a smooth walled dual-mode horn carefully tailored to require no throat end phasing section. When bandwidth is of no concern, common practice with dual-mode horns is to size the aperture, select a flare angle, and then bring the two waveguide modes (TE_{11} and TM_{11}) into proper aperture phase relationship by use of a throat-end phasing section. The high dispersion (different velocities) of the two modes in a small waveguide enables a convenient differential phase shifter at one frequency. Over a wideband, however, a small diameter differential phase shifter is counterproductive. The analytical study of a smooth walled dual-mode horn conducted as part of this work therefore carefully arranged the aperture size and flare angle such that no small phasing section was necessary—the horn alone provided the necessary phase shifting, thereby giving best bandwidth performance. However, as seen in Table 4, about 1.2-dB gain at 8.0 GHz and 1.0-dB gain at 8.8 GHz are lost due to degradation in the smooth walled dual-mode horn radiation pattern caused by mode asynchronism away from design frequency. We conclude that the corrugated horn is necessary for the 8.0- to 8.8-GHz application. Despite elimination of the throat end high dispersion phasing section, the rather large (+27.5 dB) horn still limits the bandwidth of a smooth walled dual-mode horn to approximately 5% for approximately a 10% (-0.5 dB) performance roll-off.
III. Start-up Configuration

Prior to analytical investigation of smooth walled horn performance and prior to final design of the selected corrugated horn, it was necessary to conduct certain systems-level testing at VLA using the Voyager 8.4 GHz (X-band) signal. Testing involved questions centering on signal summing from at least two VLA elements. In order to accomplish this, two microwave horns were needed on a short timescale. JPL had previously developed a large aperture X-band horn with 406.8-mm (16.02-in.) aperture and 6.25-deg flare angle. Although too large in diameter and not long enough for the VLA application, modifications were made by application of JPL software. First, a discrete section of the horn was removed, yielding an aperture near 315 mm (12.38 in.), which was not optimum but acceptable. Second, the remaining horn was juggled fore and aft, balancing the accruing defocusing loss from the misplaced horn phase center to subreflector forward (Cassegrain) focus against the noise increase due to the circular waveguide needed between the horn throat and amplifier location. The final design for temporary service was calculated to be within 0.3 dB of optimum (about 82.6% efficiency on the same basis as Table 3). Horn number one was available from an earlier program and the DSN Advanced Systems Program supplied resources to construct the second. Thus, an early start-up configuration was provided for systems-level testing in 1985.

IV. Feedhorn Physical Configuration

The VLA feedhorn assembly consists of seven sections as shown in Figure 4. Section 1 is a cosine taper, providing a well-matched transition from the VLA amplifier’s standard circular waveguide (1.02 in. in diameter) to the JPL horn standard circular waveguide (1.369 in. in diameter) as shown in Figure 5. This taper was designed by an existing JPL program. The tight tolerance on the outside diameter of this section was required by the VLA for mounting purposes. Section 2 (the input section) is a corrugated waveguide used for matching the smooth wall waveguide to the corrugated feedhorn. This part is designed using the method discussed in Section 5.5 of Ref. 4. Sections 3 through 6 make up the main body of the horn and are corrugated uniformly with a constant flare angle of 4.283 deg. Figure 6 shows Section 3 of the horn assembly with detailed dimensions of the corrugations. Section 7 is the radome window and its accessories, as shown in Figure 7. JPL feedhorn windows are ordinarily made from thin Kapton® (trademark of the DuPont Corporation) sheets. However, due to occurrence of heavy hailstorms at the VLA site, a half-wavelength-thick Teflon window was designed for this feed. The window is epoxied to an aluminum frame and then clamped to the horn aperture flange with a rubber O-ring in between. The clamp is used to facilitate the removal or assembly of the window for servicing the feed. The rubber O-ring seals the horn from dust and moisture. By VLA request, two bleed holes are provided: one in the cosine taper and the other near the horn aperture. The bleed holes are used to purge moisture out of the horn by running either dry air or nitrogen through it.

All aluminum parts are fabricated from high quality 6061-T6 alloy. Details of the feedhorn assembly and individual parts are shown in JPL Drawings 9488078, 138372, 138373, and 9488080 (JPL internal documents). Figure 8 shows one complete feedhorn before it was shipped to the VLA site.

V. Measurements

The dissipative loss of the VLA feedhorn was measured by a maser low noise amplifier installed on a rooftop. The sky temperature was measured first using a known feedhorn and then by the VLA feed. From this measurement, the dissipative loss of the VLA horn, without any radome, was found to be 0.023 dB at 8.4 GHz. The additional loss due to the Teflon window was approximately 0.006 dB. The return loss of the horn is measured by an HP 8510 automatic network analyzer. For the feed without the Teflon window, the best return loss is obtained near the upper edge of the 8.0- to 8.8-GHz band (see Figure 9). Therefore, the Teflon window was designed approximately 0.005 in. thicker than the half wavelength at 8.4 GHz (0.488 in.). This adjustment caused the best return loss to be between 8.4 and 8.5 GHz, which is the band of interest for DSN applications. Figure 10 shows the return loss of the horn with an 0.488-in.-thick Teflon window to be better than 34.6 dB (equivalent to VSWR of lower than 1.04:1) between 8.4 to 8.5 GHz.

The far-field pattern of the feed was measured in the JPL 60-ft anechoic chamber. The E- and H-plane patterns, with and without the Teflon radome, are shown in Figs. 11 and 13. The 45-deg-plane co-polar and cross-polar patterns for the same configurations are shown in Figs. 12 and 14. These patterns exhibit low sidelobes and cross-polarization levels and are very close to the theoretically predicted patterns of Fig. 2. Moreover, it can be seen that the Teflon window does not change the far-field pattern of the feed significantly. The slight degradation of 45-deg cross-polarization pattern (worst cross-polar level on axis), for the horn with the Teflon radome, is due to radiation from the non-circularly symmetric clamp (see Figs. 7 and 8).

VI. Summary

A low noise, high performance feedhorn has been designed and developed by JPL for the VLA. The feed shows high performance, very good match, and low loss over the frequency band of interest. The measured data has excellent agreement with the theoretical data.
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Table 1. JPL/VLA 8.4-GHz Feedhorn Design System Noise Budget

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Noise, K</th>
</tr>
</thead>
<tbody>
<tr>
<td>Amplifier</td>
<td>20</td>
</tr>
<tr>
<td>30-deg elevation atmosphere</td>
<td>6</td>
</tr>
<tr>
<td>Galactic</td>
<td>3</td>
</tr>
<tr>
<td>Quadripod scatter (30°)</td>
<td>5</td>
</tr>
<tr>
<td>Horn and other dissipation</td>
<td>3</td>
</tr>
<tr>
<td>Spillover (30°) (1/2 of zenith value; value to be determined in G/T optimization)</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>Approx. 40</td>
</tr>
</tbody>
</table>

Table 2. Theoretical Horn Selected Performance at 9-deg Half Angle

<table>
<thead>
<tr>
<th>Frequency, GHz</th>
<th>Taper, dB</th>
<th>Phase center, behind aperture, mm (in.)</th>
<th>Beam efficiency, %</th>
<th>Directivity, dBi</th>
</tr>
</thead>
<tbody>
<tr>
<td>8.0</td>
<td>-15.8</td>
<td>-263 (-10.37)</td>
<td>0.956</td>
<td>+27.13</td>
</tr>
<tr>
<td>8.4</td>
<td>-16.65</td>
<td>-315 (-12.42)</td>
<td>0.962</td>
<td>+27.53</td>
</tr>
<tr>
<td>8.8</td>
<td>-18.07</td>
<td>-372 (-14.64)</td>
<td>0.966</td>
<td>+27.92</td>
</tr>
</tbody>
</table>

Table 3. Theoretical Scatter Pattern VLA Subreflector With JPL Horn

<table>
<thead>
<tr>
<th>Frequency, GHz</th>
<th>Overall efficiency, %</th>
<th>Zenith noise, K</th>
</tr>
</thead>
<tbody>
<tr>
<td>8.0</td>
<td>89.2</td>
<td>3.05</td>
</tr>
<tr>
<td>8.4</td>
<td>89.6</td>
<td>2.27</td>
</tr>
<tr>
<td>8.8</td>
<td>89.4</td>
<td>1.66</td>
</tr>
</tbody>
</table>

Note: Overall efficiency includes illumination amplitude and phase, cross-polarization, spillover, and central blockage. Not included are surface tolerance, quadripod blockage, and dissipation factors.

Table 4. Smooth Wall Dual-Mode Horn VLA Subreflector Scatter Patterns Performance Summary

<table>
<thead>
<tr>
<th>Frequency, GHz</th>
<th>Efficiency factors</th>
<th>Forward spillover</th>
<th>Rear spillover</th>
<th>Noise (rear) at zenith, K</th>
<th>Illumination</th>
<th>X-polarization</th>
<th>Phase</th>
<th>Efficiency</th>
<th>Total gain degradation, dB</th>
</tr>
</thead>
<tbody>
<tr>
<td>8.0</td>
<td></td>
<td>0.793</td>
<td>0.937</td>
<td>0.926</td>
<td>0.980</td>
<td>0.980</td>
<td>0.984</td>
<td>0.966</td>
<td>-1.2</td>
</tr>
<tr>
<td>8.2</td>
<td></td>
<td>0.862</td>
<td>0.937</td>
<td>0.926</td>
<td>0.980</td>
<td>0.980</td>
<td>0.984</td>
<td>0.966</td>
<td>-0.5</td>
</tr>
<tr>
<td>8.4</td>
<td></td>
<td>0.937</td>
<td>0.997</td>
<td>0.997</td>
<td>0.980</td>
<td>0.980</td>
<td>0.984</td>
<td>0.966</td>
<td>-0.2</td>
</tr>
<tr>
<td>8.6</td>
<td></td>
<td>0.963</td>
<td>0.997</td>
<td>0.996</td>
<td>0.980</td>
<td>0.980</td>
<td>0.984</td>
<td>0.966</td>
<td>-1.0</td>
</tr>
<tr>
<td>8.8</td>
<td></td>
<td>0.989</td>
<td>0.998</td>
<td>0.995</td>
<td>0.980</td>
<td>0.980</td>
<td>0.984</td>
<td>0.966</td>
<td>-0.2</td>
</tr>
</tbody>
</table>

Table 5. Amplitude and Phase Coefficients for Dual-Mode Horn Mode Generator*

<table>
<thead>
<tr>
<th>Frequency, GHz</th>
<th>TE_{11} Mode</th>
<th>TM_{11} Mode</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Amplitude</td>
<td>Phase</td>
</tr>
<tr>
<td>8.0</td>
<td>1.0</td>
<td>0.0</td>
</tr>
<tr>
<td>8.2</td>
<td>1.0</td>
<td>0.0</td>
</tr>
<tr>
<td>8.4</td>
<td>1.0</td>
<td>0.0</td>
</tr>
<tr>
<td>8.6</td>
<td>1.0</td>
<td>0.0</td>
</tr>
<tr>
<td>8.8</td>
<td>1.0</td>
<td>0.0</td>
</tr>
</tbody>
</table>

*34.77/46.02-mm (1.369/1.812-in.) step discontinuity.
Fig. 1. Voyager heliocentric trajectory

Fig. 2. VLA feedhorn theoretical pattern at 8.4 GHz
Fig. 3. VLA shaped subreflector scatter pattern

Fig. 4. VLA feedhorn assembly
Fig. 5. VLA feedhorn cosine taper

Fig. 6. Section 3 of the feedhorn assembly

Fig. 7. Teflon window and accessories

Fig. 8. VLA feedhorn assembly
Fig. 9. Return loss of VLA feedhorn without window

Fig. 10. Return loss of VLA feedhorn with 0.488-in.-thick window

Fig. 11. E-plane and H-plane patterns of the VLA feedhorn without radome at 8.4 GHz
Fig. 12. The 45-deg plane co-polar and cross-polar patterns of the VLA feedhorn without radome at 8.4 GHz.

Fig. 13. E-plane and H-plane patterns of the VLA feedhorn with 0.488-in.-thick Teflon radome at 8.4 GHz.
Fig. 14. The 45-deg plane co-polar and cross-polar patterns of the VLA feedhorn with 0.488-in.-thick Teflon radome at 8.4 GHz
X-Band Preamplifier Filter

F. Manshadi
Radio Frequency and Microwave Subsystems Section

This report describes a low-loss bandstop filter designed and developed for the Deep Space Network's 34-meter high-efficiency antennas. The filter is used for protection of the X-band traveling wave masers from the 20-kW transmitter signal. A combination of empirical and theoretical techniques was employed as well as computer simulations to verify the design before fabrication.

I. Introduction

The X-band preamplifier filter (XPF) is a bandstop filter used for protection of the traveling wave masers of the DSN 34-meter high-efficiency antennas from the high-power (20-kW) transmitter signal. The requirements are as follows:

Rejection = 70 dB from 7.145 to 7.235 GHz
VSWR = 1.05:1 from 8.4 to 8.5 GHz
Insertion loss = 0.05 dB (0.03 dB goal) from 8.4 to 8.5 GHz.

During design and measurements, consideration was also given to the entire 8.2- to 8.6-GHz band in order to permit wideband VLBI without significant degradation compared to the present non-filtered (no transmitter) systems at DSS 15 and DSS 45.

The theory of passive microwave bandstop filters is well known and documented in numerous papers. It has also been compiled in a book by Matthaei et al. (Ref. 1). These filters are traditionally designed based on lumped-element prototype filters such as the one shown in Fig. 1. The component values are determined by considering either maximally flat or equiripple characteristics for the filter. At microwave frequencies and for waveguide filters, the resonant circuits are most often realized by cavities coupled to the top or the side wall of a waveguide through some irises. Over narrow frequency bands, these cavities behave very similarly to lumped-element resonant circuits such as the one shown in Fig. 1. The number of resonant circuits used is a function of the stopband rejection requirements. In practice, because of the physical size of waveguide cavities as well as for simplicity, either parallel or series resonant circuits are used and the adjacent cavities are spaced a multiple of quarter wavelength apart.

For the design requirement of 70-dB rejection over the stopband, figures 4.03-4 through 4.03-10 of Ref. 1 suggest that a four-cavity filter would be marginal. Therefore, it was decided to use five cavities. Additionally, since for our application the passband is well away from the stopband, designing the filter based on maximally flat or equi-ripple criteria would not be advantageous. Therefore, for ease of fabrication, all cavities were assumed to be identical. Finally, for better tuning of the passband as well as the stopband, the cavities were coupled to the side wall as shown in Fig. 2.
II. Design Procedure

For the filter of Fig. 2., values of $L_C, D_I$, and $D_c$ are to be determined. In order to model the cavity waveguide junction, the return loss and transmission loss of a one-cavity filter was measured for several values of $D_I$ and $L_C$. Typical curves for each value of $D_I$ and $L_C$ are shown in Figs. 3(a) and 3(b). By use of a simple computer code, these curves were fitted to the response of a series inductance and capacitance and the equivalent lumped inductance and capacitance for each cavity/waveguide junction was computed. These values were later used for simulation of multi-cavity filters. Additionally, a series of curves were obtained showing the variation of the resonant frequency as a function of $D_I$ and $L_C$ (Fig. 4). For the XPF, the stopband is centered at 7.190 GHz; however, the filter was designed for 7.240 GHz to allow for a 50-MHz tuning capability in the stopband. Figure 4 shows that an infinite number of $D_I$ and $L_C$ pairs yield the same resonant frequency. But, in selection of the optimum pair, it should be noted that the stopband transmission loss as well as the passband insertion loss is dependent on $D_I$. The larger $D_I$ is, the larger are the transmission and insertion losses. Therefore, the optimum $L_C$ and $D_I$ pair is the one with the smallest value for $D_I$ that will provide the required transmission loss over the stopband. This would guarantee the smallest possible insertion loss for the filter. The optimum pair of $D_I$ and $L_C$ was selected by use of the equivalent inductance and capacitance of cavity waveguide junction in a computer program that simulated the characteristics of a five-cavity filter. This computer program found the optimum value for cavity spacing $D_c$ (corresponding to highest transmission loss) for each pair of $D_I$ and $L_C$ by varying $D_c$ about three quarters of the guide wavelength, at 7.240 GHz. The optimum values for the filter were computed to be $L_C = 0.82$ in., $D_I = 0.78$ in., and $D_c = 1.58$ in. The computed stopband characteristic of the filter, after it is tuned to 7.190 GHz, is shown in Fig. 5. This figure shows a minimum transmission loss of approximately 72 dB from 7.145 to 7.235 GHz.

III. Test Results

The filter was fabricated from the standard WR125 stock with a tuning screw in each cavity (for the stopband) as well as waveguide/cavity junctions (for passband VSWR) as shown in Fig. 6. The filter was tested by the HP 8510 automatic network analyzer; its passband and stopband characteristics are shown in Figs. 7 through 9. The stopband transmission loss is better than what was computed, which is due to the fact that in the computer simulation the resistive loss of each cavity/waveguide junction was not taken into account. All other characteristics are better than the specification.
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Fig. 1. A bandstop prototype filter

Fig. 2. Five-cavity bandstop filter in waveguide

Fig. 3(a). Return loss for one-cavity bandstop filter
\( D_I = 0.7'' \), \( L_C = 0.85'' \)

Fig. 3(b). Transmission loss for one-cavity bandstop filter
\( D_I = 0.7'' \), \( L_C \times 0.85'' \)

Fig. 4. Resonant frequency of one cavity coupled to waveguide through an iris of size \( D_I \) vs cavity length \( L_C \)
Fig. 5. Theoretical stopband transmission loss of the X-band preamplifier filter vs frequency

Fig. 6. X-band preamplifier filter: production unit

Fig. 7. Passband return loss of the X-band preamplifier filter vs frequency

Fig. 8. Passband insertion loss of the X-band preamplifier filter vs frequency

Fig. 9. Stopband transmission loss of the X-band preamplifier filter vs frequency
Physical Optics Analysis of a Four-Reflector Antenna
Part 2

A. G. Cha
Radio Frequency and Microwave Subsystems Section

The results of a rigorous analysis of the DSN 70-m antenna S-band (2.295-GHz) RF performance are presented. Previous estimation of 1.6 dB S-band gain improvement of the 70-m antenna over the 64-m antenna has been revised to 1.5 dB by this analysis. The S-band RCP beam position offset relative to X-band (8.45-GHz) beam position is predicted to be 0.0045° (0.04 beamwidth). The effective S-band gain loss resulting from non-coincidence with the X-band beam is predicted to be 0.02 dB. Therefore, this is no longer a concern for the 64-m to 70-m upgrade project.

I. Introduction

The initial configuration of the DSN 70-m antennas, shown in Fig. 1, will retain the present 64-m S/X band (2.295/8.45 GHz) reflex dichroic feed system, but will replace the hyperboloid subreflector and parabolic main reflector by an asymmetric shaped subreflector and a symmetric shaped main reflector. In Part 1 of this article (Ref. 1), the 64-m antenna four-reflector S-band system was analyzed using a rigorous physical optics (PO) based procedure; theoretical predictions were found to be in excellent agreement with known 64-m antenna experimental information. The same analysis procedure is now applied to the 70-m shaped antenna four-reflector S-band system.

In Part 1 of this article, the NASA/JPL 64-m antenna RF performance was analyzed at S-band (2.295 GHz) using a rigorous physical optics approach. Excellent agreement with all known 64-m experimental characteristics was achieved, establishing the analysis procedure as a valid tool for predicting RF performance in arbitrary multiple reflector antenna systems. In this article, the same approach is extended to analyzing the S-band performance for the upcoming 70-m antenna conversion, with particular interest in determining the S-band beam pointing direction. The uncertainty in S-band performance associated with the uncertainty of S-band beam position had prompted this study.

II. Comparisons of Diffraction and Polarization Characteristics for 64-m Classical Cassegrain vs 70-m Dual-Shaped Subreflectors

In Figs. 2 through 4, the 2.295-GHz diffraction patterns of the ellipsoid subreflector, the dichroic plate, the 64-m hyperboloid, and the 70-m asymmetric subreflector are shown. The ellipsoid E- and H-plane diffraction patterns have a small but observable asymmetry compared to the incident corrugated horn patterns. (The corrugated horn patterns are not shown but exhibit perfect E- and H-plane symmetry.) The ellipsoid diffraction pattern asymmetry is a manifestation of the presence of higher order azimuthal Fourier modes induced by
the asymmetric geometry of the horn and ellipsoid. This
moding effect is the primary factor causing S-band (2.295-GHz)
beam pointing direction of the 64-m and 70-m antennas to be
polarization dependent (and to be offset from the X-band
(8.45-GHz) beam pointing direction). The dichroic diffraction
pattern is substantially the same as the ellipsoid diffraction
pattern, as one would expect from a planar reflector. The
hyperboloid diffraction patterns shown in Fig. 3 correspond to
the 64-m subreflector, less its flange. As noted in Part 1,
the flange is not expected to have any significant effect in
beam pointing direction prediction. The hyperboloid diffraction
pattern exhibits a tapered illumination from main reflector
axis (θ = 0°) to optical edge (θ = 60°). By contrast, the 70-m
antenna shaped subreflector diffraction patterns shown in
Fig. 4 show the expected inverse illumination taper, which is
needed to realize nearly uniform aperture illumination for high
aperture efficiency. The center dip in the pattern (approximately,
polar angle = 0° to 10° in Fig. 4) is due to a “vertex plate”
design, which is estimated to improve 70-m S- and
X-band gain by more than 0.1 dB.

Each diffraction pattern has been analyzed by a Fourier
series expansion analysis to determine its azimuthal Fourier
modes (m-modes) power content. This is shown in Fig. 5
and Table 1. It is well known that only the m = 1 mode
contributes to antenna boresight gain, while the m ≠ 1 modes
lead to gain loss and cross-polarization radiation. The refer-
ence for viewing the mode content of each diffraction pattern
is the corrugated horn pattern illuminating the ellipsoid. For
most practical purposes, nearly 100% of the power radiated by
the corrugated horn is in the m = 1 mode. After reflection
from the ellipsoid, it is seen that about 2% of the power is
converted into the m = 0 and m = 2 modes. The dichroic
reflector diffraction pattern and mode power contents are
essentially the same as those of the ellipsoid. Both the 64-m
antenna hyperboloid and the 70-m antenna shaped subreflector
are illuminated by the dichroic diffraction pattern. Although
the two subreflector diffraction patterns, Figs. 3 and 4, look
drastically different, the amount of power in the undesirable
higher order m modes is approximately the same (3%) in both
cases.

The computed 70-m S-band (2.295-GHz) far-field radiation
pattern is shown in Tables 2 and 3 in two perpendicular planes
(defined as φ = 180° and 270°). Similar to the 64-m antenna
case presented in Part 1, beam position offsets in these two
planes correspond respectively to the 2.54-cm (1-in.) shim of
the dichroic position and the depolarization effect of the
m ≠ 1 modes on circularly polarized waves (RCP in the
present case). Figure 6 shows the predicted 70-m antenna
S-band beam position relative to the known 64-m antenna X-
(8.45-GHz) and S-band positions. The beam position offset
in the φ = 270° plane is approximately the beam separation
between the X- and S-band beams. This is computed to be
0.0045° (equal to 4% of the 70-m antenna S-band beamwidth).
Assuming the antenna is boresighted by the X-band beam, an
S-band equivalent pointing loss of 0.02 dB is to be expected.

The 70-m antenna S-band (2.295-GHz) beam position offset
calculated above is considerably smaller than that observed in
or calculated for the 64-m antenna (0.0086° or 6.1% beam-
width observed, 0.0095° or 6.8% beamwidth calculated). Although
this comes somewhat as a surprise, the results appear reasonable from the following consideration. Figure 7
shows an aperture with a linear phase gradient. The aperture
phase is (-)ψ AP at x = -D/2, and increases linearly to +φ AP at
x = +D/2. The beam offset angle θ from apertural normal is then

$$\theta = \frac{\lambda \phi_{AP}}{2\pi D}$$

(1)

where λ is the wavelength.

From Eq. (1), one can attribute the smaller beam offset partly to the larger diameter of the 70-m antenna. It is further expected that the aperture edge phase deviation ψ AP would also be smaller in the 70-m case. The aperture edge phase deviation ψ AP is approximately

$$\phi_{AP} = \tan^{-1}\left(\frac{E_c}{E_p}\right)$$

(2)

where E c and E p are fields arising from the m ≠ 1 modes and
m = 1 mode near the aperture edge, respectively. From Table 1,
we see the higher order mode energy in both cases is mostly
in the m = 2 component. For a qualitative argument, we assume
E c to be E m=2, and also that E c is approximately the same for
both antennas. However, E p should be larger at the aperture
edge for the uniformly illuminated 70-m antenna than for the
64-m antenna with highly tapered illumination. We can there-
fore expect ψ AP to be smaller in the 70-m case, further reduc-
ing the offset angle θ from boresight, Eq. (1).

III. 70-m Antenna S-Band RF Performance

The 70-m antenna S-band (2.295-GHz) theoretical perfor-
mance was previously estimated based on a two-reflector,
tricone feed geometry system.

1Cha, A. G., Physical Optics Analysis of NASA/JPL Deep Space Net-
work 70-m Antennas (JPL Internal Document D-1853), Jet Propulsion
Laboratory, Pasadena, CA, Nov. 1984.
results were modified based on the best information then available as to what the effects of the two additional subreflectors (the ellipsoid and the dichroic plate) would be in the overall four-reflector system. The baseline 64-m antenna S-band performance used in deriving the performance improvement of the 70-m over the 64-m antenna was based on Ref. 2. The estimated S-band performance improvement was 1.6 dB, from area enlargement and RF optics improvement. It was recognized that there were two significant approximations involved in the above derivation of the 1.6-dB performance improvement. First, the 70-m analysis was not a real four-reflector analysis. Second, the 64-m and 70-m performance values were not derived on the same computational bases and could therefore involve bias errors when the two sets of performance data are used to predict the performance improvement. The present four-reflector S-band analysis of the 64-m and 70-m antennas eliminates both of the above approximations and their associated errors. Based on the four-reflector analysis, S-band gain values for 70-m and 64-m antennas are 63.97 dB and 62.45 dB, respectively. These values include losses due to spillovers, non-uniform amplitude and phase in aperture illumination, $m \neq 1$ modes, crosspolarization-equivalent pointing loss from S-band beam position shift, and central blockage. The revised 70-m over 64-m performance values are shown in Fig. 8. The theoretical S-band performance improvement due to area and RF optics is seen to be 1.5 dB, which is 0.1 dB below the earlier estimate but still 0.1 dB over project requirements. There is no revision on X-band (8.45-GHz) performance improvement, which is shown for reference. In addition, there should be some gain improvement due to reduced quadripod blockage. (This is shown as a 0.0 to +0.3 dB uncertainty in Fig. 8.)
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### Table 1. Azimuthal Fourier mode power content of subreflector diffraction patterns

<table>
<thead>
<tr>
<th>Mode</th>
<th>22-dB Ellipsoid</th>
<th>64-m Hyperboloid</th>
<th>70-m Shaped Subreflector</th>
</tr>
</thead>
<tbody>
<tr>
<td>m</td>
<td>Horn</td>
<td>Dichroic</td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>~0.0</td>
<td>0.9</td>
<td>0.6</td>
</tr>
<tr>
<td>1</td>
<td>100.0</td>
<td>98.1</td>
<td>97.1</td>
</tr>
<tr>
<td>2</td>
<td>~0.0</td>
<td>0.9</td>
<td>2.3</td>
</tr>
<tr>
<td>3</td>
<td>~0.0</td>
<td>&lt;0.1</td>
<td>&lt;0.1</td>
</tr>
</tbody>
</table>

### Table 2. Beam offset caused by 2.54-cm (1-in.) shim of dichroic position

<table>
<thead>
<tr>
<th>Theta (Volts)</th>
<th>E_Theta (Phase)</th>
<th>E_Phi (Phase)</th>
<th>Axial Ratio</th>
<th>Ellipse Tilt Angle</th>
<th>RCP Gain, dB</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0000</td>
<td>176.583868</td>
<td>87.147</td>
<td>176.457674</td>
<td>2.850</td>
<td>1.99780</td>
</tr>
<tr>
<td>0.0100</td>
<td>176.871906</td>
<td>87.088</td>
<td>176.736952</td>
<td>2.912</td>
<td>0.22150</td>
</tr>
<tr>
<td>0.0200</td>
<td>177.124393</td>
<td>87.029</td>
<td>176.981068</td>
<td>2.973</td>
<td>0.007</td>
</tr>
<tr>
<td>0.0300</td>
<td>177.341164</td>
<td>86.970</td>
<td>177.189932</td>
<td>3.034</td>
<td>0.007</td>
</tr>
<tr>
<td>0.0400</td>
<td>177.522308</td>
<td>86.912</td>
<td>177.363615</td>
<td>3.095</td>
<td>0.008</td>
</tr>
<tr>
<td>0.0500</td>
<td>177.657601</td>
<td>86.854</td>
<td>177.501917</td>
<td>3.156</td>
<td>0.008</td>
</tr>
<tr>
<td>0.0600</td>
<td>177.770077</td>
<td>86.796</td>
<td>177.604851</td>
<td>3.217</td>
<td>0.009</td>
</tr>
<tr>
<td>0.0700</td>
<td>177.850657</td>
<td>86.738</td>
<td>177.672361</td>
<td>3.278</td>
<td>0.009</td>
</tr>
<tr>
<td>0.0800^b</td>
<td>177.888355</td>
<td>86.680</td>
<td>177.704437</td>
<td>3.338</td>
<td>0.009</td>
</tr>
<tr>
<td>0.0900^b</td>
<td>177.890163</td>
<td>86.622</td>
<td>177.701069</td>
<td>3.398</td>
<td>0.010</td>
</tr>
<tr>
<td>0.1000</td>
<td>177.856033</td>
<td>86.565</td>
<td>177.662327</td>
<td>3.459</td>
<td>0.010</td>
</tr>
<tr>
<td>0.1100</td>
<td>177.786058</td>
<td>86.508</td>
<td>177.588160</td>
<td>3.519</td>
<td>0.010</td>
</tr>
<tr>
<td>0.1200</td>
<td>177.680252</td>
<td>86.450</td>
<td>177.478649</td>
<td>3.579</td>
<td>0.011</td>
</tr>
<tr>
<td>0.1300</td>
<td>177.538679</td>
<td>86.393</td>
<td>177.333836</td>
<td>3.639</td>
<td>0.011</td>
</tr>
<tr>
<td>0.1400</td>
<td>177.361317</td>
<td>86.339</td>
<td>177.153761</td>
<td>3.696</td>
<td>0.011</td>
</tr>
<tr>
<td>0.1500</td>
<td>177.148457</td>
<td>86.282</td>
<td>176.938639</td>
<td>3.756</td>
<td>0.012</td>
</tr>
<tr>
<td>0.1600</td>
<td>176.900034</td>
<td>86.225</td>
<td>176.688459</td>
<td>3.816</td>
<td>0.012</td>
</tr>
<tr>
<td>0.1700</td>
<td>176.616140</td>
<td>86.169</td>
<td>176.403273</td>
<td>3.875</td>
<td>0.012</td>
</tr>
<tr>
<td>0.1800</td>
<td>176.296972</td>
<td>86.113</td>
<td>176.083372</td>
<td>3.934</td>
<td>0.013</td>
</tr>
<tr>
<td>0.1900</td>
<td>175.942684</td>
<td>86.056</td>
<td>175.728769</td>
<td>3.994</td>
<td>0.013</td>
</tr>
<tr>
<td>0.2000</td>
<td>175.553347</td>
<td>86.001</td>
<td>175.399638</td>
<td>4.053</td>
<td>0.013</td>
</tr>
</tbody>
</table>

^a_φ_ = 180° (direction of 0.0114° beam offset, see Fig. 6).

^b_Beam position for peak gain.
### Table 3. Offset of right circularly polarized beam from antenna boresight

<table>
<thead>
<tr>
<th>Theta</th>
<th>E Theta</th>
<th>E Phi</th>
<th>Axial Ratio</th>
<th>Ellipse Tilt Angle</th>
<th>RCP Gain, dB</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Volts</td>
<td>Phase</td>
<td>Volts</td>
<td>Phase</td>
<td></td>
</tr>
<tr>
<td>0.0000</td>
<td>176.457674</td>
<td>2.850</td>
<td>176.583868</td>
<td>92.853</td>
<td>0.006</td>
</tr>
<tr>
<td>0.0010</td>
<td>176.593958</td>
<td>2.909</td>
<td>176.726660</td>
<td>92.914</td>
<td>0.007</td>
</tr>
<tr>
<td>0.0020</td>
<td>176.694437</td>
<td>2.968</td>
<td>176.834131</td>
<td>92.975</td>
<td>0.007</td>
</tr>
<tr>
<td>0.0030</td>
<td>176.759111</td>
<td>3.026</td>
<td>176.906185</td>
<td>93.035</td>
<td>0.007</td>
</tr>
<tr>
<td>0.0040</td>
<td>176.787991</td>
<td>3.084</td>
<td>176.942875</td>
<td>93.095</td>
<td>0.008</td>
</tr>
<tr>
<td>0.0050</td>
<td>176.781010</td>
<td>3.141</td>
<td>176.944040</td>
<td>93.154</td>
<td>0.008</td>
</tr>
<tr>
<td>0.0060</td>
<td>176.738192</td>
<td>3.198</td>
<td>176.909883</td>
<td>93.214</td>
<td>0.009</td>
</tr>
<tr>
<td>0.0070</td>
<td>176.659531</td>
<td>3.255</td>
<td>176.840501</td>
<td>93.273</td>
<td>0.009</td>
</tr>
<tr>
<td>0.0080</td>
<td>176.545029</td>
<td>3.311</td>
<td>176.735043</td>
<td>93.331</td>
<td>0.010</td>
</tr>
<tr>
<td>0.0090</td>
<td>176.394760</td>
<td>3.368</td>
<td>176.594500</td>
<td>93.390</td>
<td>0.010</td>
</tr>
<tr>
<td>0.0100</td>
<td>176.208757</td>
<td>3.423</td>
<td>176.418629</td>
<td>93.448</td>
<td>0.011</td>
</tr>
<tr>
<td>0.0110</td>
<td>175.957118</td>
<td>3.479</td>
<td>176.207468</td>
<td>93.505</td>
<td>0.012</td>
</tr>
<tr>
<td>0.0120</td>
<td>175.729912</td>
<td>3.534</td>
<td>175.961098</td>
<td>93.563</td>
<td>0.012</td>
</tr>
<tr>
<td>0.0130</td>
<td>175.437237</td>
<td>3.589</td>
<td>175.679642</td>
<td>93.620</td>
<td>0.013</td>
</tr>
<tr>
<td>0.0140</td>
<td>175.109095</td>
<td>3.641</td>
<td>175.363056</td>
<td>93.675</td>
<td>0.014</td>
</tr>
<tr>
<td>0.0150</td>
<td>174.745895</td>
<td>3.695</td>
<td>175.011717</td>
<td>93.731</td>
<td>0.014</td>
</tr>
<tr>
<td>0.0160</td>
<td>174.347519</td>
<td>3.749</td>
<td>174.625599</td>
<td>93.787</td>
<td>0.015</td>
</tr>
<tr>
<td>0.0170</td>
<td>173.914185</td>
<td>3.802</td>
<td>174.204796</td>
<td>93.843</td>
<td>0.016</td>
</tr>
<tr>
<td>0.0180</td>
<td>173.446131</td>
<td>3.856</td>
<td>173.74630</td>
<td>93.899</td>
<td>0.017</td>
</tr>
<tr>
<td>0.0190</td>
<td>172.943472</td>
<td>3.909</td>
<td>173.260151</td>
<td>93.954</td>
<td>0.017</td>
</tr>
<tr>
<td>0.0200</td>
<td>172.406422</td>
<td>3.961</td>
<td>172.736588</td>
<td>94.009</td>
<td>0.018</td>
</tr>
</tbody>
</table>

*aPlane φ = 270° (direction of 0.0086° beam offset, see Fig. 6).

*bPeak position for peak gain.
Fig. 1. 70-m antenna four-reflector geometry
Fig. 2. Ellipsoid and dichroic diffraction patterns: (a) ellipsoid E-plane; (b) dichroic E-plane; (c) ellipsoid H-plane; (d) dichroic H-plane
Fig. 3. 64-m hyperboloid diffraction patterns
64-m SUBREFLECTOR DIFFRACTION PATTERN
CIRCULAR POLARIZATION, M = 0, 1, 2, 3
INCIDENT WAVE IS PLTSCAT/PT-FHX
INCIDENT WAVE ORIGIN IS POINT FHX
(2.295 GHz)

Fig. 3 (contd)
Fig. 4. 70-m shaped subreflector diffraction patterns
70-m SUBREFLECTOR DIFFRACTION PATTERN
CIRCULAR POLARIZATION, $M = 0, 1, 2, 3$
INCIDENT WAVE IS PLTSCAT/PT.FHX
INCIDENT WAVE ORIGIN IS POINT FHX
(2.295 GHz)

Fig. 4 (contd)
Fig. 5. Azimuthal Fourier mode power content: (a) ellipsoid diffraction pattern; (b) 64-m hyperboloid diffraction pattern; (c) 70-m shaped subreflector diffraction pattern

Fig. 6. Predicted S- and X-band beam positions for 70-m antenna
Fig. 7. Beam offset due to linear aperture phase deviation

Fig. 8. 70-m antenna reflex feed performance
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This article presents the results of an extensive system analysis of the megachannel spectrum analyzer currently being developed for use in various applications of the Deep Space Network. The intent of this analysis is to quantify the effects of digital quantization errors on system performance. The results of this analysis provide useful guidelines for choosing various system design parameters to enhance system performance.

I. Introduction

Development of a million channel, Fast Fourier Transform (FFT)-based spectrum analyzer is currently under way at JPL for use in various applications of the Deep Space Network. The system is being designed to provide contiguous output spectra at a real-time throughput rate of 40 MHz. Although the basic system architecture is reasonably well established as described in Ref. 1, i.e., based on a Radix-2 decimation-in-frequency (DIF) FFT algorithm, a number of issues relating to system performance tradeoffs remain to be addressed prior to hardware development.

To this end, we present in this article the results of an extensive computer-aided systems analysis aimed at quantifying the effects of digital quantization noise on system performance. In general, there are three specific sources of quantization error in the implementation and operation of a digital spectrum analyzer: input data quantization; computational errors resulting from finite precision arithmetic operations; and coefficient quantization errors. All of these errors degrade system performance in terms of dynamic range and sensitivity. The results of our analysis not only serve to quantify these degradations, but also provide guidelines for choosing various system design parameters to enhance system performance.

In the remainder of this article, we first briefly describe the general system architecture in Section II. Then, in Section III, we discuss front-end design considerations focusing on image rejection capability. Finally, Section IV contains the results of an extensive quantization error analysis of the basic Radix-2 DIF architecture. The intent of this analysis is a determination of system dynamic range and sensitivity as a function of various input data and wordlength parameters.

II. System Overview

A block diagram of the digital spectrum analyzer system is depicted in Fig. 1 including an IF stage, postprocessing and preprocessing stages, and the FFT processor. As summarized in Ref. 1, the digital spectrum analyzer (FFT processor) is based on the Radix-2 DIF algorithm and will consist of 20 Radix-2 butterfly stages to provide up to $2^{20}$ output spectral points. Initially (Ref. 1), it was envisioned that 22-bit floating
point arithmetic would be utilized exclusively throughout the FFT processor. However, this is currently being re-evaluated for two reasons. First, due to the excessive memory requirements for the first butterfly stages, it becomes important to minimize wordlengths and simplify the arithmetic in the first stages to meet a 1-rack system packaging goal (this is especially important for a 40-MHz system). Based on the results of the analysis presented in Section IV, it is seen that 16-bit fixed point arithmetic can be used to implement the first butterfly stages (6–8 stages) without sacrificing system performance. Consequently, a hybrid fixed/floating point architecture is being considered as a viable candidate for system implementation. In Section IV, results are presented which quantify hybrid system performance as a function of the number of front-end fixed point stages.

A second reason for re-evaluating a 22-bit floating point architecture also stems from the quantization error analysis as well as the recent advent of fast (10 MHz and faster) 32-bit IEEE floating point chips for performing multiplication and addition operations. In particular, as discussed in Section IV, the dynamic range constraint imposed by a 22-bit floating point architecture is less than that imposed by an 8-bit input quantizer. Thus, dynamic range can not be extended for a 22-bit floating point-based architecture by simply increasing the input quantizer resolution. Such an extension, however, is possible with a 32-bit floating point system. Thus, with the advent of the new chips, 32-bit floating point arithmetic is being considered for hardware implementation.

In addition to re-evaluating the FFT arithmetic, two other critical system design areas are being re-examined prior to system development: (1) system bandwidth, and (2) input IF signal conditioning. A 20-MHz system bandwidth was the original design goal. However, by reducing the FFT front-end size requirements as discussed above, it is possible to package a 40-MHz spectrum analyzer system within one rack. This is highly desirable from the viewpoint of ultimately developing a super wideband (approximately 300 MHz wide), high-resolution system. This can be done with little risk by simply replicating the prototype narrowband system. However, it is certainly more feasible to replicate a 40-MHz system 8 times, for example, than it is to replicate a 20-MHz system 16 times to achieve the same final bandwidth.

Finally, reconsideration of the IF input signal conditioner is also being carried out. In particular, as discussed in Ref. 1, complex mixing was initially considered for translating the input IF signal to baseband. However, only 30-dB image rejection can be realistically provided by complex basebanding due to inherent phase and amplitude mismatching between the in-phase and quadrature channels. Alternatively, a single real channel, sampled at twice the signal bandwidth, can be used to provide the same spectral information. Furthermore, as discussed in Section III, the real baseband approach is not limited to 30-dB image rejection. The only requirement for this approach is an AD converter which operates at twice the input signal bandwidth. Such a requirement can be met, for example, with existing 8-bit AD converters that operate in excess of the 80-MHz sample rate required for a 40-MHz wide system. Thus, a real baseband, 40-MHz wide system is feasible and is currently being evaluated for system implementation.

III. Front End Design Considerations

With reference to Fig. 1, the system front end prior to digital spectrum analysis consists of the IF conditioning stage as well as input buffer memory and preprocessing stages. Signal basebanding and AD conversion are performed at the IF stage, whereas data reformatting, buffering, and windowing are typically performed in the remaining front-end stages. Critical areas in the design of the system front end include dynamic range constraints imposed by the AD converter as well as the generation of spurious noise components (images) by the basebanding processor. The former design area is discussed below in Section IV, whereas the latter is discussed in this section.

In particular, consider a complex baseband front end such as is used in existing digital spectrum analyzer systems at JPL (Refs. 1 and 2). In this case, a single-channel analog input with signal bandwidth $B$ is converted into two in-phase and quadrature channels each with bandwidth $B/2$. Each channel is sampled at $B$ samples/second and is treated as a complex signal throughout the rest of the system. This approach requires two AD converters each operating at the signal IF bandwidth as opposed to twice the IF bandwidth as would be required for real basebanding.

One limitation with this approach, however, is the generation of images as depicted in Fig. 2. These images are a consequence of phase and amplitude mismatching between the in-phase and quadrature local oscillators. In practice, it is difficult to exceed a 30-dB image rejection ratio (IRR). Consequently, strong RFI components which exceed the desired signal by 25–30 dB contaminate twice the RFI band.

An alternative approach is to convert the analog input into a single baseband channel with bandwidth $B$. This channel is sampled at $2B$ samples/second and the resulting samples are then split into even and odd pairs in the preprocessor stage. The even-odd sample pairs are treated as complex data by the FFT processor and the resulting output is then recombined in a special, “real adjust” FFT stage to produce the spectrum (Ref. 3, pp. 167–169). Since only one baseband channel is
involved, images created by amplitude and phase mismatch are eliminated.

The only limit to image rejection with this approach is numerical precision, which is most critical in the real adjust FFT stage. This stage effectively uses coherent digital subtraction to cancel images as depicted in Fig. 3. The complex signal, \( X_{RFI} \), denotes an RFI spectral component and the two noise components, \( n_1 \) and \( n_2 \), arise from digital multiplication and addition operations in previous FFT stages. These components represent the limiting factors on image rejection.

Assuming that only the last FFT stage contributes significantly to these noise components, then the variance of \( n_1 \) and \( n_2 \) can be approximated by (Ref. 8):

\[
\sigma_{n_1}^2 = \sigma_{n_2}^2 \approx \frac{2^{-2(b-1)}}{3} A_{RFI}^2
\]

where \( A_{RFI} \) denotes the magnitude of \( X_{RFI} \) and \( b \) is the number of bits (including sign) used to represent the mantissa of the digital words in the FFT. Thus, the digital IRR is approximately:

\[
2 \frac{\sigma_{n_1}^2}{A_{RFI}^2} \approx 2 \cdot 2^{-2(b-1)}
\]

For a 16-bit mantissa, image rejection is approximately 90 dB as opposed to 30 dB provided by complex basebanding. This is also borne out by computer simulation experiments. Based on these results, a real baseband IF stage is being seriously considered for system implementation.

### IV. Digital Quantization Error Analysis

The intent of this analysis is to quantify the effects of quantization errors on system sensitivity and dynamic range. In this section, we describe the basic system model used in our analysis (Section IV-A). We then present some approximate analytical results (Section IV-B), which provide a basis for at least understanding trends in system performance over a wide class of input signal conditions. Finally, in Section IV-C, we present a summary of results stemming from an extensive simulation study.

#### A. System Model

In performing this analysis, we have utilized the system model depicted in Fig. 4. The additive noise components, \( n_Q \) and \( n_{FFT} \), correspond to input AD quantization noise \( (n_Q) \) and roundoff noise \( (n_{FFT}) \) which originates from the FFT butterfly computations. The factor, 1/2, arises from scaling the input data to the FFT down one bit from the MSB to prevent overflows which might arise within the first butterfly stage (subsequent stages also perform scaling by 1/2).

In quantifying system dynamic range and sensitivity, we have used the following simplified complex input signal model:

\[
x(t) = I(t) + s(t) + n(t)
\]

where

\[
I(t) = A_I e^{2\pi if_I t} \equiv \text{interference}
\]

\[
s(t) = A_s e^{2\pi if_s t} \equiv \text{desired signal}
\]

\[
n(t) \equiv \text{system noise}
\]

The system noise component is assumed to be zero-mean, complex Gaussian noise with total power: \( \langle n^2 \rangle = \sigma_0^2 = \alpha k T_s F \) where \( \alpha \) is a system gain constant (which in practice will vary across the IF bandwidth), \( k \) is Boltzman’s constant, \( T_s \) is the system temperature, and \( F_s \) is the sampling rate. It is also assumed that the interference and signal frequencies, \( f_I \) and \( f_s \), are at cardinal frequencies of the FFT, and thus the effects of spectral leakage, which is really a separate issue, are not addressed here. (Reference 4 contains an extensive summary of window effects on spectral leakage.)

Even though this is a simplified input signal model, it permits us to develop several important parameters characterizing system performance. First, the FFT input signal-to-noise ratio prior to quantization is given by:

\[
SNR_{in} = A_s^2 / \sigma_0^2
\]

In the absence of either FFT computational noise or input quantization errors, the output SNR from the FFT is given by:

\[
SNR_o = N SNR_{in}
\]

where \( N = 2^L \) is the length of the FFT. With quantization errors, the actual output SNR, \( SNR'_o \), can be expressed as:

\[
SNR'_o = N \frac{\sigma_s^2}{\sigma_0^2 + N(\sigma_{QN}^2 + 4 \sigma_{FFT}^2)}
\]

where \( \sigma_{QN}^2 \) denotes the variance of the AD quantization noise at the FFT output, and \( \sigma_{FFT}^2 \) denotes the variance of the FFT computational noise. (Approximate expressions for \( \sigma_{QN}^2 \) and \( \sigma_{FFT}^2 \) will be given below in Section IV-B.) The ratio...
of $\text{SNR}_o$ to $\text{SNR'}_o$, which is a good measure of degradation in system sensitivity due to quantization errors, is given by:

$$ \rho \equiv \frac{\text{SNR}_o}{\text{SNR'}_o} = 1 + \frac{N}{2} \left( \sigma'^2_{QN} + 4\sigma'^2_{FFT} \right) $$

Another useful parameter characterizing system performance is the interference-to-input system noise ratio (INR) which is defined as:

$$ \text{INR} = A_I^2/\sigma_0^2 $$

A related parameter is the interference-to-desired signal ratio (ISR):

$$ \text{ISR} = A_I^2/A_s^2 $$

Both of these parameters can be used as measures of system dynamic range. For instance, the INR corresponding to a degradation in system sensitivity of 1 dB ($\rho = 1.26$) can be defined as the input system dynamic range. Similarly, the ISR corresponding to a 1-dB degradation can be defined as the system output or “two-tone” dynamic range.

Finally, we utilize the output noise standard deviation-to-mean ratio, $\sigma$:

$$ \sigma = \sqrt{\text{VAR}(X_n^2)/\langle X_n^2 \rangle} $$

where $X_n^2$ denotes the magnitude squared of the complex FFT coefficient in a noise bin and $\text{VAR}(\cdot)$ denotes variance. In the absence of quantization errors (assuming no averaging over multiple bins or transforms):

$$ \sigma = 1 $$

As discussed in Section IV-B, quantization errors not only increase the average noise level in the output spectrum, thereby increasing $\rho$, but also increase the noise fluctuations due to the generation of narrowband noise “spurs.” Furthermore, these spurs can not generally be reduced by incoherently averaging transforms. They can only be reduced by increasing the numerical precision used in the FFT arithmetic. Consequently, depending on the FFT wordlengths, these spurs may represent the limiting factor on system performance.

B. Input Quantization/Computational Noise Approximations

Regardless of the simplicity of our input signal model, an exact quantization error analysis for this class of inputs would be extremely complex due to the nonlinear interactions between the various noise components and would provide little insight into system performance. The problem is further complicated by the complex nature of the hybrid fixed/ floating point FFT processor under consideration. This processor consists of $P$ fixed point stages followed by $L - P$ floating point stages. Further, the floating point stages utilize floating point addition operations but may only use fixed point multiplication operations due to the fixed point representation of the twiddle factors (such a “quasi” floating point stage model has been used to evaluate existing candidate FFT hardware architectures).

Clearly, an exact analysis of such a complicated system would be very difficult. Consequently, we consider here a simplified analytical statistical model for the quantization errors which arises from a large body of existing literature (Refs. 5-10). This model provides simple, approximate analytical expressions for the various system performance parameters described above in Section IV-A. These expressions are useful for at least predicting trends in system performance as evidenced by the simulation results presented in Section IV-C.

We first discuss the input quantization noise. In particular, it has been shown (Refs. 5-8 and Footnote 1) that for an input signal class consisting of sinewaves plus Gaussian noise, the spectral density of the quantization noise consists of various harmonics and intermodulation products related to the input sinewaves as well as a white (flat) spectral noise component. The amplitudes of the sinewave-related components are a function of both the number of quantizer bits and the levels of the input sinewaves. Typically these components are diminished by the presence of the additive system noise at the input to the quantizer (Footnote 1). Consequently, we assume that the dominant quantization noise component is the uncorrelated, spectrally flat noise component with variance given by (Ref. 8):

$$ \sigma^2_{QN} = q_I^2/12 $$

where

$$ q_I = 2^{-(BI-1)} $$

and $BI$ is the number of bits (including sign) used in the AD converter.

By virtue of this uncorrelated assumption, the variance of the quantization noise at the output of the FFT, \( \sigma_{QN}^2 \), is reduced by a factor of \( 1/N \) from the input:

\[
\sigma_{QN}^2 = \sigma_{QN}^2/N
\]

Thus, the signal-to-noise ratio, \( \rho \), defined in Section IV-A can be expressed in terms of \( \sigma_{QN}^2 \) as follows:

\[
\rho = 1 + \frac{1}{\sigma_0^2} (\sigma_{QN}^2 + 4N \sigma_{FFT}^2)
\]

Alternatively, as a function of the interference-to-noise ratio, we have:

\[
\rho = 1 + \frac{INR}{A_1^2} (\sigma_{QN}^2 + 4N \sigma_{FFT}^2)
\]

As is seen, the levels of both quantization and FFT computational noise increase as INR increases for fixed \( A_1 \). Furthermore, for a given value of \( \sigma_{FFT}^2 \), the effects of computational noise become worse as the FFT length, \( N \), increases whereas input quantization effects are independent of \( N \). Consequently, for shorter transforms the limiting factor on system performance tends to be input quantization noise (regardless of the implementation) whereas roundoff noise starts to dominate as the transform size is increased depending on the implementation. These trends are demonstrated in the simulation results presented in Section IV-C.

The variance of the FFT computational noise, \( \sigma_{FFT}^2 \), has been derived for both fixed and floating point arithmetic (Refs. 8-10) although none of these derivations exactly model the combined effects of quantization/computation/coefficient noise. Nevertheless, we have used these results to derive approximate expressions which characterize system performance trends. Specifically, for a hybrid fixed/floating point architecture, we split the computational noise into two components: one arising from the first \( P \) fixed point stages and the other arising from the last \( L-P \) floating point stages, i.e.,

\[
\sigma_{FFT}^2 = \sigma_{FXP}^2 + \sigma_{FLP}^2
\]

where \( \sigma_{FXP}^2 \) and \( \sigma_{FLP}^2 \) denote the fixed and floating point noise variances, respectively. Utilizing methods summarized in Ref. 8, we have:

\[
\sigma_{FXP}^2 \approx 4 \frac{2^{-2(BF-1)}}{3} \left( \frac{1}{2} \right)^{L-P}
\]

where \( BF \) denotes the total number of bits (including sign) used to represent the fixed point FFT words.

Expressions for the floating point noise variance for a wide class of inputs (but assuming floating point multiplication operations) have been derived in Ref. 9. There it is shown that the floating point noise variance can be approximately split into two components: one related to the input system noise and the other related to the large level interference, i.e.,

\[
\sigma_{FLP}^2(k) \approx \frac{2}{3} 2^{-2(BM-1)}(L-P)\sigma_0^2 / 4N + \sigma_{sp}^2(k)
\]

where \( k \) denotes the FFT spectral bin number, \( BM \) is the number of bits (including sign) in the mantissa of the FFT floating point words, and \( \sigma_{sp}^2 \) is the variance of the interference-related noise spur components. The system noise-related component is negligible compared to the other quantization noise components (being scaled by \( \sigma_0^2 \)). The spur noise components are narrowband with spectral centers related to the interference frequency.

Based on the analysis presented in Ref. 9, it can be shown that the strongest noise spur occurs at either \( k_0 + N/2 \) if \( k_0 < N/2 \) (\( k_0 \) = interference spectral bin number) or at \( k_0 - N/2 \). The two next largest noise spurs (3 dB down) are separated by \( N/4 \) bins from the maximum spur, etc. The maximum spur level depends on the interference level and numerical precision via:

\[
\sigma_{sp}^2 \leq \frac{1}{3} 2^{-2(BM-1)}(A_1/2)^2
\]

Using the above analytical expressions, we can now establish dynamic range constraints imposed by the various quantization noise components. To do this, we first expand \( \rho \) in terms of all the quantization noise variances given above, i.e.,

\[
\rho = 1 + \frac{INR}{A_1^2} \sigma_{QN}^2 + 4N \frac{\sigma_{FEXP}^2}{A_1^2} + 4N \frac{\sigma_{sp}^2(k)}{A_1^2}
\]

\[
= 1 + \text{INR} (E_1 + E_2 + E_3)
\]

As discussed in Section IV-A, system input dynamic range can be defined as the INR which corresponds to a 1-dB degradation in system sensitivity, i.e., \( \rho = 1.26 \). Thus the input dynamic range constraint imposed by any quantization noise source is given by:

\[
\text{INR}_i = 0.26/E_i, \quad i = 1, 2, 3
\]
Additionally, we can compute system output dynamic range constraints from:

$$\text{ISR}_i = \text{INR}_i \left(\frac{N}{\text{SNR}_o}\right)$$

A summary of dynamic range constraints is presented in Table 1 corresponding to 8-bit input quantization, 16-bit fixed point stages, and both 22-bit (16-bit mantissa, 6-bit exponent) and 32-bit (24-bit mantissa, 8-bit exponent) floating point stages. Also, we have fixed $\text{SNR}_o = 10$ (ideal output SNR) and $A_f = 0.75$. As is seen, AD quantization dominates all noise sources (smallest dynamic range constraint) for $N = 2^{14}$. As $N$ increases to $N = 2^{20}$, AD quantization noise continues to dominate fixed point noise from the first butterfly stages. However, for 22-bit floating point stages, spur noise establishes the overall system dynamic range constraint for larger transform sizes ($N = 2^{18}$ or $2^{20}$). For 32-bit floating point stages, AD quantization noise remains the dominant noise source for all transform sizes up to $2^{20}$. These trends are observed in the simulation results presented in the next section.

C. Simulation Results

We have carried out extensive computer simulations of various hybrid arithmetic FFT systems with transform sizes up to $2^{18}$. In addition, we have also obtained some limited hardware simulation results utilizing a $2^{14}$ point, 22-bit floating point FFT spectrum analyzer. In general, all of these simulation results support the analytical results presented in Section IV-B. As an example, consider the 32-bit floating point simulation results presented in Fig. 5. Here we display a segment (2000 bins) from a $2^{18}$ point power spectrum (no averaging) containing both interference and desired signal components. Two such segments are presented corresponding to 8-bit input quantization (Fig. 5(b)) and no input quantization, i.e., 32-bit floating point input words (Fig. 5(a)). For both cases, $\text{INR} = 60$ dB, $A_f = 0.75$, and $\text{SNR}_o = 10$ dB. Referring to Section IV-B (Table 1), we would expect that for this case input quantization will be the limiting factor on system performance inasmuch as FFT computational noise is relatively negligible. This is indeed the case as evidenced by the much higher noise floor (approximately 10 dB higher) in Fig. 5(b). (Note also the addition of noise spurs in Fig. 5(b) evidently due to input quantization effects.)

For hybrid 16-bit fixed point/22-bit floating point systems, the effects of computational noise can be clearly observed in the computer simulated data. For instance, consider the simulation results presented in Fig. 6 corresponding to a hybrid FFT architecture consisting of six 16-bit fixed point stages followed by twelve 22-bit floating point stages. Here we present a 2000-bin spectral segment resulting from incoherently averaging five successive transforms (no frequency averaging). This particular segment was chosen to contain the desired signal component as well as the dominant floating point noise spur (based on the analytical model presented in Section IV-B). Two such segments are presented corresponding to $\text{INR} = 40$ dB with 8-bit input quantization (Fig. 6(a)) and $\text{INR} = 60$ dB with 12-bit input quantization (Fig. 6(b)). For both cases, $A_f = 0.75$ and $\text{SNR}_o = 10$ dB. Based on the discussion in Section IV-B (Table 1), we would expect that even at $\text{INR} = 40$ dB, floating point noise spurs will represent the limiting factor on system performance. This is indicated in Fig. 6(a), although unambiguous signal detection at least over the 2000 bins displayed is still possible. However, the situation degrades significantly in Fig. 6(b) where noise spurs larger than the signal spectral level would prevent unambiguous signal detection.

A summary of further $2^{18}$ point FFT computer simulation experiments is presented in Table 2 corresponding to the hybrid 16-bit fixed point/22-bit floating point architecture again with $A_f = 0.75$ and $\text{SNR}_o = 10$ dB. The system parameters tabulated in Table 2, $\text{SNR}_o$ and $\sigma$, were obtained by frequency averaging over one transform. Specifically, $\text{SNR}_o$ was computed by averaging over 64 redundant signals uniformly spaced throughout the $2^{18}$ output spectral points and does not correspond to the worse-case output SNR at the noise spurs. Indeed, degradation in system performance is only evidenced by the computed values of $\sigma$ which were obtained by averaging over all the $2^{18}$-64-1 noise bins (the interference bin is excluded from computing $\sigma$). For $\text{INR} = 60$ dB and 12-bit input quantization, $\text{SNR}_o \approx 9.3$ dB, indicating satisfactory system performance but $\sigma \approx 2.4-3.0$ dB revealing the influence of the noise spurs. Note that, for this case, increasing the number of fixed point butterfly stages from 4 to 6 leads to a 0.6-dB increase in $\sigma$, possibly due to interaction between fixed point and floating point noise components. A more ideal behavior is indicated for $\text{INR} = 40$ dB and 8-bit quantization; however, even in this case low level noise spurs are present in the output spectrum as noted above (Fig. 6(a)).

Finally, we present in Fig. 7 an output spectrum resulting from a hardware simulation of a $2^{14}$ point, 22-bit floating point FFT spectrum analyzer currently under development. This spectrum resulted from first generating a simulated complex input data set (on a MASSCOMP computer) consisting of a sinewave (amplitude = 0.375 at spectral bin 250) plus a low level of Gaussian noise with standard noise deviation approximately equal to the quantization level. This data was quantized to 15 bits and memory-mapped to the FFT hardware which consists of 14 butterfly stages and a data unscrambler stage to perform the bit reversal operation. The resulting spectral output (16,384 bins) was then decimated.
by only keeping the largest spectral level in every 4 bins and then plotted.

As is seen in Fig. 7, numerous spectral noise peaks are present at or above the maximum levels predicted by either the general computer FFT simulator program or analysis. It should be noted, however, that a separate, special-purpose computer program written to exactly model this FFT hardware system did agree precisely with the hardware results. Clearly, these results indicate the presence of computational noise spurs resulting from the 22-bit floating point arithmetic although more detailed experiments utilizing multiple transform averages will be performed to further evaluate this system.

V. Conclusions

As a result of this systems analysis, several important conclusions emerge. First, spurious images due to the front-end baseband processor can be significantly reduced by utilizing real basebanding in combination with an additional real-adjust stage at the end of the FFT processor. Second, for 8-bit input quantization, which will most likely be used in implementing the prototype megachannel spectrum analyzer, system input dynamic range will be at most 45 dB and possibly less depending on whether 22-bit or 32-bit floating point arithmetic is used. Certainly the results of this analysis would support a 32-bit implementation. Third, 16-bit fixed point arithmetic can be used to implement the first butterfly stages without sacrificing system performance, provided the number of such stages is 8 or less. If the number of fixed point stages exceeds 8, then the resulting roundoff noise from these stages will begin to dominate the 8-bit input quantization noise. Finally, although the effects of window leakage on system performance were not addressed in this study, it is an important issue in designing a very large FFT. For instance, an input INR = 40 dB corresponds to a spectral dynamic range of 100 dB when \( N = 2^{20} \). Thus, window sidelobes should be at least 100–110 dB down near the desired signals or else spectral leakage from the large level interference will prevent signal detection. Clearly, the particular window used for the megachannel system must be carefully chosen, i.e., using the results of previous detailed analysis on FFT window design (e.g., as summarized in Ref. 4).
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### Table 1. Quantization noise contributions to system dynamic range

<table>
<thead>
<tr>
<th>Noise Source</th>
<th>( N )</th>
<th>INR, dB</th>
<th>ISR, dB</th>
</tr>
</thead>
<tbody>
<tr>
<td>AD Quantization, ( \sigma_{QN}^2 ) (8-bit ADC)</td>
<td>( 2^{14} )</td>
<td>45</td>
<td>77</td>
</tr>
<tr>
<td>Fixed Point</td>
<td>( 2^{14} )</td>
<td>62 (( P=4 ))</td>
<td>94 (( P=4 ))</td>
</tr>
<tr>
<td>Roundoff, ( \sigma_{F,P}^2 ) (16 bit)</td>
<td>( 2^{18} )</td>
<td>62 (( P=4 ))</td>
<td>106 (( P=4 ))</td>
</tr>
<tr>
<td></td>
<td>( 2^{14} )</td>
<td>56 (( P=6 ))</td>
<td>106 (( P=6 ))</td>
</tr>
<tr>
<td></td>
<td>( 2^{20} )</td>
<td>50 (( P=8 ))</td>
<td>100 (( P=8 ))</td>
</tr>
<tr>
<td>Floating Point</td>
<td>( 2^{14} )</td>
<td>47</td>
<td>79</td>
</tr>
<tr>
<td>Roundoff, ( (\sigma_{sp}^2)_{\text{max}} ) (22 bit)</td>
<td>( 2^{18} )</td>
<td>35</td>
<td>79</td>
</tr>
<tr>
<td></td>
<td>( 2^{20} )</td>
<td>29</td>
<td>79</td>
</tr>
<tr>
<td>Floating Point</td>
<td>( 2^{14} )</td>
<td>95</td>
<td>127</td>
</tr>
<tr>
<td>Roundoff, ( (\sigma_{sp}^2)_{\text{max}} ) (32 bit)</td>
<td>( 2^{18} )</td>
<td>83</td>
<td>127</td>
</tr>
<tr>
<td></td>
<td>( 2^{20} )</td>
<td>77</td>
<td>127</td>
</tr>
</tbody>
</table>

### Table 2. Summary of hybrid 16-bit fixed point/22-bit floating point computer simulation results for \( N = 2^{18} \)

<table>
<thead>
<tr>
<th>Number of AD Bits</th>
<th>INR, dB</th>
<th>( P )</th>
<th>( \text{SNR}_{\phi}, \text{dB} )</th>
<th>( \sigma, \text{dB} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>8</td>
<td>40</td>
<td>6</td>
<td>9.0</td>
<td>0</td>
</tr>
<tr>
<td>12</td>
<td>60</td>
<td>4</td>
<td>9.3</td>
<td>2.4</td>
</tr>
<tr>
<td>12</td>
<td>60</td>
<td>6</td>
<td>9.4</td>
<td>3.0</td>
</tr>
</tbody>
</table>
Fig. 1. System block diagram

Fig. 2. Image generated by complex basebanding

Fig. 3. Model of image cancellation in the real adjust stage

Fig. 4. Basic system model

Fig. 5. Computer simulation results for 32-bit floating point FFT arithmetic
Fig. 6. Computer simulation results for hybrid 16-bit fixed point/22-bit floating point FFT arithmetic with 6 front end fixed point stages

Fig. 7. Hardware simulation for 22-bit floating point system
Deep Space Network Mark IVA Description
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This article describes the general system configuration for the Mark IVA Deep Space Network. The arrangement and complement of antennas at the communications complexes and subsystem equipment at the Signal Processing Centers are described. A description of the Network Operations Control Center is also presented.

I. Introduction

The Mark IVA Deep Space Network (DSN) Implementation Project was initiated in 1980 to implement the most complex change to be made to the DSN since its inception. The objectives of the Mark IVA Project were to reduce operation costs, to improve reliability and maintainability, and to increase telemetry reception capability for support of the Voyager Uranus encounter and subsequent planetary missions. These objectives were accomplished by replacing separated, individual antenna control rooms with a centralized signal processing center at each of the three Deep Space Communications Complexes (DSCCs), adding new control and data system computers and local area networks, and building new 34-meter antennas. At the same time, 26-meter antennas from NASA's Ground Spaceflight Tracking and Data Network (GSTDN) were added to the DSN as part of the Network Consolidation Project (Ref. 1).

The Mark IVA DSN has provided outstanding support for all required critical mission activities. These missions include Venus Balloon, International Comet Explorer (ICE), Halley Pathfinder, GIOTTO, and Voyager Uranus Encounter. A significant increase in data return to the Voyager Project was possible because of the techniques developed to array the new and existing antennas for improved telemetry reception.

II. Mark IVA Network Configuration

The new network configuration is shown in Fig. 1. It consists of four antennas, a Signal Processing Center (SPC), and an Earth Orbiter Link at the DSCCs located at Goldstone, California, and Canberra, Australia. There are three antennas at the Madrid, Spain, DSCC; the 34-meter High Efficiency (HEF) antenna is to be added in 1987. Communication facilities to connect these complexes to the Network Operations Control Center are included in the DSN.

At the overseas complexes, the antennas are colocated within 1 or 2 kilometers in order to ease operations and maintenance and to enhance the capability of arraying multiple antennas. At Goldstone, the 34-meter Standard antenna is located at the Echo site which is 12 miles from the SPC at the Mars site. Also, at Goldstone, the 26-meter antenna with the Earth Orbiter Link is located 7 miles from the SPC. Each antenna within the complex has some locally mounted equipment: antenna drive and control equipment, low-noise amplifiers, receiver front ends, and transmitters. The balance of the Deep Space Communications antenna-associated equipment — antenna pointing, microwave instrumentation, transmitter control, receiver, and metric data — are located at the SPC. The SPC also includes the assignable link equipment: telemetry, command, radio metric, radio science, and Very
Long Baseline Interferometry (VLBI) processing equipment. The Complex Global equipment including the Frequency and Timing Subsystem (FTS), Test Support, and Communications are also located in the SPC. The 26-meter link equipment for Earth Orbiter communication is not located in the SPC at any of the DSCCs.

III. Antennas

Each complex is to have four antennas, configured as follows:

1. **64-Meter:** This pre-Mark IVA antenna is configured for S-band transmission and reception and X-band reception. This is the prime antenna for deep space communications and for radio metric data, radio science data, and VLBI applications.

2. **34-Meter Standard:** This pre-Mark IVA antenna at each complex is configured for transmission of S-band and reception of S-band and X-band. It is used for deep space communications and for radio metric data. It is also used to support high earth orbiters.

3. **34-Meter High Efficiency:** New 34-meter High Efficiency antennas were implemented at the Australian and Goldstone complexes. (DSS 65 in Madrid will be added in 1987.) They are configured for both X-band and S-band reception and are used primarily for deep space down-link support. An X-band transmission and radio science VLBI capability is planned for addition in 1987.

4. **26-Meter:** The 26-meter antennas were relocated in Spain and Australia to the proximity of the SPCs. The Goldstone 26-meter was not relocated. These antennas are used for S-band transmission and reception in support of Earth Orbiter and High Earth Orbiter communications and for radio metric data.

IV. Signal Processing Center

A simplified block diagram of a Signal Processing Center is shown in Fig. 2. This shows the general subsystem complement. Detailed configurations and connections are described in other articles. The SPC is configured to support operation of each antenna individually, or to array any combination of the antennas.

As indicated, antenna control, receiver/exciter, and radio metric tracking subsystem equipment is associated with each antenna as appropriate. Only transmitting antennas have exciters and tracking equipment. For the 64- and 34-meter antennas, the Telemetry and Command Subsystems are each organized into four groups while the Monitor and Control Subsystem is organized into three groups. Each group can be independently assigned; the groups are thus assigned to form up to three “links.” Each “link” has the equipment necessary to support one spacecraft mission, with receiver, antenna, tracking, command, and telemetry equipment. The link can handle a single antenna or an array. Each link is controlled by a single operator stationed at the Link Monitor and Control Console. The link assignments, including the antenna and associated equipment, are performed by the Complex Monitor and Control according to an established schedule. Other subsystems provide test support, technical facilities, frequency and timing, maintenance, and radio science support. Details for the SPC System configurations are presented in other articles.

V. Earth Orbiter Link

The control and processing equipment for Earth Orbiter and High Earth Orbiter support is not integrated into the SPC. In general, the equipment is the same as that being used in the GSTDN. There are two notable exceptions: only a single spacecraft link can be supported and the telemetry processing equipment has been updated. Additionally, there is a cross-support connection that enables a spacecraft link through the 26-meter front end to be processed in the SPC. The reverse is also true in that a 34-meter Standard antenna front end can be connected to the Earth Orbiter link processing equipment.

The Earth Orbiter link support includes separate communications circuits to the Goddard Space Flight Center Network Control and Project Operations Control Centers.

VI. DSN Network Operational Control Center

Data received at the control center is forwarded either to local JPL or remote mission operations centers as shown in Fig. 3. In parallel, the data is also routed to the Network Operations Control Center (NOCC) where data monitoring and network control functions are performed. Monitoring functions are performed in the real-time monitor processors, which were retained from Mark III. The software in these computers was upgraded to be compatible with the Mark IVA design. In addition, a processor was added to perform the Network support functions, including providing predicts, sequence of events, and schedule data to the SPCs. The controllers in the NOCC are provided with displays allowing them to monitor and control network activities including Earth Orbiter link activities.
VII. Communications

The communications between the SPCs and the Central Communications Terminal (CCT) at JPL were modified as part of the Mark IVA Project. This modification permits the cost-effective utilization of available circuits while still providing the flexibility to protect critical data. The communications processor at the SPC is capable of multiplexing data from all of the SPC links into a single circuit or of transmitting critical data in a separate complex circuit.
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Fig. 1. Deep space network Mark IVA configuration
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HEO Multimission Navigation Concept
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As part of the Network Consolidation Program, the 26-meter Tracking and Communication Subnet was transferred to JPL. Along with this transfer JPL assumed responsibility for tracking and navigation support for Earth orbiter missions normally tracked by the 26-meter sites. The High Earth Orbiter (HEO) Multimission Navigation Facility was formed as a component of the DSN Tracking System for the purpose of supporting Earth orbiter missions and certain classes of deep space missions. This facility has been implemented on a dedicated VAX 11/780 minicomputer within the Network Operations Control Center (NOCC). The primary function of the system is to process radio metric data and estimate the orbit of a spacecraft in near-Earth or deep space environment. The system is capable of processing radio metric data in near-real time and providing the quick turnaround required for Earth orbiter operations. It is also capable of generating precision spacecraft ephemeris for use by the NOCC Support Subsystem and external agencies. This article discusses the implementation and functional operation of the Multimission Navigation Subsystem and describes the support that has been provided for an array of missions.

I. Introduction

As part of the Network Consolidation Program, the 26-meter Ground Spaceflight Tracking and Data Network (GSTDN) was transferred from Goddard Space Flight Center (GSFC) to JPL as an element of the MARK IVA DSN. Along with this transfer, JPL assumed responsibility for tracking and navigation for Earth orbiter missions normally tracked by the GSTDN sites. This includes all high Earth orbiter missions and Earth orbiters which are not compatible with the Tracking and Data Relay Satellite System (TDRSS). The High Earth Orbiter (HEO) Multimission Navigation Facility was formed as a component of the DSN Tracking System for the explicit purpose of supporting Earth orbiter missions and certain classes of deep space missions. The latter typically includes non-JPL deep space missions that are tracked by the DSN.

The development of this facility was influenced by a DSN Advanced Systems program in which a limited prototype navigation system was developed for a VAX 11/780 minicomputer. This research effort demonstrated the feasibility of providing low cost and efficient multimission navigation support using a dedicated minicomputer. It also provided the opportunity to introduce new technical capabilities to enhance the navigation operations process. This has included automatic loading of data files, electronic transfer of files, interactive graphic display and data editing, and the capability of providing the quick turnaround needed for the near-real-time navigation support for critical Earth orbiter mission events.

Based on the results of the Advanced Systems demonstration, the HEO multimission capability (NAV) was imple-
mented within the Network Operations Control Center (NOCC) using the backup Network Support Controller VAX 11/780 (NSC1). The primary VAX 11/780 (NSC2) is used for the generation and transmission of station predicts, the generation of scheduling information, and the preparation of mission sequence of events. Data are transferred between NSC1 and NSC2 via the DECNET. In the event of a failure of either machine, the Advanced Systems VAX 11/780 serves as backup to NAV.

The implementation of the NAV subsystem was scheduled to meet August 1984 AMPTE (Active Magnetospheric Particle Tracer Explorers) mission requirements, which was the first high Earth orbiter mission supported by the MARK IVA system. The early completion of the deep space development phase enabled the system to be operational for the ICE (International Comet Explorer) mission support starting in March 1984. To date, the NAV facility has supported 13 missions for 7 different space agencies. This support has included navigation for launch, Earth orbiter, geosynchronous orbit transfer, deep space cruise, and planetary and comet encounter phases.

II. Functional Description

Figure 1 shows the NAV subsystem functional interfaces and data flow. The HEO facility is responsible for performing the following functions:

1. Prelaunch navigation systems analysis. This includes defining tracking data requirements and establishing expected orbit determination accuracies.

2. Radio metric data analysis.

3. Operational orbit determination.

4. Generation of precision spacecraft ephemerides for use by the NOCC Support Subsystem (NSS) and for transmission to external agencies.

5. Spacecraft maneuver analysis.

6. Generation of DSN navigation deliverables for flight projects and external agencies. These include processed tracking data files, spacecraft state vectors and spacecraft ephemerides, and other trajectory-related products.

As shown in Fig. 1, the NAV system receives the following data from external sources:

1. Radio metric data transferred from the DSN subnets via the Ground Communication Facility (GCF) Digital Communication Subsystem.

2. Correlated VLBI data from the NOCC Radio Science/VLBI Processor Subsystem (NRV).

(3) Timing, polar motion, and media calibrations from the Tracking and Systems Analytical Calibrations Group (TSAC).

(4) Spacecraft state vectors generated by external agencies, typically transferred via the high-speed data lines in an Intercenter Vector format (ICV).

NAV delivers the following products for external transmission:

(1) Spacecraft ephemeris files for antenna pointing and frequency predictions.

(2) Validated radio metric data in the form of an Orbit Data File (ODF) for transfer to external agencies.

(3) State vector estimates generated by the NAV subsystem in the form of an ICV.

(4) Project-related trajectory products generated from the spacecraft ephemeris.

III. NAV Subsystem Organization

The NAV subsystem consists of the Radio Metric Data Conditioning (RMDC), Orbit Determination (OD), and Trajectory Analysis (TRAJ) subsystems. Figure 2 shows the organization of the NAV subsystem.

A. NAV Subsystem Characteristics

1. Radio metric data conditioning subsystem. The primary function of the RMDC is to receive the radio metric data and prepare an orbit data file for use by either JPL NAV or for transmission to external agencies. The RMDC receives radio metric data consisting of doppler, range, angles, VLBI, and other ancillary information (e.g., calibrations, reference frequencies, validation codes, mode indicators) required to process these data. The data are transmitted in real-time via an electrical interface and automatically loaded onto NSC1. The data are edited — this consists of reordering the incoming data, identifying invalid data, deleting unwanted data types, compressing doppler and narrowband VLBI, and applying calibrations based on station and spacecraft characteristics. The primary output is a validated tracking data file (ODF) in a format suitable for use by NAV or in a format for transmission via the high-speed data lines to external agencies. During critical periods, the RMDC must be capable of processing a one-hour span of data within 5 minutes; for non-critical periods RMDC must edit a one-week data file within 60 minutes.

2. Orbit determination subsystem (OD). The primary function of the orbit determination segment is to estimate
the spacecraft state along with other relevant parameters using the processed ODF provided by the RMDC. The OD component consists primarily of the Orbit Determination Program (ODP), which includes a complete set of algorithms necessary to model the motion of a planetary orbiter or a deep space probe and to model the radio metric observations. The program is capable of estimating the spacecraft state, spacecraft dynamic parameters (i.e., maneuvers, solar pressure constants, gas leaks), astrodynamical and geophysical parameters, and observational parameters. It has the capability of processing the data using either a gaussian least squares filter or a batch sequential filter and smoother algorithm which accounts for the effects of correlated process noise. Estimates and their statistics can be time-mapped and displayed in a variety of coordinate systems with respect to different reference frames. The ODP also displays the pre- and post-fit data residuals and provides an assessment of the quality of the radio metric data.

3. Trajectory analysis subsystem. The primary function of the Trajectory Analysis Segment is to generate a precise spacecraft ephemeris using either an estimated state provided by the ODP or a state vector estimate transmitted by an external agency. This spacecraft ephemeris is used as the source for the trajectory files and Probe Ephemeris Tapes (PET) transmitted to the NOCC Support Subsystem (NSS) for station antenna pointing and frequency predicts. It is also used to generate specific trajectory-related data required by the project, and to generate state vectors in the form of an Intercenter Vector (ICV) for transmission via the high-speed data lines to external agencies. TRAJ will also accept as input an ICV transmitted by an external source and generate a spacecraft ephemeris based on this state.

B. Auxiliary Capabilities

In addition to the primary functions, the NAV system includes the following capabilities:

(1) Simulation of radio metric data for use in covariance analysis studies, operations readiness testing and general operations test, and training activities. This capability has been used to provide external users with simulated data for compatibility testing.

(2) Generation of station view periods.

(3) Preparation of NAV-related mission support timelines and sequence of events.

(4) Procedures to monitor the consistency of orbit estimates.

(5) Procedures for the near-real-time assessment of maneuvers and determination of spacecraft spin rates.

C. Software Implementation

The HEO NAV subsystem consists principally of software modules inherited from the UNIVAC-based navigation system. The UNIVAC version of the software was converted to be compatible with the VAX. Additional models were added to meet the specific NAV mission requirements. These included Earth atmospheric models, an Earth tide model, and the ability to process GSTDN range data. The Earth orbiter navigation phase of the software was tested and certified by comparing results with those independently determined by the GSFC Orbit Determination Program. The deep space modules were certified using the test case library that had been established to certify the UNIVAC version.

IV. Mission Set

The multimission NAV system has provided navigation for launch, Earth orbiter, deep space cruise, planetary flyby, and comet encounter mission phases. All missions that encountered the comet Halley in March 1986 were supported by the NAV subsystem. The missions that have been supported by this facility from FY84 to mid-FY86 and the level of support are described in Table 1. Future missions (mid-FY86 through FY88) are given in Table 2. This future mission set consists primarily of geosynchronous orbiter missions which will require HEO NAV support during the geosynchronous orbit transfer phase.
<table>
<thead>
<tr>
<th>Mission</th>
<th>Agency</th>
<th>Significant Dates</th>
<th>NAV Role</th>
<th>Interface</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>International Comet Explorer (ICE)</strong></td>
<td>GSFC</td>
<td>Launched as ISEE-3: 08/12/78&lt;br&gt;Renamed ICE: 12/22/83&lt;br&gt;Encounter: 09/11/85</td>
<td>Orbit determination in parallel with GSFC during lunar swingby Dec 83 and then prime during interplanetary cruise, comet Giacobini-Zinner encounter and for subsequent solar wind observations upstream of comet Halley during 1986.</td>
<td>From JPL: Intercenter State Vectors (ICV) initially via Telex. Now via high-speed data line (HSDL) electrical interference.</td>
</tr>
<tr>
<td><strong>Active Magnetospheric Particle Explorer (AMPTE)/Charge Composition Explorer (CCE)</strong></td>
<td>GSFC</td>
<td>Launched: 08/16/84&lt;br&gt;Projected Lifetime: 4 yr</td>
<td>Provide OD support and generate trajectory products throughout mission lifetime.</td>
<td>From JPL: ICV (TRK 2-17) sent over HSDLs.</td>
</tr>
<tr>
<td><strong>AMPTE Ion Release Module (IRM)</strong></td>
<td>German Space Operations Center (GSOC)</td>
<td>Launched: 08/16/84&lt;br&gt;Projected Lifetime: 1 yr</td>
<td>Provide OD solutions during first 10 days after launch for compatibility testing with GSOC.&lt;br&gt;Generate and transmit orbit data files for DSN tracking data acquired during periods of cannister release. GSOC will provide ICV for Predix generation.</td>
<td>From JPL: ICV (TRK 2-17) for first 10 days for solution comparison via HSDL.&lt;br&gt;From GSOC: ICV (TRK 2-17) for data acquisition during cannister release via HSDL.</td>
</tr>
<tr>
<td><strong>(MST5) Sakigake</strong></td>
<td>Institute of Space and Astronautical Science, Japan (ISAS)</td>
<td>Launched: 01/07/85&lt;br&gt;Encounter: 03/11/86</td>
<td>Assist ISAS with validation of their OD software by providing Voyager tracking data for testing, comparing OD solutions and providing analysis and software consulting service; includes plans for workshop at JPL.&lt;br&gt;Provide OD solutions and tracking data for the first 10 days after launch.&lt;br&gt;Provide OD consulting for 6 months following launch.</td>
<td>From JPL: ICV via telex.&lt;br&gt;From JPL: ODF tape (TRK 2-18) covering 10-day period.</td>
</tr>
<tr>
<td>Mission</td>
<td>Agency</td>
<td>Significant Dates</td>
<td>NAV Role</td>
<td>Interface</td>
</tr>
<tr>
<td>-------------------------------</td>
<td>---------------------------------</td>
<td>------------------------------------</td>
<td>------------------------------------------------------------------------------------------------</td>
<td>--------------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>VEGA Venus Balloon Experiment</td>
<td>Centre National D’Etudes Spatiales (CNES)</td>
<td>Launched VEGA1: 12/15/84</td>
<td>Determine VEGA orbits during heliocentric cruise and Venus flyby phases using L-band (1.667 GHz) delta DOR, one-way doppler combined with geocentric information provided by IKI.</td>
<td>From CNES: VEGA orbital state estimates and spacecraft dynamic parameters.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Encounter: 06/11/85</td>
<td></td>
<td>From CNES: L-band (1.667 GHz) oscillator characteristics.</td>
</tr>
<tr>
<td></td>
<td>Space Research Institute (IKI), USSR</td>
<td>Launched VEGA2: 12/21/84</td>
<td>Provide processed delta DOR observations to support IKI post-Venus flyby maneuver.</td>
<td>From JPL: VLBI-based OD solutions.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Encounter: 06/15/85</td>
<td></td>
<td>From JPL: Processed delta DOR observations.</td>
</tr>
<tr>
<td>Giotto</td>
<td>European Space Agency (ESA)</td>
<td>Launched: 07/02/85</td>
<td>Assist ESA with OD software development and validation by comparing solutions using test cases based on Voyager tracking data; conduct joint workshops at JPL and ESOC.</td>
<td>From JPL: ODF files (TRK 2-18) via HSDL.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Encounter: 03/14/86</td>
<td>Provide orbit data files during cruise and encounter phases.</td>
<td>From ESOC: ICV (TRK 2-17) via HSDL.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Determine flight path and compare solutions for designated rehearsal periods during cruise.</td>
<td>From JPL: ICV (TRK 2-17) via HSDL.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>From ESOC: State vector solutions, covariances and dynamic parameter estimates via Telex.</td>
</tr>
<tr>
<td>Pathfinder</td>
<td>European Space Agency (ESA)</td>
<td>Launched VEGA1: 12/15/84</td>
<td>Provide VLBI-determined orbit solutions for the heliocentric cruise phase (post-Venus encounter) and the comet Halley encounter phase.</td>
<td>From ESOC: Orbit state vectors; transponder characteristics.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Encounter: 03/06/86</td>
<td></td>
<td>From JPL: VLBI-determined orbit estimates.</td>
</tr>
<tr>
<td></td>
<td>Space Research Institute (IKI), USSR</td>
<td>Launched VEGA2: 12/21/84</td>
<td>Provide processed delta DOR observations.</td>
<td>From JPL: Processed delta DOR observations.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Encounter: 03/09/86</td>
<td></td>
<td>From JPL: ICV via Telex.</td>
</tr>
<tr>
<td>(Planet-A) Suisei</td>
<td>ISAS</td>
<td>Launched: 08/18/85</td>
<td>Provide OD solutions to support USUDA station predicts and tracking data covering the first 4 mo following launch.</td>
<td>From JPL: ODF tape (TRK 2-18) for first 10 days.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Encounter: 03/08/86</td>
<td>Provide consulting service for 6-mo period after launch.</td>
<td>From JPL: ODF tape (TRK 2-18) for first 10 days.</td>
</tr>
</tbody>
</table>

Table 1 (contd)
Table 1 (contd)

<table>
<thead>
<tr>
<th>Mission</th>
<th>Agency</th>
<th>Significant Dates</th>
<th>NAV Role</th>
<th>Interface</th>
</tr>
</thead>
<tbody>
<tr>
<td>Broadcast Satellite-2B (BS-2B)</td>
<td>National Space Development Agency, Japan (NASA)</td>
<td>Launched: 02/12/86, Support Period: Launch to L+30 days</td>
<td>Orbit determination during orbit transfer phase from L to L+30h (Apogee Kick Motor Firing) AKM + 30h with solutions at L+6.5h, L+10h, L+29h, L+61h; contingency support to L+1mo; covariance studies to assess the performance of tracking from a single site for L to L+5h.</td>
<td>From NASA: ICV (TRK 2-17) via HSDL. From JPL: ICV (TRK 2-17) via HSDL. From JPL: ODF files (TRK 2-20) via HSDL GSTDN data only.</td>
</tr>
<tr>
<td>Extended Missions (ISEE-1, ISEE-2, DE-1, NIMBUS)</td>
<td>GSFC</td>
<td></td>
<td>Provide antenna predicts for 26-m subnet using ICV provided by GSFC.</td>
<td>ICV from GSFC.</td>
</tr>
</tbody>
</table>

Table 2. Future missions: 1986 — 1988

<table>
<thead>
<tr>
<th>Mission</th>
<th>Agency</th>
<th>Date</th>
</tr>
</thead>
<tbody>
<tr>
<td>GOES-H</td>
<td>NASA</td>
<td>10/86</td>
</tr>
<tr>
<td>TELECOM-1C</td>
<td>CNES</td>
<td>12/86</td>
</tr>
<tr>
<td>TV-SAT</td>
<td>GSOC</td>
<td>03/87</td>
</tr>
<tr>
<td>TDF-1</td>
<td>CNES</td>
<td>07/87</td>
</tr>
<tr>
<td>ETS-V</td>
<td>NASA</td>
<td>08/87</td>
</tr>
<tr>
<td>TELEX-X</td>
<td>CNES</td>
<td>12/87</td>
</tr>
<tr>
<td>DFS-1</td>
<td>GSOC</td>
<td>02/88</td>
</tr>
<tr>
<td>CS-3A</td>
<td>NASA</td>
<td>02/88</td>
</tr>
<tr>
<td>TV-SAT2</td>
<td>GSOC</td>
<td>05/88</td>
</tr>
<tr>
<td>TDF-2</td>
<td>CNES</td>
<td>07/88</td>
</tr>
<tr>
<td>CS-3B</td>
<td>NASA</td>
<td>08/88</td>
</tr>
</tbody>
</table>
Fig. 1. NOCC Navigation Subsystem functional data flow

Fig. 2. NOCC Navigation Subsystem organization
ICE Navigation Support
L. Efron, R. J. Muellerschoen, and R. I. Premkumar
Navigation Systems Section

The first in-situ measurements at a comet occurred on 11 September 1985 when the International Cometary Explorer (ICE) passed through the tail of Comet Giacobini-Zinner approximately 7870 km downstream of the nucleus. Encounter took place 7 years after the spacecraft's original launch on 12 August 1978 as the International Sun Earth Explorer 3 (ISEE-3), part of a three-spacecraft project to study the interaction between the solar wind and the Earth's magnetosphere. Transfer to an interplanetary trajectory (and the name change) was performed via a 119-km-altitude, gravity-assist, lunar swingby on 22 December 1983. Navigation support during interplanetary cruise and comet encounter was provided by orbit determination utilizing radio metric data from the DSN 64-meter antennas in Goldstone, California and Madrid, Spain. Orbit solutions yielding predictions of 50-km geocentric delivery accuracy in the target aim plane were achieved during interplanetary cruise and at comet encounter using 6-to-12-week data arcs between periodic attitude-change maneuvers. One-sigma two-way range and range rate residuals were consistently 40 meters and 0.2 mm/s or better, respectively. Non-gravitational forces affected the comet's motion during late August and early September 1985 and caused a 2300-km shift in the orbit of the comet relative to the spacecraft. This necessitated a final ICE orbit trim maneuver 3 days prior to encounter. Near-real-time assessment of two-way 2-GHz (S-band) Doppler pseudo-residuals during the June and July 1985 trajectory change maneuvers aided in calibration of the spacecraft's thrusters in preparation for this final critical maneuver. Post-flight analysis indicates tail centerline passage was achieved within 10 seconds of the predicted time and geocentric position uncertainty at encounter was less than 40 km.

I. Introduction

A. Historical Overview

ICE was initially launched on 12 August 1978 as one of three spacecraft participating in a study of the interaction between the solar wind and the Earth's magnetosphere. Then known as ISEE-3, its instruments made measurements of particles and fields in the solar wind upstream of the Earth. Four years were spent in a six-month-period "halo" orbit in the vicinity of the Sun-Earth L₁ libration point located approximately $1.5 \times 10^6$ km (0.01 AU) from the Earth in the direction of the Sun along the Sun-Earth line (Refs. 1 and 2). The gravitational and centrifugal forces on an object on station at a libration point are in balance. Transfer-orbit
and halo-phase geometries are illustrated in Figs. 1 and 2. Occasional station-keeping was required to maintain the halo orbit about the libration point. Although inherently unstable, this configuration eliminated problems of the intense solar radio noise background, which would have plagued tracking a spacecraft located exactly at the \(^{\text{L}_1}\) libration point (Fig. 3).

On 10 June 1982, a propulsive \(\Delta V\) maneuver of 4.5 m/s was used to nudge ISEE-3 out of its halo orbit and onto a geocentric flight path which included excursions into the Earth's geotail. Geotail mission phase geometry is illustrated in Figs. 4 and 5. During this phase of the mission, the flight path carried ISEE-3 into the vicinity of the Moon on four occasions. Lunar swingby dates are noted at points \(S_1\), \(S_2\), \(S_3\), and \(S_4\). Lunar swingby distances varied from 11.1 to 14.2 lunar radii. Propulsive \(\Delta V\) maneuvers in conjunction with lunar gravity assists during these distant flybys were used to control the motion of the line of apsides, thereby permitting ISEE-3 to spend considerable time deep in the Earth's geotail. At one point, ISEE-3 spent over 3 months in the geotail at distances in excess of 200 Earth radii (RE). The maximum geotail distance was 236.6 RE on 30 June 1983.

All the geotail phase trajectory acrobatics between June 1982 and June 1983 were merely the prelude for the final two orbits of the Earth, which culminated with a propulsive trajectory correction maneuver (TCM) in November 1983. This targeted ISEE-3 for a close trailing-edge flyby of the Moon in late December 1983 (Fig. 6). A total of 15 propulsive correction maneuvers were carried out between 10 June 1982 and 23 November 1983. Four of these were planned and 11 were subsequent small trims required to correct for maneuver execution errors. Analysis and design of the entire sequence of maneuvers is discussed in Refs. 3, 4, and 5.

Targeting for the final lunar swingby was designed to place the spacecraft on a trajectory which would encounter Comet Giacobini-Zinner (G-Z) six days after its 5 September 1985 perihelion passage. As an added bonus, this same trajectory afforded ICE the opportunity to make measurements in the solar wind upstream of Halley's Comet late in March of 1986 (Fig. 7). This would occur several weeks after Halley was to play host to an armada of five visiting European and Japanese spacecraft (Russia's Vega 1 and Vega 2, ESA's Giotto, and Japan's Sakigake and Suisei).

From initial launch, the ISEE-3 mission was supported by the Ground Spaceflight Tracking and Data Network (GSTDN) with orbit determination (OD) performed at the Goddard Space Flight Center (GSFC). At the comet encounter distance of \(70.5 \times 10^6\) km (0.47 AU), the spacecraft was well beyond the range of GSTDN. This necessitated the total transfer of support from GSTDN to the Deep Space Network (DSN) in January 1984. During December 1983, GSFC and the Jet Propulsion Laboratory (JPL) formally carried out parallel tracking and OD support. Responsibility for maneuver analysis and design remained at GSFC for the duration of the mission.

### B. Spacecraft Description

The ICE spacecraft is depicted in Fig. 8. The cylindrical, drum-shaped spacecraft is spin stabilized, with its spin axis oriented perpendicular to the ecliptic plane. The tower, extending in the direction of the north ecliptic pole, supports the medium-gain phased array 2-GHz (S-band) antenna, which has a flat, disk-like pattern. Table 1 provides a compilation of navigation-related spacecraft characteristics.

Orbit and attitude control are provided by a system of hydrazine engines on pods mounted on the outside and bottom of the main cylinder. The system consists of 12 canted nozzles to provide radial, axial, and spin rate thrusting control. Design goals were to allow propulsive \(\Delta V\) maneuvers in any direction without perturbing the spin axis orientation. Solar radiation pressure forces acting on the spacecraft did, however, result in torques which slowly altered the spacecraft's attitude. Periodic attitude change maneuvers were necessary to keep the Earth centered in the antenna beam.

### C. Navigation Challenge

Navigation support for ICE has been unique in several aspects. First and foremost was the large uncertainty in the predicted September 1985 position of the target at the time of interplanetary transfer orbit insertion in December 1983. From covariance studies, uncertainty in Comet G-Z's time of perihelion passage on 5 September 1985 was perhaps 0.1 day. This represented an anticipated along-track error of approximately \(3 \times 10^5\) km, and complicated the targeting for the critical low-altitude gravity-assist lunar swingby. This critical event occurred several months before the first ground-based optical observation even confirmed the return of the comet to the inner solar system. Secondly, covariance analysis to demonstrate the capability of a limited subnet of the DSN to meet the ICE mission navigation requirements made assumptions in regard to anticipated tracking data quality. This was done prior to any DSN experience with the generation of radio metric data in conjunction with a transponder of the type aboard the probe. Finally, with the NASA decision that responsibility for orbit determination and maneuver design be split between two agencies, there was a need for verification of dynamics modeling and trajectory propagation compatibility between JPL and GSFC.

The premission navigation covariance analysis and DSN navigation support of the lunar swingby and early interplane-
tary cruise are described in detail in Refs. 6, 7, and 8. Ephemeris improvement efforts at JPL (led by D. K. Yeomans) utilizing ground-based optical observations gathered by the Astrometry Network of the International Halley Watch (IHW) are described in Refs. 8 and 9.

II. Metamorphosis to Cometary Explorer

The period from July to November 1983 was used by the DSN and JPL to demonstrate orbit solution compatibility in a mission operations support environment. From 1 December 1983 through 3 January 1984, the DSN and JPL provided backup tracking and orbit determination support to GSFC. This meant that complete orbit solution turnarounds were required as often as every two days at both centers. GSFC processed the GSTDN data, while JPL solutions utilized DSN-generated data. Mission planning was thereby able to make use of two independent orbit solution results for flight path analysis in preparation for the critical 22 December 1983 close lunar swingby.

To avoid the necessity of having to model maneuvers, orbit solutions were attempted between trajectory correction or attitude change events while ISEE-3 was in high Earth orbit. Trajectory correction maneuvers calculated using either JPL or GSFC orbit solutions were essentially the same. DSN two-way radio metric tracking data from two 34-m antenna sites yielded unbiased 1-sigma residuals that were consistently 0.2 mm/s for 60-s count-time Doppler and 30 to 50 m for range.

Targeting for the critical close lunar swingby began with a trim maneuver on 10 November 1983. A small execution error resulted in prediction of a lunar impact. On 23 November 1983, this situation was corrected by a small trim maneuver at the apoapsis of the spacecraft’s final orbit of the Earth. From there, it began a month-long plunge toward the Moon (Fig. 6). The subsequent interplanetary trajectory of ICE relative to the orbits of both Comet G-Z and Halley’s Comet is illustrated in Fig. 7. Spacecraft heliocentric inertial velocity at the lunar swingby was on the order of 30 km/s. A velocity vector change of 1 m/s at Earth-Moon departure was capable of producing up to a 50,000-km change in the Comet G-Z closest approach distance. The parameter of most importance in determining the lunar aim point was the final flyby altitude. Maneuver analysis indicated that a closest approach 119 km above the surface was desired. Trim and attitude change maneuvers were planned for 8 December and, if necessary, as many as two later opportunities for trim maneuvers prior to perilune were included in the mission sequence of events. Orbit solutions were performed three times a week. A minimum of 4 or 5 days’ data arc was required to obtain solutions with reasonable uncertainties. On 1 December 1983, DSS-63 (the 64-meter antenna in Spain) became available to occasionally provide tracking support. Having three stations prior to encounter greatly enhanced the tracking geometry. The sequence of orbit solutions following the 23 November trim maneuver suggested that the actual trajectory was so close to nominal that only the planned 8 December attitude adjustment was performed. Perilune passage occurred on 22 December 1983 at 18:45:15.2 (ET) as ISEE-3 raced past the trailing limb of the Moon at an altitude of 119.4 km. At that moment, the spacecraft’s identify formally underwent the change from ISEE-3 to ICE.

The JPL navigation team’s use of DSN-generated radio metric Doppler and range data predicted the radius and time of closest approach to the Moon to better than 1 km and 1 s, respectively, during mission operations support. Post-perilune solutions have further reduced uncertainties in these swingby parameters to less than 100 m and 0.1 s. Discussion, in more detail, of the close lunar swingby is provided in Reference 8.

III. Cruise Orbit Determination

After 6 January 1984, tracking and data acquisition support of ICE was limited to the DSN 64-meter subnet. However, during the first year of interplanetary cruise, only one antenna, DSS-63, was available. Beginning in mid-December 1984, occasional passes were provided by DSS-14, at Goldstone. In mid-January 1985, DSS-63 went down for modifications, leaving only DSS-14 to provide support. After June 1985, both stations supported the mission through the comet encounter.

Daily DSN two-way tracking coverage was provided from lunar swingby until 10 January 1984. Afterwards, coverage was nominally 2 passes a week. One pass provided range-rate data coverage above a 15-degree elevation angle, horizon to horizon. Approximately 10 range points were collected over a subinterval of 30 minutes. The second pass was shorter in duration, limited to elevation angles above 30°, and typically only collected Doppler data. More frequent passes were provided for 10 days after attitude change maneuvers, which occurred at approximately 3-month intervals. Orbit solutions were limited to the data arcs between maneuvers. Data weights were 100 m for range and 1 mm/s for range rate. Residuals throughout the interplanetary phase continued to be unbiased and 50 m and 0.2 mm/s, 1 sigma, for range and range rate, respectively.

Comet encounter conditions were determined relative to the then-current Comet G-Z ephemeris. Cruise orbit solutions consistently predicted a comet miss distance of approximately $62 \times 10^3$ km on the sunward side of the comet. This would be outside the anticipated cometary coma. Trajectory correc-
tion was put off until June 1985 to allow comet ephemeris improvement based on post-recovery optical observations.

IV. Comet Giacobini-Zinner Recovery

Comet G-Z, with an orbital period of 6.5 years, was first described in 1900 by Michel Giacobini at the Nice Observatory in France. The comet was rediscovered in 1913 by Ernst Zinner at the Remels Observatory in Bamberg, Germany. Its orbit is inclined at 32° to the ecliptic plane and varies from perihelion near the orbit of the Earth to aphelion between the orbits of Jupiter and Saturn. Early 1984 marked the eleventh opportunity for recorded Earth-based observation of the comet. The ICE encounter with Comet G-Z was planned at the nodal crossing of the ecliptic at a heliocentric distance of 1.03 AU six days after Comet G-Z’s perihelion passage.

To effect an early telescopic recovery of the comet in 1984, an orbit and search ephemeris was computed based on astrometric observations from the three previous Comet G-Z apparitions in 1965, 1972, and 1979. The ephemeris was then distributed to observatories capable of observing objects with the extremely faint predicted magnitude of approximately 23.

An observing team using the 4-m aperture telescope at Kitt Peak National Observatory near Tucson, Arizona successfully recovered the comet on 3 April 1984. Confirmation (pre-recovery) images were then quickly reported from plates recorded 28 January 1984 at the European Southern Observatory in La Silla, Chile and for 28 March 1984 (again at Kitt Peak). When the recovery observations were included in an orbital solution update, the required correction to the predicted perihelion passage time was only +0.01 day.

By means of precise ephemerides from the Astrometry Network of the IHW, Comets Halley and Giacobini-Zinner were both recovered very close to their predicted positions. Both the successful recovery of Comet Halley on 16 October 1982 at Mt. Palomar and the Comet G-Z recovery on 3 April 1984 at Kitt Peak were made when the comets were far fainter than magnitude 23, making these two cometary recoveries the faintest on record. Conditions remained favorable for ground-based observations through August 1984 and again beginning early 1985. A total of 1031 observations were processed. They represented 72 observatories in 21 countries.

V. Comet Encounter

A. Homing In

With the availability of updated comet orbit solutions incorporating post-recovery observation data, the ICE/G-Z radius of closest approach remained about $62.5 \times 10^3$ km on the sunward side of the nucleus. As confidence in the comet’s orbit increased in the spring of 1985, conditions became favorable for a TCM to move the ICE aim point into the tail. By May 1985, the predicted 11 September position uncertainties were on the order of 1000 km for Comet G-Z and 50 km for ICE. On 5 June 1985, a $\Delta V$ of 39 m/s altered the trajectory. This moved the encounter to a point about $17.8 \times 10^3$ km from the comet on the anti-Sun side of the nucleus.

By the first week in July, formal uncertainty in the predicted 11 September ICE aim point (based on 4-week data arc) was about 100 km, but solution stability and small residuals provided the confidence for a go-ahead on 9 July with a 1.25 m/s $\Delta V$ orbit trim maneuver. The purpose was to reduce the flyby distance to 10,000 km and get the trajectory on course for passage through the center of an aberrated tail. Tail aberration results from the comet’s motion through the solar wind, which is flowing radially outward from a rotating Sun. The tail was modeled to lag the Sun-comet line by 5.4° and lie 0.1° above the comet orbit plane.

Post-trim orbit solutions indicated aberrated tail passage would be at a nucleus distance of about 9880 km and less than 100 km off the tail centerline. With perhaps as much as a 1000-km uncertainty in Comet G-Z’s predicted position and only an intelligent guess for the tail aberration angle, the ICE Flight Dynamics Director, R. W. Farquhar, kept a watchful eye on Comet G-Z’s ephemeris updates.

B. The Comet Burps

Observations which became available the last week of August indicated that non-gravitational forces were having an effect on Comet G-Z’s motion. These forces may have been the result of explosive gas jetting due to the boiling off of volatiles within the icy nucleus as the comet approached its 5 September 1985 perihelion.

Orbit solutions for ICE from 20 August onward provided geocentric position uncertainty in the target aim plane ($B$-plane) under 50 km (Fig. 9). These statistics included conservative consideration of station location errors and a 10-percent error in the coefficient of reflectivity. However, updated comet ephemerides began to indicate a change in the predicted comet relative aim point. The encounter point on 11 September seemed to jump 2300 km to a point 7830 km downstream of the nucleus and over 600 km ahead of the aberrated tail axis. This effect is illustrated in Fig. 10.

C. The Final Trim

A decision now had to be made in regard to the final trajectory correction maneuver, planned for 8 September. Two mission requirements controlled trajectory design: that ICE
intercept the tail centerline 10,000 km downstream from the nucleus, and that encounter occur at 11:00 UTC. The scientific rationale for the first requirement is discussed in Ref. 9. The second requirement placed encounter near the time of ICE meridian passage at the 305-m Arecibo Radio Astronomy Observatory in Puerto Rico (Ref. 10). The project decided to leave the encounter distance unchanged and risk encountering the comet within 8,000 km of the nucleus. A small propulsive AV of 2.34 m/s was implemented to retarget for tail centerline passage. ICE was now on course for its historic encounter deep within the comet’s visible coma at a point hidden from the view of Earth-based observers.

D. Bullseye Confirmed

The final ICE orbit solutions before 8 September 1983 coupled with the nominal a priori final trim AV predicted tail center closest approach on 11 September at approximately 11:02:24 UTC. This agrees closely with the latest orbit solutions in conjunction with the final definitive Comet G-Z ephemeris based on observations through 26 September 1985, which yielded an encounter time of 11:02:22 UTC at an encounter distance of 7870 km.

If modeled as a 1-km radius sphere with a density equal to water ice, the mass of Comet G-Z is less than 10^{-12} that of the Earth. Hence, the ICE flyby caused no detectable Doppler shift in the two-way 2-GHz (S-band) radio metric tracking data. The principal signature for determination of the actual closest approach would come from magnetometer detection of spacecraft passage through the comet’s neutral (or plasma) sheet. This is illustrated in Fig. 11 and discussed in Ref. 9. The X-Y plane lies in the plane of the comet’s orbit.

The vector helium magnetometer aboard ICE reported entrance and exit from the magnetotail at 10:59:40 UTC and 11:07:40 UTC, respectively (Ref. 11). This implies a centerline closest approach of 11:03:40 UTC, assuming symmetry and no wagging of the tail. However, Fig. 12 (Ref. 11) illustrates the magnetic field observations obtained during the comet tail traverse. Centerline passage is indicated by the sign reversal of the X-component of the magnetic field at approximately 11:02:30 UTC. The 70-second difference between tail centerline crossings defined by tail entry and exit times and plasma sheet passage can be explained by motion of the tail during the traverse. Such motion is supported by the magnetometer and other instrument measurements during the encounter.

Plasma sheet orientation is dictated by the external interplanetary magnetic field. The ICE experiment measurements now indicate spacecraft passage through the sheet at an incidence angle of 30°. The plasma sheet is believed to participate with any motion of the ion tail. Hence, there may have been some degree of luck in the close agreement of the time of plasma sheet centerline passage determined from orbit solutions for ICE and for Comet G-Z with that determined from magnetometer measurements.

E. Postmortem

At encounter, the spacecraft’s velocity relative to the comet was 21 km/s. The 8-minute transit time through the tail implies a magnetotail diameter on the order of 10^4 km. Within the magnetotail was a plasma sheet approximately 10^3 km in thickness. The tail itself was enclosed in an extended coma at least 10^5 k in radius.

Figures 13 and 14 illustrate the post-encounter reconstruction of Comet G-Z’s tail passage geometry. Tail centerline passage is indicated at about 11:02:25 UTC, several seconds after closest approach. This differs by 5 seconds from the centerline passage time cited above on the basis of a magnetic field reversed detection and 3 seconds from the final pre-encounter predictions.

Analysis of ICE’s orbit solutions after 8 September provides confidence that the spacecraft geocentric position uncertainty at encounter was less than 40 km. In comparison, the geocentric Comet G-Z position uncertainty at the same time was about 400 km. Discussions with investigators associated with the magnetometer give confidence that the time of tail-centerline plasma-sheet passage, based on instrument measurements, and the joint spacecraft/comet orbit determinations agree to better than 10 seconds.

VI. Maneuver Support

The 2-GHz (S-band) two-way range and range rate residuals from ICE orbit solutions throughout the mission were comparable to those of other deep space missions supported by the DSN. Residuals from the 12-week data arc used for the definitive encounter orbit solution (9 September through 9 November 1985) were typical of all data arcs during the interplanetary phase of the mission. These are displayed in Figs. 15 and 16. The standard deviation of range rate residuals was consistently 0.2 mm/s for 600-second Doppler count times. Maximum range rate residual amplitudes were always less than 0.7 mm/s.

The ICE orbit inclination to the ecliptic is approximately 0.5° and the spacecraft spin axis is maintained nearly normal to the ecliptic. Therefore, out-of-plane and in-plane orbit
corrections were provided by combinations of continuous axial thruster burns and pulsed radial thruster burns, respectively. Pulse sector widths could be varied in the radial burn mode. Individual radial burn pulses imparted a velocity change of 7 mm/s.

Real-time monitoring of the range rate pseudo-residuals (observed minus calculated predicted measurements derived from an earlier orbit solution) allowed resolution of the line-of-sight component of maneuver-induced velocity changes to the sub-mm/s level. Near-real-time evaluation by this technique of the TCM performed on 5 June 1985 indicated “hot” burns, which agreed closely with the later non-real-time maneuver evaluation at the Goddard Flight Dynamics Facility (FDF). During the 9 July 1985 trim maneuver, the number of pulses in the final radial mode burn was altered based on the observed line-of-sight velocity changes. Non-real-time maneuver evaluation again confirmed the validity of the technique. The June and July maneuver evaluations both indicated “hot” burns. Enough data was now in hand to perform a recalibration of the thrusters in preparation for the final 8 September trim maneuver.

Real-time monitoring of the pseudo-residuals during the final trim indicated a maneuver execution error at approximately a 0.7-percent level. A change of 2 in the planned total of 287 pulses for the final radial burn was indicated, but not implemented in light of both the effort required to alter the command sequence and the uncertainty in the comet ephemeris. More discussion of the JPL/GSFC interaction in regard to the June, July, and September orbit adjustment maneuvers is contained in Section 3 of Ref. 12.

VII. What’s Next?

A 1.2-m/s radial ΔV implemented on 27 February 1986 and a 38.5-m/s axial ΔV executed on 7 April 1986 are part of the long-range plan to allow ICE to return to the vicinity of the Earth in the year 2014. The orbit of ICE from April 1986 through August 2014 is illustrated in Fig. 17 relative to a fixed Sun-Earth line. Numerical integration of the current ICE orbit indicates approach to both the Earth and Moon at about 5 × 10^5 km on 10 August 2014. When ICE is in the vicinity of solar opposition during 1998-1999, the spacecraft will appear to be within 2.5° of the Sun (10 solar radii) during a 14-month period from September 1998 to October 1999. If link margins are adequate and the s/c remains healthy during this time frame, the opportunity may exist for radio science investigations of the solar corona.

ICE may perform another mission if the spacecraft survives until 2 days short of its 36th birthday. Through 7 April 1986, the ICE spacecraft had performed a total of 106 separate propulsive trajectory, attitude, and spin-rate change maneuvers. Of the original 89 kg of hydrazine onboard at launch, 29 kg remain available. A propulsive ΔV in conjunction with another close lunar swingby could achieve recapture into Earth orbit. On the assumption that passage through the Comet C/1972 Q1 coma and tail subjected ICE’s surface to a bombardment of dust and ions, it is conceivable that NASA may have a candidate for a low-cost sample-return mission.
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<table>
<thead>
<tr>
<th>Feature</th>
<th>Description/value/resolution</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bus shape</td>
<td>16-sided cylindrical drum</td>
</tr>
<tr>
<td>Bus height</td>
<td>1.58 m</td>
</tr>
<tr>
<td>Bus diameter</td>
<td>1.77 m</td>
</tr>
<tr>
<td>Mass</td>
<td>479 kg at launch</td>
</tr>
<tr>
<td></td>
<td>Experiments = 104 kg</td>
</tr>
<tr>
<td></td>
<td>Hydrazine = 89 kg = 430 m/s ΔV</td>
</tr>
<tr>
<td>Antennas</td>
<td></td>
</tr>
<tr>
<td>Radial (4)</td>
<td>92 m end to end</td>
</tr>
<tr>
<td>Axial (2)</td>
<td>14 m end to end</td>
</tr>
<tr>
<td>Solar array</td>
<td>2 bands around cylinder</td>
</tr>
<tr>
<td></td>
<td>182 W at 82 V (at launch)</td>
</tr>
<tr>
<td>Spin rate (Sun) sensor (2)</td>
<td>±1.0° (nominal rate = 19.75 ± 0.2 rpm)</td>
</tr>
<tr>
<td>Attitude sensor</td>
<td>±0.25° (0.1° with 4-week data arc)</td>
</tr>
<tr>
<td>Hydrazine thrusters (12)</td>
<td>1.1 N</td>
</tr>
<tr>
<td>Transponders (2)</td>
<td>2-GHz (S-band) for tracking, telemetry, and command</td>
</tr>
</tbody>
</table>
Fig. 1. Transfer trajectory to halo orbit relative to fixed Sun–Earth line

Fig. 2. Halo orbit around the Sun–Earth L₁, libration point
Fig. 3. Halo orbit as seen from Earth

Fig. 4. Transfer from $L_1$ halo orbit to geomagnetic tail relative to fixed Sun–Earth line

Fig. 5. Five-month geotail excursion relative to fixed Sun–Earth line
11-10-83 (ΔV ~ 10.5 m/s)

ESCAPE TRAJECTORY
C₃ = 2.8 km²/s²

1 DAY

TO SUN

LUNAR ORBIT

GEOMAGNETIC TAIL

S₃: 9-28-83
S₄: 10-21-83
S₅: 12-22-83

Fig. 6. Escape trajectory relative to fixed Sun–Earth line

1 AU FROM SUN

HALLEY 2/25
2/20/86

CLOSEST APPROACH TO HALLEY 0.21 AU (3/28/86)

ICE

SUN

Fig. 7. ICE, Halley's Comet, and Comet G-Z trajectories relative to fixed Sun–Earth line
TOTAL S/C WEIGHT: 479 kg
EXPERIMENTS: 104 kg
HYDRAZINE: 89 kg

DIMENSIONS (MAIN BODY)

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>DIAMETER:</td>
<td>1.77 m</td>
</tr>
<tr>
<td>HEIGHT:</td>
<td>1.58 m</td>
</tr>
</tbody>
</table>

3D RADIO MAPPING ANTENNA
LENGTH (TIP TO TIP)

AXIAL: 14 m
RADIAL: 92 m

SHORT ELECTRIC ANTENNA
SEARCH COIL

AXIAL ΔV AND ATTITUDE CONTROL THRUSTER

RADIAL THRUSTERS

AXIAL ΔV AND ATTITUDE CONTROL THRUSTER

SPIN AND DESPIN THRUSTERS

X-RAY TELESCOPE
EXPERIMENT BAYS

MEDIUM GAIN 2-GHz (S-BAND) ANTENNA

SOLAR ARRAY

MAGNETOMETER

SPIN STABILIZED AT 19.75 RPM

Fig. 8. ICE spacecraft

<table>
<thead>
<tr>
<th>DATA ARC</th>
<th>SOLUTION</th>
<th>FROM</th>
<th>TO</th>
<th>DAYS</th>
<th>SEMIMAJOR AXIS (km)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
<td>7/10</td>
<td>8/13</td>
<td>35</td>
<td>78</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>7/10</td>
<td>8/20</td>
<td>42</td>
<td>45</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>7/10</td>
<td>8/27</td>
<td>49</td>
<td>38</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>7/10</td>
<td>9/03</td>
<td>56</td>
<td>37</td>
</tr>
</tbody>
</table>

Fig. 9. ICE pre-encounter target aim plane error ellipses
Fig. 10. Projection of the ICE trajectory before 8 September final trim onto the Comet G-Z orbit plane as a function of comet ephemeris.

Fig. 11. Comet with visible ion tail composed of magnetic lobes separated by plasma sheet (from Ref. 9)
Fig. 12. ICE magnetometer magnetic field observations during the Comet G-Z magnetotail traverse.

Fig. 13. Projection of ICE encounter trajectory onto the Comet G-Z orbit plane relative to a fixed Sun–Comet line.
NOTE:
AT THE ICE ENCOUNTER DISTANCE, THE TAIL CENTERLINE IS
ASSUMED TO LIE =14 km ABOVE THE COMET ORBIT PLANE
TIME TICKS ARE AT 10-second INTERVALS

Fig. 14. Projection of ICE encounter trajectory as viewed along the aberrated
tail centerline looking toward the nucleus

Fig. 15. 2-GHz (S-band) two-way range residuals from comet encounter solution data arc
Fig. 16. 2-GHz (S-band) two-way range rate residuals from comet encounter solution data arc

Fig. 17. ICE trajectory April 1986 to August 2014 relative to a fixed Sun–Earth line
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Field tests of SETI prototype hardware and software began in March 1985 at Goldstone. With emphasis on the Sky Survey component of the NASA SETI search strategy, this article describes the survey characteristics, the detection strategy, and preliminary results of system tests.

I. Introduction

The long-range plan (Ref. 1) for the NASA SETI program calls for a systematic search for microwave signals of extraterrestrial intelligent origin. The search will be conducted with existing radio telescopes, state-of-the-art low-noise receiving systems, and special purpose data acquisition and analysis systems. Two complementary search strategies have been adopted (Ref. 2): a Sky Survey of the entire celestial sphere in the 1–10-GHz frequency range and a high sensitivity Targeted Search in the 1–3-GHz range.

The program is currently in a research and development phase that is being jointly carried out by the NASA Ames Research Center (ARC), Moffett Field, CA, and JPL. The two centers are developing detailed plans to begin the full-scale search in the early 1990s.

The near-term plans are to develop prototype instrumentation, search algorithms and observing procedures, and to test the system concepts under observatory conditions. The initial field tests, using prototype hardware and software,
began at DSS 13 in March 1985. An aerial view of the site is shown in Fig. 1. This article reports the objectives and preliminary results of the test activities that relate primarily to the Sky Survey component of the NASA search plan.

II. Field Test Instrumentation

The field test instrumentation consisted of a 26-m antenna, low noise receiving systems in the 2200–2290-MHz and 8400–8500-MHz bands, a 65K channel Fast Fourier Transform (FFT) spectrum analyzer, and a prototype spectrum analyzer system designed specifically for SETI. The prototype system consists of a 72K channel digital spectrum analyzer, a VAX 11/750 computer and an interactive graphics terminal. The prototype analyzer, known as the Multichannel Spectrum Analyzer (MCSA), was designed and built at Stanford University (Ref. 3). The FFT spectrum analyzer is a multi-user facility designed and built at JPL (Refs. 4 and 5) and operated by the Deep Space Network. It is housed in a movable van, which is currently parked near the DSS 13 control building for the SETI field tests.

The MCSA and the FFT analyzers were connected to a common receiver output, and both systems were used to detect signals of various strengths from the Voyager 2 and the Pioneer 10, 11, and 12 spacecraft. Modifications were made to the MCSA to implement and test baseline and threshold algorithms in the processors. The MCSA system was also used to test signal detection algorithms that will be used for the Targeted Search. The results of these tests will be reported elsewhere.

A portable spectral surveillance system was installed at DSS 13 for the field tests. This system was designed and built for SETI to enable the SETI team to survey the RFI environment over the frequency range 1–10 GHz. The system consists of a 1-m paraboloidal antenna, an RF amplifier module that can be sequentially tuned over the 1–10-GHz band, a Tektronic swept-frequency spectrum analyzer, a programmable Tektronic controller, and a floppy disk system. The system is designed to operate unattended for several days at a time. It is also portable so that it can be moved to other observatory sites that are candidates for SETI observations.

III. Sky Survey Approach

The emphasis for the Sky Survey is complete sky coverage and expanded frequency coverage relative to the Targeted Search (Refs. 6 and 7). This component of the search strategy will be capable of detecting a class of strong signals, whose location may be unpredictable. We estimate that more than a million solar-like stars lie within a thousand light years of the Earth, and that their density per unit steradian is approximately uniform. Since we do not know how strong a signal might be, it may be true that there is no preferred direction within this volume of stars. A survey of the entire sky insures that all potential life site directions are observed.

To complete a microwave survey of the sky over a wide range of frequencies in a reasonable amount of time, one must scan the antenna at a rate that is considerably faster than, e.g., the sidereal rate. However, rapid scans result in less sensitivity because a signal remains in the antenna beam for only a short time. We have adopted a reasonable survey time (approximately 5–7 years) and frequency coverage (1–10 GHz) and have designed our strategy to achieve maximum sensitivity and spatial uniformity. The characteristics of the Sky Survey are listed in Table 1.

To meet these objectives and requirements, the system design and the observing procedures are selected through an iterative process involving the scan strategy, the signal detection strategy, the limitations of the antenna drive system, and the signal processing algorithms that will recognize and ignore radio frequency interference (Ref. 8). Potential strategies and signal detection concepts are being tested as part of the field test activity.

A. Sky Pixelation

Recognizing that SETI will not be the sole user of the antenna, we decided to subdivide the celestial sphere into elements that can be observed within a few hours and be easily incorporated into a complete sky map with minimum overlap. Figure 2 is a schematic representation of the scan strategy that is currently being tested. The sky is divided into 10- by 60-deg pixels along lines of declination and right ascension. The third dimension in the figure represents the frequency bins of the spectrum analyzer and Sky Survey processor system. The pixels visible to the observatory are mapped by scanning the antenna beam in the boustrophedonic pattern depicted schematically on the frequency element in the foreground. Alternative scan patterns will be considered for parts of the sky where antenna drive rates become excessively high, e.g., near the celestial poles (for equatorially mounted antennas) and near the zenith (for azimuth–elevation systems).

The field test activity includes tests of the scan strategy to evaluate the effect of variations of system temperature with antenna motion, the survey time that is lost during changes in scan direction, and the advantage of comparing signals from adjacent scans. The adjacent scan comparison is an important element in the Sky Survey processor strategy described below.
B. Sky Survey Detection Strategy

In the operational system, the Sky Survey processor will identify and record potential SETI "events" in each of 10 million frequency bins derived from a wideband spectrum analyzer. For the field tests, software modifications in the 65,000-channel FFT analyzer will support quasi-real-time tests of the Sky Survey detection algorithms.

The detection strategy being tested is depicted in Fig. 3. The antenna beam is swept back and forth across the sky pixel. Consecutive scans are separated slightly less than the half power beamwidth (HPBW) as indicated by the two cross-hatched circles. The power of each of the complex points from the spectrum analyzer is accumulated, baselined, and passed through a digital convolutional filter that is programmed to match the antenna response as it sweeps across a point source. The data in each frequency bin are processed and stored in memory just long enough to enable the processor to compare data from adjacent scans. These processing steps are schematically shown by the two panels in the lower left corner of Fig. 3.

Signals in each frequency bin that surpass a preset threshold and that appear at the same location on the sky on at least two adjacent scans are identified as a "SETI event." Signals that pass threshold but fail the SETI event tests (e.g., repeatable, fixed on the sky and exhibiting "reasonable" Doppler frequency drifts) are either saved in the Radio Astronomy data file or designated as RFI and discarded (lower right hand panel in the figure).

Signals that pass the SETI event test are time tagged, the location on the sky is computed, and the relevant information is recorded in a disk file for further analysis. Confirmation observations of events will then be carried out after the pixel observation is completed. Events passing this confirmation will be re-observed at later times and, perhaps, by a different radio astronomy observatory.

IV. Sky Survey Field Tests

The principal objectives of the field test activity are to provide verification of hardware designs, to test and further develop the signal detection strategy described above, to develop automated search procedures, and to characterize the RFI environment at the site over the 1-10-GHz frequency range. In the process, a limited observing program will be conducted from time to time in the 2200-2290-MHz and 8400-8500-MHz frequency bands using the extant receiving systems at DSS 13. These observations are intended to provide end-to-end system tests of the survey hardware, software and search strategy. Results of these tests, which will undoubtedly include RFI, will be compared with theoretical performance characteristics based on Gaussian noise statistics. The observational experience with the Sky Survey system will also stimulate ideas on ways to use the SETI system and/or the data for Radio Astronomy experiments.

The system configuration currently in use for the Sky Survey field tests at DSS 13 is shown in Fig. 4.

A. Pioneers 11 and 12

Among the first of the SETI field tests at DSS 13 was the detection of narrow-band signals from some of NASA's spacecraft. Signals received by the 26-m antenna from Voyager and Pioneer spacecraft were processed by the prototype MCSA and by the DSN FFT analyzer. In Fig. 5 we show the output from the FFT analyzer at three spectral resolutions for Pioneer's 11 and 12.

The upper left panel shows the suppressed carrier and the upper and lower sidebands of the signal from Pioneer 11 (PN11). At its distance from Earth of more than 18 Astronomical Units (AU), the signal is clearly the weaker of the two spacecraft. The resolution is 305 Hz, which is the normal resolution of the FFT running at full speed.

The signal in the upper right panel is from the Pioneer 12 (PN12) spacecraft in orbit around the planet Venus. The resolution of the FFT for this test was 256 Hz. Note that the carrier does not appear at this resolution because it is attenuated by a 300-Hz high-pass filter in the analyzer. Being so much closer to Earth, the PN12 signal is more than 20 dB stronger than that of PN11. The signal levels in the spectra from both spacecraft were calibrated by injecting broadband noise from a thermally controlled test diode. (Note that a narrowband test signal, which also appears in the figure, was used for a different purpose.) The comparison demonstrates the dynamic range of the system.

The lower right panel shows the upper sideband of the PN12 signal at higher resolution. Once again, note that approximately ten resolution elements at the center are lost due to the 300-Hz high-pass filter. This test illustrates the operation of the FFT analyzer at a typical resolution for the Sky Survey.

With the software modifications that were implemented for SETI, the FFT spectrum analyzer is now capable of running at any resolution between 305 Hz and 1 Hz. The PN12 signal was observed at the 1-Hz resolution but is not shown here.

B. Baseline Tests

The design of the Sky Survey processor includes a baseline module that will remove frequency-dependent variations in
the system gain by multiplying each frequency bin by the inverse of a baseline value. After each accumulation cycle of the processor, the baseline will be updated by applying an exponentially decaying filter to each of the frequency bins. The baseline algorithm is:

\[
S_k(n) = P_k(n)B_{k-1}(n)
\]

(1)

where

\[
S_k(n) = \text{baseline adjusted signal in the } n\text{th frequency bin from the } k\text{th accumulation}
\]

\[
P_k(n) = \text{accumulated signal in the } n\text{th frequency bin}
\]

\[
B_k(n) = (1-\alpha)B_{k-1}(n) + \alpha P_k(n)
\]

(2)

\[
\alpha \text{ is the exponential factor with a time constant equal to the time required for the beam to sweep through approximately five HPBW. A range of values for this time constant is being tested to determine the optimum value under field test conditions.}
\]

An illustration of this exponentially updated baseline technique is shown in Fig. 6. The effectiveness of the baseline updates can be seen as the accumulation time steps progress from the top spectrum (with no baseline update) to the bottom spectrum (where the baseline has been updated 11 times). For this example, a sinusoidal variation with amplitude 3 dB was imposed on the system gain while the gain in the first 100 frequency bins was increased by 1.5 dB above the average gain of the remaining channels. We note that the effects of these gain variations have been removed from the baseline adjusted spectra by the ninth accumulation time step.

C. Antenna Control Tests

The SETI requirement to drive the antenna at a relatively high angular rate (0.2 deg/s) calls for several tests of the antenna monitor and control subsystems. Antenna dynamics and servo control time constants must be understood in order to avoid the excitation of the normal modes of oscillation of the structure as the antenna is decelerated and accelerated into and out of the turnaround segments of each scan. Not only is it desirable to optimize the turnaround to avoid wasting time, it is extremely important to prevent excessive wear to the antenna drive systems. The accuracy of the antenna pointing system during rapid scanning must be determined.

Software has been written to enter sky mapping patterns in the standard right ascension and declination coordinates. The DSS 13 Station Controller converts these to time steps in azimuth–elevation coordinates. The monitor and control subsystem was also modified to deliver time-tagged antenna position data to a floppy disk recorder; the station was not equipped to monitor and record the position data while the antenna is driven at Sky Survey speeds.

Having overcome some unforeseen problems with the implementation of these tasks, we are about to begin the first of these antenna scanning tests.

D. RFI Survey

The impact of radio frequency interference on the Sky Survey is expected to be significant. One of the objectives of the field tests is to study RFI environment at the DSS 13 site to determine how to minimize the problem with the observational strategy and in the Sky Survey processor. We have begun to conduct a survey of RFI in the 1–10-GHz frequency range at the DSS 13 site. The objectives of the survey are to determine the signal strength and time history of RFI as a function of frequency. With this information we hope to identify ways to work around the problem, for example, by scheduling our SETI observations at troublesome frequencies on weekends, or at certain times of the day, or to avoid certain directions, etc.

The survey is being carried out with the SETI RFI Spectral Surveillance System (SETI RSSS) shown in Fig. 7. The one-meter parabolic antenna shown in the photo is currently located atop the DSN’s FFT spectrum analyzer van. The system can be programmed to calibrate the system at any time and scan a specified number of frequency ranges between 1 and 10 GHz at specified azimuths and report signals that exceed a requested threshold. An example of the report from a typical frequency interval is shown in Fig. 8, where five signal components were detected above threshold (−143 dBm) approximately 240 kHz below the center frequency (1722.8 MHz).

The system is being operated to collect preliminary data that will be used to evaluate the SETI relational data base management software.

V. Conclusion

The SETI field test activities reported here are scheduled to continue for at least two years. The test results and observational experience will be used to finalize the design of the SETI Sky Survey processing system and to optimize the observational strategy and procedures in time to begin a full-scale Microwave Observing Program in 1990.
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Table 1. Characteristics of the Sky Survey for a 34-m parabolic antenna

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Spatial coverage</td>
<td>All sky</td>
</tr>
<tr>
<td>Frequency coverage</td>
<td>1–10 GHz &amp; higher spot bands</td>
</tr>
<tr>
<td>Survey duration</td>
<td>5–7 yr (8 h/day)</td>
</tr>
<tr>
<td>Dwell time on source</td>
<td>0.5–10 s</td>
</tr>
<tr>
<td>Frequency resolution</td>
<td>10–30 Hz</td>
</tr>
<tr>
<td>Sensitivity:</td>
<td>~10^{-23} W/m</td>
</tr>
<tr>
<td>Spatial uniformity</td>
<td>12% peak-to-peak</td>
</tr>
<tr>
<td>Variation with frequency</td>
<td>~f^{1/2}</td>
</tr>
<tr>
<td>Polarization</td>
<td>Simultaneous dual circular</td>
</tr>
<tr>
<td>Signal type</td>
<td>Continuous wave (CW)</td>
</tr>
</tbody>
</table>
Fig. 1. SETI Sky Survey field tests at DSS 13, 26-m antenna

Fig. 2. 60-deg x 10-deg sky pixelation schematic
Fig. 3. Sky survey detection strategy

Fig. 4. System configuration for Sky Survey field tests (1985)
- SYSTEM:
  - DSS 13 26-METER ANTENNA
  - DSN FFT SPECTRUM ANALYZER
  - SETI CONFIGURATION AT 2295 MHz

- SPACECRAFT DISTANCES (MARCH 1985):
  - PIONEER 11 .... 280 x 10^7 KM
  - PIONEER 12 ....... 6 x 10^7 KM

Fig. 5. DSS 13 verification tests using spacecraft signals

Fig. 6. Exponential baseline update
Fig. 7. SETI RFI spectral surveillance system

Fig. 8. SETI radio spectrum surveillance system report
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Fast Magnetic Tape Utilities for VAX/VMS Computers
N. E. Olson, R. F. Jurgens, and J. L. Robinett
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A package of subroutines for VAX/VMS computers has been developed to simplify the use of the QIO (Queued Input/Output) interface with magnetic tape drives. Routines are provided to perform all of the most common tape functions.

I. Introduction

As part of the standard software for their VAX/VMS computers, the Digital Equipment Corporation provides the SYSSQIO and SYSSQIOW routines to enable a program to request low-level operations on many I/O devices. Unfortunately, because of the general nature of these routines, the parameters they demand are often much more complex than would be necessary for simple operations such as rewinding a magnetic tape drive. In addition, there are several confusing deviations from the standard methods of argument binding. In order to decrease the frequency of programming errors and improve programmer productivity, we have written MTUTILS, a package of magnetic tape utilities which provide most of the flexibility of the QIO interface for tape operations with a maximum of simplicity. These routines use only the standard FORTRAN and Pascal methods of argument binding and have comparatively simple argument lists.

Table 1 contains a summary of the major routines. In addition to the source code for the routines, the package includes a help file for use with the VAX/VMS on-line help facility, a command procedure to build and install the software, and a FORTRAN include-file and a Pascal environment file to define the structures used by the package.

The routines can be divided into two groups: one which provides basic tape operations, and one which allows certain operations to be performed on a “list of tape drives.” This last group is meant for use with datasets which are too large to be stored on a single magnetic tape. It allows the programmer to define a sequence of tape drives which will be written or read in cyclic order, the next drive in the sequence being automatically engaged when the current drive encounters the end of its tape.

II. Usage

The actual caller interface for each routine is listed in the appendix. Below is a description of the sample FORTRAN program shown in Fig. 1. It uses the MTUTILS package to write a record to tape. The file “MTUTILS, ICL” is the include-file which must be included in all FORTRAN routines that use the MTUTILS package. Note the variable called DSCR in the variable declaration section. It is a descriptor block filled by the INIT_UNIT routine and used by the other routines to store information about the tape unit. The first thing the program does is enable the diagnostics. These are informational and error messages which, if requested, are written to the logical file name FORSPRINT. After getting the user's
input, the program calls the TRANSLATE_DENSITY routine
to translate the density in bytes per inch into the density code
required by INIT_UNIT. As with most of the routines, an
error flag is returned indicating whether its function was
successfully performed. If this flag is set, the main program
can call several status-checking routines to obtain more
detailed information about the error.

Next, the program calls INIT_UNIT, which performs
several functions such as mounting and allocating the drive and
assigning it a channel, as well as filling the descriptor. Now
that the descriptor has been filled, it can be passed to the
other routines which perform the following functions: read a
record, write a record, write an End-Of-File mark, rewind the
tape drive, skip files (forward or reverse), skip records (for-
ard or reverse), search for the End-Of-Volume mark, or
release the unit. (For a list of tape units, as opposed to a single
unit, the following exceptions apply: rewind cannot be done,
and neither files nor records can be skipped in the reverse
direction.) Also provided are routines that will make asyn-
chronous requests to read a record, write a record or rewind a
tape drive. After making such a request, the program can
proceed to do some computation, and when it needs to know
that the request has been satisfied, it can call the WAIT-
READY routine, which waits until this occurs.

Finally, the sample program writes the record to tape,
prints out a message to that effect, and calls RELEASE_UNIT
to perform clean-up functions such as dismounting and deali-
cating the unit, with the option specified to automatically
unload the tape as well.

The program does not take measures to recover from
effects, but the MTUTILS package provides several facilities
to do so. In addition to requesting diagnostic messages, the
program can obtain status flags and other data concerning
the tape drive. For example, in the sample program, the
length of the last record read or written is retrieved using the
GET_LENGTH function. In case of more obscure error
conditions, the program can get the actual system status
word from the most recent system service call by using the
GET_STATUS function. The most commonly checked flags
are included as parameters to the relevant routines (e.g.,
WRITE_TAPE automatically returns an end-of-tape flag).
The help file which comes with the package contains complete
details about all of the routines.

III. Performance

The read and write routines have been timed with a TU-78
tape drive. The following formulas give a good estimate of the
time needed to read or write a record of \( L \) bytes on a lightly
loaded VAX for the particular tape drive on which the rou-
tines were timed (these times, of course, will be too optimis-
tic for a heavily loaded VAX). TU-78 tape drives can operate
at a density of either 1600 or 6250 bytes per inch (bpi). At
1600 bpi, the time in milliseconds per record is given by:

\[
T = 0.00537L + 13.3
\]

At 6250 bpi, the time is given by:

\[
T = 0.00138L + 10.7
\]

These figures indicate a burst rate of about 116 inches per
second (ips) for our tape drive. The nominal rate for TU-78
drives is 125 ips.
Table 1. Summary of the major routines\(^a\)

<table>
<thead>
<tr>
<th>Operation(^b)</th>
<th>For single tape drives</th>
<th>For a list of tape drives</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Synchronous</td>
<td>Asynchronous</td>
</tr>
<tr>
<td>Initialize unit</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Release unit</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Read record</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Write record</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Write EOF mark</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Rewind</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Skip files forward</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Skip files reverse</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Skip records forward</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Skip records reverse</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Search for EOV mark</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Wait for completion (of asynchronous request)</td>
<td>X</td>
<td></td>
</tr>
</tbody>
</table>

\(^a\)See the appendix for a complete list including status tests, etc.

\(^b\)EOF means End Of File; EOV means End Of Volume.
This program writes a record of zeroes as the first record on a tape. The user specifies the record length, the name of the tape drive and the tape density.

If a tape error occurs, an error message is printed and the program halts.

This program is not bullet-proof, e.g. the record length is not tested to be within bounds. This allows the user to force some error messages out of the MTUTILS diagnostic facility.

---

**INCLUDE 'MTUTILS. ICL'**

This program uses the MTUTILS package

**PARAMETER (MAX_RECORD_LEN = 65535)**

**LOGICAL ERROR_FLAG, EOT_FLAG**   !EOT = End Of Tape

**INTEGER DENSITY**

**INTEGER FORMAT**

**DATA BUFFER(MAX_RECORD_LEN)**

**DATA BUFFER /65535*0/**

**CHARACTER*10 TAPE**

**RECORD /TAPE_DSCR/ DSCR**

**!Initialize BUFFER to all zeroes**

**Name of the desired tape drive**

**Declare a tape descriptor**

---

C Enable printing of diagnostic and error messages
C (DIAGS is a constant defined in the INCLUDE file)

**CALL SET_DIAGNOSTICS(DIAGS)**

C Get the user's specifications

**WRITE(*,*), 'Enter the length of the record to be written (in bytes):'**

**READ(*,*) LENGTH**

**WRITE(*,*), 'Enter the name of the desired tape unit:'**

**READ(*,10), TAPE**

**10 FORMAT(AIO)**

**WRITE(*,*), 'Enter the desired tape density (bpi):'**

**READ(*,*), DENSITY**

C Translate the density in bytes per inch into a tape density code

**CALL TRANSLATE_DENSITY (DENSITY, ERROR_FLAG)**

**IF (ERROR_FLAG) STOP !Diagnostics have already been printed**

C Initialize the unit

**CALL INIT_UNIT (TAPE, DENSITY, FORMAT, DSCR, ERROR_FLAG)**

**IF (ERROR_FLAG) STOP !Diagnostics have already been printed**

C Write the record

**CALL WRITE_TAPE (DSCR, LENGTH, BUFFER, RETRY, EOT_FLAG, ERROR_FLAG)**

**IF (ERROR_FLAG) STOP !Diagnostics have already been printed**

C Print out the length of the last record written

**WRITE(*,*), 'A record of length ', GET_LENGTH(DSCR)**

**WRITE(*,*), 'has been written.'**

**IF (EOT_FLAG) WRITE(*,*), 'The end of the tape was reached.'**

C Release the unit and unload the tape.

**CALL RELEASE_UNIT (DSCR, UNLOAD, ERROR_FLAG)**

**IF (ERROR_FLAG) STOP !Diagnostics have already been printed**

END

---

Fig. 1. Sample program
Appendix

Summary of FORTRAN Routines

A summary of the FORTRAN caller interfaces to each of the routines in the package is provided in this appendix.

Routines with plural names (e.g. INIT_UNITS and READ_TAPES) and those whose names begin with "LIST_" are for a list of tape units. Others apply to single tape units. Routines whose names begin with a "Q" perform asynchronous requests. After the list of routines is a description of their parameters.

Initialization and release:

CALL TRANSLATE_DENSITY(DENSITY, ERROR_FLAG)
CALL SET_DIAGNOSTICS(DIAG_FLAG)
CALL INIT_UNIT(NAME, DENSITY, FORMAT, DSCR, ERROR_FLAG)
CALL INIT_UNITS(NUMUNITS, NAMES, DENSITY, FORMAT, DLIST, ERROR_FLAG)
CALL RELEASE_UNIT(DSCR, UNLOAD_FLAG, ERROR_FLAG)
CALL RELEASE_UNITS(DLIST, UNLOAD_FLAG, ERROR_FLAG)

Reads and Writes:

CALL QREAD_TAPE(DSCR, BYTE_COUNT, BUFFER, RETRY_FLAG, ERROR_FLAG)
CALL QREAD_TAPES(DLIST, BYTE_COUNT, BUFFER, SWAPNUM, RETRY_FLAG, ERROR_FLAG)
CALL READ_TAPE(DSCR, BYTE_COUNT, BUFFER, RETRY_FLAG, EOV_FLAG, ERROR_FLAG)
CALL READ_TAPES(DLIST, BYTE_COUNT, BUFFER, SWAPNUM, RETRY_FLAG, EOV_FLAG, ERROR_FLAG)
CALL QWRITE_TAPE(DSCR, BYTE_COUNT, BUFFER, RETRY_FLAG, ERROR_FLAG)
CALL QWRITE_TAPES(DLIST, BYTE_COUNT, BUFFER, SWAPNUM, RETRY_FLAG, ERROR_FLAG)
CALL WRITE_TAPE(DSCR, BYTE_COUNT, BUFFER, RETRY_FLAG, EOT_FLAG, ERROR_FLAG)
CALL WRITE_TAPES(DLIST, BYTE_COUNT, BUFFER, SWAPNUM, RETRY_FLAG, ERROR_FLAG)
CALL WRITE_EOF(DSCR, ERROR_FLAG)
CALL LIST_WRITE_EOF(DLIST, SWAPNUM, ERROR_FLAG)
Skipping and Searching:

CALL GREWIND(DSCR, UNLOAD_FLAG, ERROR_FLAG)
CALL REWIND(DSCR, UNLOAD_FLAG, ERROR_FLAG)
CALL SKIP_FILES(DSCR, COUNT, ERROR_FLAG)
CALL LIST_SKIP_FILES(DLIST, COUNT, SWAPNUM, ERROR_FLAG)
CALL SKIP_RECORDS(DSCR, COUNT, ERROR_FLAG)
CALL LIST_SKIP_RECORDS(DLIST, COUNT, SWAPNUM, ERROR_FLAG)
CALL SEARCH_EOV(DSCR, EOT_FLAG, ERROR_FLAG)
CALL LIST_SEARCH_EOV(DLIST, EOT_FLAG, SWAPNUM, ERROR_FLAG)

Synchronizers:

CALL WAITREADY(DSCR, ERROR_FLAG)
CALL LIST_WAITREADY(DLIST, SWAPNUM, ERROR_FLAG)

Routines to extract extra information and error conditions:

LENGTH = GET_LENGTH(DSCR)  LENGTH = LIST_GET_LENGTH(DLIST)
STATUS = GET_STATUS(DSCR)  STATUS = LIST_GET_STATUS(DLIST)
BOT_FLAG = TEST_BOT(DSCR)  BOT_FLAG = LIST_TEST_BOT(DLIST)
EOF_FLAG = TEST_EOF(DSCR)  EOF_FLAG = LIST_TEST_EOF(DLIST)
EOT_FLAG = TEST_EOT(DSCR)  EOT_FLAG = LIST_TEST_EOT(DLIST)
EOV_FLAG = TEST_EOV(DSCR)  EOV_FLAG = LIST_TEST_EOV(DLIST)
HWL_FLAG = TEST_HWL(DSCR)  HWL_FLAG = LIST_TEST_HWL(DLIST)
LOST_FLAG = TEST_LOST(DSCR)  LOST_FLAG = LIST_TEST_LOST(DLIST)
PAR_ERR_FLAG = TEST_PAR_ERR(DSCR)
PAR_ERR_FLAG = LIST_TEST_PAR_ERR(DLIST)
CURRENT_DRIVE = GET_UNIT_NUM(DLIST)
CALL ERROR_CHECK(DSCR, BOT_FLAG, EOF_FLAG, EOT_FLAG, HWL_FLAG, LOST_FLAG, PAR_ERR_FLAG)
CALL LIST_ERROR_CHECK(DLIST, BOT_FLAG, EOF_FLAG, EOT_FLAG, HWL_FLAG, LOST_FLAG, PAR_ERR_FLAG)
Below is a table explaining the parameters used in this package.

Note: Non-standard types such as "word" and "TAPE_LIST" are defined in the include file (for FORTRAN) or the environment file (for Pascal)

<table>
<thead>
<tr>
<th>Parameter</th>
<th>FORTRAN type</th>
<th>Pascal type</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>BOT_FLAG</td>
<td>LOGICAL</td>
<td>boolean</td>
<td>Beginning Of Tape</td>
</tr>
<tr>
<td>BUFFER</td>
<td>BYTE or INTEGER</td>
<td>integer</td>
<td>Data record buffer</td>
</tr>
<tr>
<td>BYTE_COUNT</td>
<td>INTEGER*2</td>
<td>word</td>
<td>Length of record</td>
</tr>
<tr>
<td>COUNT</td>
<td>INTEGER*2</td>
<td>word</td>
<td>Number of records or files</td>
</tr>
<tr>
<td>DENSITY</td>
<td>INTEGER</td>
<td>integer</td>
<td>Tape density</td>
</tr>
<tr>
<td>DIAG_FLAG</td>
<td>LOGICAL</td>
<td>boolean</td>
<td>Controls diagnostic messages</td>
</tr>
<tr>
<td>DLIST</td>
<td>RECORD/TAPE_LIST/</td>
<td>TapeList</td>
<td>List of descriptors</td>
</tr>
<tr>
<td>DSCR</td>
<td>RECORD/TAPE_DSCR/</td>
<td>TapeDscr</td>
<td>Tape descriptor</td>
</tr>
<tr>
<td>EOF_FLAG</td>
<td>LOGICAL</td>
<td>boolean</td>
<td>End Of File</td>
</tr>
<tr>
<td>EOT_FLAG</td>
<td>LOGICAL</td>
<td>boolean</td>
<td>End Of Tape</td>
</tr>
<tr>
<td>EOFV_FLAG</td>
<td>LOGICAL</td>
<td>boolean</td>
<td>End Of Volume</td>
</tr>
<tr>
<td>ERROR_FLAG</td>
<td>LOGICAL</td>
<td>boolean</td>
<td>Error</td>
</tr>
<tr>
<td>FORMAT</td>
<td>INTEGER</td>
<td>integer</td>
<td>Tape Format</td>
</tr>
<tr>
<td>HWL_FLAG</td>
<td>LOGICAL</td>
<td>boolean</td>
<td>Hardware Write Lock</td>
</tr>
<tr>
<td>LOST_FLAG</td>
<td>LOGICAL</td>
<td>boolean</td>
<td>Tape position Lost</td>
</tr>
<tr>
<td>NAME</td>
<td>CHARACTER*L</td>
<td>packed array of char</td>
<td>Logical name of tape unit</td>
</tr>
<tr>
<td>NAMES</td>
<td>CHARACTER*L(N)</td>
<td>array of Name</td>
<td>List of logical unit names</td>
</tr>
<tr>
<td>NUMUNITS</td>
<td>INTEGER</td>
<td>integer</td>
<td>Length of name-list</td>
</tr>
<tr>
<td>PAR_ERR_FLAG</td>
<td>LOGICAL</td>
<td>boolean</td>
<td>Parity Error</td>
</tr>
<tr>
<td>RETRY_FLAG</td>
<td>LOGICAL</td>
<td>boolean</td>
<td>Controls automatic error-retry</td>
</tr>
<tr>
<td>SWAPNUM</td>
<td>INTEGER</td>
<td>integer</td>
<td>If non-zero, tape to swap*</td>
</tr>
<tr>
<td>UNLOAD_FLAG</td>
<td>LOGICAL</td>
<td>boolean</td>
<td>Controls unloading of tape</td>
</tr>
</tbody>
</table>

* Number of the tape unit in a tape list which has reached EOT and needs to be swapped for the next tape in the volume set. This value is returned by the list-of-tape routines so that the calling program can alert the operator when tape swaps are necessary.
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The first field test of NASA's GPS Geodetic Program took place in March of 1985. The principal objective of this test was the demonstration of the feasibility of the fiducial station approach to precise GPS-based geodesy and orbit determination. Other objectives included an assessment of the performance of the several GPS receiver types involved in these field tests and the testing of the GIPSY Software for GPS data analysis. In this article, we describe the GIPSY (GPS Inferred Positioning SYstem) software system and examine baseline solutions for consistency with independent measurements made using very long baseline interferometry.

I. The Fiducial Network Concept

The accuracy of GPS-based baseline measurements depends in large part on the accuracies with which the GPS satellite orbits have been determined. Currently available post-fit ephemerides define a self-consistent frame of reference at the level of approximately 1 part per million (ppm). Since expected values of crustal motion are on the order of 1-10 cm/yr, or less, a geodetic measurement program relying on post-fit ephemerides, and requiring temporal resolution of less than a decade, would be sensitive to such motions over distances of no more than several tens of km. On the other hand, a reference system based on very long baseline interferometry (VLBI) or satellite laser ranging (SLR) measurements is potentially self-consistent at a level of better than 0.01 ppm. Hence, a GPS-based geodetic network tied to the VLBI reference system could be utilized for geodetic measurements on a worldwide basis.

A means of establishing this frame tie and improving the GPS ephemeris has been developed at JPL and other institutions, and is referred to as the fiducial network approach (Ref. 1 and a private communication with J. L. Fanselow and J. B. Thomas, 1983). In this approach, three or more receivers are placed at sites, called fiducial sites, whose positions have been well-established by an independent technique, such as
GPS orbit and baseline solutions are inherently expressed in GPS satellite orbits and geodetic baselines. It should be noted that by locating the fiducial receivers at VLBI stations, the GPS orbit and baseline solutions are inherently expressed in the coordinate frame of the quasi-stellar radio sources. This has the aesthetic appeal of unifying the GPS and VLBI results in an inertial, or absolute, frame of reference, enabling simultaneous display, direct comparison and simultaneous use in geophysical interpretation. A schematic illustration of the fiducial network method for precision GPS-based geodesy is shown in Fig. 1.

Covariance analysis has shown that orbit accuracies on the order of 0.1 ppm (or about 3 m) are attainable using currently available systems, involving the NOAA/NGS POLARIS VLBI sites as fiducial stations and carrier phase as the data type (Ref. 2). GPS orbit estimation using data from the March Test has verified this projection (Ref. 3). Anticipated improvements in the next generation systems, including improved models of orbital dynamics, widespread availability of 0.5 cm accurate water vapor radiometers, improved knowledge of fiducial station locations, the availability of a fiducial station in the Northern part of South America (for Caribbean geodesy), and the availability of 1–2 cm accurate absolute range as a data type will lead to orbit and baseline accuracies of order 0.01 ppm by 1989 (Ref. 4).

II. The March 1985 Field Tests

The March 1985 Field Test took place between March 28 and April 4, 1985. Receivers were placed at the NOAA/NGS POLARIS VLBI stations (Ref. 5) in Westford, MA, Richmond, FL, and Ft. Davis, TX; and at the Mojave, Owens Valley and Hat Creek VLBI stations in California. Additional GPS receivers located near Mammoth Lakes, CA, Austin, TX, Dahlgren, VA and Point Mugu, CA (Fig. 2) also recorded data during the test. These sites were equipped with a combination of GPS receiver types, including SERIES-X, TI-4100 and Air Force Geophysical Laboratory (AFGL) dual-frequency receivers. Three of the sites in California were equipped with WVRs. In all, seventeen different institutions made substantial contributions to this test (Ref. 1). A more detailed description of the March 1985 test can be found in Refs. 1 and 4.

III. The GIPSY Software System

The GIPSY (for GPS Inferred Positioning System) software for GPS data analysis was developed between January 1985 and the present at JPL and is still undergoing significant modification to improve observable models and the user interface. It consists of approximately 70,000 lines of code, approximately one third of which was adapted from preexisting software systems, such as the VLBI data analysis code MASTERFIT (Ref. 6) and the satellite orbital dynamics modeling code PATH VARY1 (see also Ref. 9). The remaining two-thirds consist of newly written code, a good portion of which is also used in the OASIS (Orbit Analysis Simulation System) error analysis software (Ref. 10). It is written in FORTRAN and resides on a VAX 11/785, running under the VMS Version 4.3 operating system.

The GIPSY software system consists of a series of eight principal modules. These perform various operations, including translation of data to the VAX, interactive editing, calibration and compression, computation of an a priori ephemeris and theoretical observables, generation of differenced data types, least-squares parameter estimation and post-processing. This software is capable of combining data from all receiver types and of processing different data types (e.g., carrier phase and pseudo-range) simultaneously. The modeling and calibrations implemented in these modules are sufficient to support 0.01 ppm accuracy and better.

Estimated parameters may include satellite position and velocity at epoch, station position and velocity, station and satellite clocks, range biases (for carrier phase data), two solar radiation pressure coefficients and a y-bias factor for each satellite, zenith tropospheric delay at each station, earth orientation parameters, geocenter coordinates, solid earth tide parameters, corrections to precession and nutation, and general relativity gamma. (It should be noted that in normal data processing, only a subset of these parameters are estimated.) Options for clock modeling include constant, linear, quadratic and stochastic clocks for undifferenced and single differenced observables. Clocks may also be removed altogether using double differencing.

Typical throughput times are approximately 15 min of VAX central processing unit time per station day of GPS data (assuming observations recorded at 6-min intervals), excluding the time required for meteorology data reduction. A schematic flow chart illustration of the GIPSY software system is shown in Fig. 3.

IV. Analysis and Results

In this initial investigation of the fiducial approach, a subset of the March test data was selected as representative of the

overall network. This subset consisted of the carrier phase data from April 3, 1985 from the AFGL dual-frequency GPS receivers located at the POLARIS VLBI sites at Westford, MA, Richmond, FL and Ft. Davis, TX and from the SERIES-X receivers located at the Mojave and Owens Valley VLBI sites in California. GPS satellites included in this subset were GPS 1, GPS 3, GPS 4, GPS 6, GPS 8 and GPS 9 (launch sequence numbers).

Tropospheric calibration was done using water vapor radiometer data for the stations in California and surface meteorology data as input to atmospheric models for all other stations. Ionospheric calibration was achieved using an appropriate linear combination of the phase observables from the separate L-band channels (1.57542 GHz and 1.22760 GHz) based on an assumed inverse frequency-squared dispersive relationship. Differences in measurement epochs for the two receiver types were reconciled by "compressing" the Series-X data, which have observation epochs occurring at 14-s intervals, to match the epochs of the AFGL receiver data, which occur at 6-min intervals. Compression was achieved by fitting the difference between the data and a computed observable to a second order polynomial over the 6-min interval.

Estimated parameters included satellite positions and velocities, station positions, station and spacecraft clocks and range biases. Fiducial station locations were given a priori constraints of 1 cm in each coordinate; mobile stations were given constraints of 2 km. Clocks were treated as stochastic bias parameters, having time constants of zero, which has the same effect as removing clocks by explicitly double-differencing. A priori station locations were derived from several sources, including both VLBI (Ref. 7) and local survey (Ref. 8) data and a combination of these with correction to the geocenter, using SLR data (C. C. Counselman and R. W. King, 1985, private communication). A priori ephemerides were those of the U.S. Naval Surface Weapons Center (NSWC), rotated and scaled to correct for known differences in orientation and GM for the coordinate systems in current use at NSWC and JPL.

Data weights were adjusted to make chi-square per degree of freedom equal to unity.

Two separate parameter estimations were made using this data set. The strategy employed in this initial effort was to designate a single mobile receiver and look at mobile-fiducial baselines. In the first, the GPS receiver at Mojave was designated as the "mobile" receiver; in the second, the receiver at Ft. Davis was taken to be the mobile receiver. Baseline length results from these two cases, excluding results for the fiducial-fiducial baselines, were compared to the independent results based on VLBI measurements (Refs. 7, 8 and C. C. Counselman and R. W. King, 1985, private communication). This comparison showed agreement between GPS and VLBI lengths at the level of 0.13 ppm. In a third parameter estimation, all GPS receivers were treated as mobile receivers, with no estimation of satellite orbit parameters. The agreement in baseline length between the GPS- and VLBI-based estimations for this third case was at the level of 0.72 ppm, a degradation of over a factor of five from the case in which fiducial stations were used for orbit estimation. A summary of these results is given in Fig. 4.

V. Conclusion and Summary

The GIPSY software system for GPS data analysis has been developed at the Jet Propulsion Laboratory. This software was used to process a portion of the data from the March 1985 precision baseline tests and to investigate the feasibility of the fiducial station approach to precision GPS geodesy. It was found that the use of fiducial stations for GPS orbit determination improved the RMS agreement in baseline length between collocated GPS and VLBI antennas by over a factor of 5, to a level of agreement of 0.13 ppm, a level of accuracy which is sufficient for regional geodesy (baselines up to 1000 km). Anticipated system improvements should further improve GPS-based geodetic measurements to a level of approximately 0.01 ppm, which will enable the utilization of GPS-based geodetic systems on a worldwide basis.
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Fig. 1. A schematic illustration of the fiducial network method for precision GPS geodesy is shown.

Fig. 2. The locations of the fiducial and mobile GPS receivers involved in the March 1985 demonstration of the fiducial network concept are shown.
Fig. 3. A schematic flow chart of the GIPSY software system is shown.

Fig. 4. A comparison of GPS- and VLBI-based geodetic measurements is shown.
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