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Abstract
The present paper shows an efficient numerical procedure for solving a set of nonlinear partial differential equations, specifically the steady Euler equations. Solutions of the equations were obtained by Newton's linearization procedure, commonly used to solve the roots of nonlinear algebraic equations. Application of the same procedure for solving a set of differential equations we give a theorem showing that a quadratic convergence rate can be achieved. While the domain of quadratic convergence depends on the problems studied and is unknown a priori, we show that first- and second-order derivatives of flux vectors determine whether the condition for quadratic convergence is satisfied. The first derivatives enter as an implicit operator for yielding new iterates and the second derivatives indicate smoothness of the flows considered. Consequently flows involving shocks are expected to require larger number of iterations.

First-order upwind discretization in conjunction with the Steger-Warming flux-vector splitting is employed on the implicit operator and a diagonal dominant matrix is resulted. However the explicit operator is represented by first- and second-order upwind differencing, using both Steger-Warming's and van Leer's splittings. We discuss treatment of boundary conditions and solution procedures for solving the resulting block matrix system. With a set of test problems for one- and two-dimensional flows, we show detailed study as to the efficiency, accuracy, and convergence of the present method.

Introduction
During the past decades, much progress has been made in the development of efficient numerical methods for solving unsteady fluid dynamics equations to yield time-asymptotic steady solutions. The most noted algorithms have been the explicit schemes such as the predictor-corrector scheme by MacCormack and more recently the application of Runge-Kutta method by Jameson et al., and the implicit ADI schemes such as those due to Briley and McDonald and Beam and Warming. Various strategies have been utilized to accelerate computational efficiencies, e.g., multigrid, vectorization, etc.

The present paper proposes a different approach wherein the steady-state solutions are obtained by solving the steady equations, rather than through the time marching approach as mentioned above. We are motivated in this research by asking ourselves the following questions:

1. Is time marching technique more efficient?
2. Can a mathematical basis (even approximated) be established to indicate fast convergence of a steady-equations solver?
3. How can it be done and what are the differences between the unsteady- and steady-equations approaches?

Obviously the first question is general and the answer is dependent upon circumstances considered. In fact it is well known that a space-marching approach is much more efficient than the time-marching approach for solving steady, fully supersonic problems. Therefore it is important to investigate the detailed differences in concept and mathematics between the two approaches. We note that this research was motivated by the paper of MacCormack in which the idea of using Newton's method was mentioned while again steady-equations were used in applications. In this paper we attempt to shed some light on the questions (2) and (3) together with some applications to various problems.

We apply the Newton method, which is commonly used for iteratively solving roots of nonlinear algebraic equations, to find solutions to the steady Euler equations. Consequently quadratic convergence can be achieved provided the iterative sequence is sufficiently close to the true solution. Upwind differencing is used to approximate the derivatives and a diagonal dominant matrix system can be obtained, thereby stabilizing the iteration process. Several investigations utilizing Newton's iteration between two time levels and upwind-differencing, have shown great success in efficiently arriving time-asymptotic steady solutions. It is noted that the present Newton linearization form is recovered if we let At = 0 in the implicit unsteady procedures, e.g., Beam-Warming's unfactored form. While some analytical similarities may exist between the steady and unsteady approaches, we believe that there are differences in detail which are manifested in the convergence history. The iteration in general consists of two stages, the initial stage beginning with an arbitrary guess sets out to home in the domain of Newton's quadratic convergence and the second stage locks in this range with rapid convergence.

We show in section 1 a theorem indicating quadratic convergence for the case of differential equations. A condition for the domain of quadratic convergence, ∂2, indicates that whether an

∗Quadratic convergence means the error |x| is reduced quadratically, i.e., |x|/|x| = C.
approximation lies in $R_2$ depends on rate of change and smoothness of flow vectors, hence is problem dependent. The choice of spatial differencing is of particular importance for the present method and is given in section 2. Section 3 gives treatment of boundary conditions. The algebraic system of equations resulting from sections 2 and 3 is then summarized; the solution strategies are discussed in section 4. Finally we show in section 5 the convergence of calculated solutions by comparing with exact solutions in one- and two-dimensional problems. The flux splittings by Steger and Warming\textsuperscript{11} and van Leer\textsuperscript{12} are employed. Pertinent issues such as accuracy and convergence rate are discussed.

1. Newton's Method

We begin by considering the steady Euler equations in conservation-law form and Cartesian coordinates:

$$Y(U) = D_x^n + D_y^n + D_z^n = 0$$ (1a)

where $Y = \{Y_1, Y_2, \ldots, Y_5\}$ represents five (5) partial differential equations, each is a function of the conservative variables $U = \{p, p^2, \mu, v, \omega, w, E\}$. Here $\rho$ is the density, $(\mu, v, \omega)$ are Cartesian components of the velocity, and $E$ is the sum of specific internal and kinetic energy. The flux vectors are shown below for completeness.

$$F = \begin{pmatrix} \rho u \\ \rho u^2 + p \\ \rho u v \\ \rho u w \\ (\rho p + p) u \end{pmatrix}, \quad G = \begin{pmatrix} \rho v \\ \rho v^2 + p \\ \rho w v \\ \rho w w \\ (\rho p + p) v \end{pmatrix}, \quad H = \begin{pmatrix} \rho w \\ \rho w^2 + p \\ \rho w v \\ \rho w w \\ (\rho p + p) w \end{pmatrix}$$ (1b)

In Eq. (1a) we choose the notation

$$D_x = \frac{\partial}{\partial x}, \quad D_y = \frac{\partial}{\partial y}, \quad D_z = \frac{\partial}{\partial z}. \quad (1c)$$

Also perfect gas is assumed so that flux vectors are homogeneous function of $U$ of degree one.

Assuming $U^*$ is a root (solution) of

$$Y(U^*) = 0, \text{ i.e., } Y(U) \big|_{U^*} = 0$$ (2)

Since the system of equations in Eq. (1a) is nonlinear and coupled, thus we are obliged to use approximate method to iteratively arrive at approximate solution to $U^*$. The Newton iterative method having quadratic convergence for solving algebraic equations also can be extended to solve differential equations. The Newton procedure starts by keeping the first-order term in Taylor's series expansion of $Y(U^{n+1})$ and forces $U^{n+1}$ to satisfy Eq. (1a). We have

$$D_x^n \partial U = -Y(U), \quad n = 0, 1, 2, \ldots \quad (3)$$

where $\partial U = U^{n+1} - U^n$. The differential operator $D_x^n \partial U$ working on $\partial U$ is given by

$$D_x^n \partial U \equiv \left( \frac{\partial Y}{\partial U} \right)_n = \left( D_x A + D_y B + D_z C \right)_n$$ (4)

where the Jacobian matrices are $A = D_x F$, $B = D_y G$, and $C = D_z H$.\textsuperscript{4}

Equation (3) is the basic equation for deriving the new iterate $U^{n+1}$ and is, in fact, identical to that derived in Ref. 4 when $\Delta t = \infty$ is taken there.

For the quasi one-dimensional Euler equations,

$$D_x F + S = 0$$ (5)

where

$$S(U) = \begin{pmatrix} F(X) - R \end{pmatrix}$$

The Newton procedure yields

$$D_x^n \partial U = D_x^n (A^n + \partial U^n) + B^n \partial U^n = -(D_x F + S)^n$$

Here we define $B$ as

$$B = \begin{pmatrix} 0 & 0 & 0 \\ 0 & -2u & 0 \\ 0 & 0 & 2u \end{pmatrix}, \quad \partial S(\partial U) = \begin{pmatrix} 0 & \frac{u}{\gamma} & \frac{1}{2} u^2 - \gamma E \\ \frac{u}{\gamma} & 0 & \frac{1}{2} u^2 - \gamma E \\ \frac{1}{2} u^2 - \gamma E & \frac{1}{2} u^2 - \gamma E & \gamma \frac{1}{2} \end{pmatrix}$$

We turn now to study the convergence property of the Newton method. Assuming that $Y$ is twice differentiable and that the root (solution) $U^*$ that we are seeking is a simple root (multiplicity = 1). Then we have $D_x Y(U^*) \neq 0$ and $D_x Y(U) \neq 0$ for all $U$ in a certain neighborhood of $U^*$ (see Ref. 10).

Using $(\cdot, \cdot)$ to denote partial derivatives, we have

$$\Psi_{1,j} \equiv \frac{\partial \Psi}{\partial U_j}, \quad j = 1, 2, \ldots, p$$

Now expand $\Psi(U^*)$ about $\Psi(U^n)$ in Taylor's series

$$\Psi(U^*) = \Psi(U^n) + \sum_j \Psi_{1,j}(U^n) \left( U^* - U^n_j \right) + \frac{1}{2} \sum_j \sum_k \Psi_{1,jk}((U^* - U^n_j) \cdot (U^* - U^n_k))$$ (7)
for \(1 = 1, 2, \ldots, P\), where \(V\) lies in the interval containing \(U^n\) and \(U^k\). Since

\[\sum_j \psi_{1,j} (u_j^* - u_j^{n+1}) = \sum_j \psi_{1,j} (u_j^* - u_j^n) - \sum_j \psi_{1,j} (u_j^n - u_j^*)\]

We have, after applying Eqs. (3) and (7),

\[\sum_j \psi_{1,j} (u_j^* - u_j^{n+1}) = -\frac{1}{2} \sum_j \sum_k \psi_{1,j,k} (V) (u_j^n - u_j^*)(u_k^n - u_k^*) \]

(8)

Let \(\epsilon^n\) be the error at the \(n\)th iteration,

\[\epsilon^n = u^n - u^*\]

and denote \(A = \{a_{ij}\}, B = \{b_{ij}\}, C = \{c_{ij}\}\). Substituting Eq. (4) in Eq. (8) yields

\[\sum_j (a_{ij}^n + b_{ij}^n + c_{ij}^n) \epsilon^n_j = -\frac{1}{2} \sum_j \sum_k \psi_{1,j,k} (V) \epsilon^n_j \epsilon^n_k\]

(10)

Integrating over an arbitrary volume \(\Delta v = \Delta x \Delta y \Delta z\) (here \(\Delta x, \Delta y, \Delta z\) are not taken to be grid spacings) and making use of the Gauss theorem, we find

\[\sum_j \iint_a^n (a_{ij}^n dy dz + b_{ij}^n dx dz + c_{ij}^n dx dy)\]

\[= -\frac{1}{2} \sum_k \sum_j \iint_a^n (a_{ij,k}^n dy dz + b_{ij,k}^n dx dz + c_{ij,k}^n dx dy)\]

where \((.,.)\) as before denotes differentiation with respect to \(U_k\).

By the mean value theorem the equation becomes

\[\sum_j \left( \frac{a_{ij}(n)}{\Delta x} \epsilon_j^{n+1}(n) + \frac{b_{ij}(n)}{\Delta y} \epsilon_j^{n+1}(n) + \frac{c_{ij}(n)}{\Delta z} \epsilon_j^{n+1}(n) \right)\]

\[= -\frac{1}{2} \sum_k \sum_j \left( \frac{1}{\Delta x} a_{ij,k}(\epsilon')(\epsilon')_k(n) \right)\]

\[+ \frac{1}{\Delta y} b_{ij,k}(n) \epsilon_j(n) \epsilon_k(n)\]

\[+ \frac{1}{\Delta z} c_{ij,k}(\epsilon') \epsilon_j(\epsilon')_k(\epsilon')\]

where \(E, n, \xi, E', n', \xi' = \Delta \alpha\). We understood that \(a_{ij}, b_{ij},\) and \(c_{ij}\) on LHS were evaluated at \(U^n\) and \(a_{ij,k}, b_{ij,k},\) and \(c_{ij,k}\) on RHS at \(V\). Assuming \(\Delta \alpha\) small and

\[\epsilon_j(n) = e_j(n) = e_j(\xi)\]

etc.

We have

\[\sum_j q_{ij}^n \epsilon_j^n = \frac{1}{2} \sum_k \sum_j q_{ij,k} \epsilon_j^n \epsilon_j^n\]

(11)

where

\[q_{ij} = \frac{a_{ij}}{\Delta x} + \frac{b_{ij}}{\Delta y} + \frac{c_{ij}}{\Delta z}\]

\[q_{ij,k} = \frac{a_{ij}}{\Delta u_k}\]

Now for maximum vector norms and corresponding matrix norms we obtain

\[\|e^n\|_\infty \leq m \|e^n\|^2\]

(12)

where \(m\) is chosen such that

\[\frac{p}{2} \left( \|a_{ij}\|_\infty \right) \leq m, \quad \text{for all} \quad 1 \leq k \leq p\]

(13a)

where the square matrix \(Q = [q_{ij}]\) is assumed invertible and \(p\) is the number of equations in \(C\). For Euler equations, Eq. (13a) gives, for all \(k\)

\[\frac{p}{2} \left( \frac{A}{\Delta x} + \frac{B}{\Delta y} + \frac{C}{\Delta z} \right)^{-1} \left( \|a_{ij}\|_\infty \right) \leq m\]

(13b)

A similar condition for the one-dimensional equations is readily obtained.

\[\frac{3}{2} \left( \frac{A}{\Delta x} + \frac{B}{\Delta y} \right)^{-1} \left( \|a_{ij}\|_\infty \right) \leq m\]

(13c)

for \(k = 1, 2, 3\).

THEOREM. Suppose that \(Y(U) = 0\) has a root \(U^*\) and that in the sphere \(\Omega_2 = \{U: \|U - U^*\|_\infty \leq 1\}\). Assuming \(Y\) has first and second derivatives such that Eq. (12) is satisfied. Then for all \(U_0 \in \Omega_2\), we have

(a) \(U^n \in \Omega_2, \quad n = 1, 2, \ldots\)

(b) \(\lim_{n \to \infty} U^n = U^*\)

(c) the convergence is quadratic

(d) \(U^*\) is unique in \(\Omega_2\)

Proof. Since \(\|e^n\|_\infty \leq 1\), then by Eq. (12)

\[\|e^{n+1}\|_\infty \leq \|e^n\|^2 \leq 1\]

3
Hence $U \in \mathbb{R}^2$. By induction it follows $U_0 \in \mathbb{R}^2$, for $n = 1, 2, 3, \ldots$

Next, repeated use of Eq. (12) gives

$$\|e^n\|_\infty \leq \|e^0\|_\infty 2^n$$

Then result (b) follows immediately as $n \to \infty$. Since $U_0, U_1, U_2, \ldots$ is a sequence which converges to $U^*$, i.e., $U^n \to U^*$, $V \to U^*$ as $n \to \infty$, there exists a constant $C(U^*) > 0$ such that Eq. (12) yields

$$\|e^n\|_\infty = C\|e^0\|_\infty^2, \quad n \to \infty$$

The sequence is, by definition, said to be quadratically convergent. Next we prove the uniqueness for a solution in $\Omega_2$.

Suppose there exists another root $V^* \neq U^*$ in $\Omega_2$, then $\mathcal{V}(V^*) = 0$. For $i = 1, 2, \ldots, p$, we write

$$U_i^* - V_i^* = U_i + \Psi_i(U*) - \left(V_i + \Psi_i(V^*)\right)$$

$$= U_i - V_i + \sum_j \Psi_{i,j}(V)(U_j^* - V_j^*)$$

for $V$ in an interval containing $(U, V^*)$. Hence

$$|U_i^* - V_i^*| < |U_i^* - V_i^*| + |U^* - V^*| \sum_j |\Psi_{i,j}(V)|$$

Since this inequality is true for all $i$,

$$\|U^* - V^*\|_\infty \leq \|U^* - V^*\|_\infty + \|U^* - V^*\|_\infty \sum_j |\Psi_{i,j}|$$

a contradiction, hence (d) is proved.

From Eq. (14), one can readily estimate the number of iterations required for an initial error to be reduced by $10^{-5}$.

$$n = \frac{1}{\log 2} \log \left[ \frac{S}{\log (1/m\overline{\|e^0\|}_\infty)} \right]$$

We shall note that the domain $\Omega_2$ is the estimates for the required closeness of approximation to the true solution in which Newton's quadratic convergence holds. It is a function of the gradient of the flux vectors with respect to $U$, i.e., Jacobians, and smoothness of fluxes in the problems concerned.

In general $U^*$ is of course unknown, the above conditions, 13(b) or 13(c), must be problem dependent and is difficult to verify beforehand. We shall demonstrate through test cases that in reality one need not start with close approximation. A relaxation procedure is used to move approximation progressively toward the domain $\Omega_2$; thereafter a distinctly faster convergence is followed.

After solving a block matrix system (given in section 4), we update the approximation by the equation

$$U^{n+1} = U^n + \omega \delta U^n$$

where the relaxation factor $\omega$ in general can be a constant matrix varying with iteration. The precise variation of $\omega$ for which the iteration will remain stable is not known. A series of numerical experiments for various circumstances have been performed and their results will be presented later.

We show now the difference between the time-marching and the present approaches. Let $\delta U^n = \omega \delta U^n$. Since $\omega$ is constant, combination of Eqs. (3) and (15) gives

$$\delta U^n = -\omega \delta U^n$$

$$U^{n+1} = U^n + \delta U^n$$

Hence we see that the present iteration process bears no direct relation to the time-marching approach since a different implicit operator having no time derivative term is involved. However, like the case of time-dependent approach, the solution satisfies $\mathcal{V}(U) = 0$ as $\delta U \to 0$.

2. Spatial Differencing

Since there can be independent choices of types of differencing for approximating the implicit operator on LHS and explicit operator on RHS of the Eqs. (3) or (6) insofar as stability is maintained, we shall describe them separately. The effects of mixed use of differencing on the convergence rate and accuracy will be discussed in section 5. It will become clear in what follows that it is imperative to use upwind differencing on the implicit operator.

Now we split the Jacobian matrix $A$ as

$$A = A^* + A^-$$

where $A^*$ and $A^-$ are matrices derived from the corresponding $"+"$ and $"-"$ split fluxes, $F^+$ and $F^-$ given by Steger and Warming,11 specifically

$$A^\pm = \frac{\delta F^\pm}{\delta U}$$

These are the true Jacobians of relevant split fluxes and not identical to the matrices resulting from eigenvalue splitting, as given by:

$$\tilde{A}^\pm = QA^\pm Q^{-1}$$

where $Q$ is a similarity matrix diagonalizing $A$.

The complete expression for $A^\pm$ and $B^\pm$ in two-dimensional case is given in Appendix A.

Now we can write (omitting iteration index $n$ hereafter)
\[ D_x(A \cdot \delta U) = \frac{1}{\Delta x} \left[ \Delta^- A^+ \delta U + \Delta^+ A^- \delta U \right] + O(\Delta x) \] (18)

Here we denote \( A^- \) and \( A^+ \) as backward and forward difference operators. Let

\[ |A| = A^+ - A^- \]

Equation (18) becomes, for the \( j \)th grid point,

\[ D_x(A \delta U) = \frac{1}{\Delta x} \left\{ \begin{array}{l} A_{j+1}^+ - A_j^-, \quad [A_{j+1}^+ A_j^-] \quad \delta U_j \\ \delta U_{j+1} \end{array} \right\} \] (19)

For \( j = 1, 2, \ldots, J \). Substituting of Eq. (19) in Eq. (6) gives, for one-dimensional equations,

\[ D_U \delta U = T \delta U \] (20)

where \( T \) is a block tridiagonal system \([T_1, T_2, \ldots, T_J]\) and \( T_j = 1/\Delta x \left( -A_{j-1}, |A_j|, + A_{j+1} \right) \). Also hereafter \( \delta U \) denotes \( \{\delta U_0, \delta U_1, \ldots, \delta U_j, \delta U_{j+1}\} \); \( \delta U_0 \) and \( \delta U_{J+1} \) are evaluated at boundaries.

Following the same procedures in deriving Eqs. (12) and (13), we now write their counterparts for the discretized algebraic system,

\[ \left\| \Psi_{1, jk} \right\|_{\text{discretized}} \leq m \] (21)

It is obvious that whether the condition for quadratic convergence is satisfied and fast convergence can be realized depends on (1) the property of the matrix \( T \) resulting from discretization of the implicit operator, and (2) the smoothness of flux vector as given in \( \Psi_{1, jk} \). Therefore a well-conditioned implicit operator is required. Since the first-order upwinding yields a matrix which is diagonally dominant and hence well-conditioned, it also has minimum bandwidth for coupling neighboring points, hence making boundary conditions felt in each iteration step. Therefore we shall use only first-order upwinding for the implicit operator while having the liberty of utilizing different differencing for the explicit operator.

We note that despite the central differencing possesses properties of being simple and higher-order accurate with the same bandwidth, it however leads to vanishing of diagonal terms and hence losing diagonal dominance. Consequently the iterative sequence will likely diverge.

We turn now to the differencing of the explicit operator. First-order and second-order upwinding based on flux splitting are employed on uniform grids, we have

\[ D_x F = D_x (F^+ + F^-) \] (22a)

and

\[ D_x F^\pm = \frac{1}{\Delta x} \left( \Delta^+ F^\pm + \frac{\theta}{2} \Delta^- \Delta^+ E^\pm F^\pm \right) + O(\Delta x)^{1-\theta}, \Delta x^2 \] (22b)

where \( E \) is the displacement operator. \( \theta = 0 \) and \( 1 \) denote first- and second-order accuracy. Similar differencing can be made for \( D_y G \) and \( D_z H \) for multidimensional flows. The flux splittings proposed by Steger and Warming\(^1\) and Van Leer\(^12\) are employed in our study. They are given here for completeness (for two-dimensional case).

**Steger-Warming:**

Let \( F^+ = 2(\gamma - 1)\lambda_1^++\lambda_3^++\lambda_4^+ \)

\[ \begin{bmatrix} f_1^+ \\ uF_1^+ + c(\lambda_3^+ - \lambda_4^+) \\ vF_1^+ \end{bmatrix} \]

\[ \begin{bmatrix} \frac{2}{\gamma} - 1 \\ \frac{1}{2} \end{bmatrix} \begin{bmatrix} f_1^+ - 1 \\ uF_1^+ + c(\lambda_3^+ - \lambda_4^+) \end{bmatrix} + c^2(\lambda_3^+ + \lambda_4^+)/2(\gamma - 1) \] (23a)

where \( \lambda_1^+ = (\lambda_1^+ + |\lambda_1|)/2, \lambda_3^+ = u + c, \lambda_4^+ = u - c \); \( u \) = speed of sound.

Now if \( G^+ = 2(\gamma - 1)\lambda_1^++\lambda_3^++\lambda_4^+ \) and \( v \) is substituted for \( u \) in \( \lambda_1 \) above, we have

\[ \begin{bmatrix} G_1^+ \\ uG_1^+ \\ uG_1^+ + c(\lambda_3^+ - \lambda_4^+) \end{bmatrix} \]

\[ \begin{bmatrix} \frac{2}{\gamma} - 1 \\ \frac{1}{2} \\ \frac{1}{2} \end{bmatrix} \begin{bmatrix} G_1^+ - 1 \\ uG_1^+ + c(\lambda_3^+ - \lambda_4^+) \end{bmatrix} + c^2(\lambda_3^+ + \lambda_4^+)/2(\gamma - 1) \] (23b)

**Van Leer:**

\[ F^+ = F, \quad M > 1 \] (24a)

\[ F^- = F, \quad M < -1 \]

and for \( |M| < 1 \)

\[ F^\pm = F_1^\pm \begin{bmatrix} 1 \\ [(\gamma - 1)u \pm 2c]/\gamma \\ [(\gamma - 1)u \pm 2c]^{\gamma}/(\gamma^2 - 1) + v^{\gamma}/2 \end{bmatrix} \] (24b)

where

\[ F_1^\pm = \pm \rho c (M_x \pm 1)^2/4, \quad M_x = u/c \].
The formula for $G^\pm$ are obtained by interchanging $u$ and $v$ and elements 2 and 3 in $F^\pm$. Differences of analytical properties of both splitting are given in Ref. 12. We shall discuss their differences in calculated results in section 5.

Now substituting Eqs. (20) and (22) in Eq. (6), we have the block tridiagonal system

$$T^+ U = -f$$

(25)

where $f = (f_1, f_2, \ldots, f_j, \ldots, f_J)$ and

$$f_j = \frac{1}{\Delta y} \left( A^+ f_j + A^+ f_j \right) + \frac{\Delta u}{2\Delta x} A^+ (f_{j-1} + f_{j+1}) + S_j$$

The system needs to be closed by boundary conditions, to be discussed in the next section.

For multidimensional problem, similar upwinding can be constructed. Assuming equal-spacing grids in two dimensions, $x = j \Delta x, j = 0, 1, 2, \ldots, J + 1, y = k \Delta y, k = 0, 1, 2, \ldots, K + 1$ and $\sigma = \Delta y / \Delta x$. The resulting block matrix system is written as

$$M^+ U = -f$$

(26a)

where for typewriter ordering, i.e., on each constant $y$, we have

$$U = \{ 6U_{0k}, 6U_{1k}, \ldots, 6U_{K,k} \}$$

$$f = (f_1, f_2, \ldots, f_K)$$

and each element in $6U$ and $f$,

$$6U_k = \{ 6U_{0k}, 6U_{1k}, \ldots, 6U_{K,k} \}$$

$$f = (f_1, f_2, \ldots, f_K)$$

(26b)

The matrix $M$ has the structure

$$
M = \begin{bmatrix}
-B_0^+ & T_1 & B_2^- \\
-B_1^+ & T_2 & B_3^- \\
& \ddots & \ddots \\
-B_{K-1}^+ & T_K & B_{K+1}^- \\
& \ddots & \ddots \\
& & -B_{K-1}^+ & T_K & B_{K+1}^-
\end{bmatrix}
$$

(27)

which again is of block tridiagonal form. The element matrices $B_0^+$ and $T_K$ are found to be of block diagonal and block tridiagonal form respectively, namely

$$B_k^+ = \begin{cases}
\frac{1}{\Delta y} & k = 0, 1, 2, \ldots, K+1 \\
B_{2k}^+ & k = 0, 1, 2, \ldots, K+1 \\
& \ddots & \ddots \\
& B_{Jk}^+ & B_{J+1}^+ \\
& \ddots & \ddots \\
& & B_{Jk}^+ & B_{J+1}^+
\end{cases}$$

(28a)

and

$$\begin{bmatrix}
-A_{0k}^+ & |A_{1k}| & \sigma |B_{1k}^+|, A_{2k}^- \\
-A_{1k}^+ & |A_{2k}| & \sigma |B_{2k}^+|, A_{3k}^- \\
& \ddots & \ddots \\
& -A_{J-1,k}^+ & |A_{Jk}| & \sigma |B_{Jk}^+|, A_{J+1,k}^- \\
& \ddots & \ddots \\
& & -A_{J-1,k}^+ & |A_{Jk}| & \sigma |B_{Jk}^+|, A_{J+1,k}^-
\end{bmatrix}$$

(28b)

for $k = 1, 2, \ldots, K$. We note that $T_k$ is a block tridiagonal system (each constant $y$) within a large block tridiagonal system $M$. One can also, by altering the typewriter ordering, construct block tridiagonal system for each constant- $x$ line.

There exists many classical iterative schemes for solving a large system; several strategies are discussed in Ref. 7. We shall outline possible candidates for solving the system, Eq. (26), in section 4 after the boundary conditions are treated. We note here again conditions on the boundary lines ($k = 0, K + 1, j = 0, J + 1$) must be imposed to render the system solvable.

3. Boundary Condition

Boundary conditions are treated implicitly and shown below for various cases.

(a) supersonic inflow:

All variables are prescribed and remain unchanged at exterior points,

$$6U = 0$$

(29)

$$\Delta^- f^+ = 0$$

(b) supersonic outflow:

All variables are extrapolated from interior, e.g.,

$$\Delta^- U = 0$$

(30)

$$\Delta^- f^+ = 0$$

(c) subsonic inflow:

We prescribe $p$, $u$, and $v$ and extrapolate $p$ from neighboring interior points, e.g.,
\[ \Delta^+ p = 0 \quad (31) \]

(d) subsonic outflow:

The pressure \( p \) is fixed and the remaining variables are extrapolated from interior, e.g.,
\[ \Delta^- \rho = 0 \]
\[ \Delta^- u = 0 \]
\[ \Delta^- v = 0 \quad (32) \]

This case is more involved and needs some elaboration. We illustrate how the boundary terms on LHS are combined with the neighboring interior terms. Since \( p \) is fixed, we have
\[ \delta \rho E = - \frac{u^2}{2} \delta \rho + w(\delta \rho u) \quad \text{(for 1-D problem)} \]

Applying the extrapolation (Eq. (32)), we find
\[ A_{j+1} \Delta U_{j+1} = \begin{pmatrix} a_{11} & a_{12} & a_{13} \\ a_{21} & a_{22} & a_{23} \\ a_{31} & a_{32} & a_{33} \end{pmatrix} \begin{pmatrix} \delta \rho \\ \delta \rho u \\ \delta \rho \end{pmatrix}_{j+1} \]
\[ = \begin{pmatrix} 0 & a_{12} + u a_{11} & a_{13} - u^2 a_{11}/2 \\ 0 & a_{22} + u a_{21} & a_{23} - u^2 a_{21}/2 \\ 0 & a_{32} + u a_{31} & a_{33} - u^2 a_{31}/2 \end{pmatrix} \begin{pmatrix} \delta \rho \\ \delta \rho u \\ \delta \rho \end{pmatrix}_j \]

(33)

Thus we related \( \Delta U_{j+1} \) with \( \Delta U_j \) and the coefficient matrix of \( \Delta U_j \) is modified by absorbing the matrix in Eq. (33).

(e) solid surface:

We require the normal component of velocity vanishes, i.e.,
\[ v_n = 0 \quad (34) \]

and extrapolate the remaining variables from interior.

4. Solution Procedure

With the boundary conditions implemented, the first element of the first row and last element of the last row in the block tridiagonal matrix \( T \) and \( M \) are essentially eliminated. Since upwind scheme provides diagonal dominance, and assuming \( M \) nonsingular, we can get solution for each iteration.

Whether this iteration sequence will converge to the true solution \( U^* \) depends on well-conditionedness of the matrix \( T(M) \) at each iteration, i.e., if \( T(M) \) is ill-conditioned, the iteration may diverge quickly and will not have a chance to get into the domain \( \mathcal{D}_2 \) given in the Theorem shown previously. How fast is the overall convergence rate will then be problem-dependent; problem with mixed signs of eigenvalues in general will need larger number of iterations than that having only one sign. Furthermore, for a given set of initial guess \( (U^0) \) and imposed boundary conditions, it is not possible to estimate a priori the domain \( \mathcal{D}_2 \) in a nonlinear problem. Therefore in practice the entire iteration sequence may consist of two stages. The initial stage starts out an initial guess, which frequently is assumed using some physical judgment, and moves slowly to \( \mathcal{D}_2 \) by some suitable relaxation strategies. We note that one need not use Newton's method in this initial stage and in fact some linearly convergent methods may be preferred and a better implicit operator perhaps is more important. Nevertheless since Newton's method (Eq. (3)) combined with relaxation procedure (Eq. (14)) is already losing feature of quadratic convergence, hence conceptually it may be though as some lower-order method. Yet this has the simplicity of using only one solution procedure and quadratic convergence (or nearly) is gotten naturally once \( \mathcal{D}_2 \) is reached.

For one-dimensional problem, we write the block tridiagonal matrix \( T \) in terms of lower and upper block bidiagonal matrices \( L \) and \( U \), i.e., LU factorization.
\[ T = LU \quad (35) \]

A description of the procedure is given in Ref. 13. This is the algorithm that we used to solve one-dimensional test problems and may be an optimal one considering number of the algebraic operations and convergence rate of the overall iteration sequence. However for two-dimensional problems, it is not all that clear which solution scheme for a large matrix system, e.g., direct inversion versus iteration, is more suitable insofar as efficiency is concerned. We turn next to outline some possible strategies for the system Eq. (26).

(a) Complete LU Factorization

Exactly as above in Eq. (35) we write
\[ M = LU \quad (36) \]

where \( L \) and \( U \) are of the form
\[
L = \begin{bmatrix}
L_1 & I_1 \\
L_2 & I_2 \\
\vdots & \vdots \\
L_K & I_K
\end{bmatrix},
U = \begin{bmatrix}
I_1 & \Gamma_1 \\
I_2 & \Gamma_2 \\
\vdots & \vdots \\
I_K & \Gamma_{K-1}
\end{bmatrix}
\]

The recursive formula for \( L_K \) and \( \Gamma_K \) are given in Ref. 13; inversion and multiplication of block matrices are required along each constant-y line. The direct inversion procedure may be too costly to perform. In what follows we shall discuss some iterative strategies which can be viewed as \( m(\geq 1) \) substations for solving each Newton's iteration step. Obviously one need not obtain converged solution at each Newton's iteration which after all has not yet produced "true" solution. But the
optimal number for \( m \) is not known a priori and can be function of many factors, e.g., physical problem considered, grid size, etc. In the application of the present method, we chose \( m = 1 \) for the two-dimensional shock reflection problem.

(b) Line Relaxation

If the off-diagonal blocks in Eq. (27) are taken to the RHS of Eq. (26a), then we are left with a line-decoupled system, i.e., each constant-\( y \) line is in fact independent of each other so far as solving Eq. (26a) is concerned. Exactly as Eq. (23) in form for each \( k=1, 2, \ldots, K \) line, we now solve one-dimensional block system, hence appropriately called line-relaxation. Since each line is treated as independent, there is no sequence of sweeping ( unlike LU factorization) and one can sweep in the same direction for each iteration. However there may be advantages alternating up and down sweeps in successive subiterations, thereby mimicking the complete LU factorization. Furthermore one may skip odd-numbered lines in one sweep and fill in the even-numbered lines in the next sweep, i.e., so called the zebra scheme. Another possibility is the Gauss-Seidel updating whenever fastest solutions become available, hence yielding faster propagation of information. This line Gauss-Seidel relaxation was used in the present paper.

(c) Point Relaxation

To further reduce matrix operations, but at the expense of slower propagation of information, all off-diagonal blocks in \( M \) and \( T_k \) are put on RHS. An essentially point-decoupled, termed point relaxation, system is resulted. Similar in spirit to the zebra scheme, a checkerboard scheme can be employed in which points are solved by skipping immediately neighboring points in one sweep and filling in those just skipped in the next sweep. Again one can also combine Gauss-Seidel updating.

5. Results

Computational tests of the present method were made for one- and two-dimensional flows. Four cases of one-dimensional nozzle flows were calculated with different inflow and outflow conditions. A calculation of oblique shock reflection was also made. In all calculations presented here uniform grids were used. Inflow conditions were also assigned to be the initial guess for the iterative process. The error is taken as the sum of relative absolute changes of all variables at all grid points, i.e.,

\[
\text{error} = \sum_{\text{grids}} \sum_{j} \frac{|\Delta U_j|}{|U_j|} \quad \text{(no. of grid points)}
\]

so that the convergence of the entire discretized system, rather than a single component (variable) is measured.

In each case calculated we shall present the results which were obtained by using combinations of (1) first- and second-order differencings and (2) Steger-Warming and Van Leer splittings on the RHS explicit operator. Their effects on accuracy and convergence will be discussed accordingly.

(a) One-dimensional nozzle flows

Two geometries were considered, the area distributions are given by:

Divergent nozzle,

\[
\text{area} = 1.398 + 0.347 \tanh (0.8 x -4), \quad 0 < x < 10
\]

Convergent-divergent nozzle,

\[
\begin{cases}
1.75 - 0.75 \cos (x - 5)x/5 & 0 \leq x \leq 5 \\
1.25 - 0.25 \cos (x - 5)x/5 & 5 \leq x \leq 10
\end{cases}
\]

We note that since the curvature of the convergent-divergent nozzle is discontinuous at the throat, the flow variables \((p, \rho, u)\) have discontinuities in the first derivative. The grid size \((\Delta x)\) was 0.1.

Figures 1 show the calculated pressure distributions for fully supersonic flow in the divergent nozzle, together with exact solution denoted by the solid line. Both first- and second-order methods gave virtually the same results. It is evident that a truly quadratic convergence was obtained using the first-order differencing (error was reduced by 10^{-14} in seven iterations); here \( \omega \) is the relaxation factor appearing in Eq. (15). However the second-order differencing appeared to achieve quadratic convergence initially, but changed to much slower rate. This peculiar behavior was not understood and is currently under study.

We now present the case with a shock, i.e., the outflow is subsonic, in Fig. 2. The first order upwinding produced monotonic behavior; the Steger-Warming splitting smeared the shock more than the Van Leer splitting did, but was about twice as fast in convergence rate. The difference in convergence rate could be attributed to the fact that the implicit operator remained unchanged (i.e., Steger-Warming splitting) the explicit operators used either splitting. The \( \omega \) was set equal to 0.5 initially and increased according to the equations:

\[
\omega = \omega + 0.1 \ n/\ n_0 \quad \text{if} \quad \text{MOD}(n, n_0) = 0
\]

and

\[
\omega = \min(\omega, 1.0)
\]

where \( n_0 \) is the interval of iterations in which \( \omega \) is kept fixed. The formula was arbitrarily chosen; better convergence can be gotten when the relaxation process is better understood. The second-order differencing produced much sharper shock, but with unwanted oscillations at both upstream and downstream of the shock. The convergence rate was about half of the first-order method.
Next we looked at flows in the convergent-divergent nozzle. Figures 3 show the fully supersonic case. Both splitting gave virtually identical results except differences in convergence; second-order differencing was clearly superior in accuracy and also nearly equal in convergence rate, contrary to the case in Fig. 1.

Figures 4 display the case involving a shock; the first-order method clearly lacked spatial resolution. The Van Leer splitting gave much better results in the supersonic region but over-predicted in the inflow subsonic region. The second-order method obviously showed much improved accuracy, but at the expense of slower convergence rate. The dispersive error near the shock was observed in both splittings; the discontinuity at the sonic point in the Steger-Warming splitting was evident and did not appear in the Van Leer splitting, which was designed to yield smooth transition of splitting at sonic point.

Finally we turn to the problem of regular reflection of a two-dimensional oblique shock wave with free stream Mach number 2.9 and shock angle 29°. The computation domain was divided uniformly with 61 by 21 grids over 0.0 < x < 4.0, and 0.0 < y < 1.0, the Steger-Warming flux splitting was used for calculating this case. Figure 5 gives the pressure distributions at the wall, using the first-order upwinding. The shocks evidently were smeared to a large extent. While the static pressure showed monotonic property, the total pressure (or a measure of entropy) displayed overshoot followed by a recovery. The convergence history showed a drastic reduction in error after an initial stage. Figure 6 shows the results obtained by the use of second-order upwinding (boundary conditions remained first-order approximation). Here we see an overexpansion in pressure just ahead of shock foot, followed by a smooth increase. The spatial resolution was clearly much improved over the first-order method. The overexpansion was also accompanied by the increase of total pressure, not seen in the first-order method. The convergence history again showed two distinct stages, confirming the theorem and speculation given in section 1. The convergence history for the error to reduce 10^-10 is roughly the same for both first- and second-order differencing. The Mach contours are depicted in Fig. 6(d).

6. Concluding Remarks

We summarize that an efficient method has been proposed to find steady solution by solving the steady Euler equations. The iterative scheme necessary for solving a coupled nonlinear system was based on Newton's method and an updating (relaxation) procedure. A theorem was shown that the Newton method applied to the system of differential equations gave a quadratic convergence provided the approximation to the true solution is sufficiently close. The first and second derivatives of flux vectors were shown to define the domain of the quadratic convergence (Ω). Upwind differencing was necessary to construct the implicit operator for providing the iteration sequence. We employed the true Jacobians resulting from the Steger-Warming splitting in approximating the implicit operator. Both Steger-Warming's and Van Leer's splittings however were used on the explicit operator, combined with the first- and second-order differencings. One-dimensional nozzle flows and two-dimensional shock reflection problems were calculated, specific emphases were placed on the convergence rate and accuracy.

We are continuing to make in-depth investigation of the present method, specially as to the increase of efficiency and application to more complex problems. A high resolution scheme has been implemented and the results will be presented elsewhere.
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Appendix A

We show the true Jacobians which are derived from the split flux vectors given by Steger and Warming in what follows.

As defined previously

\[ F = F^+ + F^- \]
\[ G = G^+ + G^- \]
\[ A = aF/au, \quad B = aG/au \]

\[ A^+ = aF^+/au, \quad B^+ = aG^+/au \]

\[ |F| = F^+ - F^- \]
\[ |G| = G^+ - G^- \]

Hence \(|F| = F\) for \(u > c\) and \(|F| = -F\) for \(u < -c\).

Let

\[ |A| = A^- - A^- \]

hence

\[ \hat{A}^+ = \left( A \mp |A| \right)/2 \]

From Eq. (A1) we have

\[ |A| = \frac{aF}{au} = \frac{a}{au} (F^+ - F^-) = \{\hat{a}_{11}\} \]

Since the fluxes \(F\) and \(G\) are split according to Eqs. (23) and (24), a straightforward substitution and differentiation yields, after tedious algebra, for \(|u| < c\):
\[
\dot{\mathbf{a}} = \mathbf{b} \mathbf{u}^2 + 2\mathbf{a} \mathbf{u} (-e + q^2/2), \quad q^2 = u^2 + v^2
\]

\[
\dot{\mathbf{a}}_2 = 2(\pm \mathbf{b} \mathbf{u} + c/\gamma) - 2\mathbf{a} \mathbf{u}^2
\]

\[
\dot{\mathbf{a}}_3 = -2\mathbf{a} \mathbf{u} v
\]

\[
\dot{\mathbf{a}}_4 = 2\mathbf{a} \mathbf{u}
\]

\[
\dot{\mathbf{a}}_1 = \mathbf{b} \mathbf{u}^2 + \alpha v (-e + q^2/2)
\]

\[
\dot{\mathbf{a}}_2 = \pm \mathbf{b} v - \alpha \mathbf{u} v
\]

\[
\dot{\mathbf{a}}_3 = \pm \mathbf{b} u + c/\gamma - \alpha v^2
\]

\[
\dot{\mathbf{a}}_4 = \alpha \mathbf{v}
\]

\[
\dot{\mathbf{a}}_1 = E[\alpha(3u^2 + v^2) + 3c]/2
\]

\[
- \{q^2[\pm \mathbf{b} \mathbf{u} + c/\gamma] + 2c[u^2 + c^2/(\gamma - 1)]\}
\]

\[
\dot{\mathbf{a}}_2 = B[\pm q^2/2 + u^2] + 3\mathbf{u} c/\gamma - u[\alpha(3u^2 + v^2) + 3c]/2
\]

\[
\dot{\mathbf{a}}_3 = v[\pm \mathbf{b} \mathbf{u} + c/\gamma] - v[\alpha(3u^2 + v^2) + 3c]/2
\]

\[
\dot{\mathbf{a}}_4 = \alpha(3u^2 + v^2)/2 + 3c/2
\]

Where "*" and "-" correspond to \(u > 0\) and \(u < 0\). Similar expression for \(|B|\) can be obtained by interchanging rows 2 and 3, columns 2 and 3, and \(u\) and \(v\).
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Figure 1. Static pressure and convergence history for divergent nozzle, $M_\infty = 1.26$. 
Figure 2. Static pressure and convergence history for divergent nozzle, $M_\infty = 1.26$, $P_{\text{exit}}/P_t = 0.746$. 
Figure 3. Static pressure and convergence history for convergent-divergent nozzle, $M_{in} = 0.2$, $P_{exit}/P_t = 0.9188$. 
Figure 4. Static pressure and convergence history for convergent-divergent nozzle, \( M_\infty = 0.2395; \) \( P_{\text{exit}}/P_t = 0.84. \)
Figure 5. - Shock reflection problem. $M_{\infty} = 2$, $\theta = 90^\circ$.

(a) Surface static pressure.

(b) Surface total pressure.

(c) Convergence history.
Figure 6. Shock reflection problem. $M_\infty = 2.9$, shock angle $= 29^\circ$. 

(a) Surface static pressure.

(b) Surface total pressure.

(c) Convergence history.

(d) Mach-number contours. min. $= 2.05$, max. $= 2.95$, inc. $= 0.05$. 
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Abstract

The present paper shows an efficient numerical procedure for solving a set of nonlinear partial differential equations, specifically the steady Euler equations. Solutions of the equations were obtained by Newton's linearization procedure, commonly used to solve the roots of nonlinear algebraic equations. In application of the same procedure for solving a set of differential equations we give a theorem showing that a quadratic convergence rate can be achieved. While the domain of quadratic convergence depends on the problems studied and is unknown a priori, we show that first- and second-order derivatives of flux vectors determine whether the condition for quadratic convergence is satisfied. The first derivatives enter as an implicit operator for yielding new iterates and the second derivatives indicates smoothness of the flows considered. Consequently, flows involving shocks are expected to require larger number of iterations. First-order upwind discretization in conjunction with the Steger-Warming flux-vector splitting is employed on the implicit operator and a diagonal dominant matrix is resulted. However the explicit operator is represented by first- and second-order upwind differencings, using both Steger-Warming's and van Leer's splittings. We discuss treatment of boundary conditions and solution procedures for solving the resulting block matrix system. With a set of test problems for one- and two-dimensional flows, we show detailed study as to the efficiency, accuracy, and convergence of the present method.