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Summary

A line Gauss-Seidel (LGS) relaxation algorithm in conjunction with a one-parameter family of upwind discretizations of the Euler equations in two dimensions is described. Convergence of the basic algorithm to the steady state is quadratic for fully supersonic flows and is linear for other flows. This is in contrast to the block alternating direction implicit methods (either central or upwind differenced) and the upwind biased relaxation schemes, all of which converge linearly, independent of the flow regime. Moreover, the algorithm presented herein is easily coupled with methods to detect regions of subsonic flow embedded in supersonic flow. This allows marching by lines in the supersonic regions, converging each line quadratically, and iterating in the subsonic regions, and yields a very efficient iteration strategy. Numerical results are presented for two-dimensional supersonic and transonic flows containing oblique and normal shock waves which confirm the efficiency of the iteration strategy.

Introduction

A large class of problems of fundamental importance to the field of computational aerodynamics is that of simulating the flow of an inviscid, compressible gas in the transonic and supersonic regimes. The most popular approaches used in obtaining steady-state solutions to these problems have been the implicit spatially split methods of the approximate factorization (AF) type (refs. 1 and 2) and the highly vectorizable explicit schemes such as the multistage Runge-Kutta method used by Jameson and Bakes (ref. 3) and the predictor-corrector scheme of MacCormack (ref. 4). A motivation for algorithm research stems from the fact that the highly vectorizable explicit schemes suffer from stringent stability restrictions, and, though the implicit AF methods are unconditionally stable in two dimensions, they require an optimal set of iteration parameters for rapid convergence which are difficult and time-consuming to obtain. (See ref. 5.) Moreover, the implicit central-differenced AF schemes are unstable for three-dimensional Euler equations. (See ref. 6.)

The recent emergence of upwind-differencing technology for the Euler equations has opened the door to a new class of solution strategies aimed at improving computational efficiency. Since upwind differencing is more costly per iteration to implement than central differencing, overall efficiency gains must be derived from improved convergence rates. This is made possible by the improved conditioning of the system of difference equations afforded by the more physical upwind discretization.

Some preliminary work by Chakravarthy (ref. 7) and Van Leer and Mulder (ref. 8) using relaxation methods and upwind schemes has been promising. In the present study, the fact that upwind differencing closely models the propagation of information along characteristics is exploited by choosing a combination of line relaxation and upwind discretization such that, for fully supersonic flow in the streamwise (marching) direction, the algorithm becomes a direct solver of the linearized problem. That is, the algorithms of the family presented here all revert to an efficient implementation of Newton's method in the supersonic regime and result in quadratic convergence to the steady state.

Further efficiency gains are realized in supersonic regions by iterating on each line to remove the linearization error before proceeding to the next line, thus solving the problem in a marching fashion. This can be accomplished since, in the absence of waves propagating adverse to the marching direction, the combinations of line relaxation and upwind discretization presented in this study result in the uncoupling of the discrete algebraic problem by lines. Thus, the computational efficiency of space marching methods can be effectively recovered. For problems with mixed supersonic-subsonic regions, the solution strategy can be extended to detect the flow-regime interfaces, march in the supersonic regions, and iterate with line Gauss-Seidel (LGS) in the subsonic regions. A comparison of CPU times with and without the new iteration strategy is provided in the section entitled “Results.”

The authors would like to acknowledge several fruitful discussions on upwind differencing with J. L. Thomas of Langley Research Center and Bram van Leer of the Delft University of Technology, in the Netherlands.

Symbols

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A, B$</td>
<td>Jacobian matrices</td>
</tr>
<tr>
<td>$c$</td>
<td>speed of sound</td>
</tr>
<tr>
<td>$e$</td>
<td>total energy per unit volume</td>
</tr>
<tr>
<td>$f, g$</td>
<td>mass, momentum, and energy fluxes</td>
</tr>
<tr>
<td>$I$</td>
<td>identity matrix</td>
</tr>
<tr>
<td>$j, k$</td>
<td>$x, y$ grid-line indices</td>
</tr>
<tr>
<td>$M$</td>
<td>local Mach number</td>
</tr>
<tr>
<td>$p$</td>
<td>pressure</td>
</tr>
<tr>
<td>$q$</td>
<td>conserved variables</td>
</tr>
<tr>
<td>$R$</td>
<td>residual, Riemann invariant</td>
</tr>
<tr>
<td>$s$</td>
<td>entropy</td>
</tr>
</tbody>
</table>
time

\( u, v \) Cartesian velocity components

\( U1, U2 \) upper diagonals

\( x, y \) Cartesian coordinates

\( \gamma \) ratio of specific heats

\( \Delta, \nabla \) finite-difference operators

\( \Delta x, \Delta y \) mesh increments in \( x \)- and \( y \)-directions

\( \delta q \) change in \( q \) over a time increment

\( \delta t \) time increment

\( \kappa \) spatial differencing parameter

\( \nu \) Mach number switch

\( \rho \) density

\( \phi \) spatial differencing switch

Subscripts:

\( A, B, L, R \) state quantities from above, below, left, and right, respectively

\( j, k \) spatial indices (1 to \( J \) and 1 to \( K \))

\( x, y \) \( x \), \( y \) coordinate directions

\( \infty \) free stream

Superscripts:

\( \pm \) positive and negative flux contributions

\( n \) iteration index

**Spatial Discretization**

The integral form of the conservation equations governing the flow of an inviscid fluid can be written as

\[
\frac{\partial}{\partial t} \int_V q \, dV + \int_S \vec{F} \cdot \hat{n} \, ds = 0 \quad (1)
\]

where \( V \) is the volume bounded by the surface \( S \), \( \hat{n} \) is the outward-pointing unit normal to the surface, \( q \) is the vector of conserved-state variables, and \( \vec{F} \) is the flux vector. For simplicity in describing the upwind method, consider the semidiscrete formulation of equation (1) for a uniform Cartesian grid.

Sketch A shows the notation for the semidiscrete formulation. Dividing by the cell volume \( (\Delta x, \Delta y) \) and rearranging yields

\[
\left( \frac{\partial q}{\partial t} \right)_{j,k} = \left[ \frac{1}{\Delta x} (f_{j+1/2,k} - f_{j-1/2,k}) \right] + \frac{1}{\Delta y} (g_{j,k+1/2} - g_{j,k-1/2}) = -R_{j,k} \quad (2)
\]

In equation (2),

\[
q = \begin{pmatrix} \rho \\ \rho u \\ \rho v \\ \rho e \end{pmatrix} \quad f = \begin{pmatrix} \rho u \\ \rho u^2 + p \\ \rho uv \\ (e + p)u \end{pmatrix} \quad g = \begin{pmatrix} \rho v \\ \rho uv \\ \rho v^2 + p \\ (e + p)v \end{pmatrix} \quad (3)
\]

where \( \rho \) is the density, \( u \) and \( v \) are the velocity components in the \( x \)- and \( y \)-directions, respectively, \( p \) is the pressure, and \( e \) is the total energy per unit volume. The equation set is closed by the ideal gas law.

In this study, upwind differencing is implemented by splitting the convective fluxes, \( f \) and \( g \), into positive and negative contributions. The Jacobian matrices associated with the linearization of the positive split-flux contributions have eigenvalues greater than or equal to 0; likewise, the Jacobian matrices of the negative split-flux contributions have eigenvalues less than or equal to 0. The particular flux vector splitting (FVS) technique used here is that of Van Leer. (See ref. 9.) Although other FVS techniques could be implemented in the general framework which follows, Van Leer's was chosen because the individual split-flux contributions vary smoothly across sonic and stagnation points. Also, an important reason for choosing Van Leer's scheme is its simplicity. The splitting of \( f \) is given by

\[
f(q) = f^+(q) + f^-(q) \quad (4)
\]

where, for \( |M_x| < 1 \),

\[
f^{\pm}(q) = \begin{pmatrix} f_{\text{mass}}^+ \\ f_{\text{mass}}^+[(\gamma - 1)u \pm 2c]/\gamma \\ f_{\text{mass}}^+ \cdot \nu \\ f_{\text{mass}}^+[(\gamma - 1)u \pm 2c]^2/[2(\gamma^2 - 1)] + u^2/2 \end{pmatrix}
\]
and

\[ f_{mass} = \pm \rho c \left[ \frac{1}{2} (M_x \pm 1) \right]^2 \]

For \( M_x \geq 1 \), \( f^+ = f \) and \( f^- = 0 \); for \( M_x \leq -1 \), \( f^+ = 0 \) and \( f^- = f \).

In the preceding series of equations, \( M_x \) is the local Mach number based on the velocity component in the \( z \)-direction \( u \) and on the local speed of sound \( c \). The splitting of \( g \) in terms of \( M_y = v/c \) follows similarly.

Utilizing the flux vector splitting technique, a pair of state vectors are assigned to a common cell interface, and a single numerical flux is derived from this pair. For example, \( f_{j+1/2,k} \) can be expressed as

\[
f(q)_{j+1/2,k} = f(qL,qR)_{j+1/2,k} = f^+(qL)_{j+1/2,k} + f^-(qR)_{j+1/2,k}
\]

where the subscripts \( L \) and \( R \) imply that the dependent variables at the cell boundary are evaluated from the left and right, respectively. The estimates for the state vector pair at the \((j+1/2,k)\) cell boundary are given by

\[
(qL)_{j+1/2,k} = q_{j,k} + \frac{\phi}{4} [(1 - \kappa) \nabla + (1 + \kappa) \Delta] q_{j,k}
\]

\[
(qR)_{j+1/2,k} = q_{j,k} - \frac{\phi}{4} [(1 - \kappa) \nabla + (1 + \kappa) \Delta] q_{j+1,k}
\]

where

\[
\Delta q_{j,k} = q_{j+1,k} - q_{j,k}
\]

\[
\nabla q_{j,k} = q_{j,k} - q_{j-1,k}
\]

Similar formulas hold for the interpolation in the \( y \)-direction with parameter \( \kappa_y \). For \( \phi = 0 \), the method is first-order accurate in space, and, for \( \phi = 1 \), the parameters \( \kappa_x \) and \( \kappa_y \) control the spatial accuracy. This accounts for the truncation error of the method. Some common choices are \( \kappa = 1/3 \), which corresponds to the only third-order accurate member of the family (strictly for a one-dimensional problem) and \( \kappa = -1 \), the fully upwind second-order scheme. The remaining second-order members are all upwind biased or centered approximations.

To reduce oscillations near discontinuities, a limiter may be incorporated into the scheme by modifying the interpolations given in equations (6) and (7). (See ref. 10 for two examples.) In this study, a monotonicity-preserving limiter was not used, but the effect of limiting was emulated by reducing the second- and third-order interpolations of \( q \) on a cell face to first order if the higher order interpolation resulted in a negative value for the square of the sound speed. In the next section, a marching method for supersonic regions is developed based on a particular choice of \( \kappa_x \).

**Relaxation Algorithm**

Application of the Euler implicit time-integration scheme in delta form and time linearization to the system of semidiscrete conservation laws given by equation (2) yields

\[
\left[ \frac{I}{\delta t} + \frac{dR}{dq} \right] \delta q_{j,k} = -R^2_{j,k}
\]

where

\[
\delta q = q^{n+1} - q^n; \delta t^n = t^{n+1} - t^n; n = \text{Iteration index}
\]

In matrix notation, equation (10) can be expressed as

\[
N \delta q = -R
\]

where \( N \) is a large, banded, block coefficient matrix with a block size of four. For \( \delta t \) tending to infinity, the solution of equation (11) by direct inversion is Newton’s method. In general, ultimately because of the bandwidth of \( N \), the direct solution of equation (11) is not efficient. For a fixed grid, the bandwidth of \( N \) depends on the particular values of \( \phi \) and \( \kappa \) used in evaluating the state vectors at a cell interface. Even more important, however, is the fact that for the upwind methods, the bandwidth is also dependent upon the flow regime of the particular problem under consideration. This is in contrast to standard central-differenced schemes, which maintain the same structure of the coefficient matrix independent of the Mach number.

To be specific, equation (10) can be expanded to read

\[
\left( \frac{\delta q}{\delta t} \right)_{j,k} + \frac{1}{\Delta x} \left\{ A^+(qL) \delta q_{L} \right. \\
+ A^-(qR) \delta q_{R,j+1/2,k} \\
- \left. \left[ A^+(qL) \delta q_{L} + A^-(qR) \delta q_{R,j+1/2,k} \right] \right\}
\]

\[
+ \frac{1}{\Delta y} \left\{ B^+(qB) \delta q_{B} + B^-(qA) \delta q_{A,j,k+1/2} \\
- \left[ B^+(qB) \delta q_{B} + B^-(qA) \delta q_{A,j,k+1/2} \right] \right\} = -R_{j,k}
\]

where

\[
A^\pm = \frac{\partial f^\pm}{\partial q} \\
B^\pm = \frac{\partial g^\pm}{\partial q}
\]
The subscripts \( B \) and \( A \) imply the evaluation of \( q \) at the cell boundary from below and above, respectively. The structure of \( N \) is depicted in sketch B, using equations (6) and (7) and similar formulas for the state-variable interpolation in the \( y \)-direction. Any individual element on the nonzero diagonals represents a \( 4 \times 4 \) matrix. Vertical-line Gauss-Seidel (VLGS) relaxation sweeping through lines in the positive \( x \)-direction would solve the linear system by replacing the coefficients on the upper diagonals, labeled \( U_1 \) and \( U_2 \), with zero. With the ordering shown in sketch B, the elements on the upper diagonals are given by

\[
U_1 = \frac{1}{\Delta x} \left[ A_{j+1/2,k}^+ \frac{\phi(1 + \kappa_x)}{4} + A_{j+1/2,k}^- \left( 1 - \frac{\phi \kappa_x}{2} \right) \right. \\
+ A_{j-1/2,k}^- \frac{\phi(1 - \kappa_x)}{4} + A_{j+1/2,k}^- \left( 1 - \frac{\phi \kappa_x}{2} \right) \\
+ A_{j+1/2,k}^- \right] \\
= -1 \Delta x \left[ A_{j+1/2,k}^- \frac{\phi(1 - \kappa_x)}{4} \right] \\
(13)
\]

\[
U_2 = \frac{1}{\Delta x} \left[ A_{j+1/2,k}^- \frac{\phi(1 - \kappa_x)}{4} \right] \\
(14)
\]

**Supersonic Flow**

For a fully supersonic flow in the streamwise \( (x) \) direction \( A^- \) is zero everywhere; thus, \( U_2 \) is zero. However, \( U_1 \) is in general nonzero because of the presence of \( A^+ \). By choosing \( \phi = 0 \) (first-order scheme) or \( \phi = 1 \) and \( \kappa_x = -1 \) (fully upwind second-order scheme), the elements on \( U_1 \) become zero, and vertical-line Gauss-Seidel becomes a direct solver of the linear problem, resulting in rapid convergence to the steady state. Even for subsonic flows, when the upper diagonals are nonzero, the line relaxation algorithm with alternating sweep directions results in an efficient solution method. (See refs. 7, 8, and 11.)

For supersonic problems, the classical implementation of VLGS or global iteration (solving the system of equations once on each line and then proceeding to the next line) is not the most efficient approach. A superior implementation of VLGS is to start at the first interior line of the grid, next to the inflow boundary, solve the linearized problem, update the dependent variables and residuals, and continue the process until the machine zero steady-state solution on the first line is obtained. The next step is to proceed to the next line and continue until the last line is completed, thus recovering the steady-state solution. This strategy is referred to as local, rather than global, iteration. In this approach, as \( \delta t \to \infty \), Newton’s method is being implemented by lines, so that the solution along each line converges quadratically. Note that the global strategy attempts to obtain the solution at a downstream field point before a fully converged solution has been obtained upstream. Based on the mathematical theory of characteristics, this is not possible, because the steady solution along the downstream lines depends on the steady state upstream. This dependence manifests itself in the fact that local iteration is more efficient than global iteration for this class of problems, although both converge quadratically.

**Transonic Flow**

For problems containing separate regions of supersonic and subsonic flow, a hybrid strategy combining local and global iterations can be developed. For this type problem, where large subsonic regions can exist, global iteration may be used with back-and-forth sweeping. A more efficient hybrid strategy can be developed if the steady-state flow-regime interfaces can be located. As an example, consider the dual-throat inlet configuration in sketch C, a possible Mach number distribution for the inlet, and the coefficient matrix that would be obtained from a first-order upwind discretization of the problem, all of which are related to the iteration strategy that follows.

Assume that the steady-state location of the two interfaces separating the supersonic-subsonic states are known. Since the upper diagonal in the coefficient matrix has nonzero elements only on the rows corresponding to the subsonic region and along the preceding supersonic-subsonic interface (but not vice versa), the problem can be solved by local iteration in the supersonic region until a supersonic-subsonic interface is reached. Then, since the beginning and ending rows belonging to the submatrix are known, the large submatrix depicted in figure 3(c) can be solved iteratively until convergence. The last row included is the subsonic line just preceding the supersonic-subsonic cell interface.
at the second throat. It is sufficient to close the sub-
matrix with this row, because there is no influence
on the solution from the downstream supersonic line.
Solving the submatrix in this fashion is referred to as
block iteration, because it involves the iterative solu-
tion of a group or block of lines in a global fashion.
Having obtained the steady-state solution in this re-
gion, the remaining supersonic field can be solved by
local iteration.

The automatic implementation of the hybrid
strategy is very straightforward. All that is needed is
a switch that determines whether a line can be solved
locally or must be included in a block-iteration group.
In sketch C, the parameter $\nu$ serves this purpose, and,
for the first-order scheme, is defined by

\[ \nu_j = \begin{cases} 
1, & \text{if } M(qR)_{j+1/2,k} \geq 1 \text{ for all } k \\
0, & \text{otherwise} 
\end{cases} \quad (15) \]

If $\nu_j = 1$, the line can be solved locally, otherwise
it must be included in a larger submatrix. The value
of $\nu_j$ at the last line depends on the type of boundary
condition specified at the outflow. Obviously, for a
supersonic outflow boundary condition, $\nu_j = 1$; for
subsonic outflow, $\nu_j = 0$.

The situation is only slightly more complicated
with a second-order, fully upwind approximation
in the streamwise direction. The only additional
requirement for local iteration on line $j$ is that
$M(qR)_{j-1/2,k} \geq 1$; this ensures that the elements
on the diagonal $U1$ in sketch B are zero. Therefore,
the definition of $\nu_j$ for $\phi = 1$ is

\[ \nu_j = \begin{cases} 
1, & \text{if } M(qR)_{j+1/2,k} \geq 1 \\
0, & \text{and } M(qR)_{j-1/2,k} \geq 1 \text{ for all } k 
\end{cases} \quad (16) \]

In practice, the steady-state location of the
supersonic-subsonic interfaces (and vice versa) are
not known a priori, but must be determined as part
of the solution process. Two approaches were tried
in this study. The first approach was to apply the
global iteration technique first until $\nu_j$ became fixed
in time and then to apply the line-block iteration
 technique for the final pass through the mesh. A
slightly more sophisticated approach is to initially
solve the problem on each line to a loose tolerance
(e.g., a two- to three-order reduction in the linearization
error and/or a fixed number of iterations). After
one left-to-right sweep through the mesh, the values
of $\nu_j$ are computed and the line-block-iteration strat-
agy is applied on the next pass. Subsequent hybrid
iterations are made with the line-block strategy un-
til $\nu_j$ becomes independent of time. A machine zero
tolerance is then set, and the steady-state solution
is recovered on the next hybrid sweep through the
grid. It is not known under what conditions (toler-
ance level, problem severity, etc.) this latter strategy
will succeed or fail.

**Initial Conditions for Local Iteration**

To start a problem, a simple set of initial condi-
tions are usually specified (e.g., uniform flow at free-
stream conditions everywhere). However, in super-
sonic regions where local iteration is used, another
choice that may reduce the computational effort is
to use the solution from the previous line as an ini-
tial condition. Although this choice may be an im-
provement over that of the free-stream conditions,
it is generally not a good enough guess to put one
inside the domain of attraction of Newton's method
without requiring additional iteration. This situation
can be at least partially alleviated with only a minor
coding effort by using an initial condition generated
by solving the steady-state Euler equations approxi-
mately. As shown in the section entitled "Results,"
significant savings are obtained by this approach.

Implementation of this procedure is as follows.
Consider the following differential form of the steady-
state Euler equations in conservation-law form:

\[ \frac{\partial f}{\partial x} + \frac{\partial g}{\partial y} = 0 \quad (17) \]
Let
\[ \Delta_j h = h_{j+1} - h_j \quad (h = f, g, \text{ or } q) \quad (18) \]
where the \( k \) subscript has been suppressed for simplicity. Using first-order differencing in the streamwise direction and using equation (17) yields
\[ \Delta_j f + \Delta x \frac{\partial \Delta_j g}{\partial y} = -\Delta x \left( \frac{\partial g}{\partial y} \right)_j \quad (19) \]
Linearization of \( \Delta_j f \) and \( \Delta_j g \) with respect to \( q \) yields
\[ \left[ \left( \frac{\partial f}{\partial q} \right)_j + \Delta x \frac{\partial}{\partial y} \left( \frac{\partial g}{\partial q} \right)_j \right] \Delta_j q = -\Delta x \left( \frac{\partial g}{\partial y} \right)_j \quad (20) \]
In equation (20), the Jacobian matrices, \( \frac{\partial f}{\partial q} \) and \( \frac{\partial g}{\partial q} \), are already formed (eq. 12(a)); consequently, the implementation and solution of equation (20) is very straightforward. The spatial discretization in the \( y \)-direction is upwinded, as previously described. Then,
\[ q_{j+1} = q_j + \Delta_j q \quad (21) \]
is set as the initial condition on the \( j+1 \) line.

**Operation Count, Time Stepping, and Boundary Conditions**

Before proceeding to the test problems, a few additional remarks on overall implementation are in order. Frequently, questions arise concerning the computational effort associated with the solution of a system of equations characterized by a block pentadiagonal coefficient matrix as opposed to a block tridiagonal solution process. This is pertinent, since all the discretizations with \( \phi = 1 \) require a pentadiagonal solver. The operation count, without pivoting, is approximately \( n[4m^2 + 2m - 1] \) for a block tridiagonal solver and \( n[9m^2 + 3m - 1] \) for a block pentadiagonal solver, where \( n \) is the number of unknowns (mesh points) and \( m \) is the block size. (See ref. 12.) Thus, approximately 2.18 times more effort is required for that part of the iteration associated with the pentadiagonal solver than with a tridiagonal solver. The actual increase in effort has been measured on a Control Data CY170-855 computer, and a 2.154 ratio was obtained. Solving the linear system, however, represents only 30 percent of the computational time per iteration. The remaining 70 percent is the effort required to set up the linear problem and the boundary conditions. The total increase in CPU time per iteration is therefore only 35 percent. This increase is certainly worth the effort if quadratic convergence, as opposed to linear convergence, can be obtained.

The general time-stepping scheme is a variation of that described in reference 8. At any level of iteration, the time step is obtained from
\[ \delta t = \frac{\delta t_o}{\| R^n \|_2} \quad (22) \]
where \( \| R^n \|_2 \) is the \( L_2 \)-norm of the residual (the right-hand side of eq. (2)) normalized by the initial residual and \( \delta t_o \) is the initial time step. A common choice for \( \delta t_o \) would correspond to a maximum Courant number of the order of 10. This choice would allow the initial solution to adjust to the enforcement of the steady-state boundary conditions without incurring severe oscillations. As the residual approaches zero, very large time steps are obtained to mimic a steady-state Newton method.

Finally, it has been tacitly assumed that all boundary conditions are treated implicitly, which is required if quadratic convergence is to be obtained. Nonlinear, delta-form boundary conditions can be readily linearized by the techniques already presented and built into the discrete algebraic problem to yield a completely consistent formulation of Newton’s method.

**Results**

To assess the relative performance of the various iteration strategies, the same test problem is solved by different means and CPU times are compared. The first problem considered is the inviscid shock reflection problem (ref. 13), in which a shock wave of prescribed strength reflects off a flat plate. The problem is simulated by prescribing free-stream conditions at the inflow boundary \( (M, \rho, u, e) = (2.9) \) and extrapolating conditions at the supersonic outflow boundary (first order). Along the upper boundary, all conditions are fixed through the incident shock angle of 29°, which corresponds to an overspecification of the boundary conditions by setting the exact solution. The boundary conditions on the plate were flow tangency and first-order extrapolation of \( \rho, u, \) and \( e \).

The grid contained 61 equally spaced points in the \( x \)-direction, \( 0 \leq x \leq 4.1 \), and 21 equally spaced points in the \( y \)-direction, \( 0 \leq y \leq 1 \). Pressure contours for the first-order \( x \) and \( y \) scheme \((\phi = 0)\), the fully upwind second-order \( x \) and \( y \) scheme \((\phi = 1, \kappa_x = -1, \kappa_y = -1)\), and the hybrid second-order \( x \), third-order \( y \) scheme \((\phi = 1, \kappa_x = -1, \kappa_y = 1/3)\) are compared in figure 1. Clearly, a dramatic resolution improvement is obtained with the \( \phi = 1 \) schemes.
The convergence rates of the three methods using the global iteration procedure are depicted in figure 2. This problem was then solved by lines using the initial conditions given in table 1.

Table 1. Comparison of CPU Time for Shock Reflection Problem

<table>
<thead>
<tr>
<th>$\phi$</th>
<th>$\kappa_y$</th>
<th>CPU time, sec, for—</th>
<th>Global iteration</th>
<th>Uniform flow</th>
<th>Previous line</th>
<th>Eq. (20) ($\phi = 0$)</th>
<th>Eq. (20) ($\phi = 1$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>-1</td>
<td>20.6</td>
<td>7.9</td>
<td>7.8</td>
<td>3.8</td>
<td>3.8</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0.5</td>
<td>30.8</td>
<td>(2)</td>
<td>10.6</td>
<td>6.5</td>
<td>(2)</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>1/3</td>
<td>40.8</td>
<td>(2)</td>
<td>11.8</td>
<td>11.9</td>
<td>12.4</td>
<td></td>
</tr>
</tbody>
</table>

1Control Data VPS 32 Computer; FORTRAN 2.1.5; OPT = BE compilation; scalar code.
2Did not converge because of state vector interpolation near shock reflection.

The results shown in table 1 verify that local iteration is significantly better than global iteration for supersonic flow. Using free-stream initial conditions on a line does lead to difficulty with the higher order methods if discontinuities are present because of the nature of the interpolation. Using the solution from the previous line as the initial guess alleviates this problem, but this method can be further improved by using the first-order-accurate solution of equation (20) as initial conditions. Finally, for the higher order methods, one might expect that using a consistent $y$-discretization in equation (20) to generate the initial condition would be superior to the first-order discretization, but this has not been the case. The third-order discretization resulted in a marginal CPU increase, and the fully upwind second-order $y$-discretization resulted in failure. This failure to achieve a further CPU reduction was probably due to the fact that equation (20) is only first-order accurate in $x$.

The next problem considered is the supersonic and transonic flow in a dual-throat inlet. The nozzle contour is very mild and was generated by specifying a parabolic Mach number distribution between the first throat and the exit and by then solving for the area distribution from the one-dimensional area Mach number relation. Ahead of the first throat the area was constant. A $69 \times 31$ mesh was used with equal spacing in the $x$-direction and slight clustering in the $y$-direction. The upper-wall contour is sketched in figure 3 along with the converged centerline Mach number distribution from the first-order scheme for both supersonic ($M_\infty = 1.10$) and transonic ($M_\infty = 1.07$) flow. The global convergence histories for these two cases are also shown in figures 4(a) and (b). For illustrative purposes, figure 4(a) has two curves; one has all implicit boundary conditions, and the other has an explicit boundary treatment on the nozzle surface. The difference in the convergence is dramatic and clearly indicates the advantage of fully implicit boundary condition treatment.

The transonic case was solved using three different approaches: (1) global iteration only, (2) global iteration for the first 160 iterations followed by one pass with the hybrid-iteration strategy, and (3) one pass through the mesh assuming a fully supersonic flow followed by two passes with the hybrid-iteration strategy. (The first two passes had a loose $10^{-3}$ tolerance, and the final pass had a tight $10^{-12}$ tolerance. The results of these three approaches, along with the supersonic results, are summarized in table 2.

Table 2. Comparison of CPU Time for Dual-Throat Problem

<table>
<thead>
<tr>
<th>Iteration strategy</th>
<th>CPU time, sec, for—</th>
<th>Supersonic</th>
<th>Transonic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Global</td>
<td>68.9</td>
<td>489</td>
<td></td>
</tr>
<tr>
<td>Global/hybrid 160:1</td>
<td>381</td>
<td>151</td>
<td></td>
</tr>
<tr>
<td>Global/hybrid 1:2</td>
<td>7.7</td>
<td>7.7</td>
<td></td>
</tr>
</tbody>
</table>

1Control Data CYBER 203 time with FORTRAN 2.1.5 cycle 607 compilation.

The results again emphasize the fact that local iteration is significantly more efficient than global iteration for supersonic flows. It is also apparent that major gains for transonic flow can be made using the hybrid-iteration strategy.

Another simple problem that indicates the efficiency of the block-iteration strategy is the Mach reflection problem in an inlet-diffuser. The nozzle geometry and computational details are described in references 14 and 15. A $69 \times 31$ grid with slight clustering near the wall and centerline was used. With an inflow Mach number of 1.95, a Mach reflection occurs (see fig. 5). The flow is almost entirely supersonic, with only a small subsonic region existing behind the Mach stem. The global convergence of the first-order scheme is shown in figure 6. The CPU time to obtain a $10^{-12}$ residual was 48.9 sec, and, with the three-pass block-iteration strategy previously described, the CPU time was reduced to 17.8 sec. This result, however, was obtained using the solution from
the previous line as the initial condition, so a further improvement could likely be realized.

A more severe test of the solution strategy is described in this case, where the solution of the Euler equations in a highly contoured dual-throat inlet is sought. The nozzle contour and 69 x 31 grid are shown in figure 7. The wall is made up of five polynomial arcs. Wall slope is continuous at the arc interfaces, and curvature is discontinuous at two of the interfaces.

The flow entering the nozzle is subsonic and originates from an infinite reservoir, which is at rest. At the inflow boundary, two conditions are obtained from evaluation of locally one-dimensional Riemann invariants (see ref. 10), which are

\[ R^\pm = V_n \pm \frac{2c}{\gamma - 1} \]  

(23)

The velocity component \( V_n \) is the component of velocity normal to the boundary and is defined to be positive in the direction pointing outward from and normal to the boundary. For subsonic flow, \( R^- \) can be prescribed on the boundary and \( R^+ \) can be evaluated from the interior. The remaining two conditions that were prescribed at the inflow boundary were the entropy \((p/p\gamma)\), which was held constant at stagnation conditions, and the \( y \) velocity component \( v \), which was set to zero based on a parallel-flow assumption at the entrance of the nozzle. The conditions for the wall and centerline were flow tangency and extrapolation of density, temperature, and total enthalpy. The flow at the exit station is fully supersonic; thus, all quantities were extrapolated there.

The initial conditions used to start the calculation were relatively simple. The Mach number/area relation (assuming quasi-one-dimensional isentropic flow and sonic conditions at the first throat) was used to obtain the initial entrance conditions. Similarly, initial conditions at the exit station were determined based on the exit-to-first-throat area ratio flow. The Mach number, density, and static pressure were then linearly interpolated into the \( z \)-direction. The individual velocity components were chosen such that the initial flow direction was parallel to the grid lines in the streamwise direction.

Mach number contours are shown in figure 8. The Mach number at the entrance to the nozzle converged to \( M = 0.09 \) (the Mach number area relations used \( M \approx 0.1 \)). The flow accelerates to sonic conditions at the first throat, continues to accelerate downstream of the first throat, and a Mach reflection forms in the converging region ahead of the second throat. Just ahead of the second throat and immediately behind the Mach stem, a small subsonic region exists. The flow in this region accelerates to sonic conditions at the second throat, beyond which the flow becomes entirely supersonic. At the exit station, the Mach number varied from 1.96 on the centerline to 4.39 on the surface. Quasi-one-dimensional theory initialized the exit Mach number to 3.22.

The convergence histories of the first-order and fully upwind second-order schemes using global iteration are shown in figure 9. The sawtooth pattern is typical for the higher order upwind methods with alternate line Gauss-Seidel sweeping. In the calculation, the maximum time step was limited and resulted in limiting the maximum Courant number to 405. The results obtained with three hybrid-iteration sweeps are presented in table 3.

<table>
<thead>
<tr>
<th>Difference method parameters</th>
<th>CPU time, sec, for—</th>
<th>Global iteration</th>
<th>Hybrid iteration</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \phi )</td>
<td>( \kappa_y )</td>
<td>193</td>
<td>Not calculated</td>
</tr>
<tr>
<td>0</td>
<td>N/A</td>
<td>257</td>
<td>168</td>
</tr>
<tr>
<td>1</td>
<td>-1</td>
<td>259</td>
<td>171</td>
</tr>
</tbody>
</table>

(33)

Table 3. Comparison of CPU Time for Global and Hybrid Iterations

The dual-throat problem contains two separate subsonic regions which together span 55 percent of the \( x = \) Constant grid lines. An approximation for the optimal performance improvement that could be obtained from the hybrid-iteration strategy would therefore be 45 percent, since this could be achieved only if the supersonic-subsonic interfaces were known a priori and if the CPU time associated with the supersonic regions were neglected. The results in table 3 show that a 35-percent reduction in CPU time was actually obtained. Thus, for this problem, the three-pass hybrid-iteration strategy attains approximately 78 percent of the optimal performance improvement that one could expect with this technique.

**Concluding Remarks**

The family of algorithms presented in this study results in an efficient iterative technique for inviscid flow problems, particularly in the supersonic regime. The new iteration approach for problems containing separate regions of supersonic and subsonic flow also represents a significant savings in computational
effort. The optimal approach to implementing this strategy is still unknown.
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(a) First-order $x$ and $y$.

(b) Second-order $x$ and $y$.

(c) Second-order $x$, third-order $y$.

Figure 1. Pressure contours for shock reflection problem.
Figure 2. Convergence histories for shock reflection problem.

Figure 3. Centerline Mach number distribution and wall contour of mildly contoured dual-throat inlet.
Boundary conditions
- 4 implicit, 0 explicit
- 3 implicit, 1 explicit

(a) Supersonic; $M = 1.10; 69 \times 31$ mesh.

(b) Transonic; $M = 1.07; 69 \times 31$ mesh.

Figure 4. Convergence histories for dual-throat problem.
Figure 5. Pressure contours for Mach reflection problem.

Figure 6. Convergence history for first-order scheme of Mach reflection problem.
Figure 7. Mesh used for highly contoured dual-throat inlet problem.

Figure 8. Mach number contours.
Figure 9. First- and second-order convergence histories for highly contoured inlet problem.
Efficient Solutions to the Euler Equations for Supersonic Flow With Embedded Subsonic Regions

Robert W. Walters and Douglas L. Dwoyer

NASA Langley Research Center
Hampton, VA 23665-5225

Abstract
A line Gauss-Seidel (LGS) relaxation algorithm in conjunction with a one-parameter family of upwind discretizations of the Euler equations in two dimensions is described. Convergence of the basic algorithm to the steady state is quadratic for fully supersonic flows and is linear for other flows. This is in contrast to the block alternating direction implicit methods (either central or upwind differenced) and the upwind biased relaxation schemes, all of which converge linearly, independent of the flow regime. Moreover, the algorithm presented herein is easily coupled with methods to detect regions of subsonic flow embedded in supersonic flow. This allows marching by lines in the supersonic regions, converging each line quadratically, and iterating in the subsonic regions, and yields a very efficient iteration strategy. Numerical results are presented for two-dimensional supersonic and transonic flows containing oblique and normal shock waves which confirm the efficiency of the iteration strategy.
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