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INTRODUCTION

Engineering system design used to be compartmentalized by
discipline. Material specialists would design better
materlials, fluid mechanics specialists would design optimum
shapes, structural analysts would produce optimum structural
designs based on materials and loads obtained by material and
fluid mechanics specialists, and so on. Occasionally,
interdisciplinary effects forced cooperation between
disciplines. Aeroelastic phenomena such as flutter or loss of
control-surface effectiveness forced aerodynamic and
structural analysts to cooperate in the c¢reation of the new
discipline of aeroelasticity. However, when such
interdisciplinary phenomena did not force cooperation, very
little existed, beyond the conceptual design level.

While integrated design is more truly optimal than
compartmentalized design (e.g., ref. 1), the difference in
performance was not enough of an incentive to overcome the
difficulties associated with design integration until two
modern developments provided an additional incentive to do so.

The first development is the advent of tailored materials
such as graphite-epoxy composites which permit the designer to
tailor material properties to suit the specific requirements
of the system being designed. The second development is the
introduction of active control systems which permit a designer
to improve performance through the use of a control systen

rather than by improving structural, aerodynamic, acoustic or
other system <characteristics.
The increasing interdisciplinary nature of the design

process is most noticeable in the aerospace industry. A case




in point is the Grumman X-29A forward-swept-wing fighter for
which composite materials were tailored to produce favorable
aerodynamic-structure interaction. Because a metal swept-
forward wing has an inherently destabilizing interaction
between bending and twisting, it is not practical to build
this type of wing with metal. However, a composite material
was developed to reverse this destabilizing interaction and
make the X-29A design feasible.

Integration in the design of complex engineering systems
can be achieved at the governing equations level, by
decomposition into self-contained but coupled tasks, or by
judicious use of both approaches,

Equation-level integration in analysis typically begins
with a realization that a number of disciplines contribute
terms to equations that describe a particular physical
phenomenon. Then, it is logical to form a unified set of
equations from the terms contributed by the participating
disciplines, research the best ways of solving these
equations, and build operational experience by verification
tests and applications.

In most cases equation-~level integration is not required
to describe physical phenomena, and integration is useful only
for obtaining superior designs. Then integration by
decomposition is in order. Each discipline remains a self-
contained task. The integration is achieved by defining the
interdisciplinary information channels, and finding the best
ways of sequencing (iterating) the disciplinary computations.
The sequencing can be strictly serial, figure 1, or it can
exploit parallelism that leads to a hierarchial arrangement
shown in figure 2. Frequently, a mix of the serial and
parallel schemes is appropriate.

The same two approaches may be distinguished with regard
to synthesis, Equation-level synthesis relies on equation-
level integrated analysis in the same manner as single

discipline synthesis - as a source of data describing the
behavior and sensitivity of the object being optimized. The
optimization procedure is shown in figure 3.




The same scheme can accommodate synthesis based on
analysis decomposed serially by placing the content of figure
1 in the "ANALYSIS" box in figure 3. Examples of this type of
ﬁultidiscipliﬁary optimization applied to a large space-based
antenna structure and a glider configuration are provided
later.

However, if the analysis is decomposable in a way shown
in figure 2, then the optimization can also be decomposed as
shown in references 2, 3, giving rise to a multilevel
optimization scheme illustrated in figure 4. According to
reference Y4, each box in the scheme can represent a physically
separable subsystem (object decomposition), or a discipline
analyzing one of many aspects of the same object (aspect
decomposition).

The scheme relies on the separate optimization subtasks
self-contained within subsystems or disciplines, and on
sensitivity derivatives of the optimum to the inputs coming
from the next higher level in the decomposition hierarchy. An
example of one such sensitivity derivative is a derivative of
minimum structural weight with respect to the wing aspect
ratio. An algorithm for computing optimum sensitivity
derivatives without engaging in a costly finite difference
procedure is given in reference 5. Optimization of the entire
system uses these derivatives for approximate assessment of
the effects of system-level design decisions on the subsystems
and contributing disciplines,

The objective of the present paper i{s to survey
multidisciplinary optimization applications and focus on
multilevel optimization as a means for integrating the design
process. The paper begins with a survey of multidisciplinary
optimization problems, continues by reviewing one practical
multilevel optimization technique applied to a generic system
and concludes with an example of a multilevel
multidisciplinary optimization.

SURVEY OF INTERDISCIPLINARY OPTIMIZATION PROBLEMS
In some distant future we may expect that engineering
system design will be fully integrated. At the present,

design integration is typically proceeding by combining the




design pbocess of two or three disciplines. The following
survey discusses briefly several areas of multidisciplinary
optimization and then describes in more detail two
multidisciplinary design studies.

Controls and Structures

Active control systems are intended to reduce the demands
on the structure by load alleviation or by active damping.
Load alleviation systems anticipate naturally occurring loadé
and add loads that tend to cancel some of these original
loads. A typical example is the load alleviation system
designed for the B-52 Bomber which senses gusts ahead, and
deflects control surfaces to alleviate them. Similar systems
(called active suspension) are envisioned for future cars
which will sense the bumpiness of the road and apply
compensating loads to improve ride quality.

Active suspension systems also include an active damping
component in that they sense vibrations and apply forces to
damp them out. This active vibration damping is particularly
important in applications teo large and flexible space
structures (e.g,. ref. 6).

At present the control and structure design are
compartmentalized with the control system designer assuming
that the structural design is given. There is, however, a
growing interest in simultaneous control/structure design (see
ref. 6 for additional references). As shown in reference 6,
the compartmentalized design approach can result in very large
welght penalties if it leads to a structure which is too
flexible.

Material and Structure

Tailored materials such as graphite-epoxy composites
permit the designer to tailor material behavior to suit the
structural application. For example, by proper selection of
ply orientations it is possible to produce a composite
laminate with a miniscule coefficient of thermal expansion,

suitable for minimizing thermal deformations in large space
antennas. Similarly, it 1is possible to take advantage of the
different failure characteristics of various ply combinations,

For example, reference 7 shows that the failure load of




compression-loaded plates with holes can be increased by
removing the zero plies from a strip containing the hole.

At the present, while there is substantial interaction
between composite material designers and structural
designers, the design process is still disjoint. This is not
acceptable because in composite materials, both material
response and failure characteristics depend on the structural
applications. That is, the same composite material can
display vastly different characteristics when used in
different structures. Therefore, optimum structural design
must be coupled with the material design process to produce a
true optimum, and to prevent unexpected failure modes.

Structures and Aerodynamics

The interaction between structures and aerodynamics is
strong enough so that even in the traditional design process
it was considered a separate superdiscipline - aeroelastic
design. However, the aeroelastician worried only about
aeroelastic interactions where the deformations of the
structure affect the aerodynamic loads. Thus aeroelastic
design considered phenomena such as divergence, flutter, and
control surface effectiveness. Aeroelasticians did not
consjider the possibility of using the structural deformation
to improve aerodynamic performance (because the effect is too
small in metal aircraft), or changing the aerodynamic design
to reduce structural weight. This latter trade-off between
aerodynamic and structural performance was considered in an
approximate way in the conceptual design stage.

With the growing use of composite materials designers are
beginning to consider using structural deformations to improve
aerodynamic performance. The next section of this paper
contains an example of combined aerodynamic/structural design
of a glider. It was performed by a cooperative effort between
aerodynamicists and structural analysts, rather than by a
person or a group who mastered both disciplines.

Structure and Heat Conduction

Currently there is little interaction between the thermal
design and structural design of systems subjected to high

thermal loads. A typical example is a reentry vehicle which



requires thermal protection systems such as insulation,
ablation shields, or passive and active cooling systems. In
the current design process the thermal protection systém is
designed to keep the temperature of the structure below a
specified 1limit. The structure is then designed to carry the
thermal and mechanical loads at that temperature. The current
interaction between the two design processes is due to the
fact that the structural material distribution affects the
temperature distribution.

Reference 8 showed that the sequential thermal/structural
design process is not always optimal. The combined design
process can reduce the total weight of the system by
overdesigning the thermal protection system to produce a
structure operating at lower temperatures where its strength
is higher. The combined design approach is facilitated by
finite element software packages which permit the analyst to
perform both the structural and thermal analysis
simultaneously.

MULTIDISCIPLINARY DESIGN EXAMPLES

To complete this survey of interdisciplinary optimization
problem, we consider in more detail two multidisciplinary
design studies. The two have in common a serial decomposition
approach (see fig.3).

AerodynamigLStructurél Optimization of Glider Wing

The integrated aerodynamic/structural design of the
glider wing (ref. 9) is an example of combined optimization
where the disciplinary analyses are performed separately and
integrated through the optimizer. This case also provides an
example of the pay-offs of 1ntegréted design.

The glider mission is to fly over a distance by gaining
altitude circling in a thermal, and then glide to the next
thermal, losing altitude in the process (see fig. 5). One
measure of performance used in the study was the cross-country
speed of the glider which is the average speed considering

both phases of the flight. A second measure of performance
was the weight of the glider for a given cross-country speed.
The design variables and constraints are summarized in tables

1, 2 and figures 6, 7. Two optimization procedures used to




demonstrate the advantage of the integrated approach are shown
schematically in figure 8. The first is a sequential
approach, typical of the traditional compartmentalized
approach. The aerodynamic design is first obtained for an
initial estimate‘of the weight by varying the aerodynamic
variables to maximize the cross country speed. The loads
based on this aerodynamic design are then used to optimize the
structure for minimum weight, and the new weight is used to
restart the aerodynamic design. The process was considered
converged when the change in weight from one iteration to the
next was less than 0.2 percent. The combined optimization
varies simultaneously both the aerodynamic and structural
parameters to obtain the optimum design. The combined
approach is able to take advantage of two interactions that
the sequential approach cannot. The first interaction 1is the
reduction in structural weight that can be achieved by
modifications in aerodynamic shape, and the second is the
improvement in aerodynamic performance which can be achieved
by tailoring structural deformations.

The two design procedures were applied to a simple model
of the wing. The aerodynamic analysis was based on lifting
line theory, the aerodynamic design variables controlled the
planform and twist distribution, and constraints were placed
on maximum angle of attack and bank angle. The structural
analysis was based on a beam model, the design varjiables were
skin and web thickness and spar-cap areas, and constraints
were placed on stresses and the divergence speed. The results
of the two optimization procedures are compared in table 3.
The iterated sequential design performance was only one
percent inferior in the performance to the integrated design.
However, this one percent in performance was parlayed into ah
11 percent weight gain, when the combined design was optimized
for minimum weight. The reason for the disparity is that the
structural design was limited to orthotropic skin (no changes

in ply orientations or percentages of various plies allowed)
so that no anisotropic aercelastic tailoring for improving
aerodynamic performance was available. On the other hand,




there was complete freedom to tailor the aerodynamics to help
the structure.

Optimization of Antenna Parabolic Dish Structure for Minimum
Weight and Prescribed Emitted Signal Gain

This particular optimization application has been
described in reference 10. The object of optimization is the
minimum weight design of the support structure of a large (55
m diameter) parabolic dish antenna shown in figure 9. The
support structure is made up of two surface lattices held
apart by connecting struts forming a tetrahedral-cell truss.
The concave side lattice is overlaid with a fine wire mesh
that forms a parabolic reflector converting the
electromagnetic radiation emitted from the feed placed in the
focus into a coherent beam.

In orbit, the antenna moves through the Earth shadow and
changes its orientation relative to the Sun. The resulting
heating which varies over the structure énd also in time
distorts the support structure and the parabolic reflector
surface causing a loss of emitted signal strength. The
optimization calls for finding the cross-sectional areas of
the support trusses such that the structural weight is minimum
while not permitting the surface distortion to rise above the
level that would weaken the electromagnetic radiation below a
prescribed limit.

Two design variables were chosen to control three cross-
sectional areas: one for all members in both of the two
surface lattices, and one for all the connecting truss
members. The analysis begins with thermal analysis to
determine the member temperatures at a particular location on
orbit. The temperatures are functions of the member cross-
sections and generate stresses and deformations which are
calculated next. The deformations are passed to the
electromagnetic radiation analysis program to obtain the
resulting weakening of the emitted signal.

Thus, the analyses are'arranged serially as shown in
figure 10 (the thermal and thermal-structural analyses were
executed in this implementation as processors of the same

finite element programming system, reference 11). Derivatives




required for optimization, performed by a useable-feasible
directions algorithm (ref. 12), were obtained by a finite
difference procedure. In keéping with the programming system
approach (ref. 13), the optimizer was coupled directly not
with the fuli énalysis (boxes TA, SA, EMRA in fig. 10), but
with an approximate analysis (box AA) to conserve the éomputer
resources and to leave their control in the hands of the user.
The approximate analysis is a linear, derivative-based
extrapolation with an automatic switching to reciprocal
variables as proposed in reference 14,

The results shown in figure 9 1ndicate a weight reduction
by more than 1/3 from the initial value representing the best
design achieved without systematic optimization. The surface
precision as measured by the deflection RMS value has also
improved, and the emitted signal strength measured by the gain
value was Kept above the required minimum of 19000. Judging
by the results the optimizer reduced weight and distortion
together. This occurred because in a thermally loaded
structuré, the internal forces may be reduced by reducing the
structural sizes. The optimizer took advantage of this and
achieved increased performance and reduced weight.

MULTILEVEL OPTIMIZATION

The last two examples, the glider and the antenna,
demonstrated benefits attainable when optimization of
engineering systems is carried out by means of stringing out
disciplinary analyses in a sequence coupled to an optimizer
set to improve a measure of system performance under all the
appropriate constraints. The set of analyses included in the
sequence responds to the optimizer requests for information as
if 1t was a single analysis; therefore, one may call this
arrangement optimization with integrated analysis.

Although this arrangement is demonstrably effective, it
may not be practical for very large design tasks involving
numerous engineering staff, Engineers tend to cluster into
specialty groups operatiﬁg concurrently. This time-honored

mode of operation, which results in a broad work front
reducing the design elapsed time, requires decomposition of

the system optimization into several smaller sub-optimizations
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each assigned to an engineering group. The remainder of the
paper is devoted to an algorithm.that supports such
decomposition while preserving the internal couplings of the
system optimization problem.

This section introduces multilevel optimization by
decomposition in a particular formulation that applies to
structures. As shown in reference 15, it is natural to base
that formulétion on the well-known anélysis by substructuring
which is a form of the object decomposition.

Optimization Terminology

An optimization formulation without decomposition serves
as a reference from which the multilevel optimization
algorithm is derived. The optimization is defined in terms
of: the design variables, Zb (see Table U4 for notation),
which are the cross-sectional dimensions of the structural
components; the objective function F(Z) that can be any
computable function of these variables (structural mass is the
frequent choice);and the constraints, gw(Z) imposed on the
behavior variables to account for the potential failure modes.
Writing constraint functions as

g = d/¢ = 1 50 (1)
the optimization problem in a standard formulation is

min F(Z); such that g (Z) s 0 (2)
and requires a search of the design space considering all the
design variables and constraints concurrently. In contrast,
the algorithm presented in the next section breaks the problem
into a number of search and analysis operations, each
concerned with a smaller number of design variables and
constraints.

Preliminary Definitions

The diagram in figure 11 shows a structure decomposed
into several levels of substrﬁctures. The term "substructure"”
will refer to any entity in this decomposition scheme
including the extremes of the full, assembled structure

represented by the box on the top of the pyramid and single
structural components representing the ultimate geometrical
detaills appropriate to the problem at hand. The substructure

levels are numbered from 1 on the top to imax at the bottom.
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The hierarchical nature of the scheme instigates the use of
the term "parent" to the structure at level i which, in turn,
is decomposed into a number of "daughter" substructures at
level i+1, A daughter may have only one parent and that
parent mﬁét be at the level immediately above. Thus, it will
be convenient to label each substructure SSijk. where 1
denotes the level, j defines the position at the level i
counting from the left, and k identifies the parent's position
at the level i-1, The substructure occupying the lowest
position in a particular parent-daughter succession represents
the ultimate level of detail at which the decomposition stops.
There is no requirement that all such substructures must be aﬁ

the same bottom level im In discussions involving more

than one substructure, thea:riplets nlp, mkl, ijk, are used to
distinguish among the substructures forming the the hierarchy
shown in figure 12,

Substructuring analysis (e.g., refs., 16, 17, 18)
establishes the following functional feiations (ndte fhat ihe

subscript for the parent substructure is omitted):
. 13 bi i

(3)
kP ekl ()
k1 . op kPt L sK(xbi*1'j> (5)
mid o opuittedy Loy il (6)

i
pPli_ ¢ (ptd) ' (7)
pli . sp(pbi*"j) (8)

The symbol £ appearing in equations 3-8 denotes a general
functional relationship which is different for each equation,
and is computable in a manner prescribed by the particular
substructuring algorithm chosen. For example, equations 4 and
7 take the form of matrix equations given in reference 17,
Ch.9, Sec.1, as equations 9.13 and 9.14, respectively.
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For SSijk at the ultimate level of detail, the

distinctions between Kbij, Pbij, and Kij, Pij vanish, and Kij,
Mij, derive directly from Zijt Consequently:
Kbij_ Kij (9)
Pbij- P1j (10)
kM- ezl (1)
Mid ezt (12)

The local constraints that arise in SSijk at the ultimate
level of detail involve calculation of stresses, strains,
local buckling, etc., from Qij and Zij. In addition,
constraints may be impdsed on the internal forces, critical
forces, and displacements of SSijk to account fully for all
the constraints that would have been included in the one-level
optimization problem represented by equation 2.

Although the foregoing definition of substructuring
analysis is based on the finite element stiffness method, the
use of a finite element analysis is not mandatory for the
multilevel optimization algorithm presented here. As far as
that algorithm is concerned, the analysis is a "black box"
where only the inputs and outputs are important.

Multilevel Optimization Algorithm

With the substructuring scheme and analysis established
in the foregoing, this section describes the optimization
algorithm itself. The essentials of the computer
implementation are also given.

Basic Concept.- The basic idea for the proposed multilevel

optimization by substructuring stems from the elementary
observation, based on equations 3 through 8, that the effect
of a daughter SSijk on its parent SSi-1,kl is felt only
through K°M, MiJ, ana pPH bod*l, g ytrtad,

b,i+1,]
and P , respectively. Consequently, the entries of

i +1 : i+1,'
Kbtl lJ’M J

generalized design variables without disturbing the results of
the SSi~1,kl analysis as long as the entries of KbiJ, MiJ, and

which depend on K

, and Pb’i+?’jmay be manipulated as




13

PbiJ

then the boundary forces QiJ acting on every SSijk in SSi-1,kl

are held constant. If these entries are held constant,

remain constant and the effect of manipulating the generalized
design variables in a particular SSijk is limited to that
SSijk itself and its daughters. As explained later, the
purpose of the above manipulation.of the matrix entries is not
to minimize the substructure mass Mij which, as stated above,
remains constant. Instead, the purpose is to improve
satisfaction of the constraints in the SSijk and its
daughters, while performing the task of the total mass
optimization at the assembled structure level.

Invariance of the entries Kle, MiJ, and PbiJ

can be
enforced by rewriting equations 4 through 8 as equality

constraints.

héJs kPLI- p(gPi*1sdy L (13)
“;J= mid —emithd oy Lo (14)
néh pPli_ P+ L (15)

Equations 13, 14, and 15 establish the entries of KbiJ, MiJ,

and Pbij as‘givén parameﬁers in optimization of SSijk. Simple
replacement of indices renders these equations valid'for SSi-
1,kl1 and redefines the optimization parameters of the daughter
SSijk as generalized design variables in the optimization of

its parent SSi-1,kl, so that
(x*71ekp - (yY) (16)

{Yij}t - {KbileijIPbij}t (17)
TheseAequations define a recursive relation of the variables
and parameters that extends from the top of the substructuring
scheme to the bottom.
0f course, the numbeb of design variables Tij must exceed the
number of constraints Vij (which is equal to the number of
individual equations in the vector equations 13, 14, and 15).

iy 1 - (18)
for a design freedom to exist, allowing for the symmetry of

the stiffness matrices. Otherwise, if
Tiig y1id (19)
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then the equality constraints of equations 13 through 15
either define the SSijk design variables ﬁniquely 6r
overdetermine them.

The basic cohcept outlined above translates into an
algorithm to be introduced now in detail.

Optimization at the most detailed level.- Introduction of the

optimization algorithm begins at the level of the most
detailed substructures., Consequently, equations 9 through 12
apply and the desigh variables are the cross-sectionél
dimensions so that
xtd . M (20)
and the parameters (held constant during optimization at this
level) are
fyBte (kI mtdptdyt (21)
it is assumed that a complete, top-down, substructurihg
analysis for an initial structure has been carried out so that
for an SSijk one has computed its Qij, while its Mij, Zij,
Kij, and Pij are given.

Optimization fob improvement of inequality constraint
satisfaction is achieved by minimizing a single measure
representing all the constraints and called the cumulative
constraint, a concept similar to the use of a penalty
function. A differentiable cumulative constraint function can
be obtained (as it was in ref. 19) by means of the
Kreisselmeier-Steinhauser function (KS) defined in reference
20,

. . . i3
¢t . KS(giJ) = 1/p 1n () exp (pst)) (22)

w
that has the property of approximating the maximum constraint

so that
MAX(giJ) < Ks(giJ) < MAX(giJ) + 1/p 1n (wid) (23)

W W
with the factor p controlled by the user. Thus, the KS

function serves as a convenient single measure of the degree
of constraint violation (or satisfaction).

Analysis of SSijk yields the local inequality constraints
as
grd = roxtd, yl, ol (24)
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Based on the above definitions, the optimization problem is

formulated.

min ¢t (xd, ¥, QM) suen that a) (25)
xt '

nid= o b1)

ngd= 0 b2)

h;j= 0 b3)

piig xtig ¢td c)

Solution of this optimization problem (by any technique

available) yields a constrained optimum described by a vector
ij

b composed of the minimum value of the cumulative
constraint, C 13 ’ and the optimal vector of the design-
variables, X 13

o MEL e R (26)

This solution depends on YiJ and QiJ, and the derivatives

dﬂlJ/dY;J may be expreséed by a chain differentiation to
account for equations 3 and 21 that tie Qtho YiJ

attay M. agl eyl ¥ (attIsaqldy (aqtd/pyidy (27)

Z .2 r r r VA
axtzayiic axtd ey v 3 (ax Ity (aqlisayidy (28)

. Z . Z r r r . Z
In equations 27 and 28, the partials of EiJ with respect to

Y:J and with respect to Q;J are obtained from the algorithm

described in reference 5, and the partial erJ with respect

to Yzij by conventional structural sensitivity analysis.
Parenthetically, one may add that the algorithm of reference 5
uses second derivatives of constraints that may be expensive
to calculate. However, a modified version of the algorithm is
available iﬁ reference 21 that avoids the cost of second

derivatives and calculates the sensitivity derivatives for
€1, but not for ¥iJ,
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Optimization of the lowest parent substructure.- The design

variables for all parent substructures control ﬁhe stiffness
and mass distribution in that substructure. They could be
elements of the substructure boundary or mass matrices, or
quantities which control these entries. Because these
substructure design variables are not neceésarily tangible
quantities, they are referred to in the following as
"generalized" design variables. As shown in figure 12, the
parent substructure SSmkl, m=i-i, receives from its daﬁghters,
SSijk, the minimized values of their cumulative constraints,
Eij, optimal values of their design variables, iij, and the
optimum sensitivity derivatives of these quantities with
respect to parameters, Qij and Yij, calculated from
equations 27 and 28. -

Preparing for the formulation of the optimization problem
for the parent substructure, Wwe consider the recursive
relation between the design variables and parameters according
to equations 16 and 17, and recognize that equations 9 through
12 do not apply. When optimizing the parent substructure, we
want to improve satisfaction of the assembled substructure
inequality constraints, such as limits on its elastic
deformations and stability that depend on the substructure
stiffness, mass, and boundary forces:

g7k gt ek e xmK, ymk K, (29)
At the same time, we waﬁt to improve copstraint satisfaction
in all the substructure daughters. These can be approximated
(as in ref. 19) by linear extrapolation of their cumulative
constraints hsing the derivatives from equation 27 and
replacing Yij with ka according to equation 16,

cid- Eij+g(déijxax$k)Ax2k (30)
This extrapolation plays a key role in the algorithm because
it approximates the daughter-parent coupling without incurring
the expense of reoptimizing the daughters (repeating eq. 25)

for every change of the parent design variables.

Including the 5;3 values together with gmk in a cumulative

constraint formed by the KS function we have
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¢™ 2 1/p 1n (] exp (pgl*) + I exp (péij>> (31)
! L : _

and the optimization problem to be solved for the parent SSi-
1,kl is

: k k k
min ek (xmK, K 9"k sroc a) (32)
x @ .
mkt mkK,.mk, . mk;t
h ={hK |hy |np}=o b)
Lmks xmkS Umk c)
Lo X;Js pld d)
where
xMo x e 7 ekt /ax™K)y ax Tk (33)
e o ¢ t t
mk
The increment AX is defined as
Axmk i xmk - xm (314)

o]
The constraints of equation 32b are analogous to equations

25b1, b2, D3 written in a compact format. The constraints of
equation 32c¢ incorporate the side constraints to prevent the
design variables from attaining physically impossible values
(e.g., negative diagonal entries in a stiffness matrix) and
include the move limits to control the extrapolation errors
introduced by equation 30. The constraints of equation 32d
are introduced to keep the design variables in the daughters
from exceeding their side constraints. These constraints are
not essential because their function may be performed directly
by the daughter side constraints. In faet, omitting the
constraints of equation 32d eliminates the need for the
derivatives of iij and allows replacing the algorithm of
reference 5 by the much less costly algorithm of reference 21,
However, these constraints are included in this descriptioh
for completeness.

Solution of the problem of equation 32 generates the
result vector and its derivatives that are analogous to those
of equations 26, 27, and 28 with the indices ij replaced by
m=i-1, and k.

Optimigg&ioh of the next parent structure.- Moving on to the
substructure SSnlp, everything stated in the preceding
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subsection on optimization of SSmkl applies to SSnlp directly,
provided that: the indexes n, 1, and p are replaced by
another triplet, say, a, B, Y, that identifies the parent of
SSnlp at the level a = n~1; and the indexes m, k, 1 are
replaced by n, 1, p. For éonsistency, equation 32d, if used,
should be replicated to encompass fully each line of
succession emanating downward from SSnlp. Beyond these
changes, no new conceptual elements are intfoduced. and no
additional definitions or discussion are needed at the
junctions between the levels until one arrives at the top
level. Hence, any number of intermediate levels of
substrdcturing can be inserted, if physically justified, into
a line of succession extending downward from the assembled
structure on the top; i.e., the algorithm is recursive.

Optimization of the assembled structure.- The assembled

structure is designated SS110. Its optimiiation problem is
similar to the one describedvfor a parent substructure SSmkl
with the following differences:

1. No parameters are defined solely for the

- decomposition purposes; therefore, there is no need
for the equality constraints to enforce constancy of
the mass and the boundary stiffnesses.

2. The objective function is the mass of the assembled

| structure.

3. There isrno need for a single cumulative constraint
(unless one needs it to reduce the number of
constraints to be processed at that level).

4, The boundary forces are the external loads on the

' assembled structure.
Accounting for these differenées, the optimization problem for
the top level is
min M (X ) such that

11

xl a)(35)
1
g s 0 b)
téd 5o c)
e

L sX sU d)
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L s %295 v e)
where equation 35e is analogous to equation 32d with the
limits sz, Uzj applied in conjunction with extrapolations of
the type expressed by equation 33, extended recursively to
encompass all the levels below as mentioned in the subsection
on SSnlp. Unlike in the daughters SSijk, the optimization of
SS110 ddes not have to be analysed for the optimum
sehéitivity. Information transmitted to the top level
optimization problem is indicated in figure 12.

Iterative procedure.- When the SS110-obtimization is

completed, the entire structure has acquired a new

distribution of stiffness and mass within the move limits.
Hence, the analysis must be repeated and followed by a ne&
round of substructure optimizations in an iterative manner
until convergence. Accordingly, the procedure follows these
steps:

1. Initialize all cross-sectional dimensions.

2; Perform a substructuring analysis, including for each
substructure at each level the transformation of the
stiffness matrix into the boundary stiffness matrix
and the transformation of the forces applied to the
interior degrees of freedom to the forces coinciding
with the boundary degrees of freedom. Calculations of
the behavior derivatives needed for the ensuing
optimizations and for the optimum sensitivity
analyses are included in the substructuring analysis.

3. Perform the operations of optimization and optimum
sensitivity analysis as defined by equations 25
through 34.

4, Optimize the assembled structure as defined by

A equation 35,
5. Repeat from step 2 and terminate only when: all

s 11
J are satisfied at all levels and M

constraints gi
has entered a phase of diminishing returns.

This procedure is illustrated in figure 13 by a floﬁ chart in
the Chapin's chart format (ref. 22).
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Salient features of the algorithm.- In perspective, the

multilevel algorithm differs from'a single~-level one in a
number of the following salient features.

A multitude of smaller problems, that may be processed
concurrently, replace a single large problem. Although the
subproblems are isolated, their coupling is pfeserved because
the influence of the changes in the parent on the daughters is
represented by linear extrapolation based on the optimum
sensitivity and behavior sensitivity derivatives. With the
exception of the most detailed level, the stiffnéss and mass
distributions are controlled directly by generalized design
variables. Mass is the objective at the top level, while the
constraintvsatisfaction improvement is the objective at all
levels below.

Selectidn of the generalized design variables is a matter
of judgment. In the extreme case, one may choose to control
as design variables all entries of the boundary stiffness
matrix, boundary forces vector, and mass of each daughter;
although, intuitively, this would seem impractical.
Experience will probably show that a limited control, e.g.,
over the diagonal entries of the stiffness matrix only, will
suffice in most cases.

The overall procedure building blocks; i.e., the
operations of substructure analysis, constraint calcﬁlations,
optimization, and the behavior and optimum sensitivity
analyses are "black boxes" whose algorithmic contents may be
freely feplaced provided that the input/output definitions
remain unchanged. For example, different types of structural
analysis may be used at each level and even for each
substructure, as it will be shown in the numerical example.

PORTAL FRAME EXAMPLE

Problem Description.- The subject algorithm was tested by

optimizing, with and without decomposition, a framework
structure similar to the one used in references 19, 23, and

24. As shown in figures 14 and 15, the framework assembled at

level 1 decomposes into'three box beams, each beam being a
substructure at level 2. Finally, each beam decomposes into

three walls (the fourth wall is symmetric), each wall being
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the most detailed substructure at level 3. The external loads
were applied at one corner of the framewofk as shown in figure
14, There were no interior loads on the substructures.

o The objective was to minimize the structural material
volume subject to constraints on the displacements of the
loaded point, the in- and out-of-plane elastic stability of
each beam treated as a column, and the stresses and local
buckling of the wall panels treated as stringer-reinforced
plates. There were also minimum gage constraints and the
physicél realizability constraints on the cross-sectional
dimensions.

The 6bjective functions, design variables, parameters,
and constraints are defined for the multilevel optimization in
table 5. A comprehensive description of all the physical and
computational details of the test problem is given in
reference 15,

Tools for Anélysis and Design Space Search.- A finite element

analysis was used to calculate the framework's displacements
and the beam end-forces. Stresses in the beams loaded with
the end-forces were computed by engineering beam theory. The
beams were treated as columns for stability analysis, and
local buckling of the walls was based on closed form "designer
handbook" formulas provided in references 25, 26, and
implemented as described in reference 27.

At each level, the optimization was'conducted by the same
general-purpose nonlinear mathematical programming code
CONMIN, based on the useable-feasible directions technique and
documented in reference 28.

Three~Level Optimization.- The framework was first optimized

without decomposition to establish reference results. Then,
the multilevel optimization algorithm was applied to the
structure decomposed as shown in figures 14 and 15. In the
decomposition, the stiffened panels are daughters ciuétered in
triplets under a parent box beam. The beams, in turn, are
daughters of the assembled structure.

As shown in table 5, the top level optimization
manipulates the beam extensional and bending stiffnesses

through the cross-sectional areas and bending moments of
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inertia. The cross-sectional area also controls the bean
volume which contributes directly to the objective function.

At the middle level, the stiffnesses expressed by the
area and moment of inertia become fixed parameters and the
variables are the wall membrane stiffnesses controlled by the
geometrical dimension variables. These variables, and
consequently the membrane stiffnesses become fixed parameters
at the bottom level at which the ultimate detail dimensions
are engaged as variables. The equality constraints arise
between the parameters énd variables. Owing to relative
simplicity of the expressions involved,‘(see Appendix, ref,
15), these constraints were solved explicitly. '
- Examination of table 5 in conjunction with the previous
description of the analysis tools illustrates the point that
dissimilar analyses may be used as needed at different places
in a decomposition scheme.

The sensitivity analjsis of behavior was carried out by a
single step forward finite difference technique. The optimum
sensitivity analysis was based on the algorithm given in
reference 5.

Results and'Remarks on the Method Performance.- Figure 16

shows a sample of results obtained with'and withoﬁt
decomposition. The starting points for both methods are the
same. The normalized plots illustrate the objective function,
a seiected individual constraint, and a cumulative constraint
containing the above individual constraint as they varied over
the iterations. An iteration is defined in the optimization
Without decomposition as the following set of operations: one
analysis including gradients, computation of a useable-
feasible search direction, and finding a constrained minimum
in that direction. In the three-level optimization, it is
defined as one exécution of the series of steps listed in the
procedure definition in the previous section.

The results verified that the multilevel algorithm was

capable of finding a feasible design having an objective
function close to and, in some cases lower than, the reference
optimization without decomposition. As in reference 19,

differences up to 72.1% were obsebved among the detaiied
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design variables obtained by the two methods. However, these
differences were no larger than those obsérved by comparing
the designs obtained without decomposition starting from
different initial design points. Therefore, these differences
can be attributed to the problém non~convexity. The jagged
appearance of the graphs in figure 16 is a chafacteristic of
the usable-feasible directions search’algorithm, amplified in
the multilevel optimization by the extrapolation errors. A
detailed comparison of the results from both methods 1is given
in reference 15.

Regarding computational efficiency, the main intrinsic
advantage of the multilevel algorithm is in its capability to
process the subproblems concurrently. Demonstration of this
advantage would require a large application, distributed
computing, and division of work among many people.
Consequently, computational efficiency was not one of thé
goals in execution of the relatively small numerical example
on a conventional serial computer. However, the example showed
that the amount of computational labor per iteration was less
in the multilevel algorithm than in the single-level,
conventional one, and that both algorithms required about the
same number of iterations for convergence. The example also
showed that for the multilevel algorithm programming of the
operations of data moving and bookkeeping was the dominant
effort.

DECOMPOSITION APPROACH IN OPTIMIZATION OF A GENERIC
ENGINEERING SYSTEM

In the breceding discussion, the multilevel optimization
by decomposition was introduced using a structure that was
partitioned into components - an example of an object
decomposition. This section describes that approach as it was
exXtended in beference 3 to a case of a generic engineering

system decomposable in both the object and aspect sense.

Decomposition of Two-Level System.- The key to the propésed

approach is a formalized decomposition of the large design

problem into a set of smaller manageable subproblems coupled
by means of the densitivity data that measure the change of

the subsystem design due to a change in the system design.
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Let ES be an engineering system composed of the subsystems
SS1'f"Ssz’ff‘Ssi’ SSn as shown in figure 17 (the
abbreviations are defined in table 6, and table 7 gives
examples for the generic quantities in the context of aircraft
design). The design variables are grouped in a vector SV for
ES and the vectors DVi for Ssi' The ES has a performance
index PS that should be maximized within the system
constraints collected in a vector GS. The ES imposes demands
on each Ssi‘ These demands are quantified by entries of a
vector DS, which depends on SV through analysis of ES. Each

i

SSi is designed by manipulating DV, so that it meets its Dsi’

regarded as constants, while maxiéizing its safety margin SMi
representing (e.g., by using the KS function, ref., 20) a set
of subsystenm cohstraints GSSi. These tasks, separéte for each
SSi, can be carried out concurrently by whatever means the SSi
designers choose, including the appropriate analysis,
optimization, and also judgment and experimentation.

A new element required under the proposed approach is
evaluation of the sensitivity of the maximum (optimum) SM, to

i
in the form of optimum sensitivity derivatives

changes 1in DSi
QSMi/BDSi. At the ES level, these derivatives combined with
the derivatives BDSi/SSV in chain differentiation yield the
sensitivity of SMi to changes in SV in the form of derivatives
aSMi/GSVf The maximum SMi and its derivatives show the ES
designer, with a linear extrapolation accuracy, how the change
of SV that he controls will affect the SMi for each SSi.
Guided by this information and by the ES analysis, the ES
designer can decide which variables in SV to change and by how
much in order to move toward the goal of satisfying all the
constraints GS and GSSi while maximizing the PS. The SV
change will alter the Dsif Responding to that, the SSi
designers modify their designs and pass updated information to
the ES designer who, then, changes the SV again, and so on.
In this manner, the ES and the SSi designers carry on a
systematic iteration toward an improved system design, trading
data in the form of Dsi' SMi , and their derivatives. Each
designer works on a separate assignment with the control of PS

vested in the ES designer, while the SS, designers focus on

i
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their SS1 feasibilityf The whole problem is decomposed, yet
remains coupled by the ES-SS
17.

Qlérall Procedure. - Based on the above qualitative

— s . e e it + S i s

deséription, one may now formulate a step-by-step procedure to

L data exchange shown in figure

implement the decomposition approach.

Step 1. 1Initialize the system.>

Step é; Analyze the system. vCalculate PsS, GS, DS and
~ aDs,/3sv.

Step 3. Design subsystems SSi. The DVi are manipulated

i'

within upper and lower bounds, Li and Ui’ SO as to maximize
SMi for given Dsi' The latter requires vector of equality

constraints GEi for'those DS1 that are also functions of Dvi’

These constraints enforce equality of the DSi values
prescribed at the system level and computed as a function of

DV1 so that

GEi = DSi(SV)-DSi(DVi) = 0, Formally, the task may be
formulated as an optimization problem

max SMi (DVi, DSi) subject to constraints (36)

DV1

GEi(DVi'DSi) = 0

LiS DV, s U1

i

The output of the operation is: §ﬁi=(SM )

and the optimal

i‘max’

subsystem design variables, 571.
Step 4. Analyze each SS1 design for sensitivity to the
inputs received from the system to obtain the BSMi/BDsi.
Step 5. Modify the SV to improve the system design. In
this operation, one uses the aDsi/asv, §ﬂ1, and 8§ﬂi/aDS

obtained in Steps 2, 3, and 4, to extrapolate each SM

i

as a
i

function of the increment ASV

a§ﬁi DS,
SMi(ASV) = S—ﬁi + m —a-s—v ASV (37)

1
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Improvement of the system design may be formalized as an
optimization:

a) max PS(SV) subject to constraints (38)
SV

b) GS(SV) s 0, c) §ﬁi(SV) 2 0 (for all i)

d) L s SV sU
in which the system level analysis provides the PS and GS, and

the Eﬁi in equation 38c¢ is approximated by equation 37. The
bounds in equation 38d include "move limits"™ protecting the
accuracy of the extrapolation in equation 38c¢c. The above
optimization problem may have no feasible solutioﬁ within the
move limits in equation 38d if it begins with significant
constraint violations in equations 38b and c. If a feasible
solution cannot be found, an acceptable outcohe of equation 38
is a new design point moved as close to the constraint
boundary as possible. The result of this step is a new SV
defining a modified design of the system.

Step 6. Repeat from Step 2 until éll the constraints GS
are satisfied, all safety margins SMi are non-negative, and
the performance index PS has converged.

In the above procedure, also shown in figure 18, the
analyses in Step 1 and 2 are problem-dependent. The behavior
sensitivity analysis required to obtain the BDSi/aSV can be
obtained by either a finite difference technique or,
preferably, by a quasi-analytical method (e.g., ref. 29). The
optimization defined by equations 36 and 38 can be carried out
by any suitable algorithm. The extension of the above two-
level algorithm to multiievel systems is given in ref. 2, and
its application to aerospace systems is discussed in réference
30,

MULTILEVEL OPTIMIZATION STUDY OF A TRANSPORT AIRCRAFT

The general algorithm introduced in the preceding section
has been tested in a design optimization study of a transport
aircraft reported in reference 31. The procedure was applied
to an existing transport aircraft, and the fuel for a
particular mission was selected as the objective function.
Everything in the aircraft system was fixed as in the existing
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design, except for the airfoil depth-tomchord ratio, h, and
the cross-sectional dimensions of the stringer-stiffened wing
cover panels. Constraints included those typical for the
aircraft ﬁerfdrmance requirements; e.g., runway length, climb
rate, cruising speed, etc., and the strength and loecal
‘buckling limits on stresses iﬁ the wing box covers.

The optimization was predicated on the trade;off between
the structural wing weight and the drag, both being functions
of "h.,n" In order to intensify that trade-off to obtain
conclusive study results, the c¢cruise Mach number was set at
.90, significantly greater than in the subject aircraft That
artifically high Mach number made the wave drag a larger
fraction of the total drag. The problem was a natural
candidate for decomposition approach because it contained a
very large number of detailed design variables (6 per each of
216 panels for a total of 1296 variables) which were distinct
ffom the system=-level configuration variable "h," The
analyses involved also differed in their nature, andAranged
from a semi-empirical performance aerodynamics for entire
aircraft, through a highly detailed finite element analysis of
the wing box, to a handbook level stress and buckling analysis
of each stiffened panel.

Following the approach described in the previous section,
the problem was decomposed as shown in figure 19, and an
iterative procedure was implemented, with each iteration
consisting of top-down analyses and bottom-up optimizations.
The existing aircraft data initialized the procedure. .

The top, system-level analysis was carried out by a
performance analysis program, reference 32, that included a
semi-empirical aerodynamic analysis. The middle-level
subsystem - the wing box - was analyzed by a finite element
program, reference 11, and the resulting edge forces were
applied to individualipanels at the bottom level.

Optimizations began at the bottom level, separately for

each panel. The objective function was the panel cumulative
constraint representing all the stress and buckling
constraints by means of the KS function, reference 20. The
constraints included side constraints and equality constraints
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on panel skin thickness and equivalent, smeared stringer
thickness which preserved the thicknesses set at the wing box
level. These equality constraints assured that the panel
membrahe stiffnesses stayed constant; hence, the edge forces
remained constant, and the panel was isolated from its
neighbors for the duration of its optimization. Sensitivity
analysis was performed on each optimized panel using
algorithms described in reference 5 to obtain derivatives of
the minimized cumulative constraint with respect to the
thicknesses and edge forces that were defined above as the
optimization parameters.

The middle level obtimization designed the skin thickness
and the equivalent, smeared stringer thickness. Spanwise
distributions of these thicknesses were described by
polynomial functions whose coefficients were the design
variables. The objective function was a cumulative constraint
formed from the cumulative constraints that were minimized for
each panel. At the middle-level, these constraints were
extrapolated linearly using the optimum sensitivity
derivatives with respect to the wing box thickness variables.
The equality constraint on the wing box weight kept it
constant at the value set at the top, system level. Optimum
sensitivity derivatives were computed for thevobjective
function with respect to "h" and the wing-box weight.

Finally, the optimization at the highest level used only
two design variables: the depth-to-chord ratio, "h," and the
wing box structural weight. Its objective function was the
mission block fuel, and the inequality constraints included,
in addition to the performance constraints, the wing box
cumulative constraint that was minimized at the middle 1level.
The latter constraint was extrapolated with respect to the
design variables using the optimum sensitivity derivatives
calculated at the middle level.

Nonlinear mathematical programming was used for

optimization at all levels, The bottom and middle levels
employed the usable-feasible directions algorithm. It was
coupled directly to the analysis program at the bottom level,
but at the middle level, it was coupled to an approximate
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analysis (derivative-based extrapolation). A SUMT procedure
incorporating the Davidon-Fletcher-Poweil algorithm was
implemented at the top level,

The study demonstrated that the procedure converged well,
in 4 to 5 cycles, to the same end result when started from
different initial design points (including the existing
design). As seen in a sample of the optimization history,
shown in-figure 20, the convergence was reasonably smooth.
Some improvements of Dboth the fuel consumption and the wing;
box structural weight were achieved relative to the existing
design. The improvement of the fuel consumption was small, as
expectéd when starting the optimization with an already
refined design. Also, it has to be emphasized that the
improvement shouid not be interpreted as an indication of the
actual potential still remaining in the subject aircraft
because the analysis was not as complete as the one that was
used in support of the actual design (e.g., the gust loads
were not considered, and manufacturing cbnstraints were
excluded). However, the study demonstrated a multilevel,
multidisciplinary optimization system in operation.

CONCLUDING REMARKS |

Modern developments such as the increasing use of
composite materials tend to increase the interactions between
various disciplines in the design of engineering systems.
Interdisciplinary design approach will yield, in general, a
better design, but requires a systematic algorithm to account
for the interactions and to ensure convergence and efficiency.
The paper presents a survey of some of the more important
interdisciplinary interactions and examples of the benefits of
interdisciplinary design. It then reviews multilevel
optimization as a tool of breaking down the multidisciplinary
design problem to a set of manageable tasks. A specific
multilevel algorithm is first presented in the context of
structural optimization and then generalized to engineering

system design.
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Table 1: Design Variables for Glider Design

3 Performance Design Variables

6 Geometric Design Variables

24 Structural Design Variables

1.

Angle of attack at

the

root during the turn.

2. Angle of attack at the
root during cruise.
3. Radius of the turn.
4. Angle of twist at the
. break relative to the
root.
5. Anglé of twist at the
' tip relative to the
root.
6. Chord length at the
- root.
7. Chofd length at the
' break.
8. Chord length at the
 tip.
9. Distance to the break.
10-17. Spar cap thickness
- o for each wing
section.
18-25. Spar web thickness
‘ for each wing
section
26-33. Skin thickness for

each wing section.




Table 2:
3 Stall Constraints
during turning maneuver.
3 Performance Constraints
24 Structural Constraints

(at 43 m/sec, 5.9 g)

Design Constraints

34

for Glider Wing

1. No stall at the root.
2. No stall at the break.
3. No stall at the tip.
4, Bank angle less than
 50%.
5. Climb speed greater
| than zero.
6. Minimum divergence
speed.
7-14, Maximum spar cap
. strain for each wing
section, .3%.

15-22. Maximum shear stress
» | for each wing
section, web

shear £ 6000 N/mm2.
23-30. Wing skin must

satisfy Tsai-Hill
strength constraint
each

for wing

section,

Minimum average cross-country speed was also used as a

constraint for weight minimized designs.

Table 3:

Iterated

Cross-country speed {(m/s)

Mass of one wing (kg)

Optimal Glider Designs

Sequential Integrated Design

Maximum Cross= Minimum

country Speed Mass
3.44 3.48 3.44
13.0 11.6

12.5
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Table 4: Nomenclature for Multilevel Structural Optimization
Algorithm

Quantities
A
C
¢

K'd
bij
1
M'J
ptJ

Qik
bij

ol

ik

Cross-sectional area.

Cumulative constraint (equation 22).
Capacity: limitation on the ability to meet
a particular demand d (e.g., allowable
stress). o

Demand:' a physical quantity the structure is
required to have, to support, or to be
subjected to in order to perform its function
(e.g., stress).

Objective function.

Functional relatioh.

Vector of constraint functions, gij ;
w =1 > wij.

Vecﬁor of partitions hij ’ hij, hij
(eq. 25b).
Vectors of the equality constraints defined

by equations 13, 14, and 15, respectively.

The vector elements are, respectively: h;%1

,ondd ol uhere st = 1 - std, :
MS2 ES3 i

S2 = 1 = 323, S3 = 1 = 533.

Cross-sectional momént of inertia.

Stiffness matrix of SSijk.

Boundary stiffness matrix'for SSijk.

Lower bound on Xi‘j including move limits.
Mass of SSijk (a scalar).

Vector of the External loads applied to
interior and/or boundary of SSijk.

Boundary forces, Q '3, of sstjk, r - 1> M.
Vector of PiJ transferred to the boundary of
SSijk:

Vectob of the forces, Qiq r =1 » Riq acting
on the boundary of SSijk.

Boundary forces, Q;J, of S8Sijk, r =1 » RiJ.
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SK Summation of stiffnesses contributed by
substructures SSijk assembled in a parent
substructure SSmkl.

S Summation of the boundary loads contributed

' by substructures, SSijk, assembled in a
parent substructure SSmkl.

SSijk A substructure (including‘the extremes of the
assembled structure and a single structural

element).

SSmkl A substfucture-parent of SSijk, m = i-1, see
rig. 12.

SSSnlp A subétkucture-parent of SSmkl, n = m-1, see
fig. 12.

STOC Acrbnym: Subject to constraints.

Tij Total number of design variables for SSijk.

wid Number of inequality constraints. '

U1j Upper bound on Xikincluding move'limits.

Vi‘j Number of constraints defined by'eqs.
(13)-(15). |

x1J Vector of design variables, X , in SSijk,
¢ =1 1,

Yij Vector of the entries in Kbij, Mij, and the

- entries in Pbij that are held constant as
parameters in optimization of SSijk. The
vector Yij contains Vijelements Yij. |

Zij Vector of cross-sectional dimensions, Zéj,
b = 1 » Bij, used as design variables 1in
SSijk that corresponds to a single structural
element.

n A vectoﬁ defined by equation 26.

p A user-controlled constant in the KS function
(eq. 22).

A Increment of a variable (see definition of

subscript o)

Overbar Denotes an optimal quantity
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b Superscript to denote an association with the
SS boundary

Subscript to identify an extrapolated value
Subscript to identify an original (reference)

value from which an increment is measured.

Table 5: Quantities Defined for the Multilevel Test Case

OBJECTIVE:
DESIGN VARIABLES:
CONSTAINTS:

OBJECTIVE:

DESIGN VARIABLES:

CONSTRAINTS:

OBJECTIVE:

DESIGN VARIABLES:

CONSTRAINTS:

Optimization

TOP LEVEL
The framework material volume,
A and I of the beanms. |
Displacements of the-loaded corner and
Cefor the beamsf

MIDDLE LEVEL

Cﬁmulative constraint C representing

the column buckling and Ce for the
walls.
Wall hembrane stiffness contributing
to the beam axial and bending
stiffnesses controlled through the
dimensions shown in Fig. 14, Section
A-A. o

Equélity - beam cross-sectional area
and moment of inertia,

BOTTOM LEVEL |

Cumulative constraint C representing a

set of stress and local buckling
constraints of the wall.
Cross~sectional dimenéions shown in
Fig. 14, DETAIL B.

I11é duzali.ty - 'mi.ni.mtam gages,
geometrical proportions, and
geometrical realizability.

Equality - membrane stiffnesses for
tension-compression and bending of the
wall in its own plane.
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Table 6: Notation for Multilevel Generic Optimization

DS

DV

ES

GE

GS

PS

SM

SS

Sv

vector of demand quantities imposed by the system on
subsystem 1.

vector of design variables for subsystem 1i.
(engineering) system.

vector of equality constraints for subsystem 1i.
vector of system inequality constraints; an
inequality c¢constraint is defined as
g = k(DEMAND/CAPACITY)-1, satisfied when g s 0.

vector of inequality constraints for subsystem 1.

vector of lower limits on SV, and DV
(move limits included).

i respectively

performance index for ES (a scalar).

safety margin for SSi (a scalar), defined as

SMi= max (CAPACITY/DEMAND)-1.

subsystem i.

vector of system design variables.

vector of upper limits on SV, and DV, respectively
(move limits included).




Table 7:

DS

DV

ES
GE

GS
Gss

PS
SS

i
SV

3Ds, /3sv

8SM1IBDS1
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Examples of the Equivalents of the Generic Terms
Typical for an
Aircraft Application

at the middle level: lift required of the wing; at

the bottom level: edge loads Nx' N N on a wing

Y' Txy

cover panel. ’

at the middle level: wing bending stiffness
distribution; at the bottom level: detailed wing
panel dimensions.

aircraft, top (s&stem)level.

at the middle level: Qing structure weight
prescribed at the ¢top level; at the bottom level:
panel spanwise membrane stiffness prescribed at the
middle level.

runway length.

at the middle level: wing tip deflection; at the
bottom level: panel local buckling.

fuel economy for a given mission.

the wing box, middle level; the Qing cover stiffened
panels, third (bottom) level.

wing structural weight and'airfoil thickness to
chord ratio.

derivative'of wing l1ift with respect to structural
weight.

derivative of wing panel safety margin with respect

to edge loads.
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DISCIPLINE ANALYSIS 1
1

DISCIPLINE ANALYSIS 2
I

DISCIPLINE ANALYSIS 1

l

DISCIPLINE ANALYSIS n

[
/ outeutr /

Figure 1. Many disciplinary analyses performed in series.

DISCIPLINE ANALYSIS 1

" t T~—
DISCIPLINE DISCIPLINE DISCIPLINE
ANALYSIS 2 ANALYSIS 3 ANALYSIS 4

¥
DISCIPLINE |
ANALYSIS 5

OUTPUT

Figure 2. Disciplinary analyses in a hierarchical framework.

Figure 3. Multidisciplinary analysis coupled to an optimization procedure.

N\

OPTIMIZATION
PROCEDURE

ANALYSIS

NS




SYSTEM LEVEL
1 OPTIMIZATION |
4//’/////f’1 ] ‘\\\\\\‘\\\
SUBOPT{MIZATION SUBOPTIMIZATION SUBOPTIMIZATION
2

3
/T 0\ [\ AN

Figure 4. Multidisciplinary optimization as a hierarchy of subtasks.

/7J

Figure 5. Glider mission profile.

c=95¢cm '
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Figure 6. Typical cross-section of glider wing element.

i
i L

Figure 7. Planform geometry variables.
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AERODYNAMIC
ANALYSIS
PERFORMANCE
SENSITIVITY NEW PLANFORM
CONSTRAINTS
OPTIMIZER
PLANFORM, LOADS === e — WEIGHT
COMBINED DESIGN
STRUCTURAL
AEROELASTIC AERODYNAMIC
ANALYSIS ANALYSIS
WEIGHT ) i
SENSITIVITY ””’:Z“E;UC‘ : STRUCTURAL
CONSTRAINTS SIZES AEROELASTIC
ANALYSIS
OPTIMIZER
Piizos?r’r\:\x::r:s NEW PLANFORM
CONSTRAINTS NEW STRUCT. SIZES
OPTIMIZER

Figure 8. Schematic of sequential and integrated (combined)
optimization procedures for glider wing.

ANTENNA CONFIGURATION

FINITE ELEMENT MODEL

OPTIMIZATION RESULTS

= 1496 LBS MASS = 1442 LBS MASS = 1305 1BS MASS = 968 LBS
S = 0.398 IN nng = 1.444 IN RMs = 0.444 IN RMS = 0.125 IN

GAIN = 18755 GAIN = 18802 GAIN = 19640 GAIN = 20113

INITIAL DESIGN CYCLE 1 CYCLE 2 CYCLE 3
(CONTOUR INTERVAL .2) (CONTOUR INTERVAL .2) (CONTOUR INTERVAL .2) (CONTOUR INTERVAL .05)

SURFACE DISTORTION CONTOURS

Figure 9. Antenna structure and optimization results,
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START
|

INITIALIZATION
]

po—

Figure 11.

) THERMAL ANALYSIS (TA)
2l |
L [
% E.“__. § STRUCTURAL ANALYSIS (SA)
e = i
— =P
:éJ " ;’ ELECTROMAGNETIC
= = RADIATION ANALYSIS (EMRA)
» ey — —
& OPTIMIZER
= |
<
- APPROXIMATE | |
g ANALYSIS (AA)
PROCEDURE
TERMINATION
CRITERIA
1
STOP
Figure 10. Antenna optimization procedure.
Entire structure
110
Substructure Substructure Substructure
211 221 231
/\\\ //l\ W\parent
Subsitﬁjcture Substi;;cture Substructure
[ l \ daughter
_Single
element
'maxu

Multilevel substructuring.

i
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SSnlp
K ka\\\\::\\\\> cmk gmk T aT™ ax™ ax™
aYmk'ank;aYmk'aomk
SSmki
N T N R | G |
Y”'Q”\\\\:i\\\fu'xu'acr acr axr axr
av", aq", av'l, aq"

SSijk

Figure 12. Flow of information.

INITIALIZE

SUBSTRUCTURING ANALYSIS, INCL.
BEHAVIOR SENSITIVITY.

SUBSTRUCTURE OPTIMIZATIONS

SUBSTRUCTURE OPTIMUM SENSITIVITY
ANALYSIS

FOR ALL LEVELS i>1

ASSEMBLED STRUCTURE OPTIMIZATION

Do UNTfL UNTIL M11 CONVERGES AND ALL
CONSTRAINTS g(ij) <=0

Figure 13. Multilevel optimization procedure flowchart.
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108 Ib-in.
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Figure 14. A portal 1’ramewor~k.'i
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Assembled
frame
1 1
Substructure Substructure Substructure
{beam) {beam) (beam)
Stiffened Stiffened Stiffened
panel panel panel
Stiffened Stitfened Stiffened Stiffened Stiffened Stiffened
panel panel panel panel panel panel

Figure 15. Hierarchical decomposition of the framework structure.
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0.8 \ ~
Normalized N

objective function 06 ~ O Single level results - iterations
0 4 ) > \g OMultilevel results - cycles

O CHE OF THE INDIVIDUAL CONSTRAINTS RECOGNIZED IN THE |
SINGLE LEVEL OPTIMIZATION, !

MU_TILEVEL CUMULATIVE CONSTRAINT CONTAINING THE ABOVE
U INDIVIDUAL CONSTRAINT.
® Single level displacement constraint

® Multilevel displacement constraint

01
ol |
-Q1F |
-0.2F f
Constraint value :8' 3 - !
'd. Skt —R i
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0 \ | "

08 ¢ 12 18 24

lterationsicycles

Figure 16. Representative results.
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. £S
1 -
ES analysis .
@i' OSMi/ODSi

I SSl 552 oo SSi “ o
‘ J $S. design I l All SSi ,
- ' I Tconcurrently,
: : ISSi optimum sensitivity analysi?l Lo
o 1 . Figure 17. Typical two-level system.
P SM.; 9SM. /DS, :
I i i i b
L ! | A ;'

. &

{ ES redesign

Figure 18. Two-level system optimization procedure.
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performance

Y

WYY,
Wing box
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3 4
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Figure 19. Aircraft and a schematic of its
multilevel optimization.
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Figure 20. Histogram of an aircraft multilevel optimization.
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