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The aircraft parameter estimation problem is used to illustrate the utility of parameter estimation, which applies to many engineering and scientific fields. Maximum likelihood estimation has been used to extract stability and control derivatives from flight data for many years. This paper presents some of the basic concepts of aircraft parameter estimation and briefly surveys the literature in the field. The maximum likelihood estimator is discussed, and the basic concepts of minimization and estimation are examined for a simple simulated aircraft example. The cost functions that are to be minimized during estimation are defined and discussed. Graphic representations of the cost functions are given to illustrate the minimization process. Finally, the basic concepts are generalized, and estimation from flight data is discussed. Some of the major conclusions for the simulated example are also developed for the analysis of flight data from the F-14, highly maneuverable aircraft technology (HMAT), and space shuttle vehicles.

Nomenclature

A, B, C, D, F, G
system matrices

ay
lateral acceleration, g

ix
coefficient of rolling moment

im
coefficient of pitching moment

in
coefficient of yawing moment

I^d^n^y^n
equivalent dynamic directional stability

g
coefficient of sideforce

t, y
general functions

H^m^e^a^s
measurement noise covariance matrix

H
approximation to the information matrix

lx, ly, lz, Ixz
moment of inertia about subscripted axis, slug-ft^2

L
rolling moment divided by lx, deg/sec^2; or, iteration number

L'
rolling moment, ft-lb

ly, J
rolling moment due to yaw jet, ft-lb per jet

M
Mach number

N
number of time points or cases

n
state noise vector; or, number of unknowns

p
roll rate, deg/sec

q
dynamic pressure, lb/ft^2

Re
Reynolds number

r
yaw rate, deg/sec

t
time, sec

u
control input vector

V
total velocity, ft/sec

x
state vector

z
observation vector

z
predicted Kalman-filtered state vector

a
angle of attack, deg

B
angle of sideslip, deg

A
time sample interval, sec

δ
control deflection, deg

δa
aileron deflection, deg

δDE
differential elevon deflection, deg

δr
rudder deflection, deg

n
measurement noise vector

u
mean vector of unknowns

σ
standard deviation

τ
time, sec
It is difficult to present a topic as specialized as aircraft parameter estimation in a way that will interest a generalized audience of mathematicians, scientists, and engineers. The approach here is to portray parameter estimation as a specialized "curve-fitting" technique that can be applied to a broad class of problems. Much effort is expended in a variety of disciplines on a form of curve fitting, more specifically, the correlation of observed or inferred data with an assumed (though perhaps in a high- or infinite-dimensional space) mathematical model that is based on phenomenological considerations. This broad class of problems is referred to as system identification.

The application of system identification, sometimes referred to as the inverse problem (paraphrased as, Given the answer, what is the question?), presumably goes back to prehistoric times as humanity tried to master the environment by understanding, based on observation, certain phenomena. Many of the physical laws stated by the Chinese, Egyptians, and Greeks were based on the same principles as are currently used in system identification. Through advancing technology and mathematical rigor, we can apply much more sophisticated techniques for making observations and for deducing the underlying phenomenology, but the basic problem of system identification remains the same.

For most physical systems, information about the general form of the system to be identified often can be derived from knowledge of the system. The most widely applied subfield of system identification is parameter identification, where the form of the mathematical model is assumed to be known. The model (an explicit function, a polynomial expansion, a look-up table, a finite-state machine defined for application of artificial intelligence, or many other forms) contains a finite number of parameters, the values of which need to be deduced or identified from the observations. One of the favored forms of the model for the most successful application is the state-space form (a rigorous treatment of state-space forms is given in Ref. 3). State-space models are very useful for dynamic systems, in which responses are time functions. Autoregressive moving average (ARMA) models are also widely known; however, discrete-time ARMA models can readily be rewritten as linear state-space models, so the discussion of state-space models presented in this paper is applicable to ARMA models.

An assumed model will not be an exact representation of the system no matter how carefully its form is selected. The experimental data will not be consistent with the assumed model for any parameter values. The model may be close but will not be exact, if only because the measurements or observations will be made with real, thus imperfect, sensors. Errors in observations and in the model need to be evaluated in determining the unknown parameters of the model. So the objective becomes the application of the "best" model (in some sense), instead of the correct model, to find the "best" estimates of the unknown parameters; this process is referred to as parameter estimation.

The currently favored approach to parameter estimation, and the one discussed in this paper, is to minimize the error, in the least squares sense, between the model response and the actual measured response; the estimates resulting in the minimum error are the "best" estimates. The theoretical formulation and application of the output error technique (which is a maximum likelihood technique that is used throughout this paper) have been thoroughly documented.

Although the applications described in this paper pertain to aircraft, the techniques have been successfully applied in other fields where the mathematical model and observations are adequate. Parameter estimation may sound like an arcane subject, but it has application in any field where observations must be made to agree with the assumed physics of a problem. There are many obvious applications in a variety of fields, such as, spacecraft dynamics, gravitational perturbations, fluid dynamics and mechanics, optimal control, and guidance.

The application of the maximum likelihood technique for parameter estimation of aircraft coefficients demonstrates a successful application of system identification technology. Analysts in the aircraft community accept and use system identification techniques on a routine basis. Although there are isolated problems (primarily in extending the application to more difficult flight regimes, such as where the aircraft is dominated by poorly understood separated flow), there is little doubt that the basic application is highly successful. Contributing to this success are a well-understood, time-tested, physically derived model form that is reasonably representative of the true vehicle in most flight regimes; high-quality measurements of several relevant states; the ability to apply inputs specifically for system identification; and engineers familiar with system identification, aerodynamics, aircraft equations of motion, and the associated aerodynamic coefficients.

This paper first presents a brief survey of the contributions to system identification, and specifically aircraft parameter estimation, up to 1980, when the maximum likelihood technique began to completely dominate the field. (Refs. 6 and 9
give a broad view of contributions since 1980. Ref. 9 is a bibliography of nearly 500 books, papers, and reports related to parameter estimation.) Some common uses of the estimated parameters are then discussed. The technique used for parameter estimation is then described, followed by an examination of the computational details and cost functions involved in error minimization. Finally, applications of the technique for improving high-performance aircraft and the space shuttle are described.

**History of Parameter Estimation to 1980**

**General System Identification**

The transition from hit-and-miss, rule-of-thumb system identification to mathematically sound approaches has been gradual; certainly no single seminal work can be referenced. Gauss, 70 in 1809, discussed the inverse (system identification) problem and suggested some statistical approaches that are relevant even today. The discussions of Douglas, 11 in 1940, and Gelfand and Levitan, 12 in 1951, pertaining to the inverse problem certainly qualify as truly significant works contributing to the state of the art. The formulation by Feldbaum, 13 one of the more significant works aimed at the current direction of investigation, is somewhat different than others discussed, but he did look at identification and control of the system as a single problem, the "dual control" problem. During the 1960s, a plethora of publications was evidence of increased interest in problems of this type. Much of this interest was stimulated by the well-known early work of Kalman.

The bulk of general system identification theory and application up to 1980 has been summarized in several excellent survey papers. 14-17

The system identification problem can be divided into two major subsets: deterministic (without state noise) and nondeterministic (with state noise). There are two classes of techniques for identification of nondeterministic systems: the Kalman filter (or more generally, the extended Kalman filter) technique and the maximum likelihood technique. Many precise applications do not truly fall into these classes, but they do tend to mimic one of the two techniques. The extended Kalman filter (discussed by Astolfi 18 and Kashiap 19) has been widely applied; however, this paper primarily examines the maximum likelihood estimator, proposed by Halakrishnan 20-22 and developed in Refs. 23 and 24.

**Aircraft Identification**

In the following chronological survey of investigations that led to the development and widespread acceptance of the maximum likelihood estimation technique for aircraft coefficient estimation, the more straightforward deterministic analysis is discussed first, followed by a brief discussion of nondeterministic analysis. Some of the investigations in estimation of unknown coefficients from aircraft dynamic response data are contained in Refs. 25 and 26. The National Advisory Committee on Aeronautics (NACA) had been publishing reports on stability derivatives (coefficients of the differential equations of motion) since the early 1920s. (The reports by Norton 7, 8 involved the identification of frequency and damping ratios from flight data.)

**Deterministic Analysis.** The sophistication and complexity of the methods used to estimate unknown coefficients from aircraft dynamic flight responses have increased over the past 40 years. In the late 1940s and early 1950s the frequency response methods (including steady-state oscillator analysis 27 and Fourier analysis 28) increased in popularity in aircraft analysis and in other applications. These methods yield the frequency response of the vehicle but not the coefficients of the differential equations. Attempts were made to extract these coefficients by selecting values of the aircraft coefficients that resulted in the best fit of the frequency response 29, 30. Regression techniques, such as linear least squares 31 and weighted least squares 32 techniques, were also applied to flight data at about that time. Unfortunately, regression techniques give poor results in the presence of measurement noise and yield biased estimates. The time vector technique 32 has also been applied to flight data; however, it yields an incomplete set of coefficients, and the types of responses that can be analyzed are restricted to fairly simple motions. Analog matching techniques 32, 33 (time consuming and somewhat tedious) have also been applied to flight data, but are limited because resulting estimates vary with the skill of the technician of the operator. Comparisons of these early techniques 34, 35 showed that a more complete method of identification was needed.

In 1968, two independent studies 36, 37 of nonlinear minimization methods (output error methods) for obtaining aerodynamic coefficients were published, one describing the maximum likelihood estimator 36, 38 (with a Gauss-Newton technique) to obtain a complete set of aerodynamic coefficients from flight data and the other describing a quasilinearization technique 37, 39 to estimate some coefficients of an aircraft. One reason for the early success of these two methods is that previous research had furnished a well-defined model that adequately described the resulting motion of the vehicle. These two early results of aircraft identification by nonlinear minimization renewed interest in analysis of flight data. There was a later modification to these techniques to include a priori information 40. The minimization of this modified cost functional does not result in a maximum likelihood estimator, because it is based on the joint probability distribution rather than the conditional probability. Other successful computer programs have been reported. 41-44 Extensive experience at many installations 25, 26, 45-58 has been obtained using the maximum likelihood estimator technique on dynamic flight responses.

Another approach, similar to these output error methods, was the application of the Kalman filter 59 to estimate the aerodynamic coefficients.
Some of the early results obtained by the Kalman filter technique were unsatisfactory; that is, the estimates of both the states and the parameters were biased and did not always converge to reasonable results. Improved results were obtained by adding the derivative of the state. A weakness of the Kalman filter method is its dependence on the covariance matrix obtained from the filter. However, a technique was developed for obtaining estimates of the covariance matrix with a suboptimal Kalman filter. A successful application of the Kalman filter to provide the state estimates used for the estimation of stability and control derivatives and performance parameters was subsequently described.

Non-deterministic Analysis. As previously mentioned, two classes of techniques were offered for the estimation of systems with measurement and state noise: the Kalman filter (or more generally, the extended Kalman filter) technique and the maximum likelihood technique. The maximum likelihood estimator for the nondeterministic case is usually referred to as the filter error method.

The general application of the extended Kalman filter was discussed in Refs. 18 and 19. The extended Kalman filter for the discrete-time case was applied to simulated aircraft data with a state noise input. A similar application to aircraft flight response data gave inconclusive results because the state noise input was small and the system was nonlinear. Somewhat better results were obtained with an application of a greatly simplified extended Kalman filter technique.

The maximum likelihood estimator was applied to response data of an aircraft flying in atmospheric turbulence, and the resulting coefficients were in agreement with results obtained for the same aircraft flying in smooth air, that is, without state noise.

Most of the results presented in this paper are based on an output error method program, which can account for effects of state noise, although this feature is not used for the examples in this paper.

Basic Uses of Flight-Determined Coefficients

The extraction of unknown aerodynamic coefficients or stability and control derivatives from flight data has been of interest for many years. The coefficients are used to provide final verification of the predicted full-scale design and to assist in the flight testing and verification of overall aircraft system performance. After the analysis of the flight test data, the aircraft coefficients can be compared with calculated coefficients, estimates from computational fluid dynamics, and wind tunnel predictions, and these comparisons can be used to update prediction methods for the improvement of future aircraft designs. Once an aircraft is built, the coefficients play an important role in the expansion of the flight test envelope.

As estimates of the derivatives become available, they are used to upgrade fixed-based simulators to assist in flight planning and aircraft control system modification. In addition, the flight-determined coefficients can be used to establish compliance with the desired design specifications. Flight-determined coefficients are also used to establish the accuracy of airborne simulations and to identify aircraft parameters for adaptive control.

Definition of Estimation Technique

The parameter estimation problem can be defined quite simply in general terms. The system under investigation is assumed to be modeled by a set of dynamic equations containing unknown parameters. To determine the values of the unknown parameters, the system is excited by a suitable input, and the input and actual system response are measured. The values of the unknown parameters are then inferred based on the requirement that the model response to the given input match the actual system response. When formulated in this manner, the unknown parameters can be identified easily by many methods; however, complicating factors arise when application to a real system is considered.

The first complication is the impossibility of obtaining perfect measurements of the response of any real system. The inevitable sensor errors are usually included as additive measurement noise in the dynamic model, and the theoretical nature of the problem then changes drastically. It becomes impossible to identify exactly the values of the unknown parameters; instead, the values must be estimated by some statistical criterion. The theory of estimation in the presence of measurement noise is relatively straightforward for a system with discrete time observations, requiring only basic probability.

The second complication of real systems is the presence of state noise. State noise is random excitation of the system from unmeasured sources, the standard example for the aircraft stability and control problem being atmospheric turbulence. If state noise is present and measurement noise is neglected, the analysis results in the regression algorithm.

When both state and measurement noise are considered, the problem is more complex than in the cases that have only state noise or only measurement noise.

The final complication for real systems is modeling. It has been assumed throughout this discussion that for some value (called the best value) of the unknown parameter vector, the system is correctly described by the dynamic model. Physical systems are seldom described exactly by simple dynamic models, so the question of modeling error arises. No comprehensive theory of modeling error is available. The most common approach is to ignore it; any modeling error is simply treated as state noise or measurement noise, or both, in spite of the fact that the modeling error may be...
deterministic rather than random. The assumed noise statistics can then be adjusted to include the contribution of the modeling error. This procedure is not rigorously justifiable, but combined with a carefully chosen model, it is probably the best approach available.

It is possible to make a more precise, mathematically probabilistic statement of the parameter estimation problem. The first step is to define the general system model (aircraft equations of motion), which can be written in the continuous-discrete form as

\[ x(t_0) = x_0 \]  
\[ x(t) = f[x(t), u(t), \xi] + f(\xi)n(t) \]  
\[ z(t_i) = g[x(t_i), u(t_i), \xi] + G(\xi)n_i \]

where \( x \) is the state vector, \( z \) is the observation vector, \( f \) and \( g \) are system state and observation functions, \( u \) is the known control input vector, \( \xi \) is the vector of unknown parameters, \( n \) is the state noise vector, \( n_i \) is the measurement noise vector, \( t \) is time, and \( \cdot \) denotes derivative with respect to time. The state noise vector is assumed to be zero-mean white Gaussian and stationary, and the measurement noise vector is assumed to be a sequence of independent Gaussian random variables with zero mean and identity covariance. For each possible estimate of the unknown parameters, a probability that the aircraft response time histories attain values near the observed values can then be defined. The maximum likelihood estimates are defined as those that maximize this probability. Maximum likelihood estimation has many desirable statistical characteristics; for example, it yields asymptotically unbiased, consistent, and efficient estimates.

If there is no state noise, then the maximum likelihood estimator minimizes the cost function

\[ J(\xi) = \frac{1}{2} \sum_{i=1}^{N} [z(t_i) - \hat{z}_E(t_i)]^T(GG^*)^{-1} [z(t_i) - \hat{z}_E(t_i)] + \frac{1}{2} N \ln |(GG^*)| \]

where \( GG^* \) is the measurement noise covariance matrix, \( \hat{z}_E(t_i) \) is the predicted response estimate of \( z \) at \( t_i \) for a given value of the unknown-parameter vector \( \xi \) (with \( \cdot \) denoting predicted estimate), \( N \) is the number of time points, and \( T \) denotes transpose. The cost function is a function of the difference between the measured and computed time histories.

If Eqs. (2) and (3) are linearized (as is the case for the stability and control derivatives in the aircraft problem),

\[ x(t_0) = x_0 \]

then the \( \hat{z}_E(t_i) \) term of Eq. (4) can be approximated by

\[ \hat{z}_E(t_0) = x_0(\xi) \]
\[ \hat{z}_E(t_{i+1}) = \hat{z}_E(t_i) + \frac{\phi(\xi)}{2} [u(t_i) + u(t_{i+1})] \]
\[ \hat{z}_E(t_i) = C\hat{z}_E(t_i) + Du(t_i) \]

where the transition matrix \( \phi \) and the integral of the transition matrix, \( \psi \), are given by

\[ \phi = \exp[A(t_{i+1} - t_i)] \]
\[ \psi = \int_{t_i}^{t_{i+1}} \exp(At) \, dt = B \]

When state noise is important, the estimator based on the nonlinear form of Eqs. (1) to (3) is intractable, and ad hoc techniques are required.

To minimize the cost function \( J(\xi) \), we can apply the Newton-Raphson algorithm (or some other minimization technique), which chooses successive estimates of the vector of unknown coefficients, \( \xi \) (\( \cdot \) denoting estimate). If \( L \) is the iteration number, then the \( L + 1 \) estimate of \( \xi \) is obtained from the \( L \) estimate as

\[ \hat{\xi}_{L+1} = \hat{\xi}_L - \left[ V_{\xi J}(\hat{\xi}_L) \right]^{-1} \left[ V_{\xi J}(\hat{\xi}_L) \hat{\xi}_L - \hat{\xi}_L \right] \]

If \( (GG^*)^{-1} \) is assumed fixed, the first and second gradients are defined as

\[ V_{\xi J}(\xi) = -\sum_{i=1}^{N} [z(t_i) - \hat{z}_E(t_i)]^T (GG^*)^{-1} [z(t_i) - \hat{z}_E(t_i)] \]
\[ V_{\xi J}^2(\xi) = \sum_{i=1}^{N} [z(t_i) - \hat{z}_E(t_i)]^T (GG^*)^{-1} [z(t_i) - \hat{z}_E(t_i)] - \sum_{i=1}^{N} [z(t_i) - \hat{z}_E(t_i)]^T (GG^*)^{-1} [z(t_i) - \hat{z}_E(t_i)] \]

The Gauss-Newton approximation to the second gradient is

\[ V_{\xi J}^2(\xi) = \sum_{i=1}^{N} [z(t_i) - \hat{z}_E(t_i)]^T (GG^*)^{-1} [z(t_i) - \hat{z}_E(t_i)] \]

The Gauss-Newton approximation is computationally much easier than the Newton-Raphson method because the second gradient of the innovation never needs
to be calculated. In addition, it can have the advantage of speeding the convergence of the algorithm, as is discussed in Ref. 6.

Figure 1 illustrates the maximum likelihood estimation concept. The measured response is compared with the estimated response, and the difference between these responses is called the response error. The cost functions of Eqs. (4) and (11) include this response error. The minimization algorithm is used to find the coefficients that minimize the cost function. Each iteration of this algorithm provides a new estimate of the unknown coefficients on the basis of the response error. These new estimates of the coefficients are then used to update values of the coefficients of the mathematical model, providing a new estimated response and therefore a new response error. The updating of the mathematical model continues iteratively until a convergence criterion is satisfied. The estimates resulting from this procedure are the maximum likelihood estimates.

The maximum likelihood estimator also provides a measure of the reliability of each estimate based on the information obtained from each maneuver. This measure of the reliability, analogous to the standard deviation, is called the Cramér-Rao bound or the uncertainty level. The Cramér-Rao bound as computed by current programs should generally be used as a measure of relative accuracy rather than absolute accuracy. The bound is based on the approximation of the information matrix, which is defined when evaluated at the correct values (not maximum likelihood estimates) of all the coefficients. The bound for each unknown is the square root of the corresponding diagonal element of $H^{-1}$; that is, for the $i$th unknown, the Cramér-Rao bound is $\sqrt{H^{-1}(i,i)}$.

The formulation and the minimization algorithm previously discussed (Eqs. (4) to (14)) are implemented with the Iliiff-Maine code (MMLE3 maximum likelihood estimation program). The program and computational algorithms are described fully in Ref. 67. All the computations shown and described in the remainder of this paper use the algorithms exactly as described in Ref. 67.

Simple Simulated Example

For the discussion that follows, some knowledge of differential equations is assumed. A full derivation and a discussion of the aircraft equations of motion are given in Ref. 6.

The basic concepts involved in a parameter estimation problem will be illustrated by a simple simulated example representative of a realistic problem: an aircraft that exhibits pure rolling motion from an aileron input. This example, although simplified, typifies the motion exhibited by many aircraft in particular flight regimes, such as the F-14 aircraft flying at high dynamic pressure, the F-111 aircraft at moderate speed with the wing in the forward position, and the T-37 aircraft at low speed.

Derivation of an equation describing this motion is straightforward. Figure 2 illustrates an aircraft with the $x$ axis perpendicular to the plane of the figure (positive forward on the aircraft). The rolling moment $L'$, roll rate $\dot{p}$, and aileron deflection $\delta$ are positive as shown. For this example, the only state is $p$, and the only control is $\delta$. The result of summing moments is

$$\dot{L}_x = L'(p, \delta)$$

where $\dot{L}_x$ is the rolling moment about the subscripted $(x)$ axis. The first-order Taylor expansion then becomes

$$\dot{p} = \frac{\partial L}{\partial p} \dot{p} + \frac{\partial L}{\partial \delta} \delta$$

assuming small perturbations and using the notation

$$\dot{p} = L_{pp} + L_{p\delta} \delta$$

and the subscripts $p$ and $\delta$ denote partial derivative with respect to the subscripted variable.

Equation (17) is a simple aircraft equation where the forcing function is provided by the aileron and the damping by the damping-in-roll term $L_x$. In subsequent sections we examine in detail the parameter estimation problem where Eq. (17) describes the system. For this simple-degree-of-freedom problem, the maximum likelihood estimator is used to estimate $L_p$ or $L_\delta$, or both, for a given simulated time history.

We will assume that the system has measurement noise but no state noise; therefore, we can use Eqs. (1) to (3). Equation (4) then gives the cost function for maximum likelihood estimation. The weighting $(GG^*)^{-1}$ is unimportant for this problem, so let $GG^* = 1$. For our example

$$x_i = z_i$$

Therefore, Eq. (4) becomes

$$J(L_p, L_\delta) = \frac{1}{2} \sum_{i=1}^{N} (p_i - \hat{p}_i(L_p, L_\delta))^2$$

where $p_i$ is the value of the simulated measured response at time $t_i$ and $\hat{p}_i(L_p, L_\delta)$ is the estimated time history of $\hat{p}$ at time $t_i$ for $L_p = \hat{L}_p$. 
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Throughout the rest of this paper, where simulated data (not experimental flight data) are used, the simulated measured time history refers to \( p_i \), and the estimated computed time history, which varies with each iteration, is \( \hat{p}_i(L_p, L_\delta) \). The estimated time history is a function of the current estimates of \( L_p \) and \( L_\delta \), but the simulated measured time history, \( p_i \), is not.

The most straightforward method of obtaining \( p_i \) is with Eqs. (8) and (9). Using the previously stated notation,

\[
\hat{p}_{i+1} = \hat{p}_i + \psi(\delta_i + \delta_{i+1})/2 \tag{20}
\]

where

\[
\psi = \exp(L_p\Delta) \tag{21}
\]

\[
\phi = \int_0^\Delta \exp(L_p\tau) \, d\tau = L_\delta\Delta(1 - \exp(L_p\Delta))/L_p \tag{22}
\]

and \( \Delta \) is the length of the sample interval, \( t_{i+1} - t_i \).

The maximum likelihood estimate is obtained by minimizing the cost function (Eq. (19)), which is done by applying the Gauss-Newton method. Equation (12) is used to determine successive values of the estimates of the unknowns during the minimization.

For this simple problem, \( \hat{\xi} = [L_p \quad L_\delta] \), and successive values of \( L_p \) and \( L_\delta \) are defined by updating Eq. (12). The first and second gradients of Eq. (12) are defined by Eqs. (13) and (14b).

The gradients for this particular example, from Eqs. (13) and (14b), are

\[
\psi_v(\hat{\xi}_L) = \sum_{i=1}^N (\hat{p}_i - \hat{p}_i(p_\delta)) \psi_v \hat{p}_i \tag{23}
\]

\[
\psi_v^2(\hat{\xi}_L) = \sum_{i=1}^N (\psi_v \hat{p}_i)^2 \tag{24}
\]

Computational Details of Minimization

In the previous section we specified the equations for a simple example and described the procedure for obtaining estimates of the unknowns from a dynamic maneuver. In this section we give the computational details for obtaining the estimates. Some of the basic concepts of parameter estimation are best shown with simulated measured data, where the best (correct, in this simulated case) answers are known. Therefore, in this section we study two examples involving simulated time histories. The first example is based on data that have no measurement noise, which results in estimates that are the same as the correct values. The second example contains significant measurement noise; consequently, the estimates are not the same as the correct values.

For this simulated example, 10 points (time samples) are used. The simulated measured data, which we refer to as the measured data, are based on Eq. (17). We use the same correct values \( L_p = -0.25 \) and \( L_\delta = 10.0 \) for both examples. In addition, the same input \( \delta \) is used for both examples, the sample interval \( \Delta = 0.2 \) sec, and the initial conditions are zero. Tables of all the significant intermediate values of the calculations are given in Ref. 6. In both examples, the initial values defining \( \xi_0 \) are \( L_p = -0.5 \) and \( L_\delta = 15.0 \).

Example With No Measurement Noise. The simulated measured time history of aileron deflection for the case with no measurement noise (no-noise case) is shown in Fig. 3. The aileron input starts at zero, goes to a fixed value, and then returns to zero. The resulting simulated measured roll rate time history is also shown.

Table 1 gives the values for \( L_p, L_\delta, \psi \), and \( \phi \) for each iteration, along with the values of \( \beta \) and \( \psi \) needed for calculating \( \hat{p}_i \). In three iterations the algorithm converges to the correct values to four significant digits for both \( L_p \) and \( L_\delta \).

Figure 4 shows the match between the simulated measured data and the estimated data for each of the first three iterations. The match is very close after two iterations and is nearly exact after three.

Although the algorithm converges to four-digit accuracy in \( L_p \) and \( L_\delta \), the value of the cost function \( J \) continues to decrease rapidly between iterations 3 and 4. This is a consequence of using the maximum likelihood estimator on data having no measurement noise. Theoretically, with infinite accuracy the value of \( J \) at the minimum should be zero. However, with finite accuracy the value of \( J \) becomes small but never reaches zero. This value is a function of the number of significant digits. For the 13-digit accuracy used here, the cost eventually decreases to approximately \( 0.5 \times 10^{-28} \).

Example With Measurement Noise. The simulated measured data used in the case with measurement noise (noisy case) are the same as those used in the previous section, except that pseudorandom Gaussian noise is added to the roll rate (Fig. 5). The signal-to-noise ratio is quite low in this example (compare Figs. 3 and 5). The values of \( L_p, L_\delta, \psi, \phi, \) and \( J \) for each iteration are given in Table 2. The algorithm converges in four iterations. The behavior of the coefficients as
they approach convergence is much like that in the no-noise case. The most notable result of this case is that the converged values of Lp and Lg are somewhat different from the correct values. The match between the simulated measured and estimated time histories is shown in Fig. 6 for each iteration. No change in the match is apparent for iterations 2 and 3. The match is very good considering the amount of measurement noise.

In Fig. 7, the time history estimated using the no-noise estimates of Lp and Lg is compared with that using the noisy estimates of Lp and Lg. Because the algorithm converged to values somewhat different from the correct values, the two estimated time histories for their respective values are similar but not identical.

The accuracy of the converged values can be assessed by looking at the Cramér-Rao inequality discussed previously. The Cramér-Rao bound can be obtained from an approximation to the information matrix H, where

\[ H^{-1} = 2\min \left\{ \sum_{i=1}^{N} \left( v_{i}(t_i) \right)^2 \right\}^{-1} \]

The Cramér-Rao bounds for Lp and Lg are the square roots of the diagonal elements of the H⁻¹ matrix, or \( \sqrt{H^{-1}(1,1)} \) and \( \sqrt{H^{-1}(2,2)} \), respectively. The Cramér-Rao bounds are 0.1593 and 1.116 for Lp and Lg, respectively. The differences between Lp and Lp and between Lg and Lg are less than their respective bounds.

Cost Functions

In the previous section we obtained the maximum likelihood estimates for simulated time histories by minimizing the values of the cost functions. To fully understand what occurs in this minimization, we must study in more detail the form of the cost functions and some of their more important characteristics. In this section, the cost function for the no-noise case is discussed briefly. The cost function for the noisy case is then discussed in more detail. The same two time histories studied in the previous section are examined here. The noisy case is more interesting because it has a meaningful Cramér-Rao bound and is more representative of aircraft flight data.

It is important to remember that in this paper everything related to cost functions (Eq. (19)) is based on simulated time histories that are defined by Eq. (17). For every measured time history we might choose (simulated or flight data), a complete cost function is defined. For the case of n variables, the cost function defines a hypersurface of n + 1 dimensions. We could avoid bothering with the minimization algorithm if we could construct this surface and look for the minimum, but this is not a reasonable approach, because the number of variables is generally greater than two. Therefore, the cost function can be described mathematically but not pictured graphically.

One-Dimensional Case. To illustrate the many aspects of cost functions, it is easiest to look first at cost functions having one variable. In an earlier section, the cost function of Lp and Lg was minimized. That cost function is most interesting in the Lp direction. Therefore, the one-variable cost function studied here is J(Lp), with the correct value of \( Lp = 10.0 \). Figure 8 shows the cost function plotted as a function of Lp for the no-noise case. As expected for this case, the minimum cost is zero and occurs at the correct value of \( Lp = 10.0 \). It is apparent that the cost increases much more slowly for a more negative Lp than for a positive Lp. In fact, the slope of the curve tends to become less negative where \( Lp < -1.0 \). Physically this makes sense because the more negative values of Lp represent cases of high damping and the positive Lp represents an unstable system. Therefore, the \( p_i \) for positive Lp becomes increasingly different from the measured time history for small positive increments in Lp. For very large damping (very negative Lp), the system would show essentially no response. Therefore, further large increases in damping result in relatively small changes in the value of J(Lp).

In Fig. 9, the cost function based on the noisy case time history is plotted as a function of Lp. The correct Lp value (-0.2500) and the Lp value (-0.3218) at the minimum of the cost (3.335) are both indicated on the figure. The general shape of the cost function in Fig. 9 is similar to that shown in Fig. 8. Figure 10 compares the cost functions based on the noisy and no-noise cases. The comments relating to the cost function based on the no-noise case also apply to the cost function based on the noisy case. Figure 10 shows clearly that the two cost functions are shaped similarly but shifted in both the Lp and J directions. Only a small difference in the value of the cost would be expected far from the minimum because the "estimated" time history is so far from the simulated measured time history that it becomes irrelevant as to whether the simulated measured time history has noise added. Therefore, for large values of cost, the difference in the two cost functions should be small compared with the total cost.

Figure 11 shows the gradient of J(Lp) plotted as a function of Lp for the noisy case. Finding the zero of this function (or equivalently, the minimum of the cost function) using the Gauss-Newton method was discussed previously. The gradient is zero at Lp = -0.3218, which corresponds to the value of the minimum of J(Lp).

The usefulness of the Cramér-Rao bound was discussed in the Example With Measurement Noise section. It is useful to digress briefly to discuss some of the ramifications of the Cramér-Rao bound for the one-dimensional case. The Cramér-Rao bound has meaning only for the noisy case. In the noisy example, the estimate of Lp is -0.3218, and the Cramér-Rao bound is 0.0579. The calculation of the Cramér-Rao bound was
defined in the previous section for both the one-dimensional and the two-dimensional examples. The Cramér-Rao bound is an estimate of the standard deviation of the estimate. The scatter in the estimates of \( L_p \) should be of about the same magnitude as the estimate of the standard deviation.

For the one-dimensional case discussed here, the range \( L_p = -0.3540 \) plus or minus the Cramér-Rao bound, \( 0.1574 \), nearly includes the correct value \( L_p = -0.2500 \). If noisy cases are generated for many time histories (adding different measurement noise to each time history), then the sample mean and sample standard deviation of the estimates for these cases can be calculated. Table 3 gives the sample mean \( \hat{u} \), sample standard deviation \( o_u \), and the standard deviation of the sample mean, \( o/\sqrt{n} \), for 5, 10, and 20 cases. The sample mean, as expected, gets closer to the correct value of \(-0.2500\) as the number of cases increases. This is also reflected in the table by the decreasing values of \( o/\sqrt{n} \), which are estimates of the error in the sample mean. The sample standard deviations indicate the approximate accuracy of the individual estimates. This standard deviation, which stays more or less constant, is approximately equal to the Cramér-Rao bound for the noisy case being studied here. In fact, the Cramér-Rao bounds of the 20 noisy cases used here (not shown in the table) do not change much from the values found for the particular noisy case being studied. Both of these results are in good agreement with the theoretical characteristics of the Cramér-Rao bounds and maximum likelihood estimators in general.

These examples indicate the value of obtaining more sample time histories (experiments or, in an aircraft example, dynamic maneuvers). Having more samples improves confidence in the estimate of the unknowns. This also holds true in analyzing actual flight time histories (maneuvers); thus, it is always advisable to obtain data from several maneuvers at a given flight condition to improve the best estimate of each derivative.

The magnitudes of the Cramér-Rao bounds and of the error between the correct and estimated values of \( L_p \) are determined largely by the length of the time history and the amount of noise added to the time history. For the case being studied, it is apparent from Fig. 5 that a large amount of noise is added to the time history. The effect of the measurement noise power (Eq. 4) on the estimate of \( L_p \) for the time history is indicated in Table 4. The estimate of \( L_p \) is much improved by decreasing the measurement noise power. A reduction in the value of \( G \) to one-tenth of the value in the noisy case being studied yields an acceptable estimate of \( L_p \). For real data, the measurement noise is reduced by improving the accuracy of the sensor outputs.

Two-Dimensional Case. In this section, the cost function dependent on both \( L_p \) and \( L_6 \) is studied. The no-noise case is examined first, followed by the noisy case.

Even though the cost function is a function of only two unknowns, it is much more difficult to visualize than is the one-dimensional case. The cost function over reasonable ranges of \( L_p \) and \( L_6 \) is shown in Fig. 12. The minimum must lie in the curving valley that gets broader toward the far side of the surface. The cost increases very rapidly in the region of positive \( L_p \) and large values of \( L_6 \). The reason for this rapid increase is just an extension of the argument for positive \( L_p \), given in the previous section. With this picture of the surface, we can look at the isoclines of constant cost on the \( L_p-L_6 \) plane (Fig. 13).

The region of the minimum value of the cost function (Fig. 13), as seen in the earlier example (Table 1), occurs at the correct values \( L_p = -0.2500 \) and \( L_6 = 10.00 \). This is also evident by looking at the cost function surface shown in Fig. 14. The surface has its minimum at the correct value. As expected, the value of the cost function at the minimum is zero.

As in the one-dimensional case, the primary difference between the cost functions for the no-noise and noisy cases is a shift in the cost function. In the one-dimensional case, the cost function for the noisy case was shifted so that the minimum was at a higher cost and a more negative value of \( L_p \). In the two-dimensional case, the cost function exhibits a similar shift in both the \( L_p \) and the \( L_6 \) directions. The shift is small enough that the difference is not visible at the scale shown in Fig. 12. Figure 15 shows the isoclines of constant cost for the noisy case, which look much like the isoclines for the no-noise case shown in Fig. 13; the difference is a shift in \( L_p \) of about 0.1, the difference at the minimum for the no-noise and noisy cases.

Heuristically, one can see that this would hold true for cases with more than two unknowns; the primary difference between the two cost functions is near the minimum.

The next step is to examine the cost function near the minimum. Figure 16 shows the same view of the cost function for the noisy case as shown in Fig. 14 for the no-noise case. The shape is roughly the same as that shown in Fig. 14, but the surface is shifted such that its minimum lies over \( L_p = -0.3540 \) and \( L_6 = 10.24 \), and it is shifted upward to a cost function value of approximately 3.3.

To get a more precise idea of the cost function of the noisy case near the minimum, we must once again examine the isoclines. The isoclines in this region (Fig. 17) are much more like ellipses than those in Figs. 13 and 15. The results from Table 2 are included on Fig. 17, so we can
follow the path of the minimization example used before. The first iteration \((L = 1)\) brought the values of \(L_p\) and \(L_g\) very close to the values at the minimum, and the second essentially arrived at the minimum (viewed at this scale). One of the reasons the convergence is so rapid in this region is that the isoclines are nearly elliptical, dimensionality of the cost function is very nearly quadratic in this region. If we had started the Gauss-Newton algorithm at a point where the iso-
quadratic in this region. If we had started the Gauss-Newton algorithm at a point where the iso-
clines are much less elliptical (as in some of the border regions in Fig. 1b), the convergence would have progressed more slowly initially, but it would have progressed at much the same rate as it entered the nearly quadratic region of the cost function.

Before concluding our examination of the two-dimensional case, we shall examine the Cramér-Rao bound. Figure 18 shows the uncertainty ellipsoid, which is based on the Cramér-Rao bound. (The relationships between the Cramér-Rao bound and the uncertainty ellipsoid are discussed in Ref. 69.) The uncertainty ellipsoid almost encloses the correct values of \(L_p\) and \(L_g\). The Cramér-Rao bound for \(L_p\) and \(L_g\) can be determined from the projection of the uncertainty ellipsoid onto the \(L_p\) and \(L_g\) axes and then compared with the values calculated for the noisy case, which were 0.1593 and 1.116 for \(L_p\) and \(L_g\), respectively. This projection is analogous to the case for \(n\) unknowns, but in that case the projection would be the \(n + 1\) hyperellipsoid’s projection onto a hypersurface.

Estimation Using Flight Data

We have examined the basic mechanics of obtaining maximum likelihood estimates from simulated examples with one or two unknown parameters. To make the transition from theory to practical application, we present results obtained from analysis of actual flight data and discuss how the aircraft parameter estimation results are used to solve real problems. In this case we illustrate the necessity of obtaining estimates of the aircraft coefficients of the differential equations of motion (the stability and control derivatives) to solve important and related problems encountered in flight. However, the aircraft stability and control example is only one of several applications of parameter estimation techniques; useful results can be obtained in many applications where the phenomenology is well understood. For the computationally difficult situation usually encountered with actual flight data, we obtain the maximum likelihood estimates with the Illiff-Maine code (IMME, program) 07. Before studying the specific examples, a brief historical review of some other uses of the estimates is presented.

In the past, the primary reason for estimating stability and control derivatives from flight tests was to make comparisons with wind tunnel estimates. As aircraft became more complex and as flight envelopes were expanded to include flight regimes that were not well understood, new requirements of the derivative estimates evolved. For many years, the flight-determined derivatives were used in simulations to aid in flight planning and in pilot training. The simulations were particularly important in research flight test programs in which an expansion of the envelope into new flight regimes was required. As more was learned about these new flight regimes, the complexity of the aircraft, and particularly their sophisticated flight control systems, increased. The design and refinement of the control system for these complex aircraft required higher fidelity simulations. As a consequence, a more complete knowledge of the flight-determined stability and control derivatives was necessary. Almost all current high-performance aircraft have very complex control systems to compensate for their deficiencies in basic aerodynamic characteristics. Consequently, most flight test programs for these aircraft require a complete flight-determined set of stability and control derivatives, and parameter estimation techniques for estimating stability and control derivatives from flight data have become more sophisticated.

At the Dryden Flight Research Facility of NASA’s Ames Research Center (Ames-Dryden), analysts have been involved in the estimation of stability and control derivatives with maximum likelihood estimators since 1986 and have applied maximum likelihood estimators to nearly 50 different aircraft configurations. Some of the experience gained through these applications is included in the bibliography of Ref. 9. Recent Ames-Dryden applications have concentrated on estimating stability and control derivatives to assist in designing or refining control systems. Three such applications (to be discussed in detail) are the F-14, highly maneuverable aircraft technology (HiMAT), and space shuttle programs. All three of these programs have made extensive use of high-fidelity, pilot-in-the-loop simulations, which are implemented using the best wind tunnel data available. Portions of these flight test programs were defined to obtain data for refining simulator models.

The chosen method of enhancing the simulator model depends on the aircraft involved in the flight test program. The F-14 aircraft flew several flights specifically for defining the stability and control derivatives over a large angle-of-attack range because the necessary control refinement related to the high-angle-of-attack regime. The HiMAT vehicle flew several flights with a positive static margin (stable open-loop system) so that derivatives could be obtained to design a control system for flight at a negative static margin (unstable open-loop system). The space shuttle entered from space on the most conservative trajectory to allow assessment of its characteristics before an envelope expansion was begun.

Once the flight data are obtained and analyzed, the simulator is updated to assist in control system design and further flight planning. Where flight results agree with wind tunnel predictions, confidence in the simulation grows, and envelope expansion proceeds more efficiently.

The coefficients evaluated in this section are contained in the aircraft equations of motion, which are derived and discussed in detail in Ref. 6.
The F-14 aircraft is a twin-engine, high-performance fighter with variable wing sweep (Fig. 19). The Ames-Dryden F-14 program was intended to improve the handling qualities of the airplane at high angles of attack by incorporating several control system techniques. The first part of the program was dedicated to obtaining flight-determined stability and control derivatives for the subsonic envelope of the F-14 aircraft, the complete trimmed angle-of-attack range for Mach number M < 0.9.

In many instances the flight data agreed with the wind tunnel predictions; Fig. 20 (from Ref. 70) shows the comparison of Cm (Cm being the coefficient of yawing moment) as a function of angle of attack a from flight and wind tunnel estimates. Throughout this and following discussions, a subscript to the coefficient denotes partial derivative with respect to the subscripted variable. The symbols denote the estimate, and the vertical bar designates the uncertainty level (Cramèr–Rao bound). The agreement is good, although there is some disagreement at α > 25°; nevertheless, the same trends are seen for both flight and wind tunnel data.

Figure 21 shows the flight-determined Cdp (Cdp being the coefficient of rolling moment) as a function of α for M < 0.55 and for M = 0.9. There was some uncertainty in the accuracy of the wind tunnel predictions of Cdp because the wind tunnel model configuration was different from the flight configuration. The implementation of Cdp at M = 0.9 in the simulation produced a previously unsimulated wing rock characteristic that had been observed in flight. The wing rock had been a troublesome characteristic, and its simulation was important in improving handling qualities through control system modifications. Figure 22 shows the flight-determined values of Cg as a function of M with the results of two different sets of wind tunnel results. There had been some concern about the disagreement between the two sets of wind tunnel results before flight. At low angles of attack, the three sets of estimates are in fair agreement; however, at α > 15°, the flight data lie between the two sets of wind tunnel data.

A last example from the F-14 aircraft shows how the wind tunnel and flight estimates interplay to improve a simulation. After the lateral-directional derivatives were incorporated in the simulation, the resulting simulated lateral-directional motions from a longitudinal-stick snap maneuver were found to be inconsistent with the flight response. Since the F-14 program was primarily a lateral-directional investigation, the longitudinal derivatives in the simulation had not been updated with the flight-determined values. When the flight-determined longitudinal derivatives were included in the simulation, the stick snap response agreed more closely with the flight response. In tracking down the inconsistency, a large discrepancy was discovered between the wind tunnel and flight-determined values of Cma (Cm being the coefficient of pitching moment). This is shown in Fig. 23, where flight-determined Cma is compared with the wind tunnel estimates of Cma for the untrimmed and trimmed conditions. Further investigation showed that the untrimmed values of Cma had been put in the simulation and that the predicted trimmed values of Cma were in excellent agreement with flight estimates.

Examples using Cdp, Cg, and Cma show how flight data, in addition to providing a primary source of estimates, can be used to help interpret wind tunnel data; these data can then be used to improve the simulation at points away from steady-state flight data. Sometimes wind tunnel data are available but have been discounted or overlooked, and flight data can give new credence to these wind tunnel data.

These F-14 flight data improved the simulation over a large part of the envelope. Since the F-14 high-angle-of-attack program also needed to examine responses on a highly transient nature, more tedious and time-consuming fine tuning of the simulation was required for flight at other than near the trimmed conditions. With the resulting simulation, the proposed control system techniques were further refined; the result was a more efficient demonstration in flight.

This exemplifies the value of flight test parameter estimation in improving the handling qualities of an aircraft through control system improvements.

HiMAT Vehicle

The HiMAT vehicle is a remotely piloted research vehicle with advanced close-coupled canards, wing-type winglets, and provisions for variable leading-edge camber. It is made of advanced composite materials to allow for aerelastic tailoring and to minimize weight. It was flown in an unstable configuration because the wing deformation then resulted in a desirable camber shape at high load factor and because the trim drag was reduced.

The HiMAT vehicle (Fig. 24) was designed to fly with a sustained 8-g turn capability at Mach 0.9 at 25,000 ft altitude and to demonstrate flight supersonically to Mach 1.4. To attain the Mach 0.9 condition, it was predicted that the vehicle must be flown in an unstable configuration (10-percent mean aerodynamic chord (MAC) negative static margin). The philosophy for testing the HiMAT vehicle was somewhat different from that for production aircraft: Flight-determined stability and control derivatives were to be relied on to keep the wind tunnel program to a minimum. The original simulation data base contained the wind tunnel data supplemented with some computed characteristics.

The vehicle was flown in a stable configuration to obtain stability and control derivatives with the control feedbacks set to zero. While these data were being gathered, a control
system suitable for unstable flight was being designed, based on wind tunnel tests. Then, with the flight-determined derivatives, the simulator was updated and the control system adjusted for this update so that the unstable vehicle could be flown safely. Stability and control maneuvers were performed at subsonic and supersonic Mach numbers, at angles of attack up to 10°, and at altitudes from 15,000 to 45,000 ft. A complete set of stability and control characteristics was obtained for both the longitudinal and lateral-directional degrees of freedom. Because the values of the HiMAT derivatives are classified, the data are plotted on unlabeled vertical axes; nevertheless, an assessment of predicted and flight-determined derivatives can still be made. All the derivatives, predicted and flight-determined, are corrected to 0-percent MAC. For the flight conditions flown, there were no aerelastic effects noted in the flight data.

Figure 25 shows flight-determined directional dynamic stability $C_{n\text{dyn}}$ as a function of Mach number at $\alpha = 4^\circ$ compared with the rigid and flexible predictions. Flight estimates are about the same as predictions at $M = 0.4$ and 0.9, but they differ significantly in between. In Fig. 26, $C_{n\text{dyn}}$ is plotted as a function of $\alpha$ at $M = 0.9$, showing that the vehicle is slightly unstable in the lateral-directional axes at the lower angles of attack. Considering that these data are plotted for 0-percent MAC, this instability would be considerably greater and over a wider angle-of-attack range if the center of gravity were moved significantly aft (aft movement of the center of gravity makes any vehicle less stable). The derivatives $C_{n\delta y}$ ($Cy$ being the coefficient of side-force) and $C_{n\delta p}$ agreed with predictions; however, $C_{n\rho}$ was twice the predicted value, $C_{n\rho}$ was of opposite sign, and $C_{n\delta}$ was a small fraction of predictions. The rolling moments due to aileron, $C_{n\delta_{\text{DE}}}$, agreed fairly well with the rigid predictions; $C_{n\delta_{a}}$ was 25-percent less than predicted; both $C_{n\delta_{a}}$ and $C_{n\delta_{\text{DE}}}$ showed a positive increment over prediction. The derivative $C_{n\delta_{e}}$ was about twice the predicted value. Since there were so many large differences between the flight-determined derivatives and the minimal wind tunnel set, it was decided to completely reevaluate the lateral-directional control laws used for the unstable configuration using the flight data instead of the wind tunnel data, which were used in the original design. Some reasons for this can be seen in Fig. 27, in which the control derivatives $C_{n\delta_{\text{DE}}}$, $C_{n\delta_{a}}$, and $C_{n\delta_{e}}$ are plotted functions of $\alpha$ at $M = 0.9$. These differences between flight and predicted values meant that the simulator had to be extensively revised.

The HiMAT vehicle program was a technology demonstration program and therefore was required to demonstrate the technology only at specific design points. A technology demonstration is quite different from many programs, such as the F-14 program, because only certain steady-state requirements must be demonstrated. Therefore, all the points (or flight conditions) that needed to be flown were near steady-state points for which flight-demonstrated derivatives already existed. To update the simulator, all the predicted data were disregarded, and only flight-determined stability and control derivatives were used. The knowledge that the aircraft stability and control derivatives exhibited no significant aerelastic effects permitted the reevaluation of the unstable control system, and the design was simplified.

The control laws designed for the unstable configuration were much more complex than the rate-feedback system used for gathering stability and control derivatives. The new control laws were modified by (1) adding a lateral acceleration by feedback to improve closed-loop directional dynamic stability; (2) adding an interconnect between lateral stick and rudder to improve lateral control characteristics; (3) changing the various feedback gains to improve damping characteristics; and (4) locking the aileron surface to eliminate adverse yaw and also to eliminate the possibility of a predicted surface-buzz problem at higher Mach numbers. This design of the lateral-directional control system was the result of an extensive study of possible control systems using both the simulator and the linear analysis techniques. When the new control system was designed, it was implemented on the HiMAT vehicle, and it was flown in a stable configuration. Control surface doublets were input, and the responses were compared with the simulator-derived responses. The comparison was excellent, giving confidence that the unstable vehicle could be tested.

The benefits of flying the unstable vehicle were demonstrated in flight when a 0.4-g improvement in sustained-g capability was realized by changing the center-of-gravity location from the point of neutral stability to 5-percent MAC aft of the neutral point. When the unstable vehicle was flown with a 5-percent MAC negative static margin, a sustained turn of about 7.8 g was achieved. Based on these numbers, the HiMAT vehicle should be able to demonstrate a sustained 8.5-g turn capability with the 10-percent MAC negative static margin (unstable vehicle).

In the case of the HiMAT vehicle, flight test parameter estimation became the sole method of defining the stability and control derivatives. A control system design for the unstable configuration was defined from flight test results. The adequacy of the design was demonstrated on the simulation updated with flight data. The resulting control system enabled the unstable vehicle to be flown.

A recent investigation of determining the aerodynamic coefficients for the highly unstable X-29A vehicle is described in Ref. 69. This investigation sheds new light on parameter estimation of unstable systems, which has widespread application to systems other than those defined by stability and control derivatives.

**Space Shuttle Orbiter**

The space shuttle orbiter is a large double-delta-winged vehicle designed to enter the atmos-
phere and land horizontally. The entry control system consists of 12 vertical reaction control system (RCS) jets (6 up-firing and 6 down-firing) and 8 horizontal RCS jets (4 left-firing and 4 right-firing), 4 elevator surfaces, a body flap, and a split rudder surface (Fig. 28). The vertical jets and the elevons are used for both pitch and roll control. The jets and elevons are used symmetrically for pitch control and asymmetrically for roll control. More information on the configuration and flight plan is given in Ref. 76.

The F-14 and HIMAT examples showed how parameter estimation can be used in an incremental flight test program. In this manner, the space shuttle program could not be approached in this manner, for the vehicle had to demonstrate on the first flight that it could be flown safely over most of its envelope. Further complicating the program, this first flight included. . .

The maneuver was performed manually on STS-2 to reduce the number of significant events. As expected, the frequency of the oscillation was much like the original prediction (Fig. 29); however, as expected, the frequency of the oscillations changed to be more representative of the actual flight frequencies (Fig. 30). The effect on the simulation of changing only Lyj from the preflight data base, and the shuttle pilots practiced the maneuver manually, trying to attain a smaller response within more desirable limits. The maneuver was performed manually on STS-2 to STS-4. Figure 35 shows the manually flown maneue

\[ V = 24,300 \text{ ft/sec} \] and a dynamic pressure

\[ q = 12 \text{ lb/ft}^2. \]

The actual STS-1 maneuver that occurred at this flight condition is shown in Fig. 30, which depicts a more hazardous maneuver than was predicted. At this flight condition the excursions must be kept small. The flight maneuver resulted in twice the angle-of-sideslip & peaks predicted and a somewhat higher roll rate than predicted. Also, there was more yaw-jet firing than was predicted, and the motion was more poorly damped than predicted. It is obvious from comparing the predicted with the actual maneuver (Fig. 31) that the stability and control derivatives were significantly different than predicted. It is fortunate that the control system design philosophy discussed previously had been used for the shuttle. Although the flight maneuver resulted in excursions greater than planned, the control system did manage to damp out the oscillation in less than 1 min. With a less conservative design approach, the resulting entry maneuver could have been a good deal worse.

To assess the problem with the first bank maneuver, the flight-determined stability and control derivatives were compared with the predictions. Of all the derivatives obtained from STS-1, the two important ones that differed most from the predictions at the flight condition being discussed were \(C_{l} \delta_{b} \) and \(C_{m} \delta_{r} \). The maneuver was performed manually on STS-2 to reduce the number of significant events. As expected, the frequency of the oscillation was much like the original prediction (Fig. 29); however, as expected, the frequency of the oscillations changed to be more representative of the actual flight frequencies (Fig. 30). The effect on the simulation of changing only Lyj from the preflight data base, and the shuttle pilots practiced the maneuver manually, trying to attain a smaller response within more desirable limits. The maneuver was performed manually on STS-2 to STS-4. Figure 35 shows the manually flown maneue

\[ V = 24,300 \text{ ft/sec} \] and a dynamic pressure

\[ q = 12 \text{ lb/ft}^2. \]

The actual STS-1 maneuver that occurred at this flight condition is shown in Fig. 30, which depicts a more hazardous maneuver than was predicted. At this flight condition the excursions must be kept small. The flight maneuver resulted in twice the angle-of-sideslip & peaks predicted and a somewhat higher roll rate than predicted. Also, there was more yaw-jet firing than was predicted, and the motion was more poorly damped than predicted. It is obvious from comparing the predicted with the actual maneuver (Fig. 31) that the stability and control derivatives were significantly different than predicted. It is fortunate that the control system design philosophy discussed previously had been used for the shuttle. Although the flight maneuver resulted in excursions greater than planned, the control system did manage to damp out the oscillation in less than 1 min. With a less conservative design approach, the resulting entry maneuver could have been a good deal worse.

To assess the problem with the first bank maneuver, the flight-determined stability and control derivatives were compared with the predictions. Of all the derivatives obtained from STS-1, the two important ones that differed most from the predictions at the flight condition being discussed were \(C_{l} \delta_{b} \) and \(C_{m} \delta_{r} \). The maneuver was performed manually on STS-2 to reduce the number of significant events. As expected, the frequency of the oscillation was much like the original prediction (Fig. 29); however, as expected, the frequency of the oscillations changed to be more representative of the actual flight frequencies (Fig. 30). The effect on the simulation of changing only Lyj from the predictions is shown, with the flight response, in Fig. 34. These two time histories are very close, considering that the other differences between the flight-determined and predicted derivatives have been ignored.

It is apparent that the primary problem with the initial bank maneuver was the poor prediction of Lyj. The control system software is very complex, and it cannot be changed and verified between shuttle missions; therefore, an interim approach was taken to keep this large excursion from occurring on future flights. The flight-determined derivatives were put into the simulation data base, and the shuttle pilots practiced the maneuver manually, trying to attain a smaller response within more desirable limits. The maneuver was performed manually on STS-2 to STS-4. Figure 35 shows the manually flown maneue
ver from STS-2. For this maneuver, roll rate, yaw rate, and sideslip angle were within the desired limits. The maneuver does not look like the original predicted response, because the derivatives and the input were different and the basic control system remained unchanged. Since the response variables were kept low and the inputs were slower and smaller, the flight responses on STS-2 to STS-4 did not show a tendency to oscillate. The software was updated for STS-5, and the resulting automated maneuver is essentially indistinguishable from that shown in Fig. 35. This maneuver has been used on all subsequent shuttle flights.

The application of parameter estimation techniques to the highly complex space shuttle vehicle will continue, and the results of this application have and will significantly affect the control system design, placard modification, and flight procedures in general.

Concluding Remarks

In this paper, the aircraft parameter estimation problem is used as an example of how parameter estimation can be applied in many scientific and engineering fields to assess phenomenology from observations, and a brief survey of the literature is presented. The theory, a simple simulated example, and the application of experimental results to solve real problems are given and explained. The maximum likelihood parameter estimation technique was used in the F-14 program to effect control system changes that improved handling qualities at high angles of attack. The same technique provided the primary source of information for control system refinement on the unstable HMT vehicle. Space shuttle energy-management maneuvers have been redefined based on simulations using flight-determined stability and control estimates. Moreover, parameter estimation techniques are being relied upon for future control system design, placard modification or removal, and flight procedures in general for the space shuttle.

The explanation of parameter estimation techniques and the demonstration of their highly successful application to the aircraft problems are intended to inform and to encourage scientists in other fields to consider these techniques for application to problems where a representative model and high-quality data exist.
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Table 1 Pertinent values as a function of iteration

<table>
<thead>
<tr>
<th>$L$</th>
<th>$L_p(L)$</th>
<th>$L_q(L)$</th>
<th>$\phi(L)$</th>
<th>$\psi(L)$</th>
<th>$J_L$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>-0.5000</td>
<td>15.00</td>
<td>0.9048</td>
<td>2.855</td>
<td>21.21</td>
</tr>
<tr>
<td>1</td>
<td>-0.3000</td>
<td>9.468</td>
<td>0.9417</td>
<td>1.919</td>
<td>0.5191</td>
</tr>
<tr>
<td>2</td>
<td>-0.2475</td>
<td>9.996</td>
<td>0.9517</td>
<td>1.951</td>
<td>5.083 x 10^{-4}</td>
</tr>
<tr>
<td>3</td>
<td>-0.2500</td>
<td>10.00</td>
<td>0.9512</td>
<td>1.951</td>
<td>1.540 x 10^{-5}</td>
</tr>
<tr>
<td>4</td>
<td>-0.2500</td>
<td>10.00</td>
<td>0.9512</td>
<td>1.951</td>
<td>1.060 x 10^{-14}</td>
</tr>
</tbody>
</table>

Table 2 Pertinent values as a function of iteration

<table>
<thead>
<tr>
<th>$L$</th>
<th>$L_p(L)$</th>
<th>$L_q(L)$</th>
<th>$\phi(L)$</th>
<th>$\psi(L)$</th>
<th>$J_L$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>-0.5000</td>
<td>15.00</td>
<td>0.9048</td>
<td>2.855</td>
<td>30.22</td>
</tr>
<tr>
<td>1</td>
<td>-0.3842</td>
<td>10.16</td>
<td>0.9260</td>
<td>1.956</td>
<td>3.497</td>
</tr>
<tr>
<td>2</td>
<td>-0.3518</td>
<td>10.23</td>
<td>0.9321</td>
<td>1.976</td>
<td>3.316</td>
</tr>
<tr>
<td>3</td>
<td>-0.3543</td>
<td>10.25</td>
<td>0.9316</td>
<td>1.978</td>
<td>3.316</td>
</tr>
<tr>
<td>4</td>
<td>-0.3543</td>
<td>10.24</td>
<td>0.9316</td>
<td>1.978</td>
<td>3.316</td>
</tr>
<tr>
<td>5</td>
<td>-0.3542</td>
<td>10.24</td>
<td>0.9316</td>
<td>1.978</td>
<td>3.316</td>
</tr>
</tbody>
</table>

Table 3 Mean and standard deviations for estimates of $L_p$

<table>
<thead>
<tr>
<th>Number of cases, $N$</th>
<th>Sample mean of $L_p$, $\bar{L_p}$</th>
<th>Sample standard deviation of $L_p$, $\sigma(L_p)$</th>
<th>Standard deviation of the sample mean, $\sigma(\bar{L_p})/\sqrt{N}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>-0.2668</td>
<td>0.0739</td>
<td>0.0336</td>
</tr>
<tr>
<td>10</td>
<td>-0.2511</td>
<td>0.0620</td>
<td>0.0196</td>
</tr>
<tr>
<td>20</td>
<td>-0.2452</td>
<td>0.0578</td>
<td>0.0129</td>
</tr>
</tbody>
</table>

Table 4 Estimates of $L_p$ and Cramér-Rao bound as functions of the square root of noise power

<table>
<thead>
<tr>
<th>Square root of noise power, $G$</th>
<th>Estimate of $L_p$</th>
<th>Cramér-Rao bound</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>-0.2500</td>
<td>---</td>
</tr>
<tr>
<td>0.01</td>
<td>-0.2507</td>
<td>0.00054</td>
</tr>
<tr>
<td>0.05</td>
<td>-0.2535</td>
<td>0.00271</td>
</tr>
<tr>
<td>0.10</td>
<td>-0.2570</td>
<td>0.00853</td>
</tr>
<tr>
<td>0.2</td>
<td>-0.2641</td>
<td>0.0109</td>
</tr>
<tr>
<td>0.4</td>
<td>-0.2783</td>
<td>0.0220</td>
</tr>
<tr>
<td>0.8</td>
<td>-0.3071</td>
<td>0.0457</td>
</tr>
<tr>
<td>1.0</td>
<td>-0.3219</td>
<td>0.0579</td>
</tr>
<tr>
<td>2.0</td>
<td>-0.3875</td>
<td>0.1246</td>
</tr>
<tr>
<td>5.0</td>
<td>-0.6519</td>
<td>0.3960</td>
</tr>
<tr>
<td>10.0</td>
<td>-1.195</td>
<td>1.279</td>
</tr>
</tbody>
</table>


Fig. 1 Maximum likelihood estimation concept.

Fig. 2 Simplified aircraft nomenclature.

Fig. 3 Time history with no measurement noise.

Fig. 4 Comparison of simulated measured and estimated data for each of the first three iterations for no-noise case.
Fig. 5 Time history with measurement noise.

Fig. 6 Comparison of simulated measured and estimated data for each iteration for noisy case.

Fig. 7 Comparison of estimated roll rate from no-noise and noisy cases.

Fig. 8 Cost function $J(L_p)$ as a function of $L_p$ for no-noise case.

Fig. 9 Cost function $J(L_p)$ as a function of $L_p$ for noisy case.
Fig. 10 Comparison of the cost functions for no-noise and noisy cases.

Fig. 11 Gradient of $J(l_p)$ as a function of $l_p$ for noisy case.

Fig. 12 Restricted view of cost function surface.

Fig. 13 Isolines of constant cost in $l_p$ and $l_d$ for no-noise case.
Correct values and minimum on the cost function surface for the no-noise case.

Fig. 14: Detailed view of cost function surface for no-noise case.

Correct value and minimum on the cost function surface for the noisy case.

Fig. 15: Detailed view of cost function surface for noisy case.

Fig. 16: Isoclines of constant cost on the cost surface for noisy case.

Fig. 17: Isoclines of constant cost and region near minimum for noisy case.

Fig. 18: Isoclines and uncertainty ellipsoid of the cost function for noisy case.
Fig. 18 F-14 airplane configuration.

Fig. 19 Comparison of flight-derived estimates of roll damping for $M < 0.55$ and $M = 0.90$.

Fig. 20 Comparison of flight-derived estimates of static directional stability with wind tunnel data.

Fig. 21 Summary of flight-derived estimates of roll damping for $M < 0.55$ and $M = 0.90$.

Fig. 22 Comparison of flight-derived estimates of dihedral effect with two sets of wind tunnel data.
Fig. 15 Comparison of flight and wind tunnel estimates for $C_{m_d}$.

Fig. 16 Comparison of flight and predicted estimates for directional dynamic stability at $a = 4^\circ$ as a function of Mach number.

Fig. 26 Comparison of flight and predicted estimates for directional dynamic stability as a function of angle of attack at $M = 0.9$. 

Fig. 24 HiMAT remotely piloted research vehicle baseline configuration.
(a) Differential elevator yawing moment coefficient.

(b) Rudder rolling moment coefficient.

(c) Rudder yawing moment coefficient.

Fig. 27 Comparison of selected control derivatives as functions of angle of attack at \( M = 0.9 \).

Fig. 28 Predicted STS-1 bank maneuver at \( M = 24 \).
Fig. 30 Actual SSTO-1 bank maneuver at $M = 54$.

Fig. 31 Comparison of actual and predicted SSTO-1 bank maneuver.

Fig. 32 Estimates of $L_{yz}$ for the space shuttle.

Fig. 33 Estimates of $L_{yz}$ for the space shuttle.
Fig. 34. Comparison of simulated bank maneuver with L\(\nu\) at a flight-estimated value with the actual STS-I bank maneuver.

Fig. 35. Manual bank maneuver at \(M = 24\) from STS-2.
Abstract

The aircraft parameter estimation problem is used to illustrate the utility of parameter estimation, which applies to many engineering and scientific fields. Maximum likelihood estimation has been used to extract stability and control derivatives from flight data for many years. This paper presents some of the basic concepts of aircraft parameter estimation and briefly surveys the literature in the field. The maximum likelihood estimator is discussed, and the basic concepts of minimization and estimation are examined for a simple simulated aircraft example. The cost functions that are to be minimized during estimation are defined and discussed. Graphic representations of the cost functions are given to illustrate the minimization process. Finally, the basic concepts are generalized, and estimation from flight data is discussed. Some of the major conclusions for the simulated example are also developed for the analysis of flight data from the F-14, highly maneuverable aircraft technology (HIMAT), and space shuttle vehicles.
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