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INTRODUCTION: OPTIMAL PROJECTION/MAXIMUM ENTROPY DESIGN SYNTHESIS

In this presentation we (1) discuss the underlying philosophy and motivation of the optimal projection/maximum entropy (OP/ME) stochastic modelling and reduced order control design methodology for high order systems with parameter uncertainties, (2) review the OP/ME design equations for reduced-order dynamic compensation including the effect of parameter uncertainties, and (3) illustrate the application of the methodology to several Large Space Structure (LSS) problems of representative complexity. The basis for this paper is references [1-25] along with recently obtained results.

The OP/ME approach, as its name suggests, represents the synthesis of two distinct ideas: (1) reduced-order dynamic compensator design for a given high-order plant (i.e., optimal projection design) and (2) minimum-information stochastic modelling of parameter uncertainties (i.e., maximum entropy modelling). Maximum entropy modelling is discussed in [1-13,15] and optimal projection design is studied in [6,10,12,14,16-25].

Before attempting an overview of the OP/ME approach, it is important to discuss the class of problems that motivated this work, namely, control of large flexible space structures. A finite-element model of a large flexible space structure is, generally, an extremely high-order system. For example, a version of the widely studied CSDL Model #2 includes 150 modes and 6 disturbance states, i.e., a total of 306 states, along with 9 sensors and 9 actuators. The size of the model and the coupling between sensors and actuators render classical control-design methods useless and all but confound attempts to use LQG to obtain a controller of manageable order. Indeed, these difficulties were a prime motivation for the optimal projection approach. Besides the high order of these systems, finite element modelling is known to have poor accuracy, particularly for the high-order modes. Reasonable and not overly conservative uncertainty estimates predict 30-50 percent error in modal frequencies after the first 10 modes, with the situation considerably more complex (and pessimistic) for damping estimates. Otherwise-successful control-design methodologies widely promulgated in the aerospace community were severely strained in the face of such difficulties.

As indicated in Figure 1, maximum entropy modelling addresses the robustness problem by permitting direct inclusion of parameter uncertainties in the plant and disturbance models so that quadratically optimal system design plus maximum entropy modelling automatically yield system designs that trade performance off against modelling uncertainties. Furthermore, complexity and cost generally preclude implementation of very high dimension controllers (as in standard LQG techniques). Optimal projection design deals directly and rigorously with the question of system dimension by trading controller order off against performance.
OPTIMAL PROJECTION/MAXIMUM ENTROPY DESIGN SYNTHESIS

- Parameter uncertainties are directly incorporated into the design process
  ⇔ Optimal quantification of robustness/performance tradeoff

- Controller order fixed by implementation constraints
  ⇔ Optimal quantification of order/performance tradeoff

Figure 1
Maximum entropy modelling is a form of stochastic modelling. Although external disturbances are traditionally modelled stochastically as random processes, the use of stochastic theory to model plant parameter uncertainty has seen relatively limited application. All objections to a stochastic parameter uncertainty model are dispelled by invoking the modern information-theoretic interpretation of probability theory. Rather than regarding the probability of an event as the limiting frequency of numerous repetitions (as, e.g., the number of heads in 1,000 coin tosses) we adopt the view that the probability of an event is a quantity which reflects the observer's certainty as to whether a particular event will or will not occur. This quantity is nothing more than a measure of the information (including, e.g., all theoretical analysis and empirical data) available to the observer. In this sense the validity of a stochastic model of a flexible space structure, for example, does not rely upon the existence of a fleet of such objects (substitute "ensemble" for "fleet" in the classical terminology) but rather resides in the interpretation that it expresses the engineer's certainty or uncertainty regarding the values of physical parameters such as stiffness of structural components. This view of probability theory has its roots in Shannon's information theory but was first articulated unambiguously by Jaynes (see [26-29]).

The preeminent problem in modelling the real world is thus the following: given limited (incomplete) a priori data, how can a well-defined (complete) probability model be constructed which is consistent with the available data but which avoids inventing data which does not exist? To this end we invoke Jaynes' Maximum Entropy Principle: First, define a measure of ignorance in terms of the information-theoretic entropy, and then determine the probability distribution which maximizes this measure subject to agreement with the available data. The smallest collection of data for which a well-defined probability model (called the minimum information model) can be constructed is known as the minimum data set.

The reasoning behind this principle is that the probability distribution which maximizes a priori ignorance must be the least presumptive (i.e., least likely to invent data) on the average since the amount of a posteriori learned information (should all uncertainty suddenly disappear) would necessarily be maximized. If, for some probability distribution, the a priori ignorance and hence the a posteriori learning were less than their maximum value then this distribution must be based upon invented and, hence, generally incorrect data. The Maximum Entropy Principle is clearly desirable for control-system design where the introduction of false data is to be assiduously avoided.

It is shown in [1] that the stochastic model induced by the Maximum Entropy Principle of Jaynes is a Stratonovich multiplicative white noise model. The earlier developments considered a relatively restricted class of parameter uncertainties. At present, however, the theory extends to the most general modelling uncertainties encountered in flexible mechanical systems. Moreover, the minimum data set presently used to induce the maximum entropy stochastic model consists of stipulated bounds on the deviations of physical parameters about their nominal values. This description is both convenient and deeply rooted in engineering tradition. As indicated in Figure 2, these parameter bounds are the basic data needed to implement maximum entropy modelling in practice.
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Once significant types of parameter uncertainty have been identified and bounds on parameter variations established, the maximum entropy model can be placed in the general form shown in Figure 3. The set \( \{ A_i, i=1, \ldots, N \} \) of deterministic matrices defines the geometric pattern of the uncertain perturbation, \( \Delta A \), of the dynamics matrix. The norm \( ||A_i|| \) defines the magnitude of uncertainty and is uniquely related to the originally stipulated parameter deviation bound. The stochastic model which follows in consequence of Jayne's Maximum Entropy Principle is a form of Stratonovich white noise. This model is extremely mathematically tractable since the second moment equation for the state can be closed. Moreover, the Stratonovich formulation allows crucial effects of uncertainty to be reproduced.

\[
A = \text{Nominal Dynamics Matrix} \\
A + \Delta A = \text{Actual Dynamics Matrix (But } \Delta A \text{ Is Unknown)}
\]

**WHITE NOISE REPRESENTATION**

\[
\Delta A = \sum_{i=1}^{p} \alpha_i(t)A_i
\]

\( \alpha_i(t) \) = Zero-Mean, Unit-Intensity, Uncorrelated White Noise Processes

\( A_i \) = Uncertainty Pattern

\( ||A_i|| \) = Uncertainty Magnitude

**MULTIPLICATIVE WHITE NOISE MODEL**

\[
\dot{x}(t) = (A + \sum_{i=1}^{p} \alpha_i(t)A_i)x(t)
\]

Figure 3
STOCHASTIC DIFFERENTIAL EQUATIONS AND THE STRATONOVICH CORRECTION

Figure 4 displays the stochastic differential equation (second equation in the figure) arising from the Stratonovich model. To illustrate the crucial features of this model, a brief review of the literature on multiplicative white noise is absolutely essential. The theory of stochastic differential equations was placed on a firm mathematical foundation by Ito [30] and has been widely developed and applied to modeling, estimation and control problems [31-59]. The basic linear multiplicative white noise model is given by the Ito differential equation:

\[ dx_t = (A dt + \sum_{i=1}^{P} d\alpha_{i t} A_i) X_t \]

where the \( d\alpha_{i t} \) are Wiener processes. Although such models were studied extensively for estimator and control design [40-56], this approach fell into disrepute with the publication of [58,59] where it was shown for discrete-time systems that sufficiently high uncertainty levels (i.e., magnitudes \(| A_i |\) above a threshold) led to the nonexistence of a steady state solution. Although it was purported in [58] that this "phenomenon" was an "obvious" consequence of high uncertainty levels, these conclusions failed to take into account (possibly because of the discrete-time setting) the subtle relationship between the ordinary differential equation (the first equation in Figure 4) and the stochastic differential equation. Indeed, it was shown in [31] that if a stochastic differential equation is regarded as the limit of a sequence of ordinary differential equations, then the above Ito equation is not correct. Instead, the ordinary differential equation with multiplicative white noise corresponds to the corrected Ito equation appearing as the second equation in Figure 4. It is seen that this differs from the "naive" equation by a systematic drift term (the Stratonovich correction). Although skepticism regarding this unusual result was admitted to in [31], the form of the second equation in Figure 4 was corroborated completely independently by Stratonovich in [32], whose results actually appeared in the Russian literature prior to 1965. His approach is based upon an alternative definition of stochastic integration which differs from Ito stochastic integration by a mathematical technicality. The Stratonovich approach, it should be noted, has the interesting feature that approximating sums involve future values of a Brownian motion process which, although physically unacceptable in the classical view of probability, is completely consistent with the information-theoretic interpretation.

In spite of the glaring technicality of the Stratonovich correction, almost all research on the estimation and control of such systems failed to perceive its physical significance. To the author's knowledge, the work of Gustafson and Speyer [56] was the only paper prior to the appearance of [1] which demonstrated the crucial feature: The Stratonovich correction neutralizes the threshold uncertainty principle. In particular for systems which are inherently stable under particular parameter variations (e.g., structures with uncertain stiffness matrices), the Stratonovich formulation correctly predicts unconditional second-moment stability - in contrast to the Ito formulation within which a stringent uncertainty threshold is encountered.
STRATONOVICH CORRECTION

Stratonovich, 1966 [31]; Wong and Zakai, 1965 [32]

Ordinary Differential Equation: \[ \dot{x}(t) = (A + \sum_{i=1}^{p} \alpha_i(t) A_i)x(t) \]

Itô Stochastic Differential Equation: \[ dx_t = (A_s dt + \sum_{i=1}^{p} d\alpha_i A_i)x_t \]

\[ A_s = A + \frac{1}{2} \sum_{i=1}^{p} A_i^2 \]

\[ \text{correction} \]

Figure 4
MAXIMUM ENTROPY MODIFICATION OF THE STATE CONVARIANCE EQUATION

Note that when undertaking quadratic optimization within the maximum entropy model, one minimizes the mathematical expectation of the usual quadratic performance penalty taken over the maximum entropy statistics. Thus the feature of the stochastic model most utilized in practice is the second moment equation for the system state. The form of this equation that results from the Stratonovich white noise model is given explicitly in Figure 5. The "stochastic modification" term given by the bottom expression in Figure 5 distinguishes this stochastic Lyapunov equation from the ordinary Lyapunov equation that would result from a deterministically parametered model.

The importance of the stochastic modification term cannot be underrated. In particular, for most types of parameter uncertainty encountered in structural systems, the Stratonovich corrections in $M[Q]$ imply progressive decorrelation between pairs of dynamical states. This informational or statistical damping phenomenon is a direct result of parameter uncertainties that is captured by the multiplicative white noise model. The Stratonovich correction, moreover, is crucial: By neutralizing the threshold uncertainty principle, it permits the consideration of long-term effects for arbitrary uncertainty levels.

\[
\dot{Q}(t) = A_s Q(t) + Q(t)A^T_s + \sum_{i=1}^{P} A_i Q(t)A^T_i + V
\]

\[
Q(t) = E[x(t)x(t)^T] \quad \text{(The quantity of interest in quadratic optimization)}
\]

\[
E = \text{Average over parameter uncertainties and disturbances}
\]

\[
A_s = A + \frac{1}{2} \sum_{i=1}^{P} A_i^2
\]

\[
V = \text{Disturbance Intensity}
\]

STOCHASTIC MODIFICATION

\[
M[Q] = \frac{1}{2} \left( \sum_{i=1}^{P} A_i^2 Q + Q \sum_{i=1}^{P} A_i^2 \right) + \sum_{i=1}^{P} A_i QA^T_i
\]

Figure 5
The far-reaching ramifications of the foregoing observations are explored extensively in [1-10]. As an example, assume (as is usually the case in practice) that uncertainties in modal frequency obtained from a finite-element analysis of a large flexible space structure increase with mode number. From the form of $M(Q(t))$ it is easy to deduce that the steady state covariance becomes increasingly diagonally dominant with increasing frequency and thus assumes the qualitative form given in Figure 6. The benefits of this sparse form are important: The computational effort required to determine the steady state covariance (and thus to design a closed-loop controller, for example) is directly proportional to the amount of information reposed in the model or, equivalently, inversely proportional to the level of modelled parameter uncertainty. This casts new light on the computational design burden vis-a-vis the modelling question: The computational burden depends only upon the information actually available. A simple control-design exercise involving full-state feedback for a simply supported beam presented in [4] illustrates this point. The gains for the higher-order modes of the beam, whose frequency uncertainties increase linearly with frequency, were obtained with modest computational effort in spite of 100 structural modes included in the model. Another important ramification of the qualitative form of $Q$ is the automatic generation of a high/low-authority control law. Note that for the higher order and hence highly uncertain modes the control gains reported in [3,4] indicated an inherently stable, low performance rate-feedback control law, whereas for the lowest order modes the control law is high authority, i.e., "LQ" in character.

**EFFECT OF FREQUENCY UNCERTAINTIES ON THE QUALITATIVE STRUCTURE OF THE STEADY-STATE COVARIANCE $Q = \lim_{t \to \infty} E[x(t)x(t)^T]$**

![Figure 6](image-url)
PERFORMANCE ROBUSTNESS

Figure 7 illustrates the basic concept of robustness with respect to performance that is so essential to adequate LSS control design. The curves shown sketch the variation of closed-loop performance (e.g., line-of-sight error) for particular control designs when system parameters deviate from their nominal values. As illustrated in one example below, standard LQG design provides a sharp minimum at the nominal parameter values but can be extremely sensitive to off-nominal variations. On the other hand, since the maximum entropy formulation includes the deleterious effects of uncertainty within the basic design model, it provides the mechanism to assure satisfaction of performance objectives not only for the nominal model but also over the likely range of parameter deviations. Note that the price paid for this is a degradation of performance (relative to a deterministic model, LQG design) whenever the system parameters happen to be near their nominal values. However, this tradeoff between nominal performance and robustness is widely recognized as an inescapable fact of life. The prime motivation for the maximum entropy development is to achieve a design methodology which sacrifices as little near-nominal performance as possible while securing performance insensitivity over the likely range of modelling errors.

Figure 7
DEVELOPMENT OF THE OP/ME SYNTHESIS

At this point, we consider the optimal projection approach and its amalgamation with maximum entropy modelling. Figure 8 illustrates that the overall development proceeded along two distinct paths, starting from standard LQG theory. One path of development (the right branch) retained the LQG assumption that the dynamic controller to be designed is of the same dimension as the plant but extended the theory by including the effects of parameter uncertainty via stochastic modelling. The optimality conditions for full-order dynamic compensation under a maximum entropy model are the principal design results and consist of two modified Riccati equations coupled to two Lyapunov equations by the stochastic modification terms. These equations were presented in [5,15] and were also independently discovered by a Soviet researcher [57].

The second path of development from LQG retained the assumption of a deterministically parametered model but removed the restriction to full-order compensation - i.e., a quadratically optimal but fixed-order compensator is sought for a higher order plant in order to simplify implementation. This led to the optimal projection approach to fixed-order compensation.

The optimal projection approach is based entirely on a theorem which characterizes the quadratically optimal reduced-order dynamic compensator. Assuming a purely dynamic linear system structure for the desired compensator whose order is determined by implementation constraints (e.g., reliability, complexity or computing capability), a parameter optimization approach is taken. There is, of course, nothing novel about this approach per se and it has been widely studied in the control literature [60-73]. Clearly, the parameter optimization approach fell into disrepute because of the extreme complexity of the grossly unwieldy first-order necessary conditions which afforded little insight and engendered brute force gradient search techniques. The crucial discovery occurred in [6] where it was revealed that the necessary condition for the dynamic-compensation problem gives rise to the definition of an optimal projection as a rigorous, unassailable consequence of quadratic optimality without recourse to ad hoc methods as in [74-83]. Exploitation of this projection leads to immense simplification of the "primitive" form of the necessary conditions for this problem. The novel equations consist of two modified Riccati equations and two modified Lyapunov equations (analogous to the four optimality conditions for full-order compensation under maximum entropy models) coupled, in this instance, by a projection of rank equal to the desired controller dimension. This "optimal projection" essentially characterizes the geometric structure of a reduced-order plant model employed internally by the compensator.
OPTIMAL PROJECTION/MAXIMUM ENTROPY APPROACH TO LOW-ORDER, ROBUST CONTROLLER DESIGN

Figure 8
Before describing the synthesis of the optimal projection (OP) and maximum entropy (ME) approaches, we sketch the relationship between optimal projection and previously proposed techniques for reduced-order compensator design. The general relationships among general categories of approaches are illustrated in Figure 9.

The basic premise is that the plant to be controlled is distributed parameter in character (as are structural systems). The usual engineering approach (the right branch in Figure 9) is to replace the distributed parameter system with a high-order finite-dimensional model. However, fundamental difficulties remain since application of LQG leads to a controller whose order is identical to that of the high-order approximate model. Attempts to remedy this problem usually rely upon some method of open-loop model reduction followed by LQG design or LQG design followed by closed-loop controller reduction (see, e.g., [74-83]). Most of these techniques are ad hoc in nature, however, and hence guarantees of optimality and stability are lacking.

A more direct approach that avoids both model and controller reduction is to fix the controller structure and optimize the performance criterion with respect to the controller parameters. This is the optimal projection formulation. As noted above, the new forms of optimality conditions discovered in [6] harbor the definition of an oblique projection (i.e., idempotent matrix) which is a consequence of optimality and not the result of an ad hoc assumption. By exploiting the presence of this "optimal projection," the originally very complex stationary conditions can be transformed without loss of generality into much simpler and more tractable forms. The resulting equations (see (2.10)-(2.17) of [22]) preserve the simple form of LQG relations for the gains in terms of covariance and cost matrices which, in turn, are determined by a coupled system of two modified Riccati equations and two modified Lyapunov equations. This coupling, by means of the optimal projection, represents a graphic portrayal of the demise of the classical separation principle for the reduced-order controller case. When, as a special case, the order of the compensator is required to be equal to the order of the plant, the modified Riccati equations immediately reduce to the standard LQG Riccati equations and the modified Lyapunov equations express the proviso that the compensator be minimal, i.e., controllable and observable. Since the LQG Riccati equations as such are nothing more than the necessary conditions for full-order compensation, the "optimal projection equations" appear to provide a clear and simple generalization of standard LQG theory.

On the other hand (see the left branch of Figure 9), the approach taken by the mathematical community accepts the distributed parameter model, extends LQG results to obtain a controller of similarly infinite dimensional nature and then resorts to discretization and truncation to achieve a suitably low-order (and finite dimensional) controller for implementation. However, the finite-dimensional approximation schemes that have been applied to optimal infinite-dimensional control laws [84-87] only guarantee optimality in the limit, i.e., as the order of the approximating controller increases without bound. Hence, there is no guarantee that a particular approximate (i.e., discretized) controller is actually optimal over the class of approximate controllers of a given order which may be dictated by implementation constraints. Moreover, even if an optimal approximate finite-dimensional controller could be obtained, it would almost certainly be suboptimal in the class of all controllers of the given order.
It should be mentioned that notable exceptions to the above-mentioned work on distributed parameter controllers are the contributions of Johnson [88] and Pearson [89,90] who suggest fixing the order of the finite-dimensional compensator while retaining the distributed parameter model. Progress in this direction, however, was impeded not only by the intractability of the optimality conditions that were available for the finite-dimensional problem, but also by the lack of a suitable generalization of these conditions to the infinite-dimensional case. Recent results [18,21,23] made significant progress in filling these gaps by deriving explicit optimality conditions which directly characterize the optimal finite-dimensional fixed-order dynamic compensator for an infinite-dimensional system and which are exactly analogous to the highly simplified optimal projection equations obtained in [6,12,14,16,22] for the finite-dimensional case. Specifically, instead of a system of four matrix equations we obtain a system of four operator equations whose solutions characterize the optimal finite-dimensional fixed-order dynamic compensator. Moreover, the optimal projection now becomes a bounded idempotent Hilbert-space operator whose rank is precisely equal to the order of the compensator.

As Figure 9 suggests, this represents the most direct approach yet taken to designing low-order controllers for infinite-dimensional systems. Computational techniques for solution of the operator equations remain the object of research, but success in the finite-dimensional case leads to confidence that existing solution techniques can be appropriately generalized.
Now we explicitly present the combined OP/ME design equations. First, Figure 10 gives the problem statement. The high-order, uncertain plant has state $X \in \mathbb{R}^N$ where $N$ is finite. As indicated using previous notation, uncertainties in the dynamics matrix, $A$, the control input matrix, $B$, and the sensor output matrix, $C$, are all modelled via the maximum entropy approach. Furthermore, the general formulation allows cross-correlation between the disturbance noise, $w_1$, and the observation noise, $w_2$.

The object is to design a lower order dynamic controller with state $X_c \in \mathbb{R}^{N_c}$ where $N_c < N$ by choosing the controller matrices $A_c$, $B_c$ and $C_c$ so as to minimize the indicated quadratic performance criterion. Note that the possibility of cross terms $(R_{12} \neq 0)$ in the performance index is accounted for in this formulation.

**Technical Assumption:** $B_i \neq 0 \Rightarrow C_i = 0$
MAIN THEOREM OF OP/ME: OPTIMAL COMPENSATOR GAINS

With the foregoing problem statement, the quadratically optimal gains are given by the first three expressions in Figure 11. These relationships are basically LQG in character - the major modification being brought about by the appearance of the matrices $\Gamma \in \mathbb{R}_C^{N \times N}$ and $G \in \mathbb{R}_C^{N \times N}$. A particular factorization of the optimal projection $\tau$, i.e., $\Gamma \Gamma^T = I_{N_C}$, is represented by $\Gamma$ and $G$ so that $\tau = G^T \Gamma$ is idempotent. Note that any rank $N_C$ projection can be factored in this way and, for given $\tau$, any and all such factorizations yield the same closed-loop performance (see [22]).

Determination of $A_C$, $B_C$ and $C_C$ requires that we first solve the basic design equations (shown in Figure 12) for the quantities $Q$, $P$, and $\hat{Q}$, $\hat{P}$ and $\tau$. The notational conventions given on the lower half of Figure 11 serve to define these design equations precisely.

CONTROL GAINS (Functions of $Q$, $P$, $\hat{Q}$, $\hat{P}$)

\[
A_C = \Gamma (A_s - B_s P_{2s}^{-1} P_{2s} Q_{2s} V_{2s}^{-1} C_s) G^T
\]
\[
B_C = \Gamma Q_{2s} V_{2s}^{-1}
\]
\[
C_C = -R_{2s}^{-1} P_{2s} G^T
\]

NOTATION

\[
Q \hat{P} = G^T M \Gamma, \quad \hat{\Gamma} G^T = I_{N_C} \quad (\Leftrightarrow \tau = G^T \Gamma = \tau^2)
\]
\[
A \hat{Q} A^T = \sum_{i=1}^{p} A_i \hat{Q} A_i^T, \quad A \hat{Q} B = \sum_{i=1}^{p} A_i \hat{Q} B_i, \text{ etc.}
\]
\[
A_s = A + \frac{1}{2} A^2 \quad B_s = B + \frac{1}{2} A B \quad C_s = C + \frac{1}{2} C A
\]
\[
R_{2s} = R_2 + B^T (P+\hat{P}) B \quad V_{2s} = V_2 + C (Q+\hat{Q}) C^T
\]
\[
Q_s = Q C_s^T + V_{12} + A (Q+\hat{Q}) C^T \quad P_s = B^T P_s + R_{12}^T + B^T (P+\hat{P}) A
\]

Figure 11
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Finally, Figure 12 shows the fundamental OP/ME design equations for determination of $P$, $Q$, $\hat{P}$, $\hat{Q}$ and $\tau$. The nonnegative-definite matrices $P$ and $Q$ are analogous to the regulator and observer cost matrices of LQG and are determined by two modified Riccati equations. The two modified Lyapunov equations satisfied by matrices $\hat{Q}$ and $\hat{P}$ are analogous to the Lyapunov equations determining controllability and observability Grammians that are employed by many of the current, suboptimal, controller-order reduction schemes. Note that the optimal projection, $\tau$, is given explicitly in terms of the group generalized inverse of the product $\hat{Q} \hat{P}$. Thus, the nonnegative-definite matrices $\hat{Q}$ and $\hat{P}$ largely serve to determine $\tau$.

In contrast to LQG, all four equations are coupled both by the optimal projection and by the stochastic modification terms – indicating that the classical separation principle generally breaks down under restrictions on controller dimension and/or under the impact of parameter uncertainties.

The four equations in Figure 12 summarize a generalized LQG-type approach wherein robust controllers of low dimension follow as a direct consequence of the optimality criterion and a priori uncertainty levels. Moreover, the computational task is well-defined: solve a system of two Riccati and two Lyapunov equations coupled by the optimal projection and stochastic effects. A variety of computational procedures are presented in [1, 4, 14-15, 17, 19] and these are currently included in an automated design software package. We illustrate this automated design capability in the example problems that follow.

**SOLVE FOR NONNEGATIVE-DEFINITE $Q$, $P$, $\hat{Q}$, $\hat{P}$**

0 = $A_s Q + QA_s^T + V_1 + (A_s R_2 s^{-1} f_s) \hat{Q} (A_s R_2 s^{-1} f_s)^T - V_2 s^{-1} T^T + V_2 s^{-1} T T^T$

0 = $A_s \hat{P} + PA_s + T \hat{P} \hat{Q} + T s^{-1} V_2 s^{-1} T \hat{P} \hat{Q} + T s^{-1} V_2 s^{-1} T^T + V_2 s^{-1} T T^T$

0 = $(A_s - B_s R_2 s^{-1} f_s) \hat{Q} + \hat{Q} (A_s - B_s R_2 s^{-1} f_s)^T + T s^{-1} V_2 s^{-1} T^T + V_2 s^{-1} T T^T$

0 = $(A_s - B_s R_2 s^{-1} f_s) \hat{P} + \hat{P} (A_s - B_s R_2 s^{-1} f_s)^T + T s^{-1} V_2 s^{-1} T^T + V_2 s^{-1} T T^T$

\[ \text{RANK } \hat{Q} = \text{RANK } \hat{P} = \text{RANK } \hat{Q} \hat{P} = n_c \]

\[ \tau = \hat{Q} \hat{P} \hat{Q} \# \quad \tau = I_n - \tau \]

# $\Rightarrow$ GROUP GENERALIZED INVERSE

Figure 12
EXAMPLE 1: CSDL MODEL #2

The first two examples considered here illustrate application of the optimal projection approach without inclusion of parameter uncertainty effects. The third and final example serves to illustrate the combined OP/ME design capability.

The first case was treated in [17] and is depicted in Figure 13. Specifically, it is a version of the CSDL, ACOSS Model 2 previously considered in [91]. The steady state performance index has the form

\[ J = E \left[ x^T R_1 x \right] + RE \left[ U^T U \right] \]

where \( R_1 \) represents the state penalties on mean square line-of-sight errors and defocus and \( R \) is a positive scalar. Clearly, controller authority and bandwidth are both inversely proportional to \( R \).

This example was used to compare both theoretically and numerically the optimal projection approach with a variety of suboptimal controller-order reduction methods. The theoretical comparison shows that all current suboptimal techniques essentially define a (suboptimal) projection characterizing the reduced-order compensator. In contrast, the optimal projection design equations define the needed projection by rigorous application of optimality principles. Moreover, all the approaches considered in [7] can be displayed in a common notation, and this graphically reveals the suboptimal design equations as special cases of or approximations to the optimal projection equations.

REFERENCE: [91]
Now for the numerical comparisons. As is standard in the application of quadratic optimization, one characterizes each design for a fixed compensator order by plotting the "regulation cost" ($E[X^T R_1 X]$) as a function of the "control cost" ($E[U^T U]$). Results for these tradeoff curves are shown in Figure 14. The very bottom-most curve represents the full-order, LQG design. Since this is the best obtainable when there is no restriction on compensator order, the problem is obtaining a lower order design whose tradeoff curve is as close to the LQG results as possible.

The thin black lines in Figure 14 show the $N_C = 10$, 6, and 4 designs obtained via Component Cost Analysis [83], where $N_C$ denotes the compensator dimension. This appears to be the most successful suboptimal method applied to the example problem considered here. Note that the 10th and 6th order compensator designs are quite good, but when compensator order is sufficiently low ($N_C = 4$) and controller bandwidth sufficiently large ($R < 5.0$), the method fails to yield stable designs. This difficulty is characteristic of all suboptimal techniques surveyed, and, in fairness, it should be noted that most other suboptimal design methods fail to give stable designs for compensator orders below 10.

In contrast, the width of the grey line in Figure 14 encompasses all the optimal projection results for compensators of orders 10, 6, and 4.
OPTIMAL PROJECTION RESULTS FOR PERFORMANCE/COMPLEXITY TRADEOFF

To provide a more detailed picture of the optimal projection results, Figure 15 shows the percent of total performance increase relative to the full-order, LQG designs as a function of 1/R (proportional to controller bandwidth and to actuator force levels) for the various compensator orders considered.

Even for the 4th order design, the optimal projection performance is only ~5 percent higher than the optimal full-order design. Furthermore, the performance index for the optimal projection designs increases monotonically with decreasing controller order - as it should. Such is not the case for suboptimal design methods.

These results reinforce our belief that the optimal projection approach is a powerful and highly reliable alternative to current reduced-order control design methods.

Figure 15
EXAMPLE 2: 15-M HOOP/COLUMN ANTENNA CONTROLS/DYNAMICS EXPERIMENT CONCEPT

The second example of the application of optimal projection involves significant interplay among controller design, experiment design, and control hardware selection.

To further the technology development goals of the planned Large Space Antenna Flight Experiment, Harris GASD has undertaken a preliminary study for design of a ground-based controls and dynamics experiment involving the 15-M Hoop/Column Antenna. This structure is a deployable mesh reflector design for space communications applications.

In designing the experimental apparatus, it was our goal to establish performance requirements, disturbance spectra, etc., to emulate (not simulate a flight test) the generic pathologies of large space systems. Care was also taken in selecting control hardware and software in such a way as to provide a good test-bed for a variety of system identification and control design approaches.

The basic experimental configuration motivated by the above considerations is depicted in Figure 16. As shown, the entire spacecraft is suspended by a cable secured to the ceiling of a radome. The point of attachment to the structure is inside the primary column segment approximately 1.5 inches above the center of mass. The resulting gravity moment arm provides some slight restoring stiffness and prevents the cable from resting against the column. Absence of an RF feed (replaced by equivalent weights) permits the suspending cable to run clear through the aperture of the upper column segment, thereby permitting approximately 5° of rotational motion along both horizontal axes.

Steady-state random disturbances are to be supplied by two-axis torquers located within the spacecraft bus. The selected location provides significant disturbability to the first hundred modes and a high degree of disturbance to ~50 modes.

**15-METER H/C MODEL CABLE SUSPENDED CONFIGURATION FOR GROUND TESTING**

![Diagram of 15-Meter H/C Model Cable Suspended Configuration for Ground Testing](image)
DISTRIBUTION OF MODAL FREQUENCIES FOR 15M CONTROLS/DYNAMICS EXPERIMENT CONCEPT

Detailed finite element analyses of this cable-suspended configuration have been carried out, and the overall distribution of modal frequencies can be summarized as in Figure 17. The figure shows the "mode-count" versus frequency; i.e., \( N(\omega) \) denotes the number of modes below a given frequency, \( \omega \). As indicated, there is a collection of "quasi-rigid-body" nodes at low frequencies. Each of these modes involves a compound pendulum motion on the cable with the spacecraft undergoing essentially rigid-body rotations and translations. The quasi-rigid-body modes provide a rather accurate simulation of rigid body degrees of freedom. At \( \sim 7.5 \) Hz and above, there emerge the overall beam bending or "spacecraft" modes involving bending of the supporting hoop and central column. Finally, the rapid increase in mode count above \( \sim 11 \) Hz is accounted for by the very closely spaced "antenna surface" modes — involving motion primarily of the mesh surface and its underlying tensioning and control cords.

\[
N(\omega) \triangleq \text{NUMBER OF MODAL FREQUENCIES BELOW } \omega
\]

15-M MODEL GROUND TEST CONFIGURATION
MODE-COUNT VERSUS FREQUENCY

Figure 17
15-M EXPERIMENT - INSTRUMENTATION CONCEPT AND DESIGN RESULTS

Because there is a wide dispersion of disturbability for the selected disturbance source, it is possible to deliberately shape the disturbance spectrum to provide significant excitation of a desired number of modes. The selected spectrum is broad band with a half-power band limit of 15 Hz. As is evident from Figure 17, the 15 Hz bandwidth easily covers more than 100 modes.

Of course, significant disturbance on a large number of modes does not alone suffice to create a challenging control problem - selection and scaling of performance criteria are also necessary tasks in the experiment design. Refs. [92, 93] give details on the selected quadratic performance index. Basically, the state penalty consists of three main terms which impose performance penalties on (1) pointing errors, (2) misalignment and defocus errors, and (3) antenna surface shape errors.

With the control objectives thus defined, the control design and actuator/sensor selection methodologies were exercised iteratively to obtain a set of applicable, low-cost devices. The resulting instrumentation plan is depicted in Figure 18 a and detailed in [93].

Design results including dynamics models for the full complement of control hardware devices indicated in Figure 18 a are reported in [93]. For simplicity, we consider results on a subproblem involving only elastic mode vibration control using four jackscrew positioner devices and four strain gauges mounted on the control cords.

Despite a large number of modes included in the design model, optimal projection designs were successfully obtained and the effect of decreasing the control input penalty (progressively increasing the control authority) on closed-loop system poles is indicated in Figure 18 b. It is seen that while high order modes remain stable, significant increases in damping can be achieved for lower order modes within the limitations (force/bandwidth) of the actuators and sensors.
OVERALL EXPERIMENT HARDWARE CONCEPT

NOTE: COULD ALSO USE A TV PHOTOGRAMMETRIC SYSTEM TO MEASURE POSITION OF GROUND TARGETS.

Figure 18 a

Figure 18 b
15-M EXPERIMENT: PERFORMANCE/COMPLEXITY TRADEOFF RESULTS

For the problem considered above, Figure 19 summarizes the tradeoffs of performance versus controller complexity (compensator dimension) and control authority (control input weighting in the performance index). Generally, it is seen that compensators of dimension > 10 yield negligible improvement in performance. This conclusion holds for the general problem including all hardware devices and rigid body modes. Thus, memory and throughput requirements for the processor needed to implement the control algorithm were sized on the assumption that $N_c \leq 10$. These estimates were then used to arrive at the processor selection indicated in Figure 18.a. Specifically, the control algorithm would be implemented on the HP 9836A Desktop Computer. This is a Motorola MC68000 microprocessor-based (16-bit) machine. Also, the HP-6942A Multiprogrammer can be utilized to perform all a/d and d/a conversions as well as data handling. An external CPU is included to assist in data handling and route data to off-line storage. After completion of a given experimental sequence, stored data can be analyzed, parameter identification tests can be performed and results can be correlated with analytical predictions.

![Figure 19](image_url)

**Figure 19**

- **Open Loop Cost**: $8.24 \times 10^{-6}$
- **4 Jack-Screws**
- **4 Strain Gauges**
- **Control Weight**: $5.88 \times 10^3$
- **Control Weight**: $5.88 \times 10^2$
- **Control Weight**: $5.88 \times 10^1$

**Diagram Description**: The graph shows the system cost versus the number of compensator states for different control weights. The y-axis represents the system cost in $10^{-5}$ units, and the x-axis represents the number of compensator states ranging from 0 to 20.
Our third and last example is used primarily to illustrate application of the maximum entropy design-for-uncertainty approach. Harris GASD has just completed a NASA LaRC supported study on the Spacecraft Control Laboratory Experiment (SCOLE) configuration shown in Figure 20. This is the subject of the NASA/IEEE Design Challenge described in [94]. Since the study is specifically aimed at exploring the maximum entropy approach, its scope is restricted in other areas. Specifically, we consider the steady state pointing problem using linear, continuous-time models of all subsystems.

A high order finite element model was constructed for SCOLE, treating the Shuttle and reflectors as rigid bodies and the connecting mast as a classical beam with torsional stiffness. This model includes the Shuttle products-of-inertia and the offset between reflector center-of-mass and its attachment point on the mast. The quadratic performance penalty on the system state is simply the total mean square line of sight error (as defined in [94]). Full details of our model and design results are given in [95].
As part of the SCOLE study, we considered a system model including the first eight modes and (1) performed LQG studies to select the control authority and establish a baseline and (2) designed full-order (16 state) compensators with a maximum entropy model of modal frequency uncertainties. The maximum entropy model assumed that all elastic mode frequencies were subjected to independent variations (due to modelling error) of $+\sigma$ to $-\sigma$ relative to their nominal values. Thus the positive number $\sigma$ denotes the overall fractional uncertainty.

Although robust stability is obtained under these independent and simultaneous variations, the robustness properties of specific designs are simply illustrated here by looking at the variation of performance and closed-loop poles when all modal frequencies are varied by the same fractional change from the nominal values. In other words, we interconnect a given controller design (be it LQG or maximum entropy) with a perturbed plant model wherein all modal frequencies are changed by $\delta \times$ (nominal values) and evaluate the closed-loop performance and pole locations. This is repeated for a range of values of $\delta$.

Figure 21 a shows how the pole locations for an LQG design wander under a $+5\%$ variation of the modal frequencies. It is seen that two of the pole pairs are particularly sensitive and are nearly driven unstable by only this $+5\%$ variation. This happens because the associated structural modes contribute little to performance and the LQG design attempts a "cheap control" (small regulator and observer gains) by placing compensator poles very close to the open-loop plant poles. For nominal values, this scheme achieves significant shifts of open-loop poles with very small gains, but it is highly sensitive to off-nominal perturbations.

Figure 21 b shows closed-loop poles for the same conditions except that a maximum entropy compensator design with $\sigma = 0.1$ (10% variation modelled) was utilized. In contrast with Figure 21 a, the maximum entropy design makes the compensator poles "stand-off" deeper in the left half plane. (This is a direct consequence of the Stratonovich correction.) Consequently, the strong and sensitive interactions noted above are entirely eliminated. The poles associated with higher-order structural modes are seen to vary only along the imaginary axis and are not destabilized.
Figure 21 a

Figure 21 b
Figure 22 illustrates how the total performance index for given controller designs varies as the structural mode frequencies are perturbed relative to their nominal values. The LQG design (which is simply a maximum entropy design for $\sigma = 0$) becomes unstable for $> 7\%$ and $<-14\%$ variations. In contrast and even with a modest $10\%$ level of modelled uncertainty, the maximum entropy designs completely eliminate the sensitivity. Note that within the parameter range for which LQG is stable, the $\sigma = 0.1$ maximum entropy design experiences only a $-12\text{-}15\%$ degradation. Of course, over the regions for which LQG is unstable, the maximum entropy designs are qualitatively superior.

These results serve to illustrate a general fact: By incorporating parameter uncertainty as an intrinsic facet of the basic design model, the maximum entropy formulation is able to secure high levels of robustness with little degradation of nominal performance.

### ROBUSTNESS STUDY

![Figure 22](image-url)
Finally, the combined OP/ME design capability was exercised, taking the 16-state maximum entropy compensator design with $\sigma = 0.10$ frequency uncertainty level as the starting point. Reduced order compensator designs were constructed for compensators of order 14, 12, 10, 8, 6 and 5. Figure 23 shows the tradeoff between performance (total, closed-loop performance index evaluated for nominal values of modal frequencies) and controller dimension. The Figure clearly shows that performance degradation for compensator orders above 6 is negligible. The 6th order controller sacrifices only 3% of the performance of the full-order (16 state) controller. This would seem to be acceptable in view of the better than sixfold decrease in implementation costs (e.g., flops required in matrix multiplication) which results from order reduction.

In conclusion, these results, together with much additional material included in [95], demonstrate automated solution of the full OP/ME design equations (shown in Figure 12) and illustrate the performance and implementation benefits to be expected under this unified approach.
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