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Abstract 

The vortical evolution of mixing layers subject to various types of forcing is nu- 
merically simulated using psuedospectral methods. The effect of harmonic forcing and 
random noise in the initial conditions is examined with some results compared to exper- 
imental data. Spanwise forcing is found to enhance streamwise vorticity in a nonlinear 
process leading to a slow, secondary growth of the shear layer. The effect of forcing 
on a chemical reaction is favorably compared with experimental data at low Reynolds 
numbers. Combining harmonic and subharmonic forcing is shown to both augment 
and later destroy streamwise vorticity. 

Nomenclature 

YO =radial location where U = (U-m + U+,) /2  
X = forcing wavelength 
&.go = radial distance where the flow reaches 90 percent of Urn 

Introduction 

Direct numerical simulations of turbulent flows are increasingly being used to ex- 
tract turbulent flow physics ( e.g., refs. 1 and 2). This technique has distinct advantages 
over laboratory experiments. First, numerical simulations can unambigiously perform 
experiments where the effect of changing one single parameter can be individually 
studied in detail. Experimental studies, done in the laboratory, can rarely separate 
individual cause and effect trends. Second, numerical simulations contain all the infor- 
mation concerning flow dynamics. Various statistical properties can be easily extracted 
from the computations. Laboratory experiments usually cannot measure all important 
flow quantities and measurement accuracy is always a problem. 

But numerical simulations are not without basic limitations as well. Although 
numerical simulations can sample any statistical quantity, these computations are very 
computer intensive, requiring on the order of several CPU hours to calculate only a few 
seconds of flow time. Whereas an experiment can usually be run for hours to measure 
various statistics, the numerical simulations have to be sampled over a much shorter 
time period. Another limitation of the numerical simulations is related to the range 
of turbulent scales which can be represented on the computational mesh. In direct 
numerical simulations, highly accurate (pseudospectral) numerical methods are used 
to solve the Navier-Stokes equations on a computational mesh. Despite the high phase 
and amplitude accuracy of these techniques, turbulent fluctuations both larger than 
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and smaller than the computational mesh cannot be resolved, The later restriction 
limits the simulation to a low Reynolds number flow (approximately 50 to 100 based 
on the Taylor microscale). When one applies the results of a low Reynolds number 
calculation to understand high Reynolds number turbulence, ai inherent assumption 
is made that the large energetic scales of turbulent motion display characteristics that 
are Reynolds number independent. Testing of this assumption provides part. of tahe 
motivation for this report. 

Another motivation for this report is to examine the impact of vortical motion 
on mixing and chemical reactions in a planar mixing layer. The planar mixing layer 
is a convectively unstable type of flow in which small perturbations, either naturally 
occurring or induced by the flow hardware, can rapidly grow as these perturbations are 
convected downstream (ref. 3). This prototypical flow provides a unique opportunity 
to study the effect of small changes in the initial conditions of the flow and to observe 
how these changes alter the characteristics of a passive chemical reaction. A chemical 
reaction is quite sensitive to the dynamics of mixing at the smallest scales (ref. 4), and 
this will be examined in a comparison with experimental data. 

There have been a number of previous numerical studies of mixing layers (refs. 
5 thru 8). In relation to this report, the most pertinent of these is reference 5, in 
which the importance of large scale motions in enhancing chemical reactions is illus- 
trated. Primarily, this study used two-dimensional numerical simulations to represent 
the increased interfacial area and enhanced entrainment that can result from large scale 
vortex rollup. However, two-dimensional simulations cannot represent the small-scale 
(inherently three-dimensional) structures that have been experimentally shown to occur 
in the mixing layer. These small-scale structures lead to a substantial increase in scalar 
mixing (ref. 9). The formation of these structures and the related increase in mixing 
is termed the “mixing transition.” Before the mixing transition the flow is principally 
two-dimensional and laminar. After the mixing transition the flow is turbulent and 
three-dimensional while still retaining some of the characteristics of two-dimensionality. 
Previous studia have failed to observe the onset of the mixing transition because of a 
lack of grid refinement limiting the resolvable Reynolds number. The mixing transition 
occurs somewhere around a Reynolds number of 5000 (based on the local moinentum 
thickness), whereas the simulations are typically one-fifth this level. 

A new generation of supercomputers is currently becoming available which should 
eliminate this restriction. The first high speed processor obtained under NASA’s Nu- 
merical Aerodynamic Simulation (NAS) project combines a relatively fast CPU with 
about 258 million words of memory. This may permit numerical simulations up to and 
perhaps beyond the mixing transition, This report details the initial calculations made 
with the NAS in a continuing study to examine various factors influencing mixing in 
chemically reacting, mixing layers. The effects of various types of forcing are studied 
and the vortical evolution of the flow is graphically illustrated. Although these calcula- 
tions were made typically at low Reynolds number, they form the basis for future high 
Reynolds number studies. 
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Computational Approach 

The numerically-simulated mixing layer is conceptually represented as shown in 
figure 1. The orientation of typical streamwise and spanwise vorticity along with the 
orientation of the axes is illustrated. The mean axial velocity profile is initially set to 
a hyperbolic-tangent profile representative of experimental data (ref. 10). Imposed on 
this profile is a low level of random noise corresponding to a noise spectrum that is 
well resolved on the computational mesh. This provides a divergence-free, low level 
(typically less than one percent) of turbulence in all velocity components. To simulate 
spanwise forcing, harmonic and (sometimes) subharmonic perturbations are imposed 
in the initial conditions to generate a rapid spanwise-vortex rollup. 

The time-dependent Navier-Stokes equations are solved for incompressible flow. 
Three scalar transport equations are solved to simulate a passive (no heat release) 
chemical reaction, This sysltem of differential equations is solved explicitly by using 
second-order accurate time-differencing and pseudospectral approximations (Fourier 
series) of the spatial field as noted in reference 6. Spherical wavenumber truncation 
was performed by following the method described in refernce 11. The flow Reynolds 
number was about 200 based on the initial velocity thickness, and the Damkohler 
number of the chemical reaction was set to 5. 

The computational box size for these numerical simulations was scaled to include 
one complete cycle of the longest forced wavelength in the X (axial) direction. The Y 
direction was typically slightly more than twice this length, and the 2 direction extent 
was typically equal to one-half the X direction length. Grid points were equally spaced 
along each direction. Boundary conditions in the X and Z direction were periodic. In 
the Y direction, no stress type boundary conditions were used; quantities such as U 
(axial velocity) were set to provide a zero gradient across the boundary and quantities 
such as V (radial velocity) were set to provide a reflection across the boundary. 

As noted previously the numerical simulations reported here are for a time-evolving 
mixing layer. This comprises a Lagrangian description of the spatially developing 
mixing layer with the computational domain following the mean flow velocity. The 
drawback that this imposes in comparisons with experimental data is offset by the 
increased numerical resolution available in the Lagrangian description of the flow. The 
time-evolving simulation cannot represent some important features of experimental 
data (such as the asymmetric development of the layer) and should be looked at as 
more of a tool to study "idealizations" of real flows where the primary aim is to study 
the structure of turbulent flows. 

Results and Discussion 

Numerical simulations of mixing layers subject to various types of forcing are 
examined here. Initially, the effect of harmonic forcing and random noise in the initial 
conditions is examined and some results are compared with experimental data (refs. 12- 
13). In the second section, the effect of combined harmonic and subharmonic forcing is 
illustrated. The wavelength of the harmonic forcing corresponds to the most amplified 
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frequency as predicted from linear stability theory (ref. 10). The subharmonic is twice 
this length. 

Harmonic Forcing and Random Noise 

A series of numerical simulations of a mixing layer subject to harmonic forcing is 
compared to the experimental data of references 12 and 13. Both of these experiments 
employed a high degree of spanwise forcing in the entrance flow. This simplifies the 
specification of the initial conditions for the numerical simulation, since the high level 
of spanwise forcing dominates the natural random noise normally associated with high 
Reynolds number experimental flows. The spatially evolving shear layer is among those 
types of flows classified as convectively unstable; therefore, any small disturbance can 
rapidly grow as it is convected downstream. The highly excited harmonic forcing should 
grow more rapidly than the lower level random disturbances. This leads to the early 
part of the flow being largely two-dimensional. By taking advantage of this fact, we 
will examine how well a two-dimensional numerical simulation describes the velocity 
field of a harmonically excited shear layer. 

The mean velocity half-width calculated from a two-dimensional numerical simu- 
lation (64x65 grid points) with harmonic excitation is compared to the experimental 
data of reference 12 in figure 2. For this comparison, data from the slow speed side of 
the layer is chosen as the dynamics of growth and saturation are more apparent than on 
the high speed side. It should be noted that the simulation is of a time-evolving layer 
whereas, the experiment spatially evolves, a transformation similar to that described 
in reference 8 must be performed to relate the spatial and temporal information. Once 
this transformation is performed the evolution of the experimental data is well simu- 
lated up to the point of saturation of the shear layer (60-80 cm). Beyond this point 
(> 100 cm) the slow growth of the layer is simulated poorly. Enlarging the coinputa- 
tional domain and inputting various perturbations fails to reproduce the slow growth 
represented in the experimental data. The two-dimensional siinulations simply exhibit 
vortex nutation or a change in the orientation of the axis of the rolled-up vortex with 
no significant increase in shear layer width. These results are similar to the findings 
of reference 14 where two-dimensional simulations were compared to the experimental 
data of Ho and Huang (ref. 15). Again the simulations fairly represented the early 
rollup and saturation, but failed downstream of this region. Reference 16 indicates 
that streamwise vorticity can be more significant beyond saturation, and these results 
tend to support that finding. In other words, the two-dimensional simulations fail to 
represent the growth of three-dimensional streamwise vorticity following saturation in 
the shear layer. 

The Reynolds stresses at two different axial locations are compared in figure 3. 
The locations selected for comparison are within the region where the flow is primarily 
two-dimensional; hence, the comparison between simulation and experimental data 
is qualitatively good. The simulation does not match the peak experimental values, 
and the simulated profiles appear to be spread over a greater radial distance than the 
experimental data; however, the change in sign observed experimentally is faithfully 
reproduced. This correctly represents the change in the energy transfer between the 
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mean flow and the turbulence. When the Reynolds stresses are negative, energy is 
transferred from the turbulence to the mean flow causing the decrease in shear layer 
thickness seen in figure 2 (around 60 cm). The failure of the simulation to more closely 
match the experimental data profile is probably due to the difference in Reynolds 
number between the two flows. 

The mean velocity half-width of three-dimensional simulations (32x33~32 grid 
points) using harmonic forcing with a low level of random noise or just random noise 
with no forcing is displayed in figure 4. The simulation using harmonic forcing ex- 
hibits a development similar to the two-dimensional calculations (figure 2) up to and 
just beyond the point of saturation. Beyond saturation the three-dimensional forced 
simulation displays a slow, steady growth which is in general agreement with the ex- 
perimental trend. In contrast to the forced results, the mean velocity half-width of the 
‘random noise only” simulation indicates a much slower overall growth of the shear 
layer. 

Three-dimensional surface plots of constant vorticity are shown for the harmonic 
forcing simulation in figure 5. In the streamwise vorticity plots, both positive and nega- 
tive vorticity levels are displayed with alternate colors indicating the change in vorticity 
rotahn. The streamwise vorticity is weak and poorly organized at T=19.2 seconds, 
whereas, counter-rotating vortex pairs are clearly evident in the T=43.2 seconds plot. 
These are the musbroom-shaped structures experimentally observed by Rernal (ref. 
17). In the simulation these structures evolve from the weak level of random noise 
included in the initial conditions. It is interesting to note that these structures do not 
get organized until after saturation of the harmonic wave. Apparently the orientation 
of the main spanwise vortex, which is involved in the change in sign of the Reynolds 
stresses (ref. 18) also contributes to the generation of streamwise vorticity. 

Total vorticity surface plots are also shown in figure 5 for T=19.2 and 43.2 seconds. 
Two different magnitudes of vorticity are color coded to indicate that the strongest 
vorticity is associated with the harmonic rollup (or spanwise vorticity). A lower level 
of total vorticity is also plotted to display the formation of streamwise vorticity on the 
spanwise structure. At much later times the spanwise vorticity grows sufficiently in 
strength to disrupt the spanwise structure. 

Figure 6 displays the results of a high resolution calculation of the harmonically 
excited shear layer. In this simulation, 128~129x32 grid points are used to more fully 
resolve the flow field. Essentially, the dynamics of the flow are unchanged from the 
results noted earlier indicating that the vorticity field is sufficiently well resolved in 
these simulations. Also evident in the simulation is the distortion of the spanwise 
structure caused by the strong streamwise vorticity. The streamwise vorticity appears 
to gain energy at the expense of the spanwise structure. 

Three-dimensional surface plots of constant vorticity for the numerical simulation 
with random noise only in the initial conditions are shown in figure 7. From these 
images it is apparent that both the spanwise structure and the streamwise vorticity 
take longer to evolve. Although the spanwise structure takes longer to evolve, the 
streamwise vorticity again does not appear until after saturation of the harmonic wave. 
Once it does form, the streamwise vorticity is notably weaker than the streamwise 
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vorticity that formed under harmonic forcing (fig. 5). Despite the fact that harmonic 
forcing adds no energy into the Z direction modes, the nonlinear interaction with the 
spanwise structure is important to the formation of the streamwise vorticity. 

Forcingcan also have a notable impact on scalar mixing and, thereby, on a chemical 
reaction. The previous two numerical simulations were repeated using much finer mesh 
resolution (128x129~32 in the X, Y, and Z direction respectively) to accurately simulate 
a passive chemical reaction. Figure 8 displays the results of these calculations compared 
with the experimental data of reference 13, (Here the total product versus time from the 
simulations is compared to the experimentally measured product thickness as defined 
in ref. 13. This provides a qualitatively comparable basis for examining both flows.) 
The effect of experimental forcing noted at low Reynolds number is qualitatively similar 
to the trend seen in the numerical simulations. Since the numerical simulations are for 
a low Reynolds number (less than lo00 based on the local momentum thickness) this 
qualitative agreement is expected. What seems unusual about these results is that the 
effect of increased mixing that should result from the formation of strong streamwise 
vorticity (especially in the forced simulations for times greater than 20 seconds) is not 
readily apparent. Purely two-dimensional simulations (with no streamwise vorticity) 
display very similar levels of product formation. Previous simulations have shown that 
the majority of the product is formed in the vortex cores (ref. 5) .  The braid region 
contributes only slightly to the total amount of product formed. Therefore, though 
the streamwise vorticity may increase product formation, it only does this along the 
braids, and does not significantly affect the total amount of product formed. 

In the high Reynolds number experiment, the rapid increase in product formed for 
distances greater than 20 cm may be due to increased mixing resulting from smaller 
scale streamwise vorticity. Numerical simulations (not shown) run at a higher Reynolds 
number, but with no other changes in the simulation, actually produced less product 
than the low Reynolds number simulation primarily because of the reduction in dif- 
fussivity necessary to maintain a constant Prandtl number. This is certainly contrary 
to the experimental trend. It seems likely that aa the Reynolds number is increased in 
these simulations, the initial noise spectrum will also have to be changed to add more 
energy at the higher wavenumbers. This would more closely replicate "real" experi- 
mental flows which have more small-scale fluctuations at the high Reynolds number. 
These additional small-scale fluctuations might make up for the reduced diffussivity 
and lead to greater product formation. 

Combined Harmonic and Subharmonic Forcing 

The temporal evolution of both streamwise and total vorticity of a shear layer 
subject to harmonic and subharmonic forcing is displayed in figures 9, 10, and 11. 
At a time of 15 seconds (fig. 9), fairly coherent counter-rotating pairs of streamwise 
vorticity are apparent in the region between the two spanwise vorticities. Less well 
organized streamwise vorticity is obvious in the braid region at the limits of the X 
axis, resulting from the strong random noise in the initial conditions. At  a time of 
24 seconds (fig. lo), the two forced spanwise structures are merged together. This 
merging greatly reduces the area between the two structures and vortex stretching 
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enhances the streamwise vorticity in this region. This streamwise vorticity is rotated 
approximately 270 degrees between T=15 and 24 seconds, whereas, the streamwise 
vorticity in the outer braid region is stretched to a much lesser extent. At T=33 
seconds the streamwise vorticity in the center of the new merged vortex core is no 
longer apparent in the simulation. Dissipation being proportional to the square of the 
vorticity, it appears that these streamwise structures are so strongly stretched that 
they become sensitive to the viscosity of the fluid. There exists no strong mechanism 
(such as a mean shear in the proper direction) to transfer energy into these structures 
as rapidly  at^ it is dissipated, therefore, the vorticity in the vortex core disappears. The 
Reynolds number of this flow remains less than lo00 during the calculation so that 
the dissipation that occurs in this simulation may not occur in high Reynolds number 
flows. This Reynolds number effect can be a significant factor in the transition to 
turbulence process. As the viscosity of the fluid is reduced (as the Reynolds number 
increases) these small intense streamwise structures should play an increasingly more 
important role in turbulent mixing. The large (forced) spanwise structures will entrain 
fluid which will then be intensely mixed by the remanents of the streamwise vorticities 
iu3 suggested by reference 19. 

The subharmonic pairing process is also evident in the high resolution simulations 
of figure 12. In these figures the total vorticity is used to simultaneously observe both 
the streamwise vorticity and the forced spanwise structures. Thew calculations used 
128~129x32 grid points to resolve the flow field and the random noise was introduced 
at a very low level ( d . 1  percent). This lower level of random noise leads to the 
development of much less streamwise vorticity which is readily dissipated by vortex 
stretching. Some streamwise vorticity is apparent at T=9 seconds in the braid region, 
but no streamwise vorticity is evident between the large spanwise structures as they 
collide (T=18) and merge (T=27). At  T=36 seconds some streamwise vorticity appears 
to regenerate based on the rollup of the single merged vortex. 

The evolution of streamwise vorticity in this flow suggests an answer to the reseal- 
ing question posed in reference 20. Experimentally it has been obcserved that the 
streamwise vorticity appears to rescale after the pairing process with fewer streamwise 
vortex pairs evident after pairing of the spanwise vortices. These simulations suggest 
that the streamwise vorticity is regenerated based on the local scale of the spanwise 
structure. Of course, these simulations cannot provide a definitive answer because of 
the limits on Reynolds number in the simulated flow, and the dissipating effect this 
has on the small-scale streamwise vorticity. In addition, attempting to draw defini- 
tive conclusions based on only one numerical simulation is analogous to using a single 
flow visualization experiment which may or may not be representative of the usual 
behaviour of the flow. Additional simulations are necessary to build up confidence in 
the noted results. 
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summary of Results 

Numerical studies of a planar mixing layer subject to various types of forcing 
indicate 

1. Low Reynolds number direct numerical simulations qualitatively represent some 
velocity field features of a high Reynolds number turbulent shear layer subject to har- 
monic forcing. 

2. The effect of forcing on a chemical reaction is qualitatively similar for low 
Reynolds number experimental data and numerical simulations. Currently, the exper- 
imental trends seen at high Reynolds number have not been accurately simulated. 

3. Streamwise vorticity is greatly enhanced by periodic spanwise forchg and cau 
contribute (albeit weakly) to shear layer growth. 

4. In low Reynolds number numerical simulations of the vortex pairing process, 
streamwise vorticity can be both significantly enhanced and then dissipated as the 
spanwise vortices merge. 

Concluding Remarks 

The active control of turbulence through various types of forcing has a great po- 
tential for manipulating combustion processes. The numerical simulations displayed in 
this report have indicated some of the changes in vortical structure that are possible 
using various types of forcing. Although current simulations of chemical reactions have 
only compared favorably with low Reynolds number data, it seems likely that the high 
resolution computations, that are now possible, will overcome this limitation. The re- 
sulting increased understanding of chemically reacting flows that will evolve from these 
studies promises significant technological benefits for many applications. 
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FIGURE 1. - SCHEMATIC REPRESENTATION OF THREE-DIMENSIONAL. PLANE SHEAR LAYER. 
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