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ABSTRACT

In this paper, we investigate a coding scheme for error control in data communication systems. The scheme is obtained by cascading two error-correcting codes, called the inner and outer codes. The error performance of the scheme is analyzed for a binary symmetric channel with bit-error rate \( \varepsilon < 1/2 \). We show that, if the inner and outer codes are chosen properly, extremely high reliability can be attained even for a high channel bit-error rate. Various specific example schemes with inner codes ranging from high rates to very low rates and Reed-Solomon codes as outer codes are considered, and their error probabilities are evaluated. They all provide extremely high reliability even for very high bit-error rates, say \( 10^{-1} \) to \( 10^{-2} \). Several example schemes are being considered by NASA for satellite and spacecraft down-link error control.
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1. INTRODUCTION

In this paper we present and analyze a coding scheme for error control for a binary symmetric channel with bit-error rate $\epsilon < 1/2$. The scheme is achieved by cascading two linear block codes, called the inner and outer codes. The inner code, denoted $C_1$, is a binary $(n_1, k_1)$ code with minimum distance $d_1$. It is designed to correct $t_1$ or fewer errors and simultaneously detect $\lambda_1 (\lambda_1 \geq t_1)$ or fewer errors where $t_1 + \lambda_1 + 1 \leq d_1$ [1-5]. The outer code, denoted $C_2$, is an $(n_2, k_2)$ code with symbols from the Galois Field $GF(2^\ell)$ and minimum distance $d_2$. If each code symbol of the outer code is represented by a binary $\ell$-tuple based on a certain basis of $GF(2^\ell)$, then the outer code becomes an $(n_2 \ell, k_2 \ell)$ linear binary code. For the proposed coding scheme, we assume that the following conditions hold:

$$k_1 = m_1 \ell,$$  \hspace{1cm} (1)

and

$$n_2 = m_1 m_2,$$  \hspace{1cm} (2)

where $m_1$ and $m_2$ are two positive integers.

The encoding is performed in two stages as shown in Figures 1 and 2. First a message of $k_2 \ell$ binary information digits is divided into $k_2$ bytes of $\ell$ information bits each. Each $\ell$-bit byte (or binary $\ell$-tuple) is regarded as a symbol in $GF(2^\ell)$. These $k_2$ bytes are encoded according to the outer code $C_2$ to form an $n_2$-byte ($n_2 \ell$ bits) codeword in $C_2$. At the second stage of encoding, the $n_2$-byte codeword at the output of the outer code encoder is divided into $m_2$ segments of $m_1$ bytes (or $m_1 \ell$ bits) each. Each $m_1$-byte segment is then encoded according to the inner code $C_1$ to form an $n_1$-bit codeword. This $n_1$-bit codeword in $C_1$ is called a frame. Thus, corresponding to a message of $k_2 \ell$-bits at the input of the outer code encoder, the output of the inner code encoder is a sequence of $m_2$ frames of $n_1$ bits each. This sequence of $m_2$ frames is called a block. The entire encoding operation results in a binary $(m_2 n_1, k_2 \ell)$ linear code $C$ which is called a cascaded code. If $m_1 = 1$ (i.e., each
segment consists of a single $\ell$-bit byte), the cascaded code $C$ becomes a concatenated code [6]. A concatenated code with varying binary linear block inner codes can be regarded as a cascaded code with $n_2 = m_1$ and $m_2 = 1$. Therefore, there exist cascaded codes which asymptotically meet the Varshamov-Gilbert bound for all rates [7].

The decoding for the proposed scheme also consists of two stages as shown in Figures 1 and 3. The first stage is the inner code decoding. Depending on the number of errors in a received frame, the inner code decoder performs one of the three following operations: error-correction, erasure and leave-it-alone (LIA) operations. When a frame in a block is received, its syndrome is computed based on the inner code $C_1$. If the syndrome corresponds to an error pattern $\bar{e}$ of $t_1$ or fewer errors, error correction is performed by adding $\bar{e}$ to the received frame. The $n_1 - k_1$ parity bits are removed from the decoded frame, and the decoded $m_1$-byte segment is stored in a receiver buffer for the second stage of decoding. A successfully decoded segment is called a decoded segment with no mark. Note that a decoded segment is error-free, if the number of transmission errors in a received frame is $t_1$ or less. If the number of transmission errors in a received frame is more than $\lambda_1$, the errors may result in a syndrome which corresponds to a correctable error pattern with $t_1$ or fewer errors. In this case, the decoding will be successful, but the decoded frame (or segment) contains undetected errors. If an uncorrectable error pattern is detected in a received frame, the inner code decoder will perform one of the following two operations based on a certain criterion (See Section 2.2):

1. **Erasure Operation**–The erroneous segment is erased. We will call such a segment an erased segment. Note that this operation creates $m_1$ symbol erasures.

2. **Leave-it-alone (LIA) Operation**–The erroneous segment is stored in the receiver buffer with a mark. Note that a marked segment may contain error-free symbols.
Whether the erasure operation or the LIA-operation is performed depends on the degree of error contamination in the erroneous segment. Since the outer code $C_2$ has a fixed minimum distance, it is desired to devise a strategy to choose between these two operations so that the minimum distance of the outer code is used most effectively in correcting symbol erasures and errors. A simple strategy may be devised based on the concepts of correcting symbol erasures and errors [2-5]. For a code to be able to correct $e$ or fewer symbol erasures and $t$ or fewer symbol errors, its minimum distance $d$ is at least $e + 2t + 1$. This implies that, to correct one symbol erasure, one unit of the minimum distance of the code is needed. However, to correct a symbol error, two units of the minimum distance of the code are needed. In the proposed scheme when an erasure operation is performed, $m_1$ symbol erasures are created. To correct these $m_1$ symbol erasures, $m_1$ units of the minimum distance of the outer code are needed. When a LIA-operation is performed, the marked segment contains one to $m_1$ symbol errors. As a result, $2$ to $2m_1$ units of the minimum distance of the outer code are required to correct these symbol errors. It is clear that, to minimize the consumption of minimum distance of the outer code, we would perform the LIA-operation when the number of symbol errors in an erroneous segment is less than $\lfloor m_1/2 \rfloor + 1$, and perform the erasure operation when the number of symbol errors in an erroneous segment is greater than $\lfloor m_1/2 \rfloor$. Hence, we may use the following strategy to choose between the erasure operation and the LIA-operation: If the probability that an erroneous segment contains more than $\lfloor m_1/2 \rfloor$ symbol errors is relatively small compared to the probability that the erroneous segment contains $\lfloor m_1/2 \rfloor$ or less symbol errors, the LIA-operation is performed. Otherwise, the erasure operation is performed. The joint probability distribution that a received frame is decoded successfully (or detected to contain an uncorrectable error pattern) and the corresponding segment contains $w$ symbol errors is derived in Section 2.1 (or 2.2).

The inner code decoding described above consists of three operations: the error cor-
rection, the erasure and the LIA operations. An inner code decoding which performs only the error-correction and erasure operations is called an erasure-only inner decoding. On the other hand, an inner code decoding which performs only the error-correction and LIA operations is called a LIA-only inner decoding. In this paper we mainly consider the erasure-only inner decoding and the LIA-only inner decoding. Which of these two decoding gives better performance will be discussed in Section 2.2. A combined erasure-and-LIA inner decoding is discussed in Section 5.

As soon as \(m_2\) frames in a received block have been processed, the second stage of decoding begins and the outer code decoder starts to decode the \(m_2\) segments which are stored in the buffer. Symbol errors are contained in the segments with or without marks. Each erased segment results in \(m_1\) symbol erasures. The outer code \(C_2\) and its decoder are designed to correct the combinations of symbol erasures and symbol errors. Maximum-distance-separable codes with symbol from \(GF(2^t)\) are most effective in correcting symbol erasures and errors.

Now we describe outer code decoding process. Let \(i\) and \(h\) be the numbers of erased segments and marked segments respectively. The outer code decoder declares an erasure (or raises a flag) for the entire block of \(m_2\) segments if either of the following two events occurs:

(i) The number \(i\) is greater than a certain pre-designed threshold \(T_{es}\) with \(T_{es} \leq (d_2 - 1)/m_1\).

(ii) The number \(h\) is greater than a certain pre-designed threshold \(T_{s\ell}(i)\) with \(T_{s\ell}(i) \leq (d_2 - 1 - m_1i)/2\) for a given \(i\).

If none of the above two events occurs, the outer code decoder starts the error-correction operation on the \(m_2\) decoded segments. The \(m_1i\) symbol erasures and the symbol errors
in the marked or unmarked segments are corrected based on the outer code $C_2$. Let $t_2(i)$ be the error-correction threshold for a given $i$ where

$$T_{el}(i) \leq t_2(i) \leq (d_2 - 1 - m_1 i)/2.$$  

(3)

If the syndrome of $m_2$ decoded segments in the buffer corresponds to an error pattern of $m_1 i$ erasures and $t_2(i)$ or fewer symbol errors, error-correction is performed. The values of the erased symbols, and the values and the locations of symbol errors are determined based on a certain algorithm. If more than $t_2(i)$ symbol errors are detected, then the outer code decoder again declares an erasure (or raises a flag) for the entire block of $m_2$ decoded segments.

When a received block is detected in errors and can not be successfully decoded, the block is erased from the receiver buffer and a retransmission for that block is requested. However, if retransmission is either not possible or not practical and no block is allowed to be discarded, then the erroneous block with all the parity symbols removed is accepted by the user with alarm. An important feature of the proposed scheme is that a decoding information of the inner code decoder is passed to the outer code decoder. This makes the outer code decoding more efficient.

In the rest of this paper, the error performance of the proposed cascaded coding scheme is analyzed. Interleaving the outer code is considered. We show that, if the inner and outer codes are chosen properly, extremely high reliability can be attained even for high bit-error rate, say $\epsilon = 10^{-2}$. Various specific example schemes with inner codes ranging from high rates to very low rates and Reed-Solomon codes as outer codes are considered, and their error probabilities are evaluated. They all provide extremely high reliability. Several of these specific schemes are being considered by NASA-GSFC for satellite and spacecraft down-link error control [8].
2. Probabilities of Correct Decoding, Incorrect Decoding and Decoding Failure for a Frame

In this section, we analyze the inner code decoding. We assume that the channel is a binary symmetric channel with bit-error rate $\epsilon \leq 1/2$. Let $P_c^{(1)}$ be the probability that a decoded segment is error-free. A decoded segment is error-free if and only if the corresponding received frame contains $t_1$ or fewer errors. Thus

$$P_c^{(1)} = \sum_{i=0}^{t_1} \binom{n_1}{i} \epsilon^i (1 - \epsilon)^{n_1-i}.$$  \hspace{1cm} (4)

Let $P_{ic}^{(1)}$ be the probability of an incorrect decoding for a frame. This is actually the probability of an error pattern of $\lambda_1 + 1$ or more errors whose syndrome corresponds to a correctable error pattern of $t_1$ or fewer errors. Let $P_{es}^{(1)}$ be the probability of a frame erasure, and let $P_{et}^{(1)}$ be the probability that a LIA operation is performed on a frame. Let $P_{er}^{(1)}$ be the probability that a decoded segment with or without mark contains errors. Then

$$P_c^{(1)} + P_{ic}^{(1)} + P_{es}^{(1)} + P_{et}^{(1)} = 1.$$ \hspace{1cm} (5)

and

$$P_{er}^{(1)} = P_{ic}^{(1)} + P_{et}^{(1)}.$$ \hspace{1cm} (6)

Note that $P_c^{(1)} + P_{ic}^{(1)}$ is the probability that a received frame is decoded successfully (correctly or incorrectly), and $P_{es}^{(1)} + P_{et}^{(1)}$ represents the probability of a decoding failure.

Let $A_i^{(1)}$ and $B_i^{(1)}$ be the numbers of codewords of weight $i$ in the inner code $C_1$ and its dual code $C_1^\perp$ respectively. Let $W_{j,s}^{(i)}(n)$ denote the number of binary $n$-tuples with weight $j$ which are at a Hamming distance $s$ from a given binary $n$-tuple with weight $i$. The generating function for $W_{j,s}^{(i)}(n)$ \cite{9} is

$$\sum_{j=0}^{n} \sum_{s=0}^{n} W_{j,s}^{(i)}(n) X^j Y^s = (1 + XY)^n - (X + Y)^i.$$ \hspace{1cm} (7)
It was proved by MacWilliams [9] that

\[ P_{c}^{(1)} + P_{ic}^{(1)} = \sum_{i=0}^{n_1} A_i^{(1)} \sum_{j=0}^{n_1} \sum_{s=0}^{t_1} W_{j,s}^{(1)}(n_1) e^j (1 - e)^{n_1-j}. \]  
\[ = 2^{-r_1} \sum_{i=0}^{n_1} B_i^{(1)}(1 - 2e)^i P_{t_1} (i - 1, n_1 - 1). \]  

where \( r_1 = n_1 - k_1 \) is the number of parity-check bits of the inner code, and \( P_s(\cdot, \cdot) \) is a Krawtchouk polynomial [4. p. 129] whose generating function is

\[ \sum_{s=0}^{n} P_s(i, n) Y^s = (1 + Y)^{n-i}(1 - Y)^i. \]  

Equations (8) and (9) are useful for computing \( P_{c}^{(1)} + P_{ic}^{(1)} \) if a formula for \( A_i^{(1)} \) or \( B_i^{(1)} \) is known, or if \( \min(k_1, r_1) \) is small enough (say less than 30) to be feasible to compute \( A_i^{(1)} \) or \( B_i^{(1)} \) by generating all the codewords in \( C_1 \) or \( C_1^\perp \).

Hereafter, we mainly consider the LIA-only inner decoding and the erasure-only inner decoding (A combined inner decoding is discussed in section 5). For the LIA-only inner decoding, the LIA-operation is performed whenever an uncorrectable error pattern in the received frame is detected. In this case, the frame erasure probability \( P_{e_i}^{(1)} \) is “zero.” For the erasure-only inner decoding, it is obvious that \( P_{e_i}^{(1)} = 0. \)

If \( P_{e_i}^{(1)} \) (or \( P_{es}^{(1)} \)) is known, then \( P_{es}^{(1)} \) (or \( P_{e_i}^{(1)} \)) and \( P_{er}^{(1)} \) can be computed from (4) to (6) and (8) (or (9)).

2.1. DETAIL ERROR PROBABILITIES FOR A DECODED SEGMENT WITH NO MARK

A successfully decoded segment may contain errors. For \( 0 \leq w \leq m_1 \), let \( P_{c,w}^{(1)} \) be the joint probability that a segment is successfully decoded and the number of symbol (or byte)errors in the decoded segment is \( w \). It is clear that

\[ P_{c}^{(1)} = P_{c,0}^{(1)}. \]
and

\[ P_{e, u}^{(1)} = \sum_{w=1}^{m_1} P_{e, w}^{(1)}. \]  

To obtain the probability of a correct block decoding, we need to know \( P_{e, w}^{(1)} \) for \( 0 \leq w \leq m_1 \).

In this section we will derive a formula for \( P_{e, w}^{(1)} \).

For a binary \( n_1 \)-tuple \( \bar{v} \), we divide the first \( k_1 = m_1 \ell \) bits into \( m_1 \ell \)-bit bytes. For \( 1 \leq h \leq m_1 \), let \( i_h \) be the weight of the \( h \)-th \( \ell \)-bit byte of \( \bar{v} \). Let \( i_{m_1+1} \) be the weight of the last \( r_1 = n_1 - k_1 \) bits. Then the \((m_1+1)\)-tuple, \((i_1, i_2, \ldots, i_{m_1+1})\), is called the weight structure of \( \bar{v} \).

Suppose that a frame \( \bar{u} \) is transmitted and an error pattern \( \bar{e} \) with weight structure \((j_1, j_2, \ldots, j_{m_1+1})\) occurs. The probability of occurrence of \( \bar{e} \) is

\[ P(\bar{e}) = (1 - \varepsilon)^{n_1} \prod_{h=1}^{m_1+1} (\varepsilon/(1 - \varepsilon))^{j_h}. \]  

Suppose that there is a codeword \( \bar{v} \) in \( C_1 \) which is at a distance \( t_1 \) or less from \( \bar{e} \). Since the minimum distance of \( C_1 \) is assumed to be greater than \( 2t_1 \), such a codeword \( \bar{v} \) in \( C_1 \) is uniquely determined. Then the inner decoder assumes that the frame \( \bar{u} + \bar{v} \) was sent, and the error pattern \( \bar{e} + \bar{v} \) occurred. The decoded segment is the first \( k_1 \)-bit of \( \bar{u} + \bar{v} \). If \( \bar{v} \) is a nonzero codeword, the decoding is incorrect, and the first \( k_1 \)-bit of \( \bar{e} \) represent the errors introduced by the inner code decoder. If there is no such codeword \( \bar{v} \) in \( C_1 \), then the inner code decoder performs either the LIA-operation or the erasure-operation. Conversely, for a codeword \( \bar{v} \) in \( C_1 \) whose weight structure is \((i_1, i_2, \ldots, i_{m_1+1})\), there are

\[ \left[ \prod_{h=1}^{m_1} W_{j_h, s_h}^{(i_h)} (\ell) \right] \cdot W_{j_{m_1+1}, s_{m_1+1}}^{(i_{m_1+1})} (r_1) \]  

error patterns \( \bar{e}'s \) with weight structure \((j_1, j_2, \ldots, j_{m_1+1})\) such that the weight structure of \( \bar{e} + \bar{e}' \) is \((s_1, s_2, \ldots, s_{m_1+1})\). Let \( A_{i_1, i_2, \ldots, i_{m_1+1}}^{(1)} \) be the number of codewords in \( C_1 \) with weight structure \((i_1, i_2, \ldots, i_{m_1+1})\). For \( 0 \leq w \leq m_1 \), let

\[ I_w = \{(i_1, i_2, \ldots, i_{m_1+1}) : 0 \leq i_h \leq \ell \text{ for } 1 \leq h \leq m_1, 0 \leq i_{m_1+1} \leq r_1, \text{ and exactly } w \text{ components of } (i_1, i_2, \ldots, i_{m_1}) \text{ are nonzero.}\}. \]
Then, $P_{e,w}^{(1)}$ is given below:

$$
P_{e,w}^{(1)} = \sum_{(i_1,i_2,\cdots,i_{m_1+1}) \in I_w} A_{1,1,\cdots,i_{m_1+1}}^{(1)} \sum_{j_1=0}^{\ell} \cdots \sum_{j_{m_1+1}=0}^{r_1} \prod_{j=1}^{m_1} W_{j_k \cdot s_h}^{(i_h)}(\ell) \cdot W_{j_{m_1+1}+1, s_{m_1+1}}^{(i_{m_1+1})}(r_1) \cdot (1 - \epsilon)^{n_1} \prod_{h=1}^{m_1} (\epsilon/(1 - \epsilon))^{s_h},$$

(15)

where

$$S_{t_1} = \{(s_1,s_2,\cdots,s_{m_1+1}) : 0 \leq s_h \leq \ell, \text{ for } 1 \leq h \leq m_1, 0 \leq s_{m_1+1} \leq r_1 \}$$

and

$$\sum_{h=1}^{m_1+1} s_h \leq t_1.$$

(16)

The formula given by (15) is useful if either (1) the dimension of $C_1$, $k_1$, is small enough (say $k_1 < 30$) to be feasible to compute the detail weight distribution, $\{A_{i_1,i_2,\cdots,i_{m_1+1}}^{(1)}\}$, by generating all the codewords in $C_1$, or (2) the dimension of $C_1^\perp$, $r_1$, is small enough to be feasible to compute the detail weight distribution of $C_1^\perp$ and the number of elements in $I_w$ is small enough to be feasible to enumerate all the elements in $I_w$ and compute $\{A_{i_1,i_2,\cdots,i_{m_1+1}}^{(1)}\}$ by using the generalized MacWilliams' Identity [4].

Next we will express the probability $P_{e,w}^{(1)}$ in terms of the detail weight distribution of the dual code $C_1^\perp$ of $C_1$. Let $H$ be a subset of $\{1,2,\cdots,m_1\}$. Let $P_{e}^{(1)}(H)$ be the probability that for $h \in H$, the $h$-th $\ell$-bit byte of a decoded segment is error-free. Let $\bar{H}$ be the complement of $H$ in $\{1,2,\cdots,m_1+1\}$. Define the following set:

$$I(H) = \{(i_1,i_2,\cdots,i_{m_1+1}) : i_h = 0 \text{ for } h \in H, 0 \leq i_h < \ell \text{ for } h \in \bar{H} - \{m_1+1\},$$

and $0 \leq i_{m_1+1} \leq r_1\}.$

(17)

Then, we have that

$$P_{e}^{(1)}(H) = \sum_{(i_1,i_2,\cdots,i_{m_1+1}) \in I(H)} A_{1,1,\cdots,i_{m_1+1}}^{(1)} \sum_{j_1=0}^{\ell} \cdots \sum_{j_{m_1+1}=0}^{r_1} \prod_{j=1}^{m_1} W_{j_k \cdot s_h}^{(i_h)}(\ell) \cdot W_{j_{m_1+1}+1, s_{m_1+1}}^{(i_{m_1+1})}(r_1).$$
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Define

\[
\sum_{(s_1, s_2, \ldots, s_{m_1+1}) \in S_{1}} \left[ \prod_{h=1}^{m_1} W^{(i_h)}_{j_h, s_h} (\ell) \right] \cdot W^{(i_{m_1+1})}_{j_{m_1+1}, s_{m_1+1}} (r_1) 
\cdot (1 - \epsilon)^{n_1} \left[ \prod_{h=1}^{m_1} (\epsilon/(1 - \epsilon))^{j_h} \right],
\]

(18)

Let \( B^{(1)}_{i_1, i_2, \ldots, i_{m_1+1}} \) be the number of codewords in \( C_1 \) with weight structure \( (i_1, i_2, \ldots, i_{m_1+1}) \).

Then we have Lemma 1.

Lemma 1:

\[
P^{(1)}_{\ell}(H) = 2^{-r_1} \sum_{i_1=0}^{t} \cdots \sum_{i_{m_1}=0}^{t} \sum_{i_{m_1+1}=0}^{r_1} B^{(1)}_{i_1, i_2, \ldots, i_{m_1+1}} \left[ \prod_{h \in H} (1 - 2\epsilon)^{i_h} \right] 
\cdot (1 - \epsilon)^{|H|} \cdot \tilde{Q}_{t_1} \left( \sum_{h \in H} i_h, n_1 - \ell |H|, \ell |H|, \ell \epsilon/(1 - \epsilon) \right),
\]

(22)

where \(|H|\) denotes the number of elements in \( H \).

\[\triangle \triangle\]

Proof: See Appendix A.

For \( 0 \leq s \leq m_1 \), let \( \bar{U}_s \) be the sum of \( P^{(1)}_{\ell}(H) \) where \( H \) is taken over all the subsets of \( \{1, 2, \ldots, m_1\} \) with \( s \) elements. Define

\[
\bar{U}_s(i_1, i_2, \ldots, i_{m_1+1}; \epsilon) = \sum_{H \subseteq \{1, 2, \ldots, m_1\} \atop |H| = s} \left[ \prod_{h \in H} (1 - 2\epsilon)^{i_h} \right] (1 - \epsilon)^{i_s} 
\cdot \tilde{Q}_{t_1} \left( \sum_{h \in H} i_h, n_1 - \ell s, \ell s, \ell \epsilon/(1 - \epsilon) \right),
\]

(23)
Then it follows from (22) and (23) that

$$
\bar{U}_s = 2^{-r_1} \sum_{i_1=0}^{\ell} \sum_{i_2=0}^{\ell} \cdots \sum_{i_{m_1}=0}^{\ell} \sum_{i_{m_1+1}=0}^{r_1} B_{i_1,i_2,\ldots,i_{m_1+1}}^{(1)} \bar{U}_s(i_1, i_2, \ldots, i_{m_1+1}; \epsilon).
$$

(24)

In the sum $\bar{U}_s$, error patterns with $m_1 - s - 1$ or less symbol (or byte) errors in a decoded segment are counted more than once. In fact,

$$
\bar{U}_s = P_{e,m_1-s}^{(1)} + \binom{s+1}{1} P_{e,m_1-s-1}^{(1)} + \binom{s+2}{2} P_{e,m_1-s-2}^{(1)} + \cdots + \binom{m_1}{m_1-s} P_{e,0}^{(1)}.
$$

(25)

Using the principle of inclusion and exclusion [10], we have that

$$
P_{e,j}^{(1)} = \sum_{h=0}^{j} (-1)^h \binom{m_1-j+h}{h} \bar{U}_{m_1-j+h}.
$$

(26)

For $0 \leq j \leq m_1$, define

$$
T_j(i_1, i_2, \ldots, i_{m_1+1}; \epsilon) = \sum_{h=0}^{j} (-1)^h \binom{m_1-j+h}{h} U_{m_1-j+h}(i_1, i_2, \ldots, i_{m_1+1}; \epsilon).
$$

(27)

Then it follows from (24) to (27) that we have

Theorem 1:

$$
P_{e,j}^{(1)} = 2^{-r_1} \sum_{i_1=0}^{\ell} \sum_{i_2=0}^{\ell} \cdots \sum_{i_{m_1}=0}^{\ell} \sum_{i_{m_1+1}=0}^{r_1} B_{i_1,i_2,\ldots,i_{m_1+1}}^{(1)} T_j(i_1, i_2, \ldots, i_{m_1+1}; \epsilon).
$$

(28)

\( \triangle \triangle \)

It is feasible to obtain detail weight distribution \( \{B_{i_1,i_2,\ldots,i_{m_1+1}}^{(1)}\} \) by generating all the codewords in \( C_1^+ \) for relatively small \( r_1 \), say less than 30. Note that the number of terms to be added in the right-hand side of (23) is \( \binom{m_1}{s} \), and therefore the number of terms to be added or subtracted in the right-hand side of (27) is at most \( 2^{m_1} \). For small \( m_1, T_j(i_1, i_2, \cdots, i_{m_1+1}; \epsilon) \) can be easily computed and added for each codeword generated. If the dual code of \( C_1 \) contains the all-one vector, then \( P_{e,j}^{(1)} \) can be computed by generating every codeword in the even-weight subcode and using

$$
T_j(i_1, i_2, \cdots, i_{m_1+1}; \epsilon) + T_j(l-i_1, l-i_2, \cdots, r_1 - i_{m_1+1}; \epsilon)
$$
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For $\ell = 1$, the outer code is a binary code. In this case, the formula given by (28) is not easy to evaluate since $m_1$ is relatively large. A simplified formula for $\ell = 1$ has been derived in [8].

2.2 Detailed Error Probability for a Marked Segment

In this section, we will evaluate the probability of symbol errors in a marked segment. Let $P_{et,w}^{(1)}$ be the joint probability that a segment is marked and the number of erroneous symbols in the marked segment is $w$. Then

$$P_{et}^{(1)} = \sum_{w=1}^{m_1} P_{et,w}^{(1)}.$$  \hspace{1cm} (29)

In the following, we consider the LIA-only inner decoding. Define

For $\ell = 1$, a simplified formula can be found in [8].

An important question is which provides better performance. "the LIA-only inner decoding," or "the erasure-only inner decoding?" LIA-only inner decoding may be reasonable only if

$$w = \sum_{[m_1/2]+1}^{m_1} P_{et,w}^{(1)} < P_{es}^{(1)}.$$

If

$$w = \sum_{[m_1/2]+1}^{m_1} P_{et,w}^{(1)} << 1 - P_c^{(1)} - P_{ic}^{(1)},$$

where $P_{et,w}^{(1)}$ is computed under the assumption that the inner code decoding is a LIA-only inner decoding, then a LIA-only inner decoding provides better performance than the erasure-only inner decoding.

3. The Probability of a Correct Block Decoding
In this section, we will evaluate the probability that a block of \( m_2 \) segments will be decoded correctly by the outer code decoder. Let \( P_e(j, m, h) \) denote the probability that there are \( h \) segments with marks and \( j \) symbol errors in a set of consisting of \( m \) decoded segments with or without marks. It follows from the definition of \( P_e(j, m, h) \) that

\[
P_e(j, 1, 0) = P_e^{(1)}_{e,j}, \quad \text{for } 0 \leq j \leq m_1, \tag{34}
\]

\[
P_e(j, 1, 1) = P_e^{(1)}_{e,l,j}, \quad \text{for } 0 \leq j \leq m_1 \tag{35}
\]

\[
P_e(j, 1, 0) = P_e(j, 1, 1) = 0, \quad \text{for } j > m_1. \tag{36}
\]

and

\[
P_e(j, m, h) = \sum_{w=0}^{\min(j, m_1)} P_e(j - w, m - 1, h) P_e^{(1)}_{e,w} + P_e(j - w, m - 1) P^{(1)}_{e,l,w}. \tag{37}
\]

From (34) to (37), \( P_e(j, m, h) \) can be computed readily.

The probability that, after the inner code decoding of a block of frames, there exist \( i \) erased segments, \( h \) marked segments and \( j \) symbol errors in the marked and unmarked (or decoded) segments is

\[
\binom{m_2}{i} \left[ P^{(1)}_{es} \right]^i P_e(j, m_2 - i, h). \tag{38}
\]

Therefore, the probability of correct decoding of a block, denoted \( P_c \), is given by

\[
P_c = \sum_{i=0}^{T_{es}} \binom{m_2}{i} \left[ P^{(1)}_{es} \right]^i \sum_{h=0}^{T_{e}(i)} \sum_{j=0}^{t_{2}(i)} P_e(j, m_2 - i, h). \tag{39}
\]

Let \( P_{es} \) and \( P_{er} \) denoted the probabilities of a block erasure and an incorrect decoding respectively. Then

\[
P_c + P_{es} + P_{er} = 1. \tag{40}
\]

It follows from definition that the following equality and bound hold:

\[
P_{es} + P_{er} = \sum_{i=0}^{T_{es}} \binom{m_2}{i} \left[ P^{(1)}_{es} \right]^i \left\{ \sum_{h=0}^{T_{e}(i)} \sum_{j=t_{2}(i)+1}^{m_2-m_1-i} P_c(j, m_2 - i, h) \right\}
\]
The left-hand side of Eq. (41) provides an upperbound on the probability of a block erasure (or decoding failure), and the left-hand side of (42) gives an upperbound on the probability of an incorrect block decoding.

To the author's knowledge, no feasible procedure for computing $P_r$ or $P_e$ has been derived except for the special case where the outer code is a binary code ($\ell = 1$) used only for error detection and $n_1 - k_1 + n_2 - k_2$ is small, say less than 25[11]. If the outer code is used for both error correction and rows and $k_1$ columns are used as information bits. The code array consists of $n_2$ frames and is transmitted row by row. As for the decoding, after $n_2$ received frames have been decoded by the inner code decoder, the $n_2$ decoded segments are arranged into an array as shown in Figure 5 which is called a decoded segment-array. Note that an erased segment creates one symbol erasure in each section. A decoded segment with or without mark may contain symbol errors which are distributed among the $m_1$ sections of a decoded segment-array, at most one symbol error in each section. Therefore, each section in a decoded segment-array may contain symbol erasures and errors. Now each section is decoded based on the outer code $C_2$. Note that buffers are needed to store code arrays at both transmitter and receiver.

For $1 \leq u \leq m_1$, let $\tilde{p}_e(u)$ be the probability that the $u$-th symbol of a decoded segment with no mark is erroneous. If the inner code $C_4$ is quasi-cyclic by every $s$-bit shift where $s$ divides $\ell$, the $\tilde{p}_e(u)$ is independent of $u$. It follows from the definition that
Modifying the derivation of (31) or (33), we have that

\[
\tilde{P}_{et}(u) = 1 - (1 - \varepsilon)^{t} - \sum_{i_{1}=0}^{\ell} \cdots \sum_{i_{m_{1}}=0}^{\ell} \sum_{i_{m_{1}+1}=0}^{r_{1}} A^{(1)}_{i_{1},i_{2},\ldots,i_{m_{1}+1}}
\cdot \sum_{j(u)} \sum_{S_{1}} \left[ \prod_{h=1}^{m_{1}} W^{(i_{h})}_{j_{h},s_{h}} (\ell) e^{j_{h}(1 - \varepsilon)^{t-j_{h}}} \right]
\cdot W^{(i_{m_{1}+1})}_{j_{m_{1}+1},s_{m_{1}+1}}(r_{1}) e^{j_{m_{1}+1}(1 - \varepsilon)^{r_{1}-j_{m_{1}+1}}}
\]

\[
= 1 - (1 - \varepsilon)^{t} - 2^{-r_{1}} \sum_{i_{1}=0}^{\ell} \cdots \sum_{i_{m_{1}}=0}^{\ell} \sum_{i_{m_{1}+1}=0}^{r_{1}} B^{(1)}_{i_{1},i_{2},\ldots,i_{m_{1}+1}}
\cdot \prod_{h=0}^{m_{1}+1} (1 - 2\varepsilon)^{i_{h}} \left[ 1 - (1 - \varepsilon)^{t}(1 - 2\varepsilon)^{-i_{h}} \right] P_{i_{h}} \left( \sum_{h=0}^{m_{1}+1} i_{h} - 1, n_{1} - 1 \right). \tag{45}
\]

[See Appendix C for the derivation of (46)].

Since the outer code is interleaved by a depth of \(m_{1}\), the \(u\)-th symbol of every segment is from the \(u\)-th section for \(1 \leq u \leq m_{1}\). Let \(\tilde{P}_{c}(u)\), \(\tilde{P}_{es}(u)\) and \(\tilde{P}_{er}(u)\) denote the probabilities of a correct decoding, an erasure and an incorrect decoding for the \(u\)-th section respectively. Then formulas or bounds for \(\tilde{P}_{c}(u)\), \(\tilde{P}_{es}(u)\) and \(\tilde{P}_{er}(u)\) can be derived from those for \(P_{c}\), \(P_{es}\) and \(P_{er}\) by the following replacement: \(m_{1}i \rightarrow i\), \(m_{2} \rightarrow n_{2}\) and

\[
\sum_{h} \sum_{j} P_{c}(j,m_{2}-i,h) \rightarrow \sum_{h} \binom{n_{2}-i}{h} \sum_{j} \binom{n_{2}-i-h}{s} \binom{h}{j-s} \cdot [\tilde{P}_{c}(u)]^{s} \left[ 1 - P_{es}^{(1)} - P_{et}^{(1)} - \tilde{P}_{c}(u) \right]^{n_{2}-i-h-s} \cdot [\tilde{P}_{et}(u)]^{j-s} \left[ P_{et}^{(1)} - \tilde{P}_{et}(u) \right]^{h-(j-s)}
\]

The restrictions on thresholds \(T_{es}\), \(T_{et}(i)\) and \(t_{2}(i)\) can be relaxed as follows:

\[
T_{es} \leq d_{2} - 1, \quad T_{et}(i) \leq (d_{2} - 1 - i)/2 \quad \text{and} \quad t_{2}(i) \leq (d_{2} - 1 - i)/2.
\]

Let \(P_{c}\) be the probability of a correct decoding for all interleaved \(m_{1}\) sections. Let \(P_{er}\) and \(P_{es}\) be the probability that an incorrect decoding occurs for at least one of the interleaved \(m_{1}\) sections and that of a block erasure, respectively. Then

\[
P_{er} \leq \max_{1 \leq u \leq m_{1}} m_{1} \tilde{P}_{er}(u), \tag{47}
\]
and

\[
1 - P_c = P_{er} + P_{es} \leq \max_{1 \leq u \leq m_1} m_1(P_{er}(u) + P_{es}(u)).
\]

(48)

Let \( P_{er} + P_{es} \) denote the right-hand side of (48).

Next we present a formula for \( P_c \) and another upper bound on \( P_{er} \). For simplicity, we only consider the erasure-only inner decoding in which \( t_2(i) \) is independent of \( i \) and is denoted \( t_2 \).

For a binary \( m_1 \)-tuple \((a_1, a_2, \ldots, a_{m_1})\), let \( P_{e,(a_1, \ldots, a_{m_1})}^{(1)} \) denote the probability that a segment is not erased and the \( u \)-th symbol of the decoding segment is error-free if and only if \( a_u = 0 \) in the inner code decoding. A computing procedure for \( P_{e,(a_1, \ldots, a_{m_1})}^{(1)} \) is shown in Appendix D. For a positive integer \( n \) and integers \( j_h \) with \( 1 \leq h \leq m_1 \) such that \( 0 \leq j_h \leq n \), let \( P_{e,(j_1, j_2, \ldots, j_{m_1})}(n) \) be defined by

\[
\sum_{a_1, a_2, \ldots, a_{m_1} \in \{0, 1\}} m_1 P_{e,(a_1, a_2, \ldots, a_{m_1})}^{(1)} X_1^{a_1} X_2^{a_2} \cdots X_{m_1}^{a_{m_1}} = \sum_{j_1=0}^{n} \sum_{j_2=0}^{n} \cdots \sum_{j_{m_1}=0}^{n} P_{e,(j_1, j_2, \ldots, j_{m_1})}(n) X_1^{j_1} X_2^{j_2} \cdots X_{m_1}^{j_{m_1}}.
\]

(49)

Then \( P_c = (1 - P_{er} - P_{es}) \) is given by

\[
P_c = \sum_{i=0}^{T_2} \binom{n^2}{i} \sum_{j_1=0}^{t_2} \sum_{j_2=0}^{t_2} \cdots \sum_{j_{m_1}=0}^{t_2} P_{e,(j_1, j_2, \ldots, j_{m_1})}(n_2 - 1).
\]

(50)

It is feasible to compute \( P_c \) for small \( m_1, t_2 \) and relatively small \( \min\{k_1, n_1 - k_1\} \).

For \( 1 \leq u \leq m_1 \) and \( \alpha \in GF(2^\ell) \), let \( p_e(u, \alpha) \) be the probability that a segment is not erased and the \( u \)-th error symbol of the decoded segment is \( \alpha \). A procedure for computing \( p_e(u, \alpha) \) is stated in Appendix E. Then we have that

\[
\hat{p}_e(u) = \sum_{\alpha \in GF(2^\ell) - \{\theta\}} p_e(u, \alpha).
\]

(51)
In Appendix F, the following upper bound on $P_{er}$ is derived.

$$P_{er} \leq \sum_{i=0}^{T_{er}} \binom{n_2}{i} \sum_{w=d_2-i}^{n_2-i} \binom{n_2-i-w}{w} \sum_{h=0}^{\min\{t_2, n_2-i-w\}} \binom{n_2-i-w}{h} \sum_{j=u+h-t_2}^{w} \sum_{i=1}^{m_1} \bar{P}(u, i, w, h, j), \quad (52)$$

where

$$\bar{P}(u, i, w, h, j) = \left[ P_{es}^{(1)} \right]^{i} \bar{P}_{e}(u) \left[ P_{e}(u, 0) \right]^{n_2-i-w-h} \cdot \left[ 1 - P_{es}^{(1)} \right]^{w-j} \sum_{q=0}^{2^{t_2}-2} \left[ P_{e}(u, \gamma^q) \right]^{j+d_2-i-w}, \quad (53)$$

where $\gamma$ is a primitive element of $GF(2^t)$.

Let $\bar{P}_{er}$ be defined as follows:

1. For the case where the outer code is not interleaved, $\bar{P}_{er}$ denotes the right-hand side of (42), and

2. for the case where the outer code is interleaved by a depth $m_1$, $\bar{P}_{er}$ denotes the right-hand side of (47), if an erasure-only inner decoding is used and $t_2(i)$ is independent of $i$ and otherwise, $\bar{P}_{er}$ denotes the right-hand side of (52).

It follows from (42), (47) and (52) that

$$P_{er} \geq \bar{P}_{er}.$$

For most cases of the example schemes considered in the next section, the right-hand side of (52) is considerably tighter than that of (47).

5. Example Schemes

In the following we consider various specific example schemes using cascaded coding for error control. In these example schemes, the inner codes range from high rates to very low
rates, and the outer codes are Reed-Solomon (RS) (or a shortened RS) codes with symbols from $GF(2^t)$. The outer code is either interleaved or not interleaved. The inner codes with their parameters and generator polynomials are listed in descending order of the rates in Table 1. The first three inner codes, $C_1(1)$ to $C_1(3)$ are shortened distance-4 Hamming codes. The next three codes, $C_1(4)$ to $C_1(6)$ are obtained by shortening the even subcodes of primitive BCH codes of length 63. The forth and fifth codes, $C_1(4)$ and $C_1(5)$, can be decoded with a table look-up decoding. The sixth code $C_1(6)$ is majority-logic decodable in two steps [1], and its decoder can be implemented easily. $C_1(7)$ is a quadruple-error correcting Goppa code [12]. The eighth code is an extended primitive BCH code. In fact, it is also a Reed-Muller code and is majority-logic decodable. $C_1(9)$ is the extended (24,12) Golay code which is widely used for satellite and deep space communications. $C_1(10)$, $C_1(12)$ and $C_1(13)$ are low-rate biorthogonal codes (or first-order Reed-Muller codes). $C_1(11)$ is a quadruple-error correcting one-step majority-logic decodable code [1].

For various combinations of code parameters and bit-error rates, the sum of the probability of a block erasure (decoding failure) and that of a decoding error, $P_{es} + P_{er}$ [given by (41) or (50)], and upper bound $\bar{P}_{er}$ [defined in the previous section] on the probability of a decoding error are given in Tables 2 to 5 and Figures 6 and 7. The degree of interleaving, denoted $I_d$, is either 1 or $m_1$. Thresholds, $T_{el}$ and $t_2$, which are independent of the number of erased segments are considered here. The parameter, $m_1 T_{es} / I_d + 2t_2 + 1$, is used as a measure of the complexity of the outer code.

Symbol "E" (or "L") shown in Tables 2 to 5 indicates that an erasure-only inner decoding (or a LIA-only inner decoding) is used. For a comparison, we also consider a combined erasure and LIA inner decoding where the LIA-operation is performed whenever an uncorrectable error pattern whose weight is even (or odd) is detected in a received frame for odd (or even) $t_1$. In Table 2 symbol "E-L" indicates that the combined inner decoding is used. For the combined inner decoding, formulas for $P_{el}^{(1)}$, $P_{el,w}^{(1)}$ and $p_{el}(u)$ are given. 
in our NASA Technical Report [8]. In Table 2, the computation results for the combined inner decoding are given only for the cases where either $d_2$ or $m_1 T_{es}/I_d + 2t_2 + 1$ is smaller than for either the erasure-only inner decoding or the LIA-only inner decoding.

Example schemes shown in Table 2 are obtained as follows: Given the inner code $C_1(i)$ with $1 \leq i \leq 7$, $n_2 = 252$ or $255$, $I_d = 1$ or $m_1$ and the type of inner code decoding, the values of $t_2$, $T_{es}$ and $T_{el}$ are chosen to minimize $m_1 T_{es}/I_d + I_d + 2t_2 + 1$ under the condition that

$$P_{es} + P_{er} \text{ (or } P_{es} + P_{er}^*) < 10^{-1}$$

for bit-error rate $\epsilon = 10^{-2}$, and then the minimum value of $d_2$ is chosen to satisfy the following condition

$$\bar{P}_{er} < 10^{-10}$$

for $\epsilon = 10^{-2}$. Only the example schemes with rates greater than 0.6 and $d_2 \leq 33$ are listed in Table 2. In the column of $P_{es} + P_{er}$ an entry marked "*" is given by the upper bound of (48).

In Tables 3 to 5, $P_{es} + P_{er}$ and $\bar{P}_{er}$ are shown for cascaded coding schemes in which the inner code is $C_1(i)$ with $1 \leq i \leq 13$, the outer code is an interleaved RS code with a depth of $m_1$, and an erasure-only inner decoding is used. Parameters $T_{es}$ and $t_2$ are chosen to minimize the valued of $P_{es} + P_{er}$ for a certain bit-error rate $\epsilon$ under the restriction that $\bar{P}_{er} \leq 10^{-10}$ for every bit-error rate $\epsilon$ listed in the Tables.

In Table 3 the outer code is the NASA Standard (255,223) RS code over $GF(2^8)$ and the rates are greater than 0.6. For comparison, the case with no inner code is shown in the first row. In Table 4 the rates are less than 0.6 and greater than 0.4, and example schemes with lower rates are given in Table 5.

6. Conclusion
In this paper, we have investigated a cascaded coding scheme for error control. An important feature of the scheme is that the decoding information of the inner code decoder is passed to the outer code decoder. This makes the outer code decoding more effective. Error performance of the scheme is analyzed. If the inner and outer codes are chosen properly, extremely high reliability can be achieved even for a high channel bit-error rate. Many example schemes are being evaluated. Some high-rate example schemes are being considered by NASA for satellite down-link error control, and being considered for spacecraft down-link error control.

A major advantage of the proposed cascaded coding scheme, especially with interleaving, is its robustness against unpredictable bursts.

This paper presents first serious effort in analyzing the error performance of a cascaded coding scheme which include concatenated coding as a special case.
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