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ABSTRACT

The main objective of this research is to investigate the current digital signal analysis algorithms that are implemented in automatic voice recognition algorithms. Automatic voice recognition means, in simple terms, the capability of a computer (machine) to recognize and interact with verbal commands. In this research I focus on the digital signal, rather than the linguistic, analysis of speech signal. Several digital signal processing algorithms are available for voice recognition. Some of these algorithms are: Linear Predictive Coding (LPC), Short-time Fourier Analysis, and Cepstrum Analysis. Among these algorithms, the LPC is the most widely used. This algorithm has short execution time and do not require large memory storage. However, it has several limitations due to the assumptions used to develop it. The other two algorithms are frequency-domain algorithms with not many assumptions, but need longer execution time and larger storage, consequently they are not widely implemented or investigated. However, with the recent advances in the digital technology, namely the high density memory chips and the ultra fast digital signal processors, these two frequency-domain algorithms may be investigated in order to implement them in voice recognition. This research is concerned with real-time, microprocessor-based recognition algorithms.
INTRODUCTION

For more than a decade the United States Government, Foreign countries especially Japan, private corporations, and universities have been engaged in extensive research on human-machine interaction by voice. The benefits of this interaction is especially noteworthy in situations when the individual is engaged in such hands/eyes-busy task, or in low light or darkness, or when tactile contact is impractical/impossible. These benefits make voice control a very effective tool for space-related tasks. Some of the voice control applications that have been studied in NASA-JSC are: VCS Flight experiments, payload bay cameras, EVA heads up display, mission control center display units, and voice command robot. A special benefit of voice control is in zero gravity condition where voice is a very suitable tool in controlling space vehicle equipment.

Automatic speech recognition is carried out mostly by extracting features from the speech signal and store them in reference templates in the computer. These features carry the signature of the speech signal. These reference templates contain the features of a phoneme, word, or a sentence, depending on the structure of the recognizer. If a
voice interaction with the computer takes place, the computer extracts features from this voice signal and compares it with the reference templates; if a match is found, the computer executes a programmable task such as moving the camera up or down.

A speaker-dependent recognizer is the one that is customized to a particular speaker. The template of this particular speaker is stored in the recognizer memory as the reference template; only this speaker can use that recognizer. A speaker-independent recognizer can be used by any speaker assuming that the speaker's language and dialog are the same of the recognizer. An isolated-word recognizer is the one that can recognize only a single word at a time; a pause should be inserted by the speaker between words. A connected-word recognizer is the one that can recognize a string of spoken words, no pauses needed. A recognizer can be built to recognize the word(s) of the speaker or can recognize the identity of the speaker from his spoken words.

At present time most of the commercially available recognizers are speaker-dependent, isolated word recognition, with limited vocabulary. "Current speech recognition technology is not sufficiently advanced to achieve high performance on continuous spoken input with large vocabularies and or arbitrary talkers." One of the factors that limits the performance of the current recognizers is the
efficiency of the recognition algorithms. "Significant research efforts are required in the design of algorithms and systems for the recognition of continuous speech in complex application domains, for speaker-independent operation, and for robust performance under conditions of degraded input."¹

Several digital signal processing algorithms are available for speech feature extraction. The efficiency of the current algorithms is limited by: hardware restriction, execution time, and easiness of use. Some of these algorithms are: Linear Predictive Coding (LPC), Short-time Fourier Analysis, and Cepstrum analysis. Among these algorithms, the LPC is the most widely used since it is easy to use, short execution time, and do not require large memory storage. However, this algorithm has several limitations due to the assumptions that the algorithm is based upon. The other two algorithms usually need longer execution time and larger storage and consequently they are not widely implemented or investigated.

FINDINGS

In this section we discuss four digital algorithms that have been implemented in automatic voice recognition. These algorithms extract a certain number of features from the speech signal. These features carry the signature of the signal. Recognition is achieved by comparing the feature set of the speaker with the reference feature set. A decision rule is implemented to decide on whether the speaker feature set matches the reference set or not.

1. Filter Bank-Analysis of Speech, [4].

In this algorithm the feature set consists of the speech energy within a certain number of frequency bands. The frequency range of the speech signal is divided into bands. This number varies from 5 to as many as 32, and the spacing between the bands is normally linear until about 1000 Hz, and logarithmic beyond 1000 Hz.

The energy within each frequency band is measured as shown in Figure 1. The speech signal passes through a bank of band pass filters; each filter covers a certain frequency band. The output of the pass band filter passes through nonlinear circuit, such as square law detector or full wave rectifier, and a low pass filter. The output of the nonlinear circuit is proportional to the square of the
FIGURE 1. FILTER BANK - ALGORITHM.
amplitude of the signal and hence can be taken as a measure of the speech energy in this band. A logarithmic circuit is used to reduce the dynamic range of the intensity signal and the compressed output is digitized with a sample rate of twice the low pass filter cutoff frequency.

The low pass filter cutoff frequency is typically about 20-30 Hz; Accordingly the sample rate of the digitizer is selected to be from 40 to 60 Hz. If the number of the band pass filters is 5 and the sample rate is 40, then the number of features (the energy per frequency band) to represent a 1 second of the speech signal is 200. If we sampled the raw speech signal without using the filter bank, then the number of features will be 1000 for sample rate of 10 KHz. So by using filter bank-analysis the number of features is reduced by a rate of 50 to 1. For many recognizers, this feature set is supplemented by adding the number of times the signal crosses the zero time axis. This number of this zero crossing is related to the frequency pitch of the speech signal.

2. Linear Predictive Analysis, \[1-7\].

This algorithm is built on the fact that there is a high correlation between adjacent samples of the speech in the time domain. This fact means that an nth sample of speech signal can be predicted from previous samples. The
correlation can be put in a linear relationship and we get
what is called Linear Prediction Model. This relationship
can be written as:

\[ \hat{Y}_n = a_1 Y_{n-1} + a_2 Y_{n-2} + \ldots + a_p Y_{n-p} \]  
...............(1)

where \( p \) is the order of analysis; usually \( p \) ranges from 8 to
12. \( Y_n \) is the predicted value of speech at time \( n \) and \( a' \)'s
are the linear predictive coefficients. The error \( E_n \) that
resulted from the above linear relationship is:

\[ E_n = Y_n - \hat{Y}_n = Y_n - (\sum_{i=1}^{p} a_i Y_{n-i}) \]  
...............(2)

The error \( E_n \) is called the prediction error. Setting
\(-a_i \) as \( a_i \), the prediction error becomes:

\[ E_n = Y_n - \sum_{i=1}^{p} a_i Y_{n-i} \]  
...............(3)

\[ = \sum_{i=0}^{p} a_i Y_{n-i}, \quad a_0 = 1. \]  
...............(4)

Squaring the above Equation and taking the average:

\[ E_n^2 = (Y_n + a_1 Y_{n-1} + a_2 Y_{n-2} + \ldots + a_p Y_{n-p})^2 \]  
...............(5)

To find the predictive coefficients which give minimum
predictive error, the above Equation is partially
differentiated with respect to a's and time average term by term is taken:

\[
\begin{bmatrix}
  r_0 & r_1 & r_2 & \cdots & r_{p-1} \\
  r_1 & r_0 & r_1 & \cdots & r_{p-2} \\
  \vdots & \vdots & \vdots & \ddots & \vdots \\
  r_{p-1} & r_{p-2} & r_{p-3} & \cdots & r_0
\end{bmatrix}
\begin{bmatrix}
  a_1 \\
  a_2 \\
  \vdots \\
  a_p
\end{bmatrix}
= \begin{bmatrix}
  r_1 \\
  r_2 \\
  \vdots \\
  r_p
\end{bmatrix}
\quad \ldots \ldots (6)
\]

with

\[
\begin{align*}
  r_0 &= \frac{y_n y_n'}{y_n y_n'} \\
  r_j &= \frac{y_n y_{n+j}}{y_{n-j} y_n}
\end{align*}
\quad \ldots \ldots (7)
\]

where \( r_j \) is a correlation coefficient of waveform \( \{y_n\} \) and \( r_{-j} = r_j \) by the assumptions of stationary state of \( y_n \). The coefficients \( a_i \)'s exist only if the matrix in Equation 6 is positive definite. To ensure that this condition is satisfied, \( y_n \) is multiplexed by a time window \( W_n \). This multiplexing makes \( y_n \) exists in a finite interval from 0 to \( N-1 \), where \( N \) is the interval of the Window; a stable solution for Equation 6 is always obtained. Accordingly, \( r_j \) is written as:

\[
r_j = \frac{1}{N} \sum_{n=0}^{N-j-1} y_n' y_n'+j
\quad \ldots \ldots (8)
\]
Calculation of the correlation coefficients by window multiplexing is called the correlation method. Some recognizers use the correlation coefficients as the feature set. However for full LPC analysis $a_i$'s are calculated by solving Equation 6.

The LPC model represents an all-pole model. The relation between the input $x_i$ and the output $y_n$ of this system is written as:

$$y_n + \sum_{i=1}^{p} a_i y_{n-i} = x_n, \quad \ldots \ldots \ldots \ldots (10)$$

Equation 10 is called the auto-regressive process. The system function $H(z)$ can be written as:

$$H(z) = \frac{1}{1 + a_1 z^{-1} + \ldots + a_p z^{-p}} \quad \ldots \ldots \ldots \ldots (11)$$

$a_i$'s correspond to the resonance frequencies of the signal and if $p$, the order of the analysis is selected correctly, these $a_i$'s represent the formants, frequencies at which peaks of the power spectrum of the speech signal occur.

A block diagram representing an algorithm for voice recognition based on LPC analysis is shown in Figure 2. As shown in this Figure, the digitized data is divided into frames each of length $N$. The distance between consecutive frames is $M$. If $N=M$ then there is no overlapping between frames.
FIGURE 2. LPC-BASED ALGORITHM FOR AUTOMATIC VOICE RECOGNITION
frames; if M<\(N\), then there is overlapping between frames. Typical values of \(N\) are from 100 to 500 data points. For large number of \(N\) the analysis is called wideband analysis and for small values of \(N\) the analysis is called narrow band analysis. Because the rate of speaking of any subject is not fixed, it changes with time, a time wrapping algorithm is used to take this fact into consideration.

Limitations of the LPC analysis

The LPC analysis needs relatively small memory storage and has a short execution time. On the other hand to apply this analysis to any system, the system should satisfy the following conditions:

a. The system is an all-pole system. Speech system does not explicitly satisfies this condition. However, any system can be approximated to all-pole system by increasing the number of poles relative to the zeros in the system.

b. The input to the system is either a single impulse or pure white noise. This is not explicitly true especially in the case of a female voiced sound where the pitch period is generally short.

c. The system is time-invariant. The speech system is time varying system, however using a window can approximate the system to a time-invariant system.
3. Short-Time Fourier Analysis, [2].

In this analysis the domain of the signal is transformed from time domain to frequency domain. Frequency domain analysis is more desirable than the time domain for the following reasons:

a. In the frequency domain the signal is decomposed into its frequency components. Investigation of these frequency components lead to understanding the nature of the signal as well as the effect of the noise on it.

b. The input/output relation of any system in the frequency domain is the product of the Fourier transform of the impulse response of the system and the Fourier transform of the input. In the time domain this relationship is a convolution which is more complicated than multiplication.

c. The autocorrelation function of the system, which is often used to describe the statistical properties of the signal is related in a simple relationship with the power spectrum of the signal.

Since the speech signal is a time-varying signal, the spectrum of the signal changes with time, then Fast Fourier Transform can not be applied directly. Short time Fourier transform should be applied instead of FFT. The short time Fourier transform of a time domain signal, \( x(m) \), can be written as:
where \( W(n-m) \) is a time window. The window is used here to justify the use of Discrete Fourier transform for a time-varying signal. The Hamming window is the most widely used; it can be written as:

\[
W(n) = 0.54 - 0.46 \cos\left(\frac{2\pi n}{N-1}\right); \quad 0 \leq n \leq N-1
\]

As is shown in Equation 12, short time Fourier includes both convolution process and DFT process. Calculation of short time Fourier by Equation 12 takes a very long execution time. It can be shown that Equation 12 can be written as:

\[
X_n(e^{j\omega}) = \sum_{m=-\infty}^{\infty} W(n-m)x(m)e^{-j\omega m} \quad \ldots \ldots (12)
\]

As is shown in Equation 15, the short time Fourier Transform can be written as an FFT process multiplied by:

\[
e^{-j\frac{2\pi}{N} kn} \quad \text{the execution time is relatively short and consequently Equation 15 is used to calculate the short time}
\]

\[
U_n(q) = \sum_{r=-\infty}^{N-1} X_n(Nr+q) \quad \ldots \ldots (16)
\]

As is shown in Equation 15, the short time Fourier Transform can be written as an FFT process multiplied by:

\[
e^{-j\frac{2\pi}{N} kn} \quad \text{the execution time is relatively short and consequently Equation 15 is used to calculate the short time}
\]
Fourier Transform. After calculation of the short time Fourier Transform, the spectrum can be investigated to extract features, such as formants, that can represent the speech signal.

4. Cepstrum Analysis, [1],[2].

The speech waveform can be approximated by:

\[ s(t) = \sum_{n=-\infty}^{\infty} s_0(t-nT) = s_0(t)[\sum_{n=-\infty}^{\infty} \delta(t-nT)] \quad \ldots \ldots \ldots (17) \]

where \( s_0(t) \) is impulse response of the speech generating system and \( \sum_{n=-\infty}^{\infty} \delta(t-nT) \) is the pulse train with period \( T \). Applying Fourier Transform to both sides of the above Equation, then:

\[ S(w) = S_0(w)\frac{\sin((2N+1)\frac{1}{2}wT)}{\sin\frac{1}{2}wT}^2 \quad \ldots \ldots \ldots (18) \]

Where \( S(w) \) and \( S_0(w) \) are the power spectra of \( s(t) \) and \( s_0(t) \) respectively. Taking the logarithm of both sides of the above Equation, then:

\[ \log_e S(w) = \log_e S_0(w)+2\log_e((2N+1)\frac{1}{2}wT)/\sin\frac{1}{2}wT) \quad \ldots \ldots \ldots (19) \]

The first term on the right-hand side of the above Equation represents a relatively slow change in frequency (the speech generating system) and the second term represents
a relatively high change in frequency with fundamental frequency $2\pi/T$. This means that the above equation consists of two separable terms with respect to frequency. By taking the Inverse Fourier Transform, we can have two terms; the first term corresponds to the spectrum envelope and the second term corresponds to the pitch excitation. The result of this inverse Fourier transformation is called cepstrum and the variable corresponding to frequency is called quefrency. Figure 3 demonstrates the cepstrum analysis.
FIGURE 3. CEPSTRUM ANALYSIS OF SPEECH
CONCLUSION

Four digital signal processing algorithms for automatic speech recognition have been discussed in this research. The Linear Predictive Analysis is the most widely used for its low memory storage requirement and its short execution time. However this algorithm has several limitations. The Short Time Fourier Analysis and the Cepstrum Analysis are frequency-domain algorithms; these two algorithms require large memory storage and their execution time is relatively long. These two frequency domain algorithms do not have as many limitations as of the LPC analysis. The best approach to introduce a high performance algorithm for automatic voice recognition is a combination of LPC analysis and the frequency domain Analysis.
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