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1. INTRODUCTION

To approximate the solutions of partial differential equations, a number of methods can be successfully applied: among them, spectral type methods, in which the discrete solution is a polynomial of high degree, are known to be very accurate when the solution approximated is very smooth (see [GO][CHQZ] for a general description of these methods). Their main drawback lies in the difficulty to take into account the singularities of the function approximated, as well as the difficulty in handling domains with a complicated boundary. This last problem is usually solved by decomposition into subdomains and/or transformation of coordinates. On the other hand, the finite element method, where the discrete solution, restricted to very small domains called "elements," is a polynomial of low degree, is well suited to problems with complex geometries, but its accuracy is limited by the degree of the polynomials (general properties of finite elements are analyzed in [C]). Several attempts have been made to set the two methods in a unified framework and obtain the advantages of each one. The spectral element method [P], which consists of using a spectral algorithm on a fixed number of subdomains, is presently developed for a growing number of problems (see, for instance, [F], [KP], and [MP]); on the opposite side, the so-called p-version of the finite element method, where the discrete functions are polynomials of fixed high degree on each element, is studied by several authors ([BSK], [SV], [V] for instance).

The idea of this paper is very different: as previously presented by K. Z. Korszak and A. T. Patera [KP], it consists of dividing the domain where the problem must be solved in two parts; then, the problem will be approximated by a finite element method on the first part and by a spectral method on the second. Consequently, the discrete space will consist of functions which are piecewise polynomial on one part and a restriction of a high degree poly-
nomial on the other with a matching condition on the interface. Here, we present and compare two kinds of matching conditions: the first kind is a punctual one, i.e., we bias the functions to be continuous at the nodes of the finite elements on the interface; the second kind is an integral one, since we require the trace of the finite element function on the interface to be the $L^2$-projection of the trace of the polynomial onto the finite element space. Of course, both algorithms will be nonconforming in the general case, since it is impossible to match a high-degree polynomial and a piecewise polynomial function on the interface in a continuous way. However, in a finite element context, nonconforming methods have proved themselves to be as efficient as the conforming ones (see for instance [CR] or [RT]). Moreover, numerical experiments$^1$ [KP] already show the interest of the coupling technique, which turns out to be easy to implement and very flexible to fit both the problem and the domain.

In this paper, we analyze the coupling method on a test problem and in a model domain. The domain is simply the rectangle $\Omega = (-1,1) \times (0,1)$, which we divide in two parts, $\Omega^- = (-1,0) \times (0,1)$ and $\Omega^+ = (0,1) \times (0,1)$; we denote by $\gamma$ the interface $\{0\} \times (0,1)$, and by $n$ the unit vector which is orthogonal to $\gamma$ and directed from $\Omega^-$ to $\Omega^+$. For a given function $f$ on $\Omega$, the Poisson problem we want to approximate is the following one:

Find a function $u$ on $\Omega$ such that

\begin{equation}
-\Delta u = f \text{ in } \Omega, \quad u = 0 \text{ on } \partial \Omega.
\end{equation}

---

An outline of the paper is as follows. In Section II, we introduce the discrete spaces and state the discrete problems. Sections III and IV are devoted respectively to the analysis of the consistency error and of the approximation error. The final error estimates, together with concluding remarks, are given in Section V.

The main results of this paper were first presented in [BDM].

Notation: Let $A$ denote any open interval of the real line or any domain in $\mathbb{R}^2$ with a polygonal boundary. For any real number $s$, we consider the classical Hilbert Sobolev spaces $H^s(A)$, provided with the usual norm $\| \cdot \|_{s,A}$, and also, when $s$ is an integer, with the semi-norm $| \cdot |_{s,A}$. For any real number $s \geq 0$ and any $p$, $1 \leq p \leq +\infty$, we also use the Sobolev spaces $W^{s,p}(A)$, provided with the norm $\| \cdot \|_{s,p,A}$. Finally, for any real
number $s \geq 0$, $H^s_0(\Delta)$ stands for the closure in $H^s(\Delta)$ of the space of indefinitely differentiable functions with a compact support in $\Delta$.

Throughout this paper, with any function $v$ defined on $\Omega$, we associate the pair $v^* = (v^-,v^+)$, where $v^-$ (resp. $v^+$) denotes the restriction of $v$ to $\Omega^-$ (resp. $\Omega^+$). The following scalar product on $L^2(\Omega^-) \times L^2(\Omega^+)$

$$\langle u^*, v^* \rangle = \int_{\Omega^-} u^-(x)v^-(x) \, dx + \int_{\Omega^+} u^+(x)v^+(x) \, dx$$

coincides with the usual one on $L^2(\Omega)$. We also provide the product $H^1(\Omega^-) \times H^1(\Omega^+)$ with the norm

$$\| v^* \| = \left( \langle v^*, v^* \rangle + \langle \nabla v^*, \nabla v^* \rangle \right)^{1/2};$$

the space of pairs $v^*$ in $H^1(\Omega^-) \times H^1(\Omega^+)$ with $v$ continuous through $\gamma$, is isomorphic to $H^1(\Omega)$. Finally, we define on $H^1(\Omega^-) \times H^1(\Omega^+)$ the bilinear form

$$\mathbf{b}(u^*, v^*) \in \left[ H^1(\Omega^-) \times H^1(\Omega^+) \right]^2, \quad a(u^*, v^*) = \langle \nabla u^*, \nabla v^* \rangle.$$

Clearly, for any function $f$ in $L^2(\Omega)$, problem (1.1) is equivalent to the following one: Find $u$ in $H^1_0(\Omega)$ such that

$$\mathbf{b}(u^*, v) \in H^1_0(\Omega), \quad a(u^*, v^*) = \langle f^*, v^* \rangle.$$

This variational form is precisely the one which will be used in order to define the discrete problems.
In all that follows, $c, c^-, c^-, ..., $ are generic positive constants, independent of the discretization parameters.

2. THE DISCRETE SPACES AND PROBLEMS

2.1. Definition of the discrete spaces.

We have to define a discrete space on each subdomain $\Omega^-$ and $\Omega^+$, and then we must match conditions on the interface.

Let $h$ be a real parameter, $0 < h < 1$, which will tend to 0. With each value of $h$, we associate a triangulation $T_h$ of the domain $\Omega^-$, i.e., a finite set of triangles such that the intersection of two triangles is either empty or a vertex or an edge and such that

$$\Omega^- = \bigcup_{K \in T_h} K;$$

$h$ is the upper bound of the diameters of the triangles of $T_h$. We denote by $h_k$ the diameter of any triangle $K$ in $T_h$, and by $\rho_k$ the diameter of the inscribed circle in $K$. Next, we assume that the family $(T_h)_h$ is regular in the following sense (cf. [C, Section 3.1] or [B, Def. 3.1]): there exists a constant $\tau > 0$ such that, for any $h$, and for any $K$ in $T_h$, the following inequality holds

$$\rho_k \geq \tau h_k.$$
Let $k$ be a fixed integer $\geq 1$. For any closed subset $A$ of $\mathbb{R}$ (resp. $\mathbb{R}^2$), we denote by $P_k(A)$ the set of the restriction to $A$ of polynomials of one variable (resp. two variables) with total degree $\leq k$.

With any triangulation $T_h$, we have the associated finite dimensional $\mathcal{X}_h$ defined by

$$(2.3) \quad \mathcal{X}_h = \{v_h \in C^0(\Omega^-); \forall K \in T_h, v_h|_K \in P_k(K) \text{ and } v_h = 0 \text{ on } \partial \Omega^0 \setminus \gamma\}.$$ 

We also need the finite dimensional trace space

$$(2.4) \quad \mathcal{X}_h = \{v_h|_{\gamma}, v_h \in \mathcal{X}_h\}.$$

In order to build an appropriate basis of $\mathcal{X}_h$ and $\mathcal{X}_h$, we consider each triangle $K$ as the support of a Lagrange finite element $(K, P_k(K), \Xi_K),$ where $\Xi_K$ is the set of all points in $K$ with barycentric coordinates $i/k, j/k, \text{ and } (k-i-j)/k, 0 \leq i, j \leq k, i + j \leq k.$ It is well-known [C, Thm. 2.2.1] that this set of points is $P_k(K)$-unisolvent. Next, we set

$$(2.5) \quad \Xi_h = \bigcup_{K \in T_h} \Xi_K,$$

and also

$$(2.6) \quad \xi_h = \{a \in \Xi_h \cap \gamma\}.$$ 

To each point $a$ in $\Xi_h \cap (\Omega \cup \gamma)$, we associate its Lagrange interpolant, i.e., the unique $q_a$ of $\mathcal{X}_h$ which is equal to 1 in $a$ and vanishes at any
other point of $\mathcal{E}_h$. Then, the set \( \{q_a \mid a \in \mathcal{E}_h \cap (\Omega^\circ \cup Y)\} \) is a basis of the space $\mathcal{N}_h$ and the set \( \{q_a \mid a \in \mathcal{E}_h\} \) is a basis of the space $\mathcal{N}_h$.

Next, let $N$ be an integer $\geq 1$, which will tend to $+\infty$. For any integer $n \geq 0$, we denote by $Q_n(\Omega^+)$ the set of the restrictions to $\Omega^+$ of polynomials of two variables with degree $\leq n$ with respect to each variable. For each integer $N$, we consider the finite dimensional space $X_N$ defined by

\[
X_N = \{v_N \in Q_N(\Omega^+); v_N = 0 \text{ on } \partial \Omega^+ \setminus Y\}. \tag{2.7}
\]

Let \( (L_n)_{n \in \mathbb{N}} \) be the family of Legendre polynomials on $[0,1]$, i.e., of orthogonal polynomials on $[0,1]$, such that $L_n$, $n \in \mathbb{N}$ is of degree $n$ and satisfies $L_n(0) = 1$. We recall that the set \( \{L_m \otimes L_n, 0 \leq m,n \leq N\} \) is a basis of $Q_N(\Omega^+)$. However, we shall also characterize the polynomials of $\mathcal{E}_N$ by punctual values: let $\xi_j$, $0 \leq j \leq N$, be the roots of the polynomial $\zeta(1 - \zeta)L_N(\zeta)$, with $0 = \xi_0 < \xi_1 < \ldots < \xi_N = 1$; we set

\[
\mathcal{E}_N = \{(\xi_i, \xi_j), 0 \leq i,j \leq N\}, \tag{2.8}
\]

and

\[
\mathcal{E}_N = \mathcal{E}_N \cap Y = \{(0, \xi_j), 1 \leq j \leq N-1\}. \tag{2.9}
\]
Finally, with each value of $h$ and $N$, we associate the discretization parameter $\delta = (h, N^{-1})$. The pair $u^*$, where $u$ is the solution of problem (1.1), will be approximated in a subspace of $X_h \times X_N$, made of all pairs which satisfy a matching condition on the interface $\gamma$. More precisely, we are going to consider two kinds of matching conditions, with which we associate two kinds of discrete spaces, both denoted by $V^\delta$: 

1) punctual matching condition: the space $V^p_\delta$ is defined by 

$\begin{equation}
V^p_\delta = \{v^*_\delta = (v_h, v_N) \in X_h \times X_N; \forall a \in \xi_h, v_h(a) = v_N(a)\};
\end{equation}$
2) integral matching condition: the space \( V^1_\delta \) is defined by

\[
V^1_\delta = \{ v_\delta^* = (v_\delta, v_N) \in X_\delta \times X_N; \psi_h \in X_h, \int_\gamma (v_h - v_N)(0, y)q_h(y)dy = 0 \}.
\]

The space \( V^p_\delta \) has already been used in [KP]. Here, we compare the two kinds of spaces, and the integral matching condition will turn out to be better.

Remark 2.1: We immediately notice that both methods are nonconforming since the functions \( v_\delta \), associated with a pair \( v_\delta^* \) of \( V_\delta \), are generally discontinuous through \( \gamma \) and consequently do not belong to \( H^1_0(\Omega) \). Indeed, for \( N \geq k \), a function \( v_\delta \), with the pair \( v_\delta^* \) in \( X_h \times X_N \), belongs to \( H^1_0(\Omega) \) if and only if it is a polynomial of \( P_k(\Omega) \cap H^1_0(\Omega) \).

Remark 2.2: From a numerical point of view, to enforce the ponctual matching condition, one has to interpolate polynomials of \( X_N \) at every point of \( \xi_h \) and hence must store the values \( L_n(y)q_h, 0 \leq n \leq N, a \in \xi_h \). On the other hand, to enforce the integral matching condition, one needs to store the integrals \( \int_\gamma L_n(y)q_h(0, y)dy, 0 \leq n \leq N, a \in \xi_h \). Consequently, the cost of the two methods is of the same order.

However, when \( k \) is equal to 1, for a given value of \( N \), it is possible to choose the triangulation \( T_h \) such that the sets \( \xi_h \) and \( \xi_N \) coincide. Then, since the polynomials of \( X_N \) are characterized by their values at the points of \( \xi_N \), enforcing the ponctual matching condition would be less expensive. But this would require very strong restrictions on the triangulation \( T_h \); in particular, the parameters \( h \) and \( N \) would be linked.
by a relation of the type \( h \geq cN^{-1} \). Moreover, the triangulation could not be uniformly regular since it is well-known (see [S, Thm. 6.21.3]) that the \( \zeta_j, 1 \leq j \leq N-1 \), satisfy: \( \zeta_j = \sin^2 \theta_j \), with \((2j - 1)\pi/4N < \theta_j < (j + 1)\pi/2(N + 1)\); hence the points of \( \xi_N \) are not all equally distributed (they cluster to \( \pm 1 \)). That is why we would not recommend such a choice.

2.2. **Definition of the discrete problems.**

We are now in a position to define the discrete problems. We recall (see [BR, Section 2.7] or [H, Chapter 25]) that there exist positive weights \( \rho_j, 0 \leq j \leq N \), such that the Gauss-Lobatto quadrature formula

\[
\int_0^1 \phi(\zeta) d\zeta = \sum_{j=0}^{N} \phi(\zeta_j) \rho_j
\]

is exact on all polynomials with degree \( \leq 2N - 1 \).

With each point \( \mathbf{a} = (\zeta_1, \zeta_2) \) in \( \mathbb{R}^N \), we associate the weight \( \rho_{\mathbf{a}} = \prod_{j} \rho_j \). We now introduce the following discrete bilinear form on \( L^2(\Omega^-) \times C^0(\Omega^+) \)

\[
(u^*, v^*)_\delta = \sum_{K \in \mathcal{T}_h} \int_K u^{-}(x)v^-(x) dx + \sum_{\mathbf{a} \in \Xi_N} u^+(\mathbf{a})v^+(\mathbf{a}) \rho_{\mathbf{a}},
\]

which coincides with the usual scalar product on \( L^2(\Omega^-) \times \Omega_{-1}(\Omega^+) \). Finally, we define on \( H^1(\Omega^-) \times C^1(\Omega^+) \) the bilinear form

\[
\psi(u^*, v^*) \in [H^1(\Omega^-) \times C^1(\Omega^+)]^2, a_\delta(u^*, v^*) = (\psi u^*, \psi v^*)_\delta.
\]
Then, for any pair \( f^* \) given in \( L^2(\Omega^-) \times C^0(\Omega^+) \), for each kind of matching condition, the discrete problem is the following: Find \( u^*_\delta \), with \( u^*_\delta \) in \( V^*_\delta \), such that

\[
(2.15) \quad \forall v^*_\delta \in V^*_\delta, \quad a^*_\delta(u^*_\delta, v^*_\delta) = (f^*, v^*_\delta)^\delta.
\]

**Remark 2.3:** Of course, in definition (2.13), one could, by using a quadrature formula, replace each integral \( \int_{K} u^*(x)v^*(x)dx \) by its approximation. The resulting algorithm will be thoroughly analyzed.\(^2\)

We recall [CQ, Lemma 3.2] the property

\[
(2.16) \quad \sum_{j=0}^{N} L_N(\zeta_j)^2 \rho_j = (2 + N^{-1}) \int_{0}^{1} L_N(\zeta^2)d\zeta.
\]

Since the quadrature formula (2.12) is exact on all polynomials of degree \( \leq 2N-1 \), the discrete scalar product \( (.,.)^\delta \) is uniformly equivalent to \( (.,.) \) on \( L^2(\Omega^-) \times Q_N(\Omega^+) \). Consequently, the form \( a^*_\delta \) satisfies the following properties of continuity

\[
(2.17) \quad \forall (u^*, v^*) \in [H^1(\Omega^-) \times Q_N(\Omega^+)]^2, \quad |a^*_\delta(u^*, v^*)| \leq c\|u^*\|_1\|v^*\|_1,
\]

and of ellipticity

---

(2.18) \( \psi u^* \in H^1(\Omega^-) \times Q_N(\Omega^+), \quad a_0(u^*, u^*) \geq (\psi u^*, \psi u^*) \).

Now, since both \( \partial \Omega^- \cap \partial \Omega \) and \( \partial \Omega^+ \cap \partial \Omega \) have a positive measure, it follows from the Poincaré-Friedrichs inequality that the semi-norm:
\( \psi^* + (\psi v^*, \psi v^*)^{1/2} \) is a norm equivalent to \( \| \cdot \| \) on the space \( \{ \psi \in H^1(\Omega^-) \times H^1(\Omega^+); \ v = 0 \text{ on } \partial \Omega \} \), which yields in our particular case

(2.19) \( \psi u^* \in H^1(\Omega^-) \times Q_N(\Omega^+), \quad a_0(u^*, u^*) \geq c \| u \|^2. \)

Thus we have proved the following result.

**Proposition 2.4:** In both cases of punctual and integral matching conditions, problem (2.15) has a unique solution \( u_\delta \) with \( u^*_\delta \) in \( V_\delta \).

The purpose of what follows is to give an error estimate between the solutions \( u \) and \( u_\delta \) of problems (1.1) and (2.15) respectively. We begin with a classical bound (see [C, Thm. 4.2.2]).

**Proposition 2.5:** In both cases of punctual or integral matching conditions, the solutions \( u \) and \( u_\delta \) of problems (1.1) and (2.15) satisfy

\[
\| u^* - u^*_\delta \| \leq c \inf_{u^*_\delta \in V_\delta} \{ \| u^* - u^*_\delta \| \\
+ \sup_{w^*_\delta \in V_\delta} [a(v^*_\delta, w^*_\delta) - a_\delta(v^*_\delta, w^*_\delta)]/\| w^*_\delta \| \\
+ \sup_{v^*_\delta \in V_\delta} [(f^*, v^*_\delta) - (f^*_\delta, v^*_\delta)\delta]/\| v^*_\delta \| \}
\]
+ \sup_{\delta} \int_{\gamma} (\partial u/\partial n)(0,y)(w_N - w_h)(0,y)dy \|w_\delta^*\|_2.

Proof: Let \( v_\delta^* \) be any element in \( V_\delta \). Using (2.19), we have

\[ c \| u_\delta^* - v_\delta^* \|_2^2 \leq a(u_\delta^* - v_\delta^*, u_\delta^* - v_\delta^*) \]

\[ = -a(v_\delta^*, u_\delta^* - v_\delta^*) + a(v_\delta^*, u_\delta^* - v_\delta^*) - a(v_\delta^*, u_\delta^* - v_\delta^*) + (f^*, u_\delta^* - v_\delta^*)_\delta. \]

Next, it follows from (2.1) that, for any \( w^* \) in \( H^1(\Omega^-) \times H^1(\Omega^+) \) such that \( w \) vanishes on \( \partial \Omega \),

\[ (f^*, w^*) = \int_{\Omega} f(x)w(x)dx = -\int_{\Omega^-} (\Delta u)(x)w^-(x)dx - \int_{\Omega^+} (\Delta u)(x)w^+(x)dx \]

\[ = a(u^*, w^*) + \int_{\gamma} (\partial u/\partial n)(0,y)(w^+ - w^-)(0,y)dy. \]

Setting \( w^* = u_\delta^* - v_\delta^* = (w_h, w_N) \) and combining the result with the previous inequality, we obtain

\[ c \| u_\delta^* - v_\delta^* \|_2^2 \leq a(u^* - v_\delta^*, u_\delta^* - v_\delta^*) + a(v_\delta^*, u_\delta^* - v_\delta^*) - a(v_\delta^*, u_\delta^* - v_\delta^*) \]

\[ -(f^*, u_\delta^* - v_\delta^*) + (f^*, u_\delta^* - v_\delta^*)_\delta + \int_{\gamma} (\partial u/\partial n)(0,y)(w_N - w_h)(0,y)dy, \]

and (2.20) follows.

We are now interested in deriving a bound for:
1) the consistency error term

$$\sup_{w^*_\delta = (w_h, w_N) \in V_\delta} \int (\partial u/\partial n)(0, y)(w_N - w_h)(0, y) dy / \| w^*_\delta \|, \quad \text{and}$$

2) the approximation error term

$$\inf_{v^*_\delta \in V_\delta} \| u - v^*_\delta \|$$

since estimating the two other terms of (2.20) is a standard result in spectral methods.

3. ANALYSIS OF THE CONSISTENCY ERROR

The aim of this section is to study the term

$$\int (\partial u/\partial n)(0, y)(w_N - w_h)(0, y) dy, \quad \text{for any pair } w^*_\delta = (w_h, w_N) \text{ in } V_\delta,$$

where \( u \) is a given function on \( \Omega \) which we shall assume to be sufficiently smooth. This analysis involves only one-dimensional approximation operators.

3.1 The case of pointual matching condition.

We recall that there exists an interpolation operator \( \iota_h \) from \( \{ v \in C^0(\overline{\Omega}); \quad v(0) = v(1) = 0 \} \) into \( X_h \) such that, for any function \( v \) continuous on \( \overline{\Omega} \) and vanishing at \( 0 \) and \( 1 \), \( \iota_h v \) is the only element of \( X_h \) which satisfies

$$\forall a \in \xi_h, \quad (\iota_h v)(a) = v(a).$$
Moreover, for any real number \( k, 1 \leq k \leq k + 1 \), there exists a constant \( c \) such that, if the function \( v \) belongs to \( W^{k, p}(\gamma) \) for a number \( p, 1 \leq p \leq +\infty \), the following interpolation error holds [C, Thm. 3.1.5]

\[
\| v - \hat{v} \|_{m, p, \gamma} \leq c h^{\ell-m} \| v \|_{\ell, p, \gamma}, m = 0 \text{ or } 1.
\]

First, we prove suitable inverse inequalities in the space \( Q_N(\Omega) \), which complete those given in [Q, Section 3.1.1] and could be useful in other applications.

**Lemma 3.1:** Any polynomial \( q_N \) on \([0,1]\) with degree \( \leq N \) satisfies

\[
\| q_N \|_{1,1,(0,1)} \leq 2N \| q_N \|_{0,\infty,(0,1)}.
\]

**Proof:** First, we have

\[
\| q_N \|_{0,1,(0,1)} \leq \| q_N \|_{0,\infty,(0,1)}.
\]

Next, let \( \alpha_1, \ldots, \alpha_{K-1} \) be the zeros of \( q_N^\circ \) (i.e., the extrema of \( q_N \)) belonging to \((0,1)\), in increasing order. Of course, \( K \) is \( \leq N \). Then, it suffices to compute

\[
\int_0^1 |q_N'(\zeta)| \, d\zeta
\]

\[
= |q_N(\alpha_1) - q_N(0)| + \sum_{k=1}^{K-2} |q_N(\alpha_{k+1}) - q_N(\alpha_k)| + |q_N(1) - q_N(\alpha_{K-1})|
\]

\[
\leq 2K \| q_N \|_{0,\infty,(0,1)}.
\]
Remark 3.2: The inequality (3.3) is optimal. Indeed, choosing \( q_N \) equal to the Chebyshev polynomial with degree \( N \), i.e., \( T_N(\xi) = \cos(N \arccos(1 - 2\xi)) \), we see that

\[
\frac{1}{N} \int_0^1 |T_N'(\xi)| d\xi = 2N.
\]

Corollary 3.3: There exists a constant \( c \) such that, for any \( p \) and \( p^* \),

\[
1 \leq p \leq 2 \quad \text{and} \quad 1/p + 1/p^* = 1,
\]

any polynomial \( q_N \) on \([0,1]\) with degree \( \leq N \) satisfies

\[
(3.4) \quad \|q_N\|_{1,p,(0,1)} \leq cN^{3-2/p} \|q_N\|_{0,p^*,(0,1)}.
\]

Proof: We recall the well-known inverse inequality [CQ1, Lemma 2.1].

\[
\|q_N\|_{1,(0,1)} \leq cN^2 \|q_N\|_{0,(0,1)}.
\]

Interpolating between this inequality and (3.3) gives (3.4), with a constant independent of \( p \) (see [BL, Thm. 1.1.1] or [LM, Chap. 1, Th. 5.1]).

Corollary 3.4: There exists a constant \( c \) such that, for any real number \( p \),

\[
1 \leq p \leq 2,
\]

any polynomial \( q_N \) on \([0,1]\) with degree \( \leq N \) satisfies

\[
(3.5) \quad \|q_N\|_{1,p,(0,1)} \leq cN^{3/2-1/p} \|q_N\|_{1/2,(0,1)}.
\]

Proof: For \( p > 1 \), setting \( 1/p^* = 1 - 1/p \), we know from [BL, Thm. 6.4.5] that \( H^{1/2}(\gamma) \) is the interpolation space with index \( 1/2 \) between \( W^{1,p}(\gamma) \) and \( L^{p^*}(\gamma) \); hence we derive (3.5) for \( p > 1 \) from (3.4). That implies
\[ \|q_N\|_{1,1,(0,1)} \leq cN^{3/2-1/p}\|q_N\|_{1/2,(0,1)} \]

for \( p \) tending to 1, which proves (3.5) with \( p = 1 \).

We need a precise version of the Sobolev imbedding (further details can be found in [T] for instance).

**Lemma 3.5:** There exists a constant \( c \) such that, for any real number \( p \), \( 2 < p < +\infty \), any function \( v \) in \( H^{1/2}(0,1) \) satisfies

\[ \|v\|_{0,p,(0,1)} \leq c\|v\|_{1/2,(0,1)}. \]

**Proof:** Since \( H^{1/2}(0,1) \) coincides with the space of the restrictions of the functions of \( H^{1/2}(\mathbb{R}) \), it suffices to prove (3.6) with \( (0,1) \) replaced by \( \mathbb{R} \). First, let \( \varepsilon > 0 \). For any function \( v \) in \( H^{1/2+\varepsilon}(\mathbb{R}) \), denoting by \( \hat{v} \) the Fourier transform of \( v \), we have

\[ v(\xi) = (2\pi)^{-1/2} \int_{\mathbb{R}} \hat{v}(\xi)e^{-i\xi\xi}d\xi, \text{ so that} \]

\[ \|v\|_{0,\infty,\mathbb{R}} \leq c \int_{\mathbb{R}} |\hat{v}(\xi)|d\xi \]

\[ \leq c \left( \int_{\mathbb{R}} |v(\xi)|^2(1 + |\xi|^2)^{1/2+\varepsilon}d\xi \right)^{1/2} \left( \int_{\mathbb{R}} (1 + |\xi|^2)^{-1/2-\varepsilon}d\xi \right)^{1/2}. \]

Since the map: \( v \to (\int_{\mathbb{R}} |\hat{v}(\xi)|^2(1 + |\xi|^2)^{1/2+\varepsilon}d\xi)^{1/2} \) is a norm on \( H^{1/2+\varepsilon}(\mathbb{R}) \) equivalent to the one which is obtained by interpolation, we must estimate the constant \( \int_{\mathbb{R}} (1 + |\xi|^2)^{-1/2-\varepsilon}d\xi \). The change of variables \( \xi = \cotan \omega \) gives
\[
\int_{\mathbb{R}} (1 + |\xi|^2)^{-1/2-\varepsilon} d\xi = 2 \int_0^{\pi/2} (\sin \omega)^{-1+2\varepsilon} d\omega \leq c \int_0^{\pi/2} \omega^{-1+2\varepsilon} d\omega = c^{-\varepsilon}.
\]

We deduce

\[\|v\|_{0,\infty,\mathbb{R}} \leq c/\sqrt{\varepsilon} \|v\|_{1/2+\varepsilon,\mathbb{R}}.\]

Finally, for a real number \( p > 2 \), we choose \( \xi = 1/(p - 2) \) and we interpolate this last inequality with the identity \( \|v\|_{0,\mathbb{R}} = \|v\|_{0,\mathbb{R}}. \) We obtain

\[\|v\|_{0,p,\mathbb{R}} \leq (c/\sqrt{\varepsilon})^{1/(1+2\varepsilon)} \|v\|_{1/2,\mathbb{R}} \leq c\sqrt{p} \|v\|_{1/2,\mathbb{R}}.\]

We are now in a position to prove the following result.

**Proposition 3.6:** For any function \( u \) in \( H_0^1(\Omega) \cap H^2(\Omega) \), the following estimate holds for any \( w^*_0 = (w_h, w_N) \) in \( V^\delta_\partial \)

\[(3.7) \quad \int_{\gamma} (\partial u/\partial n)(0,y)(w_N - w_h)(0,y) dy \leq \kappa N^{1/2} \sqrt{\log N} \|u\|_{2,\Omega}^{-1} \|w^*_0\|_{2,\Omega}^{-1}.
\]

**Proof:** Let \( p \) be any real number, \( 2 < p < +\infty \), and \( p^* \) be such that \( 1/p + 1/p^* = 1 \). Since \( u \) belongs to \( H^2(\Omega) \), the trace \( \partial u/\partial n \) belongs to \( H^{1/2}(\gamma) \); hence Lemma 3.5 gives

\[\|\partial u/\partial n\|_{0,p,\gamma} \leq c\sqrt{p} \|u\|_{2,\Omega}^{-1}.
\]

Next, let us compute

\[\int_{\gamma} (\partial u/\partial n)(0,y)(w_N - w_h)(0,y) dy \leq \|\partial u/\partial n\|_{0,p,\gamma} \|w_N - w_h\|_{0,p^*,\gamma}.
\]
But, due to the definition (2.10) of $v^p_\delta$, $w_h$ is equal to $v_{\delta N}$ on $\gamma$, so that, by (3.2)

$$
\int_\gamma (\partial u/\partial n)(0,y)(w_N - w_h)(0,y)dy \leq c\sqrt{p} \| u \|_{2,\Omega} - \| w_N \|_{1,\Omega} \gamma
$$

Applying Corollary 3.4 gives

$$
\int_\gamma (\partial u/\partial n)(0,y)(w_N - w_h)(0,y)dy \leq c\sqrt{p} \frac{h^{3/2-1/p}}{2,\Omega} \| w_N \|_{1/2,\gamma}
$$

Choosing $p = \log N$, we obtain the desired result.

Remark 3.7. Of course, the estimate (3.7) is not what we would wish, since the convergence is obtained only if the discretization parameters are linked by the following condition:

$$(3.8) \quad \lim[hN^{1/2}\sqrt{\log N}] = 0,$$

(in fact, in (3.7) and in this condition, $h$ can be replaced by $\bar{h}$ which is the greatest of the lengths of the edges of triangles $K$ in $T_h$ contained in $\bar{\gamma}$).

Remark 3.8: The estimate (3.7) is independent of $k$; indeed, we do not know how to improve it for large values of $k$. 

$$
\leq c\sqrt{p} \frac{h^{3/2-1/p}}{2,\Omega} \| w_N \|_{1/2,\gamma}\gamma
$$
3.2 The case of integral matching condition.

This case turns out to be simpler. We denote by $\pi_h$ the Hilbert projection operator from $L^2(\gamma)$ onto $\mathbb{X}_h$. We have for any $v$ in $H^1_0(\gamma)$

$$\|v - \pi_h v\|_{0, \gamma} \leq \|v - \hat{v}\|_{0, \gamma},$$

so that, for any $v$ in $H^1_0(\gamma) \cap H^\ell(\gamma)$, $1 \leq \ell \leq k+1$,

$$\|v - \pi_h v\|_{0, \gamma} \leq c(\ell) \|v\|_{\ell, \gamma}.$$  \hfill (3.9)

By interpolation, this inequality also holds for any $v$ in $H^\ell_0(\gamma)$, $1/2 < \ell < 1$. Finally, recalling that the interpolation space with index $1/2$ between $H^1_0(\gamma)$ and $L^2(\gamma)$ is $H^{1/2}_{00}(\gamma)$ (see [LM, Chap. 1, Th. 11.7]) and denoting by $\|\cdot\|_{1/2}$ the norm of $H^{1/2}_{00}(\gamma)$, we also obtain for any $v$ in $H^{1/2}_{00}(\gamma)$

$$\|v - \pi_h v\|_{0, \gamma} \leq c(1/2) \|v\|_{1/2, \gamma}.$$  \hfill (3.10)

Now, we prove the following.

**Proposition 3.9:** For any function $u$ in $H^1_0(\Omega) \cap H^\ell(\Omega)$ such that the function $u^-$ belongs to $H^\ell(\Omega^-)$, where $\ell$ is a real number, $2 \leq \ell \leq k + 5/2$, the following estimate holds for any $\mathbf{w}^*_{\delta} = (w_h, w_N)$ in $V^1_{\delta}$

$$\int_{\gamma} (\partial u/\partial n)(0, y)(w_N - w_h)(0, y) dy \leq c(\ell) \|u^-\|_{\ell, \Omega} \|w^*_{\delta}\|_{\ell, \Omega}.$$  \hfill (3.11)
Proof: Let \( w^*_\delta = (w_h, w_N) \) be any element in \( V^1_\delta \); due to the definition (2.11) of \( V^1_\delta \), \( w_h \) coincides with \( \pi_h w_N \) on \( \gamma \). We compute

\[
\int_{\gamma} (\partial u/\partial n)(0,y)(w_N - w_h)(0,y)dy = \int_{\gamma} (\partial u/\partial n)(0,y)(w_N - \pi_h w_N)(0,y)dy
\]

\[
= \int_{\gamma} [(\partial u/\partial n) - \pi_h (\partial u/\partial n)(0,y)](w_N - \pi_h w_N)(0,y)dy,
\]

so that

\[
\int_{\gamma} (\partial u/\partial n)(0,y)(w_N - w_h)(0,y)dy \leq \| (\partial u/\partial n) - \pi_h (\partial u/\partial n)\|_{0,\gamma} \| w_N - \pi_h w_N \|_{0,\gamma}.
\]

If \( \ell - 1/2 \) is not an integer, we note that \( \partial u/\partial n \) belongs to \( H^1_0(\gamma) \cap H^{\ell-3/2}(\gamma) \) and that, since \( w_N \) vanishes on \( \partial \Omega \setminus \gamma \), \( w_N|_{\gamma} \) belongs to \( H^{1/2}_0(\gamma) \). Applying (3.9) or (3.10) to bound the first term and (3.10) to bound the second one, we obtain

\[
\int_{\gamma} (\partial u/\partial n)(0,y)(w_N - w_h)(0,y)dy \leq \text{ch}^{\ell-1} \| \partial u/\partial n \|_{\ell-3/2,\gamma} \| w_N \|_{1/2,\gamma}^*
\]

(with \( \| \partial u/\partial n \|_{1/2,\gamma} \) replaced by \( \| \partial u/\partial n \|_{1/2,\gamma}^* \) in the case \( \ell = 2 \)), and the result follows. The case where \( \ell - 1/2 \) is an integer follows by an interpolation argument.

**Remark 3.10:** Clearly, the estimate (3.11) is much better than (3.6), since it is independent of \( N \). In fact, the term \( \int_{\gamma} (\partial u/\partial n)(0,y)(w_N - w_h)(0,y)dy \) goes to 0 whenever the discretization parameter \( h \) decreases to 0.
4. ANALYSIS OF THE APPROXIMATION ERROR

We begin by recalling some properties of the approximation by finite element functions and by polynomials in the two-dimensional case.

First, since for each $K$ in $T_h$ the set $E_K$ is $P_k(K)$-unisolvent, there exists an interpolation operator $T_h$ from \{v \in C^0(\Omega^-); v = 0 \text{ on } \partial\Omega^\gamma\} into $X_h$ such that, for any function $v$ continuous on $\overline{\Omega^-}$ and vanishing on $\partial\Omega^\gamma$, $T_h v$ is the only element of $X_h$ which satisfies

$$\forall a \in E_h \cap (\Omega^- \cup \gamma), (T_h v)(a) = v(a).$$

Moreover, if the function $v$ belongs to $H^l(\Omega^-)$ for a real number $l$, $2 \leq l \leq k + 1$, the following interpolation error holds [C, Thm. 3.1.5]

$$\|v - T_h v\|_{m,\Omega^-} \leq c h^{l-m} \|v\|_{l,\Omega^-}, \ m = 0 \text{ or } 1.$$

Next, we state the following result which can be derived in the same way as in [M2, Thm. 3.2].

Lemma 4.1: Let $\rho$ be a real number $\geq 1$ such that $\rho - 1/2$ is not an integer. There exists a projection operator $\Pi_N^\rho$ from the space \{v \in H^p(\Omega^+); v = 0 \text{ on } \partial\Omega^\gamma\} onto \{v_N \in Q_N(\Omega^+); v_N = 0 \text{ on } \partial\Omega^\gamma\} such that, if a function $v$ vanishing on $\partial\Omega^\gamma$ belongs to $H^\sigma(\Omega^+)$ for a real number $\sigma \geq \rho$, the following error estimate holds

$$\|v - \Pi_N^\rho v\|_{\mu,\Omega^+} \leq c N^{\mu - \sigma} \|v\|_{\sigma,\Omega^+}, \ 0 \leq \mu \leq \rho.$$
Now, we are going to approximate a function \( u \) of \( H^1_0(\Omega) \) by a function \( v_\delta \), with \( v_\delta^* \) in \( V_\delta \). In fact, we shall set

\[
(4.4) \quad v_\delta^* = (T_h u^- + q_h, \Pi_N^0 u^+),
\]

where \( q_h \) will be chosen in \( X_h \) so that \( v_\delta \) satisfies the matching condition. Of course, the choice of \( q_h \) depends on this condition.

4.1 The case of punctual matching condition.

We immediately prove the following result.

**Proposition 4.2:** For any function \( u \) in \( H^1_0(\Omega) \) such that the pair \( u^* \) belongs to \( H^2(\Omega^-) \times H^\sigma(\Omega^+) \), where \( \ell \) and \( \sigma \) are real numbers,

\[
2 \leq \ell \leq k + 1 \quad \text{and} \quad \sigma \geq 2,
\]

there exists a pair \( v_\delta^* \) in \( V_\delta \) such that

\[
(4.5) \quad \|u^* - v_\delta^*\| \leq c\{h^{\ell-1} \|u^-\|_\ell,\Omega^- + (h^{\sigma-1} + N^{1-\sigma}) \|u^+\|_\sigma,\Omega^+)\}.
\]

**Proof:** For any function \( z \) defined on \( \Omega^+ \), let us denote by \( \bar{z} \) the function defined on \( \Omega^- \) by

\[
\bar{z}(x,y) \in \Omega^-, \quad \bar{z}(x,y) = z(-x,y).
\]

Next, we take \( 2 \leq \rho \leq \inf\{k + 1, \sigma\} \), \( \rho - 1/2 \notin N \), and choose \( v_\delta^* \) as in (4.4) with \( q_h \) equal to \(-T_h(u^* - \Pi_N^0 u^+)\). Clearly, we have at any point \( \xi_h \) of \( \xi_h \).
\[(T_h u^-)(a) + q_h(a) = u^-(a) - u^+(a) + (\overline{\Pi}_N^D u^+)(a) = (\Pi_N^D u^+)(a),\]

so that \(v_\delta^*\) belongs to \(V_\delta^p\). Moreover, we write

\[\|u^* - v_\delta^*\| \leq \|u^- - T_h u^-\|_1,\Omega^- + \|q_h\|_1,\Omega^- + \|u^+ - \overline{\Pi}_N^D u^+\|_1,\Omega^+\]

\[\leq \|u^- - T_h u^-\|_1,\Omega^- + \|(\text{id} - T_h)(u^+ - \overline{\Pi}_N^D u^+)\|_1,\Omega^- + 2\|u^+ - \overline{\Pi}_N^D u^+\|_1,\Omega^+\]

Finally, applying (4.2) and Lemma 4.1, we deduce

\[\|u^* - v_\delta^*\| \leq c\{h^{l-1} \|u^-\|_\ell,\Omega^- + h^{\rho - 1}\|u^+\|_\rho,\Omega^- + N^{1-\sigma}\|u^+\|_\sigma,\Omega^+\} \]

\[\leq c\{h^{l-1} \|u^-\|_\ell,\Omega^- + h^{\rho - 1} N^{1-\sigma}\|u^+\|_\sigma,\Omega^+ + N^{1-\sigma}\|u^+\|_\sigma,\Omega^+\}.\]

Applying the convexity inequality \(\alpha \beta \leq \alpha^p/p + \beta^q/q\) \((\alpha \geq 0, \beta \geq 0, 1/p + 1/q = 1)\), gives the proposition.

4.2. The case of integral matching condition.

As far as the approximation error is concerned, this case is less simple. First, we introduce the following lifting operator \(R_h\) from \(X_h\), into \(X_h\): for any \(v_h\) in \(X_h\), \(R_h v_h\) is equal to \(v_h\) on \(\gamma\) and vanishes in any point \(a\) of \(\Xi_h \setminus \gamma\). This amounts to stating that

\[4.6 \quad \Psi v_h = \sum_{a \in \Xi} v_h(a) q_a|_{\gamma} \in X_h, \quad R_h v_h = \sum_{a \in \Xi} v_h(a) q_a.\]
We recall that $\pi_h$ stands for the Hilbert projection operator from $L^2(\gamma)$ onto $x_h$. Our purpose is to prove a stability result for the operator $R_h\pi_h$.

We use now a technique due to M. Crouzeix and V. Thomée [CT]. We first introduce the subset $\xi_h^0$ of the points of $\xi_h$ which are a vertex of a triangle $K$ in $T_h$, and the subspace of $x_h$

\[(4.7) \quad x_h^2 = \{ v_h \in x_h : \forall a \in \xi_h^0, v_h(a) = 0 \};\]

we denote by $x_h^1$ the orthogonal subspace to $x_h^2$ in $x_h$ with respect to the scalar product of $L^2(\gamma)$ (when $k$ is equal to 1, the space $x_h^2$ is simply $\{0\}$, and the space $x_h^1$ coincides with $x_h$). Let $\pi_h^i$, $i = 1$ or 2, be the orthogonal projection from $L^2(\gamma)$ onto $x_h^i$; we have of course

\[(4.8) \quad \pi_h = \pi_h^1 + \pi_h^2.\]

Hence, we are going to prove a stability result successively for $R_h\pi_h^2$ and $R_h\pi_h^1$.

First, we recall some classical notation. Let $\hat{K}$ be the "reference" triangle with vertices $(1,0), (0,1)$, and $(0,0)$. For any triangle $K$ in $T_h$, there exists an affine mapping $F_K$ which maps $\hat{K}$ onto $K$; let $B_K$ be the Jacobian matrix of $F_K$, and $h_K$ be the diameter of $K$. Moreover, if the triangle $K$ has an edge $E$ contained in $\gamma$, we assume that $F_K$ maps the edge $\hat{E}$ with vertices $(0,0)$ and $(1,0)$ onto $E$, and we denote by $B_E$ the Jacobian matrix of the restriction of $F_K$ to $\hat{E}$. For any function $q$ on $K$, we set: $\hat{q} = qoF_K$. 
We denote by $\mathcal{T}_h$ the set of triangles $K$ in $T_h$ which have an edge contained in $\overline{Y}$. For any $K$ in $\mathcal{T}_h$, we set

$$Y_K = \operatorname{Span}\{q_a, a \in \mathcal{T}_h \cap \partial K\}.$$  

Lemma 4.3: Let $K$ be a triangle of $\mathcal{T}_h$, and let $E$ be the edge of $K$ contained in $\overline{Y}$. Any polynomial $q$ in $Y_K$ satisfies

$$\|q\|_{1,K} \leq \frac{1}{2} \|q\|_{0,1,E} \leq c \|q\|_{0,E} \leq c.$$  

Proof: Due to assumption (2.2), it is well-known (see [C, Thm. 3.1.2 and 3.1.3] or [B, Lemma 2.3]) that, for any function $q$ in $H^1(K)$,

$$\|q\|_{1,K} \leq c h^{-1} \left|\det B_K\right|^{1/2} \|q\|_{1,K},$$

$$\|q\|_{0,1,E} = \left|\det B_E\right|^{1/2} \|q\|_{0,1,E} \leq c h^{-1} \|q\|_{0,1,E},$$

and

$$\|q\|_{0,E} = \left|\det B_E\right|^{1/2} \|q\|_{0,E} \leq c h^{-1} \|q\|_{0,E},$$

whence

$$\|q\|_{1,K} \|q\|_{0,1,E} \leq c \|q\|_{1,K} \|q\|_{0,1,E} \leq c \|q\|_{0,E} \|q\|_{0,E}.$$  

Finally, if $q$ belongs to $Y_K$, $\tilde{q}$ belongs to the space $\hat{Y}$ spanned by the Lagrange polynomials of the points $(j/k, 0), 0 \leq j \leq k$. Clearly, on this last finite-dimensional space, the semi-norms $\|q\|_{1,K}$ and $\|q\|_{0,E}$ are norms and the three norms $\|q\|_{1,K}$, $\|q\|_{0,1,E}$ and $\|q\|_{0,E}$ are equivalent, completing the proof of the Lemma.
We need the following Gagliardo-Nirenberg inequality.

**Lemma 4.4:** Let $s$ be a real number, $0 < s < 1/2$. Let $E$ be the edge of a triangle of $T_h$, contained in $Y$. Any function $w$ in $H^1(E)$ satisfies

$$(4.11) \quad \| w \|_{0, \infty, E} \leq c \| w \|_{1/2, s, E} \| w \|_{1/2, 1-s, E}.$$ 

**Proof:** Using the previous notation, we set $\hat{w} = w_{0,F}$ and applying the classical Gagliardo-Nirenberg inequality, we obtain

$$\| w \|_{0, \infty, E} \leq c \| w \|_{1/2, s, E} \| w \|_{1/2, 1-s, E}.$$ 

Next, applying [C, Thm. 3.1.2 and 3.1.3] or [B, Lemma 2.3] gives

$$\| w \|_{0, E} \leq c |(\det B_E)|^{-1/2} \| w \|_{0, E} \leq c h_K^{-1/2} \| w \|_{0, E},$$

$$\| w \|_{1, E} \leq c B_E \| (\det B_E) |^{-1/2} \| w \|_{1, E} \leq c h_K^{1/2} \| w \|_{1, E}.$$ 

Interpolating between these two inequalities, we have

$$\| w \|_{s, E} \leq c h_K^{s-1/2} \| w \|_{s, E} \quad \text{and} \quad \| w \|_{1-s, E} \leq c h_K^{1/2-s} \| w \|_{1-s, E},$$

so that

$$\| w \|_{0, \infty, E} = \| w \|_{0, \infty, E} \leq c h_K^{s/2-1/4} h_K^{1/4-s/2} \| w \|_{1/2, s, E} \| w \|_{1/2, 1-s, E}.$$ 

We are now in a position to prove the following lemma.
Lemma 4.5: Let $s$ be a real number, $0 \leq s < 1/2$. The operator $R_h \pi_h^2$ satisfies the following stability property: for any function $w$ in $H^{1-s}(\gamma)$,

\begin{equation}
\|R_h \pi_h^2 w\|_{1,\Omega_{\gamma}} \leq c \|w\|_{1/2,\Omega_{\gamma}}^{1/2} \|w\|_{1-s,\Omega_{\gamma}}^{1/2}.
\end{equation}

Proof: Let $w$ be any function in $H^{1-s}(\gamma)$. If $E \subset \gamma$ is the edge of a triangle $K$ of $\mathcal{T}_h$, there exists a polynomial in $\mathbf{x}_h$ which is equal to $\pi_h^2 w$ on $E$ and vanishes on $\gamma \setminus E$; using this polynomial and the definition of $\pi_h^1$, we have

$$
\|\pi_h^2 w\|_{0,E}^2 = \int_E w(y)(\pi_h^2 w)(y)dy \leq \|w\|_{0,\gamma} \|\pi_h^2 w\|_{0,1,E}.
$$

Now, applying Lemma 4.3, we obtain

$$
\|R_h \pi_h^2 w\|_{1,K} \leq \|\pi_h^2 w\|_{0,E} \|\pi_h^2 w\|_{0,1,E} \leq c \|w\|_{0,\gamma}.
$$

Using Lemma 4.4, we derive

$$
\|R_h \pi_h^2 w\|_{1,K} \leq c \|w\|_{1/2,\gamma}^{1/2} \|w\|_{1-s,\gamma}^{1/2}.
$$

Adding up this inequality on all triangles $K$ of $\mathcal{T}_h$ and using the Cauchy-Schwarz inequality, we obtain (4.12).

Next, we consider the operator $\pi_h^1$. Following [CT] and using the theory of orthogonal polynomials, we can easily find a polynomial $\psi$ in $P_k([0,1])$ such that
We denote by \((0,y_i), 1 \leq i \leq M\), the points of \(\xi^0_h\), with
\[0 < y_1 < \ldots < y_m < 1.\]
Setting \(y_0 = 0\) and \(y_{M+1} = 1\), we denote by \(E_{i+1}/2\),
\[0 \leq i \leq M,\]
the edge with vertices \((0,y_i)\) and \((0,y_{i+1})\). Finally, we define
the function \(\psi_i, 1 \leq i \leq M\), by

\[
\psi_i(y) = \begin{cases} 
\psi((y - y_{i-1})/(y_i - y_{i-1})) & \text{if } y \in E_{i-1}/2, \\
\psi((y - y_{i+1})/(y_i - y_{i+1})) & \text{if } y \in E_{i+1}/2, \\
0 & \text{elsewhere.}
\end{cases}
\]

It is an easy matter to see that the set \(\{\psi_i, 1 \leq i \leq M\}\) is a basis of \(\mathcal{V}_h^1\).

We next establish the following lemma.

Lemma 4.6: The following stability property holds for any \(i, 1 \leq i \leq M\),

\[
\|R_h \psi_i\|_{L^1(\Omega)} \leq c.
\]

Proof: As a result of (2.2), the support of \(\psi_i\) is made of a finite number
of triangles \(K\) of \(T_h\), bounded independently of \(h\) (see [B, Rem. 3.2]).
Let \(K\) be such a triangle, and assume that \(F_K\) maps the point \((0,1)\) onto
\((0,y_i)\).
1) If \( K \) meets \( \gamma \) only in \((0, y_1)\), \( R_h\psi_1\big|_K \) coincides with the Lagrange polynomial \( q \) associated with this point, hence

\[
\|R_h\psi_1\big|_K \|_{1,K} \leq c\|B_{K}^{-1}\| \left( \det B_{K} \right)^{1/2} \|q\|_{1,K} \leq c^*.
\]

2) If \( K \) has an edge \( E \) contained in \( \gamma \), we introduce the polynomial \( \psi^* \) of \( P_k(K) \) which coincides with \( \psi \) on \([0,1] \times \{0\}\) and vanishes at any point of \( E^* \), i.e., at any point with coordinates \((j/k, \ell/k), 0 \leq j \leq k, 1 \leq \ell \leq k - j\); then, \( R_h\psi_1\big|_K \) coincides with \( \psi^* \circ F_{K}^{-1} \) and

\[
\|R_h\psi_1\big|_K \|_{1,K} \leq c\|B_{K}^{-1}\| \left( \det B_{K} \right)^{1/2} \|\psi^*\|_{1,K} \leq c^*.
\]

completing the proof.

Let \( w \) be any function in \( L^2(\gamma) \). Setting \( \pi_hw = \sum_{i=1}^{M} \lambda_i \psi_i \), we note that the vector of coefficients \( \lambda = (\lambda_i)_{1 \leq i \leq M} \) is given by

\[
(4.16) \quad G\lambda = \mu,
\]

where \( G = (g_{ij})_{1 \leq i, j \leq M} \) is the square matrix of order \( M \) defined by

\[
(4.17) \quad \psi(i,j), 1 \leq i, j \leq M, g_{ij} = \int_0^1 \psi_i(y)\psi_j(y)dy,
\]

and where \( \mu = (\mu_i)_{1 \leq i \leq M} \) is the vector of \( \mathbb{R}^M \) given by

\[
(4.18) \quad \psi_i, 1 \leq i \leq M, \mu_i = \int_0^1 w(y)\psi_i(y)dy.
\]
It is easy to see that the matrix $G$ is symmetric and tridiagonal. Its coefficients have been computed in [CT, Lemma 2]:

$$g_{i,i} = (y_{i+1} - y_{i-1})/k(k + 2) \quad \text{and}$$

$$g_{i,i+1} = (-1)^{i-1}(y_{i+1} - y_{i})/k(k + 1)(k + 2).$$

(4.19)

Using the arguments of [CT], we prove the following lemma.

**Lemma 4.7:** With the notation (4.16) to (4.18), the following estimate holds

$$\sum_{i=1}^{M} \lambda_{i}^2 \leq c \sum_{i=1}^{M} \left(\frac{y_{i+1} - y_{i-1}}{y_{i+1} - y_{i}}\right)^2.$$  

(4.20)

**Proof:** Let $D$ be the diagonal matrix with coefficients $d_i = g_{i,i}$, $1 \leq i \leq M$. We have $G = D(\text{Id} + K)$, where $K$ is a tridiagonal matrix with a zero diagonal; moreover, all the coefficients of $K$ are bounded by $1/(k + 1)$. If $\|\cdot\|$ denotes the matrix norm associated with the euclidean norm on $\mathbb{R}^M$, it has been computed in [CT] that, for any integer $k \geq 1$,

$$\|K^k\|_2 \leq (2k + 1)^{1/2}(k + 1)^{-k}.$$  

Hence, we deduce

$$\|\text{Id} + K\|_2 \leq 1 + \sum_{\ell \in \mathbb{N}} \|K^\ell\|_2 \leq 1 + \sum_{\ell \in \mathbb{N}} (2\ell + 1)^{1/2}(k + 1)^{-\ell},$$

so that $\|\text{Id} + K\|_2$ is bounded by a constant depending only on $k$. This proves the lemma, since
\[ \lambda = (\text{Id} + K)^{-1} D^{-1} u. \]

We are finally in a position to prove the following lemma.

**Lemma 4.8:** Let \( s \) be a real number, \( 0 < s < 1/2 \). The operator \( R_h \pi_h^1 \) satisfies the following stability property: for any function \( w \) in \( H^{1-s}(\gamma) \),

\[ \| R_h \pi_h^1 w \|_{1, \Omega} \leq c \| w \|_{1/2, s, \gamma}^{1/2} \| w \|_{1/2, 1-s, \gamma}. \]  

**Proof:** Let \( w \) be any function in \( H^{1-s}(\gamma) \). Setting \( \pi_h^1 w = \sum_{i=1}^{M} \lambda_i \psi_i \), we have

\[ R_h \pi_h^1 w = \sum_{i=1}^{M} \lambda_i R_h \psi_i; \]

we note that each \( \psi_i, 1 \leq i \leq M, \) is orthogonal in \( H^1(\Gamma^-) \) to any \( \psi_j, 1 \leq j \leq M, i \neq j, \) but at most two, whence

\[ \| R_h \pi_h^1 w \|_{1, \Omega}^2 \leq 3 \sum_{i=1}^{M} \lambda_i \| R_h \psi_i \|_{1, \Omega}^2. \]

Lemma 4.6 then yields

\[ \| R_h \pi_h^1 w \|_{1, \Omega}^2 \leq c \sum_{i=1}^{M} \lambda_i^2. \]

Using Lemma 4.7 with the notation (4.18) we obtain

\[ \| R_h \pi_h^1 w \|_{1, \Omega}^2 \leq c \sum_{i=1}^{M} \mu_i^2/(y_{i+1} - y_i)^2. \]
Noting that the support of \( \psi_1 \) is \( E_{1-1/2} \cup E_{1+1/2} \), we compute

\[
\mathbf{u}_1 \leq \lVert \mathbf{w}_0, (y_{i-1}, y_{i+1}) \psi \rVert_{0, 1, \Omega} = \lVert (y_{i+1} - y_{i-1}) \psi \rVert_{0, 0, \Omega} = (y_{i-1} - y_{i+1}) \psi_{0, 1, (0,1)},
\]

so that

\[
\lVert R_h \psi \rVert_{1, \Omega}^2 \leq c \sum_{i=1}^{M} \lVert \mathbf{w}, (y_{i-1}, y_{i+1}) \psi \rVert_{0, 0, \Omega} \leq c \sum_{i=1}^{M} \lVert \mathbf{w}, E_{1-1/2} \psi \rVert_{0, 0, E_{1-1/2}}.
\]

Thanks to Lemma 4.4, we derive

\[
\lVert R_h \psi \rVert_{1, \Omega}^2 \leq c \sum_{i=1}^{M} \lVert \mathbf{w}, E_{1-1/2} \psi \rVert_{0, 0, E_{1-1/2}},
\]

and using the Cauchy-Schwarz inequality gives the result

Proposition 4.9: For any function \( u \) in \( H^1_0(\Omega) \) such that the pair \( u* \) belongs to \( \mathcal{H}^k(\Omega^-) \times \mathcal{H}^\sigma(\Omega^+) \), where \( k \) and \( \sigma \) are real numbers,

\( 2 \leq k \leq k+1 \) and \( \sigma \geq 2 \), there exists a pair \( v^* \) in \( V_\delta^1 \) such that

\[
\|u^* - v^*_\delta\|_{1, \Omega^-} \leq c(\|h^{k+1}u^-\|_{\ell, \Omega^-} + N^{1-\sigma}\|u^+\|_{\sigma, \Omega^+}).
\]

Proof: Let \( s \) be a real number, \( 0 < s < 1/2 \); we take \( \rho = 3/2 - s \). We choose \( v^*_\delta \) as in (4.4) with \( q_h \) equal to \( R_h \pi_h (\Pi_h^0 u^+ - T_h u^-) \). Then, we have

\[
\pi_h (T_h u^- + q_h) - \pi_h \Pi_h^0 u^+ = 0,
\]

so that \( v^*_\delta \) belongs to \( V_\delta^1 \). Moreover, we compute
\[ |u^* - v_0^*| \leq |u^- - T_h u^-|_{1,\Omega^-} + |R_h \pi_h (\Pi_D u^+ - T_h u^-)|_{1,\Omega^-} + |u^+ - \Pi_N u^+|_{1,\Omega^+} \]

\[ \leq |u^- - T_h u^-|_{1,\Omega^-} + |R_h \pi_h (u^- - T_h u^-)|_{1,\Omega^-} + |R_h \pi_h (u^+ - \Pi_D u^+)|_{1,\Omega^-} \]

\[ + |u^+ - \Pi_N u^+|_{1,\Omega^+}. \]

Lemmas 4.5 and 4.8, together with (4.8), imply

\[ |u^* - v_0^*| \leq |u^- - T_h u^-|_{1,\Omega^-} + |u^- - T_h u^-|_{1/2} + |u^- - T_h u^-|_{1/2} \]

\[ + |u^+ - \Pi_D u^+|_{1/2} + |u^+ - \Pi_D u^+|_{1/2} + |u^+ - \Pi_N u^+|_{1,\Omega^+}. \]

Using the trace theorem, we obtain

\[ |u^* - v_0^*| \leq |u^- - T_h u^-|_{1,\Omega^-} + |u^- - T_h u^-|_{1/2} + |u^- - T_h u^-|_{1/2} \]

\[ + |u^+ - \Pi_D u^+|_{1/2} + |u^+ - \Pi_N u^+|_{1/2} + |u^+ - \Pi_N u^+|_{1,\Omega^+}. \]

Finally, estimates (3.2) and (4.2), together with an interpolation argument, the trace theorem and Lemma 4.1 prove the result.

Remark 4.10: Here also, the error is better for the integral matching condition than for the punctual one. Indeed, in (4.22), the two discretization parameters are involved in a completely independent way.
5. FINAL ESTIMATES AND CONCLUSION

First, we recall an estimate which follows at once from a standard result in spectral methods [CQ2, Lemma 3.2] [MQ, Formula (3.22)].

Lemma 5.1: For any function \( f \) in \( L^2(\Omega) \) such that the function \( f^+ \) belongs to \( H^\rho(\Omega^+) \), where \( \rho \) is a real number \( > 1 \), the following estimate holds for any \( w^* = (w_h, w_N) \) in \( V_\delta \)

\[
(f^*, w^*_{\delta}) - (f^*, w^*_{\delta})_\delta \leq c N^{1-\rho} \| f^+ \|_{\rho, \Omega^+} \| w^+ \|_{\rho, \Omega^+}.
\]

Our main results are stated in the two following theorems.

Theorem 5.2: Assume that the solution \( u \) of problem (1.1) is such that the pair \( u^* \) belongs to \( H^2(\Omega^-) \times H^\sigma(\Omega^+) \), where \( \sigma \) is a real number \( \geq 2 \). Assume moreover that the function \( f \) of \( L^2(\Omega) \) is such that the function \( f^+ \) belongs to \( H^\rho(\Omega^+) \), where \( \rho \) is a real number \( > 1 \). Then, in the case of the punctual matching condition, the solutions \( u \) and \( u_\delta \) of problems (1.1) and (2.15) satisfy

\[
\| u^* - u^*_\delta \| \leq c \left( h^{N/2} \log N \| u^- \|_{2, \Omega^-} + (h^{\sigma-1} + N^{1-\sigma}) \| u^+ \|_{\sigma, \Omega^+} + N^{1-\rho} \| f^+ \|_{\rho, \Omega^+} \right).
\]

Theorem 5.3: Assume that the solution \( u \) of problem (1.1) is such that the pair \( u^* \) belongs to \( H^2(\Omega^-) \times H^\sigma(\Omega^+) \), where \( \ell \) and \( \sigma \) are real numbers, \( 2 \leq \ell \leq k + 1 \) and \( \sigma \geq 2 \). Assume moreover that the function \( f \) of \( L^2(\Omega) \) is such that the function \( f^+ \) belongs to \( H^\rho(\Omega^+) \), where \( \rho \) is a real
number > 1. Then, in the case of the integral matching condition, the solutions \(u\) and \(u_\delta\) of problems (1.1) and (2.15) satisfy

\[
\|u^* - u_\delta^*\| \leq c\left\{h^{-1}\|u^-\|_{L,\Omega} + N^{-1}\|u^+\|_{\sigma,\Omega} + N^{-1}\|f^+\|_{\rho,\Omega}\right\}.
\]

Proof: We set \(\zeta = (h, (N - 1)^{-1})\). Of course, we apply Proposition 2.5 and, in (2.20), we choose \(v_\delta^* = (v_h, v_N)\) equal to the pair defined in Propositions 4.2 and 4.9 respectively, but with \(\delta\) replaced by \(\zeta\). Since \(v_N\) belongs to \(Q_{N-1}(\Omega^+)\) and the quadrature formula (2.12) is exact on all polynomials of degree \(\leq 2N-1\), this implies that, for any \(w_\delta^*\) in \(V_\delta\),

\[
a(v^*_\delta, w^*_\delta) = a_\delta (v^*_\delta, w^*_\delta).
\]

Then the estimates (5.2) and (5.3) follow from (2.20), Propositions 3.6 and 3.9 respectively, Propositions 4.2 and 4.9 respectively, and Lemma 5.1.

By a classical duality method, it is possible to derive an improved estimate for \(\|u - u_\delta\|_{0,\Omega}\) in the case of the integral matching condition.

**Proposition 5.4:** Under the assumptions of Theorem 5.3, in the case of the integral matching condition, the solutions \(u\) and \(u_\delta\) of problems (1.1) and (2.15) satisfy

\[
\|u - u_\delta\|_{0,\Omega} \leq c\left\{h^{-1}\|(h + N^{-1})u^-\|_{L,\Omega} + N^{-1}\|(h + N^{-1})u^+\|_{\sigma,\Omega} + N^{-1}\|f^+\|_{\rho,\Omega}\right\}.
\]

(5.4)
Proof: We have

\[ \| u - u_\delta \|_{0, \Omega} = \sup_{g \in L^2(\Omega)} \int_\Omega (u - u_\delta)(x)g(x)dx / \| g \|_{0, \Omega}. \]

Let \( g \) be any function in \( L^2(\Omega) \). The unique solution \( w \) in \( H^1_0(\Omega) \) of the problem

\[ -\Delta w = g \text{ in } \Omega, \]

\[ w = 0 \text{ on } \partial \Omega, \]

satisfies

\[ \| w \|_{2, \Omega} \leq c \| g \|_{0, \Omega}. \]

Setting \( u_\delta^* = (u_h, u_N) \), we compute

\[ \int_\Omega (u - u_\delta)(x)g(x)dx = a(u^* - u_\delta^*, w^*) + \int_\gamma (\partial w / \partial n)(0,y)(u_N - u_h)(0,y)dy. \]

Hence, for any \( w_\delta^* \) in \( V_\delta^* \), with \( \gamma = (h, (N - 1)^{-1}) \), we have

\[ \int_\Omega (u - u_\delta)(x)g(x)dx = a(u^* - u_\delta^*, w^* - w_\delta^*) + (f^*, w_\delta^*) - (f^*, w_\delta^*)_\delta \]

\[ + \int_\gamma (\partial w / \partial n)(0,y)(u_N - u_h)(0,y)dy. \]

Choosing \( w_\delta^* \) as defined in Proposition 4.9 and using Lemma 5.1, we obtain
\[
\int_{\Omega} (u - u_{\delta})(x)g(x)dx \leq c((h + N^{-1})\|u - u_{\delta}\| + N^{-1}\|f^+\|_{\rho,\Omega}^+)^{1/2}\|2,\Omega
\]

(5.7)

\[
+ \int_{\gamma} (\partial w/\partial n)(0,y)(u_N - u_h)(0,y)dy.
\]

It remains to estimate this last term. But we note that \( u_h|_{\gamma} \) is equal to \( \pi_h u_N \), so that

\[
\int_{\gamma} (\partial w/\partial n)(0,y)(u_N - u_h)(0,y)dy
\]

\[
= \int_{\gamma} [(\partial w/\partial n) - \pi_h (\partial w/\partial n)](0,y)(u_N - \pi_h u_N)(0,y)dy
\]

\[
= \int_{\gamma} [(\partial w/\partial n) - \pi_h (\partial w/\partial n)](0,y)[(u - \pi_h u) - (id - \pi_h)(u - u_N)](0,y)dy
\]

\[
\leq \|\partial w/\partial n\|_{0,\gamma}(\|u - \pi_h u\|_{0,\gamma} + \|id - \pi_h\|\|u - u_N\|_{0,\gamma}).
\]

Using (3.9) and (3.10) yields

\[
\int_{\gamma} (\partial w/\partial n)(0,y)(u_N - u_h)(0,y)dy \leq c h^{1/2}\|\partial w/\partial n\|_{1/2,\gamma}
\]

\[
(h^{k-1/2}\|u - u_N\|_{k,\Omega^-} + h^{1/2}\|u + u_N\|_{1,\Omega^+}),
\]

which together with (5.6) and (5.7), gives (5.4).

The detailed analysis we have performed allows us to compare the two algorithms, corresponding to different matching conditions. Indeed, whatever the regularity of the exact solution is, we obtain better convergence results in the case of the integral matching condition. Since we have already noted
that the computational cost of the two methods is of the same order, we think that this last algorithm has to be preferred. Numerical tests\textsuperscript{3} [KP] which are currently being implemented should confirm the theoretical results.

As already stated in this paper, we are only concerned with a model problem on a model domain. However, in this very simple example, it turns out that the order of accuracy in the finite element domain is simultaneously restricted by the degree of polynomials and by the regularity of the solution, while in the spectral domain it is only limited by the regularity of the solution. That is why we believe that, in more general problems, the finite element domain must be chosen in such a way that it contains a neighborhood of both the singularities of the solution (in the case of hyperbolic equations with shock waves for instance) and the singularities of the boundary of the domain (for instance, corners of polygons which induce singularities of the solution even if the righthand member is very smooth). Then, local refinements of the mesh can be applied to improve the convergence, in a much simpler way than for the $p$-version of finite elements. These techniques are presently being developed by the second author.\textsuperscript{3}
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