R88-06

-

TRACER WATER TRANSPORT
AND SUBGRID PRECIPITATION
VARIATION WITHIN ATMOSPHERIC
GENERAL CIRCULATION MODELS

JJA—'N~1sLo;7) T;\L=

3UBGEID PRECIPIT LON xn.Lx TVL a' ”‘a
ATMOSPHER IL G,I;_.. :\1, CIRCULATION MODELS
Interim Technical Report {(Massachusetits

Inst. ,0f Tech.) 366 p CSCL 008G G3

by
RANDAL D. KOSTER
PETER S. EAGLESON
and
WALLACE S. BROECKER

RALPH M. PARSONS LABORATORY
HYDROLOGY AND WATER RESOURCE SYSTEMS

Report Number 317

Prepared with the support of the

National Aeronautics and Space Admistration
Grant No. NAG 5-743

March, 1988

N88-26745

Unclas
0142948

DEPARTMENT
OF
CIVIL
ENGINEERING

-~

SCHOSL OF ENGINEERING
MASSACHUSETTS INSTITUTE OF TECHNOLOGY
Cambridge, Massachusetts 02139




R88-06
TRACER WATER TRANSPORT AND SUBGRID PRECIPITATION VARIATION
WITHIN ATMOSPHERIC GENERAL CIRCULATION MODELS
by

Randal D. Koster
Peter S. Eagleson
and
Wallace S. Broecker

RALPH M. PARSONS LABORATORY
HYDROLOGY AND WATER RESOURCE SYSTEMS

Department of Civil Engineering
Massachusetts Institute of Technology

Report No. 317

Prepared with the support of

The National Aeronautics and Space Administration
- Grant No. NAG 5-743

March, 1988



Abstract

A capability is developed for monitoring tracer water movement in the
three-dimensional GISS Atmospheric GCM. A typical éxperiment with the
"tracer water model" follows water evaporating from selected grid squares
and determines where this water first returns to the earth's surface as
precipitation or condensate, thereby providing information on the lateral
scales of hydrological transport in the GCM. Through a comparison of
model results with observations in nature, inferences can be drawn
concerning real world water transport. Tests of the tracer water model
include a comparison of simulated and observed vertically-integrated vapor
flux fields and simulations of atomic tritium transport from the
stratosphere to the oceans. The inter-annual variability of the tracer
water model results is alspvexamined.

The tracer water model is applied to determine the evaporative
sources of precipitation falling on representative regions in the Northern
Hemisphere for the GCM climate. The results indicate a larger degree of
water recycling over mid-latidude continental regions than is generally
estimated in the literature. A variation of this experiment determines
that the concentration of stable isotopes in Antarctic precipitation is
related in part to evaporative source temperature. Model results are
compared to those of a different tracer water model developed concurrently
by another research group using a different GCM.

A completely separate study addresses the unrealistic uniform wetting

assumption common in GCMs, under which precipitation formed over a grid



square falls uniformly across the square. The effects of incorporating a
fractional grid square wetting parémeterization into a GCM is examined.
For computational efficiency, tests are performed with a one-dimensional
model designed to simulate the workings of the three-dimensional GISS

GCM. The-analysis indicates that d;viding a grid square area into only
two sections, with boundaries that change at the start‘oﬁ every storm, may
be sufficient to capture some of the important effects of a more realistic
subgrid wetting procedure. The one-dimensional model is found to have

potential use for other GCM hydrology studies as well.
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evaporation of water
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surface
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upward flux of tracer vapor at ocean
surface
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vertically-integrated convergence of heat
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boundary of layer 2
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Chapter 1

-

Introduction

Atmospheric general circulation models (GCMs) are designed for
numerical simulation of global climate. An édequately developed GCM could
provide important information on climate sensitivity to human-induced
environmental change. An aaequate GCM, however, requires a realistic
intrinsic hydrological cycle, and many aspects of this cycle in GCMs are
still not understood. The present report investigates some of the yet

unexplored aspects of this cycle.

1.1 The Basic Nature of GCMs

A brief description of the nature of GCMs is now provided.. For a
more complete description of GCMs and their characteristics, the reader is
referred to Chang (1977) and to fhe descriptions of individual GCMs, such
as those provided by Hansen et al.(1983), Randall (1982), Sadourhy and
Laval (1984), Washington et al (1977), and Arakawa and Lamb (1977).

Imagine the earth's atmospheré divided in the following way. The
earth's surface is divided latitudinally and meridionally into a
two-dimensional gridded array, and the atmospheric column above each
surface division is itself divided into a number of vertically stacked
boxes. Atmospheric conditions at a given time, as represented by
pressure, temperature, specifié humidity, and wind speed, vary.spatially

within any given grid box of this imaginary three-dimensional grid.
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An average value of each variable can, however, be assigned to the box.
Similarly, aithough the fluxes of moisture and energy vary spatially along
any given face of the grid box, average fluxes can be assigned.to the
face. The GCM models the earth's atmosphere with such a three-dimensional
grid. In the course of a model simulation, it computes and monitors the
average atmospheric conditions existing in each model grid box.

The GCM attempts to generate climate pattérns and features resembling
those found in nature. The climate is defined by the long-term average of
weather patterns determined at every simulation time step; the weather
patterns themselves are generated by sub-models of the :important mass and
energy transport processes existing in the real world. At each simulation
time step, for example, fluxes of air mass, moisture, and energy between
each pair of adjacent grid boxes are determined by solving discretized
forms of the fundamental conservation and state equations.
Parameterizations of precipitation processes produce, under appropriate
thermodynamic conditions, rainfall onto the surface grid squares. Models
of soil and surface ice store portions of the rainwater for future
evaporation. A seasonally varying solar radiation flux at the top of the
atmosphere can drive the GCM.

It is important to realize that although the GCM generates a series
of weather states, it -is not designed to predict weather events in the
real world. An instantaneous temperature or precipitation value at a
single surface grid square, for example, has no meaning. Only GCM
quantities that have been averaged temporally over, say, a month and

spatially over several grid squares deserve attention. Again,



monthly-averaged spatial distributions of climatic variables such as
temperature and precipitation can define the inherent GCM climate. The
modeler's goal is to have this model climate match the observed climate as
well as possible.

The GCM concentrates only on the average quantities in each grid
box. .The effects of subgrid variations in temperature or épecific
humidity, for example, are either crudely parameterized or are ignored.
Some subgrid variations, however, such as those defining moist convective
precipitation and surface evaporation, have very important climatic
effects. The accuracy of a GCM may therefore always be limited by its
grid résolution.

Nevertheless, the GCM represents the best effort to date in the
modeling of the earth's climate. An effective climate model is highly
desirable for climate sensitivity analysis. An adequately developed GCM
could determine, for example, the extent of earth warming due to the
human-induced increase in atmospheric carbon dioxide. GCMs at the present
state of development have a great many flaws but are continually being

extended and improved.

1.2 Emphasis of the Present Report

The proper modeling of large-scale water transports is crucial for
producing a realistic climate. These transports not only determine global
érecipitation distributions, but they also affect, for example, large
scale energy transports (through fluxes of l;tent heat) and the radiation

budget (through the albedo of clouds). As mentioned above, however, the
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intrinsic hydrological cycle within GCMs is not completely understood.
The present report investigates certain aspects of this cycle and suggests
possible ways of making it more realistic. To the extent that the
particular GCM used is valid, the report also provides estimates of
certain water balance components which are not measurable in the real
‘world.

The report consists of two completely separate GCM hydrology
studies. The first uses a GCM to produce data on water vapor transport in
the'modei atmosphere. The second examines the effect of assigning
GCM-generated precipitation masses to more realistic portions of surface

grid squares. The nature of these studies will now be discussed.

1.3 Lateral Scales of Water Vapor Transport

1.3.1 Definition of Problem
All water evaporating from the earth's surface will eventually

retﬁrn to the surface as precipitation or condensed vapor. What lateral
distance does the water vapor generally travel while in the atmosphere?
Stated another way, what fraction of the precipitatibn in a given region
is derived from water evaporating from the region itself? These questions
have practical significance. Large-~-scale engineering projects, such as
the irrigation of previously arid lands or the drainage of the swamps in
the Sudd region of Sudan, can change the evaporation characteristics of a
region and could.conceivably cause adverse or beneficial changes in the

precipitation rates of neighboring regionmns.



Unfortunately, information of this type cannot be directly obtained
from measurements in nature. The precipitation onto a given land region
is derived from locally evaporated water and from advected vapor- from
outside the region, and the individual water vapor molecules from the two
sources are indistinguishabie. Since they are not mixed homogeneously in
the vertical, and siﬁce complete information concerning atmospheric mixing
and the levels at which precipitation forms over a region is not
available, fheir relative contributions to the precipitation cannot be
determined. Alternative, indirect mefhods of determining the relative

contributions must therefore be applied.

1.3.2 Indirect Studies in the Literature

Many researchers have attempted to determine the relative
contributions of advected and local moisture to local precipitation. The
results of the studies, however, are hardly. conclusive or necessarily
applicable to regions outside the studf areas.

The importance of locally evaﬁorated water has been the subject of a
long-standing controversy. Holzmann (1937) contends that most of the
precipitation over continents is derived from evaporated ocean water.
Benton et al (1950) analyze a time series of weather maps for the Ohio
Valley and estimate that evaporated ocean water accounts for over 85% of
the precipitation in the region. (See Section 4.4 below;) Based on this
result, Benton et al state that Holzmann's scenario is more realistic than
that of Horton (1943) or the National Resources Board (19345, who stress

the importance of continental water vapor sources.
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The simple moisture budget model of Budyko (1974} allows one to
calculate the relative contribution of local evaporation to precipitation
from mean values of evaporation and water vapor influx. (See Section
4.4.) Budyko determines that in July, 86% of the water precipitating onto
the European U.S.S.R. is derived from'outside sources. McDonald (1962)
strongly assefts that increased local evaporation would have little effect
on local precipitation and supports his statements with a simple water
budget study over Arizonma.

The analyses of Benton et al (1950), Budyko (1974), and McDonald
{1962) therefore discount the importance of locally evaporated moisture to
precipitation. Each of these analyses, however, is based on the
assumption that water evaporating from the‘ground is immediately and
homogeneously mixed into the advected water vapor above. The analyses do
not account for the fact that evaporated moisture in the real world might
remain relatively close fo the ground and that perhaps precipitation
{especially by moist convection) is mostly derived from near-surface
moisture. Stidd (1968, 1975) comments on the problems with the assumption
and implies further that moist;re introduced at ground level can enhance
rainfall by increasing convective instability.

stidd (1968, 1975) uses a Student's t test to analyze precipitation
in the Columbia Basin of Washington. The analysis suggesﬁs that irriga-
tion developmenf in the basin has caused a noticeable increase in local
rainfall., Stidd's results are challenged by Fowler and Helvey (1974,
1975), who perform a different statistical test (double-mass plotting) on

Stidd's data set. Fowler and Helvey conclude that the increased
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irrigation does not have a statistically significant effect on local
rainfall.

Other statistical -studies that provide qualitative estimates of
evaporative contributions to precipitation include those of Schickedanz
and Ackermann (1977) and Eagleson and Lariviere (1970). Using Empirical
Orthogonal Function analysis, Schiékedanz and Ackermann find significant
increases in precipitation following irrigation development in the Great
Plains of North America. Eagleson and lLariviere determine the lag one
serial correlation coefficient of monthly point precipitation for various
measurement stations across North America. The lateral scale of the
Pacific Ocean influence on North American precipitation is inferred from
the decay of the coefficient with distance from the West Coast.

The recycling of water in the Amazon Basin has been the subject of
many Qtudies. Lettau et al (1979) used "climatonomy" techniques to
quantify each component of the basin's water balance. They determine that
in the westernmost section of the basin, 47% of the precipitation is
derived from water evaporating from the basin itself. Their analysis,
however, is based on parameters that are difficult to quantify, such as
"the fraction of regional evaporation returned to the regional air-soil
interface”. They do not mention the method used to estimate these
parameters. Stallard and Edmund (1981) note that chlorine concentrations
in precipitation decrease toward the interior of the Amazon Basin. Salati
and Vose (1984), in their extensive review of Amazon Basin hydrology,

infer from these chlorine data that evaporated Pacific Ocean water
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contributes little to Amazon precipitation. Benton et al (1950), however,
warn against infe;ring oceanic vapor contributions from chlorine
concentrations; they note, for example, that chlorine concentration in
coastal precipitation is enhanced by the scavenging of lafge salt
particles that cannot travel very far inland.  Salati and Vose (1984) only
briefly outline a model that suggests that rqughly half the precipitation
falling on a 3° meridional section in the Amazon Basin consists of water
evaporated from the section itself.

Salati et al (1979) use stable water isotope distributions to
determine important centers of water recycling in the Amazon Basin. They
admit, however, that the isotope distributions cannot be used to quantify
recycling rates. Libby's (1959) isotopic analysis, on the other hand,
does produce quantitative results. From tritium concentrations in Chicago
precipitation, he deduces that two-thirds of the precipitation is~composed
of evaporated ocean water. Some of his assumptions, however, are subject
to question (see Section 4.4 below).

Finally, the contribution of one region's evaporated water to another
region's precipitation has been inferred from large-scale atmospheric
vapor flux measurements. Peixoto and Oort (1983); for example, study such
measurements aﬁa note the strong contribution of evaporated ocean water to
continental precipitation. Rasmussen (1971) finds a correlation in winter
between increased vapor flux across the Gulf Coast of the United States
and increased precipitation in ﬁastern North America. Neither study,

however, provides quantitative information on relative contributions.



1.3.3 Proposed Study with a GCM

Again, the analyses discussed above are someﬁhat inconclusive,
largely because water vapor molecules released from one evaporative source
in the real world are indistinguishable from those released from another
source. Consider, on the other hand, the_motion.of water vapor in a GCM.
A suitably modified GCM could "tag" the water evaporating from a specified
set of surface grid squares and follow this water as it moves through the
atmosphere. The GCM would need only to determine, for any given
atnospheric process in any given grid box at any given time step, the

proper portion of the tagged water mass leaving the box to enter anofhé}.
In the process of following the tagged water mass, the GCM would record
the locations at which it precipitates to the surface, thereby providing
the desired information on the lateral scales of horizontal water vapor
transport.

A model of this type would have certain important advantages. The
evaporative source for the tagged water molecules could be specified
anywhere on the globe. Also, a model simulation could, in principle, be
run as long as necessary to produce sufficient data for a proper
statistical analysis.

The main disadvantage of such a model is, however, obvious. The
accuracy of the model results are necessarily constrained by the accuracy
of the GCM climate itself. At present, GCM. modelers have achieved only
limited success in reproducing the earth's observed climate. Current GCMs

perform quite poorly, in fact, in reproducing some climatic features,
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especially at smaller spatial scales. Thus, any water transport
information obfained from the model would be inconclusive. Still,
creating a model for following specific water masses is justifiable, since
thg model would provide in many cases a "best estimate" of evaporative
source contributions to precipitation.- Again, this type of information
cannot be directly measured in nature. When estimating the effect, for
example, of the current drainage of the Sudd swamps on future
precipitation in neighboring African regions, consideration, at least in
part, of crude and flawed model results is certainly better than relying
on guessing or conjecture alone.

With this in mind, a water transport monitoring capability was
incorporated into the GCM of the NASA/Goddard Institute for Space Studies
(NASA/GISS, or simply GISS). The GCM itself is described in detail by
Hansen et al (1983). Much of the presen; report describes the structure
and pérformance of the extended model. ‘Since the extended model
determines the atmospheric pathways traveled by a water mass between its
evaporation from a specified site énd its return to the earth's surface,
the model effectively follows a water tracer. Thus, for the remainder of
this report, the extended version of the GISS GCM will be referred to as
"the tracer water model".

Crucial to the development of the tracer wa;er model was the
development of a water isotopes model by Dr. Jean Jouzel of the Centre de
Etudes Nuclé@aires in Paris, France. AJouzel spent a year at GI?S working
with Dr. Gary Russell and other GISS personnel on the global modeling of

the stable water isotopes HDO and H,'80. fThey extended the GCM to
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monitor water isotope transport, accounting for all physical differences
between the water isotopes and normal water. Their simulated global
distributions of isotope concentration in precipitation roughly agree with
observed distributions (Jouzel et al, 1987; see also Section 3.4 below).
The tracer water model described in the present report is essehtially an
extension of the Jouzel water isotopes model. The water isotopes model
provided the basic formulations used in the tracer water‘model for
transporting the tagged water mass, or tracer water, between GCM grid
boxes. |

Chapter 2 will describe the structure of the tracer water model,. and
Chapter 3 will evaluate its performance indirectly by comparing model.:
output with certain observable water transport features in nature.
Chaéter 4 will preéent further applications of the tracer.water model. As
will be seen, these applications are not limited to following evaporated
water masses through the atmosphere. The extensions to the water isotopes
model that produced the tracer water model also allow the analysis of

certain important problems in isotope geochemistry.

1.4 Fractional Wetting of Grid Square Areas

1.4.1 Definition of Problem

Some very important water transport processes occur at subgrid scale,
inhibiting the proper formulation of a GCM's hydrological cycle. For
example, evaporation from the earth's surface in the real world is partly

controlled by conditions in the atmosphere's laminar sublayer, and the
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height of this surface layer is well below the standard vertical
resolution of GCMs. Since an adequate increase in model resolution is
usually computationally prohibitive, it is necessary to parameterize the
various subgrid-scale processes. Thaf is, it is necessary to develop
simplified férmulations based on the known average conditions within a
grid box that produce within the box the desired average effects of the
subgrid processes. |

An important, perhaps crucial subgrid variability that is largely
ignored in GCMs involves the wetting of soil surfaces during precipitation
events. A moist convective storm in nature mighg span 10% km? or less,
(e.g., Houze and Betts, 1981), an area much smaller than that of even a
fine (2° x 2.5°) GCM grid square. The soil area wetted by such a storm
should therefore be only a fraction of a grid square'é area. Even |
large-scale storms could cause fractional wetting; Eagleson and Wang
(1985) employ geometric arguments to show that the expected value of the
area of intersection of a circular storm and a circular region of the same
size is approximately 1/4 the area of the region.

Most GCMs, however, assume that when a precipitation event occurs
over a grid square, the rainwater is distributed uniformly over the entire
square. Thus, for example, a.rainfall event that would realistically
cover 1/10 of a grid square with a storm depth of 5 cm wouid, in such a
GCM, cover the entire grid sguare with a storm depth of 0.5 cm. Not
§ccounting for the fractional wetting of grid squares might adversely
a:fect the GCM's ability to produce a realistic hydrological cycle. AAs

noted by Sellers et al (1986), the difference in precipitation depth
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can have an important effect on computed values of surface runoff; the 5
cm storm depth might produce a greater amount of run&ff than the 0.5 cm
storm depth, since the former can more eééily saturate a local surface

. moisture reservoir. Also, variations in soil moisture within the grid
square, not possible with the assumed uniform wetting, can have a
significant effect on the average evaporation rate for the square,
especially when the evaporation is nonlinearly related to the local soil
saturation.

If the fractional wetting of grid squares was suddenly imposed in a
GCM, the following changes might occur. Runoff might initially increase,
especially if precipitation generated in consecutive time steps was
assumed to be part of the same storm system and thus was assigned to fall
on the same land fraétion. An increase in runoff would lead to a decrease
in so0il water infiltration and thus to a decrease in average soil moisture
'content. This could in turn lead to a decrease in evaporation and
possibly to a decrease in subsequent precipitation.

It is well documented that changes in soil moisture and surface
evaporation characteristics have important effects op_GCM climate.
Studies include those of Walker and Rowntree (1977) Qith a tropicai model
from the United Kingdom meteorological officé, Shukla and Mintz (1982)
with the GLAS GCM, Sud and Fennessy (1984) with the GLAS GCM, Rind (1982)
with the NASA/GISS GCM, and Yeh et al (1984) with the GFDL GCM. Most of
the.studies indicate that a local reduction in soil moisture or surface
evaporation in a GCM can lead to a locally drier GCM climate, i.e., a

climate with reduced precipitation. Sud and Fennessy's analysis
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indicates the opposite trend; they note, however, that their soil moisture
anomalies were small enocugh to allow changes in moisture convergence to
play an important role. Yeh et al (1984) explain that an increased
evaporation rate in a given area can affect the entire general circulation
by mv;:difying the thermal state of the atmosphere. The increased
evaporation rate can both cool the atmosphere near the surface, through a
decrease in surface sensible heat flux and longwave radiation, and heat
the middle troposphere, through an increase in latent heat release from
enhanced precipitation.

The extent to which the absence of a realistic fractional yetting
parameterization in a GCM affects the inherent GCM climate is largely
unexpléred. If the effect is large, realism dictates that fractional
wetting be incorporated into future versions of GCMs. Unfortunately, the

best way to achieve this is also not clear.

1.4.2 Proposed Analysis

The present report will attempt to quantify the changes induced in a
GCM's climate when fractional wetting is imposed. It will also seek a
reasonable fractional wetting parameterization.

In principle, the effects of wetting only a portion of a GCM grid
square could be examined by directly incorporating fractional wetting info
the GCM's surface and subsurface hydrology parameterizations. Precipita-
tion forming a@ove a land grid square, for example, could be assigned to
fall onto only one of several divisions of the square, each division

having its own computed moisture and temperature state. Thus, with this
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change, the GCM's horizontal resolution would be increased for the ground
hydrology but not for the atmospheric processes.

Unfortunatelyt computer computation constraints greatly restfict the
number of such sensitivity tests that could be performed. Any GCM
sensitivity run testing a new ground hydrology parameterization requires
at least a full simulation year, due to the interdependence of seasonal
climates; summer precipitation and surface temperatures in a given land
region, for example, are strongly dependent on the moisture state of the
soil in the previous spring, and this moisture state must also be
consistent with the new hydrology. —Furthermore, increasing the number of
surface soil reservoirs would lead to a corresponding increase in the
number of ground hydrology computa£ions performed at every time step.

The effects of fractional wetting could also be studied (albeit
approximately) with an offline model of the GCM soil hydrology. Hourly
precipitation and potential evaporation fluxes over some land surface
could be stored during a GCM simulation, and the time series of fluxes
could be applied later in the offline model to force hourly values of
runoff, evaporation, and soil moisture storage.. Running the offline model
with and without fractional surface wetting might indicate the importance
of incorporating this feéture into the GCM. 1In the GCM, however, a change
in the formulation of surface hydrology could also affect future
precipitation and potential evaporation fluxes. An offline Eoil hydroloéy
model cannot account for these feedbacks.

A one-dimensional soil-atmosphere model is chosen for the present

study. This model lies somewhere between a modified GCM and an offline
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soil hydrology model. The one-dimensional model is constructed to sim-
ulate the workings of the three-~-dimensional GISS GCM; it uses,.howeve:,
far less computer storage and time. Feedbacks between the so0il hydrology
and the state of the overlying atmosphere can be determined with the one-
dimensional model. The model can serve not only to examine the effects of
fractional wetting, but also as the basis for. an unlimited number of other
sensitivity studies.

One-dimensional radiative-convective models have, in fact, been used
in other climate modeling studies. Ramanathan (1981), for example,
studied energy transfers at the ocean surface with a one-dimensional model
designed to mimic a GCM.

Chaptér 5 describes in detail the structure of the present report's
one-dimensional model. The model is then tested to evaluate its applic-
ability to GCM climate sensitivity studies. The climates inherent in the
one-dimensional model and in the GISS GCM are found’to experience roughly
the same changes when a particular change is ma&e in their surface runoff
parameterizations.

Simulations are then performed in which the one-dimensional model's

.
ground surface area is partitioned into a number of sections. Precipita-
tion formed during a time step falls onto only one surface section, chosen
randonly. AllAsurface processes, including evaporation, sensible heat
flux, and soil water diffusion, are calculated separately for each seé-

tion, and thus the model's ground surface maintains spatially inhomo-

geneous distributions of moisture and temperature.
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The number of surfade divisions varies among the simulations in order
to demonstrate how wetted fraction size affects the average model cli-
mate. Simulated climates are compared by comparing the generated annual
means and seasonal variations of average precipitation, evaporation,
surface runoff, surface temperature, and soil saturation.

Since the water vapor convergence above the surface is assigned, annual
mean runoffs do not vary.

Dividing the land surface into séctions effectively increases the
horizontal resolution for hydrological computation and thus avoids any
subgrid parameterization problems. .This method, however, is too
computationally demanding for general use in GCMs. Chapter 5 therefore
also presents a simple subgrid parameterization for fractional wetting.
The parameterization is examined with the one-dimensional model; the
sensitivity of the model's climate to storm size under the simpl;
para;eterization, for example, is compared to the sensitivity observed
when the land surface is divided into sections.

Chapter 5 concludes with a discussion éf the proper interpretation of
the one-dimensional model results. Again, Chapter 5 confains the wetted
fraction analysis presented in this report in its entirety. It is thus

quite distinct from Chapters 2, 3, and'4, which discuss the tracer water

model.



Chapter 2

Description of the Tracer Water Model

2.1 General Background

The framework for the tracer water model is the Model II version of
the NASA/GISS GCM. A report by Hansen et al (1983) describes in detail
the structure of this GCM and includes a critical comparison of model-
generated climate patterns with observations.

A GCM's individuality is inherent in its discretization of the funda-
mental conservation and state equations, its application of initial and
boundary conditions, and its parameterizations of the various atmospheric
and surface processes affecting the general circulation. The individual-
ity of the GISS GCM is in turn reflected in its grid resolution fequire—
ments. While most GCMs require a fine horizontal grid resolution (e.g.,
4° X 5°), the GISS GCM was specifically (and successfully) designed to
simulate the ﬁajor global climate patterns observed in nature with a
coarser grid, such as the 8° X 10° horizontal grid shown in Figure 2-1.
Researchers using the GISS GCM will often use this grid for preliminary
simulations and a finer grid for their final simulations.  Since adding
tracefs to Model II greatly increased the computatiohal aqd storage
requirements for a simu;ation, the simuiations in the present work
generally use the 8° X 10° grid.

As for the prescribed vertical resolution in the_simulations, the
atmospheric column above each grid square is separated into nine verti-

cally stacked boxes using a sigma coordinate system, meaning that each box
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in the column contains a pre-assigned fraction of the c&lumn air mass
below 10 mb. Since the column air mass varies with time, so does the air
mass in each box. The vertical grid box spacing for a surface pressure of
984 mb is described in Table 2-1. The top two layers represent the
stratosphere, the bottom two represent the boundary layer, and the levels
between represent the tropospheré; |

A very brief sketch of the types of processes modéled in the GISS GCM
. is provided in Figure 2-2. Moist convection or large-scale condensation
events condense water vapor at various atmospheric levels and thereby
pfoduce precipitation at thé earth's surface. Convection also mixe#ithe-
heat and momentum in the atmospheric column. Up to four different é;rface
types can exist in a grid square, namely ocean, ocean ice, permanent land
ice, and 1land. Rundff is calculated and surface water storage, including
snow cover, is updated when precipitation falls on the three latter
types. On land, the surface water can diffuse into a second soil la;er,
énd,the second soil layer contributes to evaporation during the growing
season. Evaporation and sensible heat fluxes at the earth's surface are
calculated over each surface type, and an energy balance'computes the new
surface temperature on ocean ice, land ice, and land. The ocean surface
temperature and the fraction of ocean covered by icg remain at assiéned
climatic mean values that are revised daily. The entire model is driven
by the incoming diurnal radiation, with time-varying surface and cloud
albedos, modeled water vapor, and prescribed trace gases affecting the

distributions of radiative heating and cooling in the atmosphere.
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Table 2-1. Vertical resolution used in the GISS GCM,

given a surface pressurz of 984 mb.

Pressure difference
between top and bottom

Atmospheric layer Mean preésure (mb) of lgyer (mb)
9 27 60
8 103 8d
7 . 201 105
6 : 321 | 135
5 468 160
4 ‘ 634 | 170
3 786 134
2 894 _ 80

1 959 50
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Figure 2-2 Schematic of processes occurring above and below a
single GISS GCM grid square (From Hansen et al,
. 1983).
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Again, the reader is referred to the report of Hansen et al (1983)
for a complete treatment of the GISS GCM's structure. The model's struc-
ture and behavior is described further by Hansen et al (1984) and Rind
{1984). Two minor changes in the GCM were implemented before créating the
tracer water model; first, a limitation on the outward advection of water
vapor from a grid box was imposed to insure a positive vapor content in
the box at all times (see Section 2.3.1), and second, the snow albedo over
land ice surfaces wés assumed to remain constant at 0.85 to produce more

accurate summer polar temperatures (Jouzel et al, 1987).

2.2 Isotopic Forms of Water

Since the tracers followed can represent water isotopes, a brief
discussion of the special transport properties of water isotopes is

-provided first.

2.2.1 1Isotopic Fractionation

The three major isotopic forms of water found in nature are HDO,
H2180, and HTO,-the chemical symbols D and T representing the hydrogen
isotopes deuterium and tritium, respectively. The water isotopes have the
same chemical properties as normal water but have slightly different
physical properties, due to their higher mass. The two physical
properties affecting water isotope transport are vapor pressﬁre and
molecular diffusivity.

Consider a closed system, with a liquid water quantity Qjy in

equilibrium with a water vapor quantity Q,,. If a trace amount of water




i sotope entefs the system, it eventually partitions itself between the
liquid and vapor compartments. The water isotope has a lower vapor
pressure than normal water, and thus the equilibrium partitioning of the
water isotope relatively favors the condensed state. More quantitatively,
if Ry is the final amount of water isotope in liquid form and Ry is

the final amount in vapor form, then the following relationship holds:
R R
6& = q . 6_ (2-1)
2 v

where ayg/y islslightly larger than 1. The favoring of the condensed
state is known as isotopic fractionation, and Xy /v is called an
equilibriﬁm—fractionation factor.

In the tracer water model, the value of a¢g/v is computed as a
function éf the temperature (Majoube, 1971a; Craig and Lal, unpublished

. manuscript):

HDO: @y, = exp(24844/T2 - 76.248/T + 0.052612)

Hp180: ag/y = exp(1137/T2 - 0.4156/T - 0.0020667) (2-2)

HTO: ay/y = exp(46480/T2 - 103.87/T)

For example, ag/y at T=283°K (10°C) is 1.10 for HDO. In the temperature

range of interest, ajy/y decreases with increasing temperature and, for

HDO and H2180, remains between 1.0 and 1.2. The fractionation factor
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for the solid/vapor phase change is defined similarly and is also computed
as a function of the temperature (Merlivat and Nief, 1967; Majoube, 1971b;

Craig and Lal, unpublished manuscript):

HDO: ag/y = exp(16288/T2 - 0.0934)
Hy180: ag/y = exp(11.839/T - 0.028224) (2-3)
HTO: ag/y = exp(46480/T2 - 103.87/T)

These fractionation factors are used in the determination of water isotope
condensate during precipitation events.
The molecular diffusivities of water isotopes are smaller than that

of normal water, by the following factors:

HDO: Disotope/Dwater = 0.9755
H218°: Disotope/Dwater = 0.9723

HTO: Djgotope/Pwater = 0-968

Merlivat (1978) provided the diffusivities for HDO and H2180; the

value for HTO was inferred from the same data set. The differences in the
diffusivities are important when modeling kinetic fractionation, under
which the water isotope partitions itself between phases in a non-equilib-
rium manner due to kinetic effects; ({Equilibrium fractionation assumes
that the isotope has sufficient time to arrive at the equilibrium parti-
tioning; for some processes, this is nof a good assumption.) For example,

supersaturated vapor over ice induces kinetic fractionation during the
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formation of solid condensate in precipitation events. The effective
fractionation factor ggfes is calculated as a function of the equilibrium
fractionation factor, the supersaturation S, and the diffusivity ratio

(Jouzel and Merlivat, 1984):

S

Caff as/v * { D, } (2-4)
(S=1) isotope
v D

1 +a
S
/ water

Kinetic effects produce a different aoff when raindrops re-evaporate

below the cloud base .during moist convection (Stewart, 1975):

h
Ceff - h - 1 . (2-5)
(Disotoge)o.ss @y /v

Dwater

where h, the average relative humidity during re-evaporation, must lie
between the initial relative humidity hy and 1. Preliminary sensitivity

runs found an appropriate estimator for h:

. : h = 0.75 + 0.25h; k (2-6)

_ The effective fractionation factors will be referred to later.

The molecular diffusivities of the water isotopes also affect their

relative rates of evaporation from the ocean surface. Upward and downward
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movements of water isotope molecules at the ocean surface are slowed down

by a factor 1-k, where

.00528 Wg < 7
HDO =

.0002508 W_ + .0007216  Wg > 7

.006 Wg < 7
g '8%: k= { s (2-7)
2 .000285 W_ + .00082 Wg > 7

.01056 Wy < 7
HTO: k =

.0005016 Ws+ .0014432 Wg > 7

The derivations of the HDO and 32180 formulas for k were described by
Jouzel et al (1987); the HTO formula for k is essentially an extrapolation
of the HDO formula. Ws represents the wind speed in m/sec.

A non-isotopic water tracer always partitions itself between phases
at the same ratio as does the model watef. That is, the diffusivity ratio
and all fractionation factors are set to unity for a non-isotopic water
tracer. The transport properties of isotopic and non-isotopic tracers are

identical for all processes not involving a change in water phase.
2.2.2 Units

An HDO or H2180 concentration in water is usually expressed in

the literature as a deviation § of the isotope/water ratio from the
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reference ratio in SMOW, or Standard Mean Ocean Water (Craig, 1961, as

cited by Dansgaard, 1964). Thus,

*p -6
- 155.76 x 10
0 = —o : x 1000%0
155.76 x 10" °
(2-8)
*18
-9 -6
x - 2005.2 x 10
18 1%
5 0 = x 1000%.
2005.2 x 10°°

where xy, xp, x160 and x180 are the mo}e fractions of H, D,
160 ana 180 atoms, respectively, present in a sample. The relative
deviations &D and §180 are expressed in permil (%.) units; the permil
is analogous to a.percent, being based on a scale of 1000 rather than
100.

HTO amounts are generally expressed in terms of tritium units, or
TU. One TU is equivalent to a concentration of one tritium atom per

1018 hydrogen atoms.

2.3 The Structure of the Tracer Water Model

The tracer water model is initialized with any atmospheric and
surface reservoir tracer distribution, and during the course of a GCM

simulation, the transport processes discussed below act on this distribu-
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tion and modify it. A simulation of sufficient duration will determine
the average tracer transport characteristics for the model climate.

To create the tracer water modelq every process that moves model
water in the GCM was extended to move tracer water as well. Suppose R
‘represents the tracer content of a given atmospheric grid box. An.

equation for the change in R during some time interval can be written as

adv + ARmc~+ ARXSC + ARdc+ ARev (2-9)

Where‘ARadQ represents the change due to advective transport, ARpc
is the fracer added to the box during moist convection, ARggc is the
tracer added during a large-scale non-convective storm, AR4g. is the
change due to a dry convective overturning of air, and AR,y is the
change due to evaporation or condensation of tracer at the earth's
surface. (ARyy is thus nonzero only for first layer boxes.) Advective
tracer transports and tracer evaporationAare calculated every half hour,
moist and dry convective transports of tracer are calculated every hour,
and tracer transports by large-scale storms are calculatéd every five
hours.

Regardless of its abundance, a tracer does not influence the thermo-
dynamics, the water motion or any other aspect of a model simulation. All
ofrthe tracer traﬂsport formulations are completely linear; for example, a

_twofold increase in the initial tracer distribution would lead to the same

increase in all future tracer diagnostics.
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The discussion of each transport process below is divided into two
parts, the first pertaining to model water transport only and the second

describing the formulations added for tracer water transport.

2.3.1 Advection

a. Water Advection. Water is advected between grid boxes via the model

winds. The model first determines the air mass flux between two adjacent
grid boxes and then multiplies it by a specific humidity to determine the
water vapor flux.. This specific humidity is the arithmetic mean specific
humidity of the two boxes when they are horizonta;ly adjacent, and becaqﬁe
of the exponential fal;off of water vapor content with height, it is the
»harmonic mean specific humidity when the boxes are vertically adjacent. A
positive final water vapor content is insured for each box by constraining
the fraction of water that can exit through a given side of the box. The
greatest vapor divergence allowed in a time step would still leave 0.1% of
the original vapor behind.

b. Tracer Advection. Tracer advection between adjacent grid boxes is

determined directly from the calculated water vapor flux and an estimate
of tne amount of tracer in that watexr. A "slopes scheme" (Russell and
Lerner, 1981) is applied to the tracer concentration in water ;o produce
the desired estimate. With the slopes scheme, the averagevgradient of
tracer concgntration inside every grid box is updated and stored after
every atmospheric process. The slopes scheme therefore provides valuable

information on the subgrid distribution of the tracer.
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The tracer concentration gradients stored with the slopes scheme are
defined with respect to water vapor content and not to a distance; when
moving in a given direction inside a single grid box, the assumed
' tracer/water ratio increases by a constant amount as a unit amount of
water vapor is passed. The idea is to relate the tracer flux out the side
of a box directly to the water vapor flux rather than to the air mass
flux, thereby producing smoother global distributions of tracer/water
ratios (Jouzel et al, 1987).

Figure 2-3 illustrates this and. the tracer .transport calculation in
one dimension. First, Figure 2-3a shows the distribution of water vapor
specific humidity along the length of the box. Although a non-uniform
distribution is never computed during a GCM simulation, it is nevertheless
implicitly assumed in the water vapor advection calculation, which employs
an assigned mean specific humidity between grid boxes (see above). 1In
moving a distance x, from the left side of the box, a certain mass of
water vapor Q(x,) is passed, equal to the area of the shaded region in
Figure 2-3a.

0(x) is naturally a monotonically increasing function of x, and it is
used as the horizontal coordinate in Figure 2-3b. Note that points on the
left side of the axis represent the watér vapor residing on the left side
of the box and that any two.segments of equal length on the axis represent
the same water vapor mass. The tracer/water ratio is plotted in the
vertical as a functipn of this transformed distance coordinate,
effectively a one-dipensional water vapor coordinate. The ratio varies

linearly with the water vapor.
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Figure 2-3

Grid Box A Grid Box B

Slopes scheme calculation of tracer advection.

a) Spatial distribution of water vapor in grid

box. b) Distribution (with respect to water vapor)
of tracer concentration in adjacent grid boxes A
and B before advection. c¢) Distribution of tracer
concentration in Grid Box B after advection. d)
Newly defined distribution of tracer concentration

in Grid Box B.

56



AQp Qg-AQg
Grid Box B

Grid Box B

Figure 2-3 {cont.)
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Grid Box A conteins a total water content Q, and a tracer content
Rp, SO fhe tracer/water ratio at the midpoint of the horizontal axis in
Figure 2-3b is Rp/Qp. Suppose the tracer/water ratio at the far right
of the box is (Rp+Rya)/Qp. 1If a water amount AQp leaves through
the right side of the box, the area of the shaded region indicates the

amount of tracer ARA that also leaves:

80, a9,
AR, = g- (Ry + (1 - K)R_XA) (2-10)

Figure 2-3c shows the results of the transfer. Grid Box B obtained
some water vapor and tracer from Grid Box A but also lost some through the
other side. The resulting distribution of tracer concentration within
Grid Box B is redefined to be that shown in Figure 2-3d. 1In going to ‘this
new distribution, the tracer in Grid Box B retains its total mass but is
given a new slope, calculated so that the resulting linear distribution is
a least-squares approximation to the diseontinuousvdistribution in Figure
2-3c.

There is one major problem with the slopes scheme formulation for
tracer advection. Under conditions of lerge_internal tracer gradients,
the scheme can advect a tracer out of a grid box so as to leave behind a
negative tracer content in the box. Subsequent tracer precipitation and
vapor exchange calculations can cohceivably deposit negative tracer

amounts onto the earth's surface.



Negative tracer quantities are certainly not realistic and would be
quite disturbing if not viewed in the proper perspective. A field of
tracer concentrations in naturé must consist entirely of non-negative
concentrations; the tracer water model merely approximates it with a field
that is unconstrained by the non-négativity requirement. Individual
values, such as any negative values, in the approximate field are far less
important than the field quantities integrated over time and space.

The forced prevention of negative tracer contents would also lead to
problems. Simply zeroing the negative values would violate conservation
of tracer mass in the atmosphere. Limiting the gradients in the slopes
schem; formulation would artificially increase tracer diffusion. Eventu-
ally a tracer advection formulation without these problems will be
developed; until then, negative tracer contents are allowed to occur:

The negative tracer contents produced by the model are never very
large under steady-state cénditions, and steady-state tracer distributions
are of the greatest interest. The negative contents are most pronounced
at the beginning of a simulafion, due to the large gradients of tracer
concentration between grid boxes near a tracer source. Further advection,
precipitation, surface condensation, and oceanic vapor exchange act to
reduce the magnitude of negative tracer concentrations as the atmospheric
tracér distribution moves toward steady statei In a spatial distribution
of monthly steady-state tracer precipitations, negative tracer precipita-
tion will typically account for less than 2% of the total tracer precipi-

tation mass.
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Isotopic fractionation effects need not be considered in computing
tracer advection, since the process involves no changes in phase. Tracer
concentration slopes are modified during the moist convection, large-scale

condensation, and dry convection processes described below.

2.3.2 Moist Convective Precipitation

a. Moist Convective Precipitation of Water. A moist convective event in

the model is characferized by an air mass rising moist-adiabatically
through an unstable region of the model's atmosphere, condensing moisture
along the way. The condensed moisture can partially or completely
re-evaporate in lower levels before reaching the surface.

Moist convection is ; subgrid-scale process; events in nature might
cover 104 km2 or less (e.g., Houze and Betts, 1981), whereas a typical'
coarse grid square spans on the order of 106 km2. Since a GCM pro-
'vides only mean values of prognostic quantities for each grid box, and
since a subgrid-scale process by definition must reflec£ éubgrid varia-
tions in these quantities, moist convection cannot be modeled directly in
a GCM. Modelefs are forced instead to parameterize moist convection. A
brief description of the moist convection algorithm used in the GISS GCM
demonstrates the oversimplification and arbitrariness inherent in all such

parameterizations:

i) A fraction of a Level 1 (near surface) grid box is defined as the
moist convective plume and its moist static energy is compared to

that of the box immediately above it. If the plume's moist static
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energy is higher, the column of grid boxes is considered moist

convectively unstable, and convection proceeds.

ii) As the plume rises into the Level 2 box, it cools moist adiabati-

cally. The moisture that condenses is temporarily set aside.

iii) The plume's moist static energy is then. tested against that of the
next higher box. If buoyant, the plume continues rising, condensing
moisture as it goes. The plume stops below the first box with a
higher moist static energy. Note that the plume's vapor content

always decreases as it rises.

iv) Suppose the plume is finally deposited in Level L. Subsidence then
replaces the air mass that was removed from Level 1 in creating the
plume. First, an air mass equal to the. plume mass sinks adiabatical-
ly from Level 2 into Level 1. The same amount is then moved from
Level 3 into Level 2, and so on. The box in Level L thus retains its

original air mass.

v) The condensate, which can be solid or liquid, now begins to fall.
The moistufe that condensed when the plume rose from Level L-1 to
Level L enters the grid box at Layer L-1 and re-evaporates into a
specified fraction of the box. If the fraction becomes saturated,
the leftover condensate is assumed to fall through the box and is
added to the moisture that condensed when the plume rose from Level

L-2 to Level L-1.

vi) This new supply of condensed moisture then re-evaporates into a
fraction of the Level L-2 grid box. The process continues down
through Level 1. Any condensate remaining after the Level 1 box

fraction is saturated is assumed to precipitate onto the ground.
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vii) The entire process is repeated, this time with a plume originating
in Level 2. The determination of moist convective precipitation is
complete when a plume starting from each atmospheric level is given

the opportunity to convect.

The grid box fractions mentioned above are chosen arbitrarily. The
plume normally consists of half the air mass in the oriéinating grid box.
The top of this grid box is defined as the cloud base; one-fourth of each
grid box above the cloud base and one-half of each box below the cloud
base is saturated during the re-evaporation of condensate. The smaller
fractioa above the cloud base reflects the fact that some of the dréplets
fall through the saturated environment of the plume itself.

When the lateral extent of a typical convective cloud in nature is
compéfed to the area represented by a grid square, these fractions seem
rather large. The plume as defined, however, can be thought to represent
all of the plumes forming over the area during the one-hour time step.
Some sensitivity studies indicate that changing the plume size in the
model results in only a small change in the time-averaged precipitation,
apparently because of an inverse change in the precipitation frequency.

The precipitation frequency should increase as the plume size decreases

because moist convective instabilities are removed less efficiently.

b. Moist Convective Prec;pitation of Tracer. The effective phase dia-
grams used in the model for water and tracer condensation are different.
During moist convective events in the GISS GCM, water condenses as solid
below 0°C and as liquid above, with the phase affecting only the assigned

latent heat of vaporization. The tracer behaves, however, as if the water
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condenses according to the phase diagram in Figure 2-4. That is, it
behaves as though the water condenses as solid below -25°C, as liquid
above -25°C, or as both if the moist adiabatic lifting lowers the plume's
~ temperature through this cutoff. The supersaturation assumed over the

solid phase, for use only in Equation 2-4, is calculated as

w0
1]

1. - 0.003Tp ) (2-11)

where Tp is the plume temperature in °C:. This supersaturation function
produces proper isotopic behavior in Antarctic precipitation (Jouzel et
al, 1987). The decision to use different effective phase diagrams for
water and tracer condensation stemmed from the desire to remain consistent.
with the published Model II version of the GISS GCM while also providing a
more realistic separation of the phases for the tracer condensation and
equilibra;ion formulations discussed below (see, e.g., Mason, 1971;
Prupaccher and Klett, 1978).

If the plume contains tracer as it starts its journey up the grid box
column, the tracer condenses with the model water. For non-isotopic
tracers, the final tracer/water ratio in liquid droplets is forced to
eqﬁal that in the remaining plume vapor. For isotopic tracers, the
equality imposed during the formation of water and tracer liquid is a form

of Equation 2-1:
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Below 0°C

PA iaui
‘ = — — — Saturated vapor pressure over liquid

Saturated vapor pressure over solid
——=-~—-=Supersaturated vapor pressure over solid
s \/ apot pressure used for tracer calculations

-25 0°c

Figure 2-4 Effective phase diagram for water assumed in tracer
calculations during moist convection.
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R - R R .

Vo 2 L .
a -_— = == (2-12)
UV Qo ~ Ql Qx

where Ry, is the original tracer vapor content of the plume, Qyq, is

the original water vapor con£ent of the plume, Ry is the tr;cer liquid
formed, Qg is the‘liquid water formed, and Xp/v is the fractionation
factor defined in Section 2.2. Equation 2-12 can be rearranged to produce

the equation for Ro:

QR
R = X _vo (2-13)
L Qvo - QX
Ql +
To/v

As liquid droplets fall into lower levels, the tracer in the droplets
equilibrates with the tracer in the new surrounding vapor. Physically,
equilibration corresponds to tracer vapor exchange at the droplet
surface. The tracer redistributes itself between the liquid and the
surrounding vapor compartments so that the tracer/water ratio in both
phases is the same, or different by é factor o for isotopic tracers.

(For isotopic tracers, the fractionation factor used is ¢ from Equation

/v
2-2 above the cloud base and aaff from Equation 2-5 below the cloud
base.) Thus, a net flux of tracer out of the droplet is possible even when
there is no net re-evaporation of water condensate. Similarly,

tracer-free droplets falling through grid boxes laden with tracer vapor

will absorb tracer before falling further.
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Equilibration should probably be incomplete for the characteristi-
cally large droplets associated with moist convective events, due to the
limited time the droplets could spend in a grid box. Federer et al
(1982), for example, demonstrated with a convective cloud model the large
isotopic relaxation times of raindrops in moist convective events. The
asslgned extent of equilibration in the tracer water model is chosen
arbitrarily. Normally, as water droplets containiné tracer fall into a
new grid box, half of the water remaining after re-evaporation, along with
the tracer it contains, does not participate in the equilibration
process. The_other half equilibrates completely. Fortunately, the
results of a sensitivity study, not preseﬁted hére, indicate that the
model results are quite insensitive to the chosen extent of
equilibratiop; |

Due to the negligible diffusivity of tracer in the solid-phase,
equilibration of existing solid tracer condensate with surrounding vapor
is not allowed in the model. The negligible diffusivity also affects, for
isotopic tracers, the iﬁitial formation of solid tracer condensate; due to
isotopic fractionation, the tracer/water ratio in the vapor forming the
condénsate is larger at the beginning of the condensation process than at
the end. The model uses an integrated expression for Rayleigh condensa-

tion to account for this, using the effective fractionation factor defined

in Equation 2-4:

(2-14)
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where Rg and Qg are the solid tracer and water quantities formed,

respectively. Equilibration may proceed if the solid condensate melts.

2.3.3 Large-scale Condensation

a. Large-scale Condensation of Water. The other precipitation process

modeled in the GCM is large-scale condensation, corresponding to the
large, non-convective storm fronts found in nature. Essentially, the
process simply condenses grid box water so as to keep all relative
.humidities in the model atmosphere at or below 100%. Large-scale
condensation in the model produces a relatively small fraction of the
total global precipitation.

A straightforward algorithm determines the non~convective precipita-
tion from a given column of grid boxes. First, the water vapor content in
the topmost (Level 9) box is compared to the saturation content at the
grid box temperature. If the box is supersaturated,‘condensate forms
until the box reaches saturation, and the condensate falls into Level 8.
If the Level 8 box is saturated or supersaturated, the condensate falls
through it into Level 7. If the box is subsaturated, the condensate
re-~evaporates, and if the re-evaporat;on saturates the box, any leftover
condensate falls into Level 7. Also, new condensate forms and falls into
ﬁevel 7 if the Level 8 box is supersaturated. The process continues
downward fhrough each box of the column. Any condensate leaving the Level

1 box is added to the earth's surface as precipitation.
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b. Large-scale Condensation of Tracer. During non-convective precipita-

tion events, the tracer behaves as if water vapor condenses as solid below
-10°C and-as liquid above -~10°C (Mason, 1971; Prupaccher and Klett,

1978). The tracer condenses so that the tracer/water ratio in the
condensate is the same as that in the remaining grid box vapor (or
different by a factor a, for isotopic tracers). As in moist convective
events, falling liquid condensate equilibrates with surrounding vapor; in
‘"contrast to moist convective events, however,'this equilibration is
complete, due to the charaqteristically smaller droplet sizes. Solid

condensate may not equilibrate with surrounding vapor until it melts.

2.3.4 Dry Convection

a. Dry Convection of Water. A set of vertically adjacent grid boxes will

experience dry convection, or a complete overturning of air mass, if-the
the boxes are thermally unstable with respect to each other. .Dry convec-
tion thoroughly mixes the heat, momentum and moisture of the boxes without
producing precipitation. As a resuit, each box involved in the dry

convection process will obtain the same specific humidity of water.

b. Dry Convection of Tracer. Tracer is also thoroughly mixed among the

boxes involved in dry convection. The tracer is redistributed so as to
produce the same tracer/water ratio in each box while conserving tracer
mass. Isotopic fractionation plays no role, since the process involves no

changes in phase.
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2.3.5 Surface Evaporation and Condensation

a. Evaporation/Condénsation of Water. Oon the average, for every drop of

water the atmosphere loses through precipitation, an eqﬁivalent amount of
water must evaporate from the earth's surface. The. GCM, however, must
determine the proper spatial and temporal distributions for the evapora--
tion rates. This is difficult; determining the proper evaporation rate
from a grid square requires knowledge of near-surface humidity conditions
and therefore of the vertical humidity distribution within the overlying
Level 1 grid box, and this information is simply not available. The model
therefore uses a pérameterization of the surface boundary layer to produce
an approximate evaporation rate, the surface boundary layer being a
portion of the Level 1 grid box lying just above the earth's surface.

The model computes the evaporation E from a grid square as

E = Bopowso qu (qG— qs) . (2-15)

where qg is the saturation specific humidity at the surfaée temperature,
dg is the specific humidity at the top of the surface boundary layer,

B is an efficiency factor, p is the air density, Wg is the surfaEe wind
speed, and Cq is a humidity transfer coefficient whose value is a
function of the roughness length and the Richardson number in the surface
layer. As will be shown in a later chapter, changing tﬁe value of Cq

has little effect on the time-averaged evaporation, since the change
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induces an inverse change in the specific humidity deficit. The parameter
B acts to reduce the actual evaporation rate from subsaturated soils to
below the potential rate; B therefore reflects soil resistance to water
movement. For subsaturated soils, 8 is set to the soil saturation (i.e.,
the wéter content divided by the water holding capacity) of the first soil
layer. Since océan, ocean ice, 1and ice, and snow surfaces are assumed to
evaporate at the potential rate, B is set to 1 over these surfaces.

The subgrid parameterization of the surface boundary layer produces
the value of qg. By assuming that the net vapor flux froﬁ the ground
into the surface layer is exactly equal to the net flux from the surface
layer into the remainder of the Level 1 grid box, a value of qg is
determined that is effectively a weighted average of qg and q;, the

average specific humidity in the Level 1 grid box:

K
cqws * qG + z1 - zS ¢ q1
qq = X (2-16)
C ws + - Z
1 1 s

where K is an'empirical eddy diffusion coefficient, zy is the height of
the first layer, and zg is the height of the parameterized surface
layer. Notice that if qg is greater than dg, Equation 2-15 predicts a

negative evaporation, or condensatioh, onto the earth's surface.

b. Evaporation/Condensation of Tracer. For time steps when water con-

denses onto an ocean ice, land ice, or land surface, the tracer condenses
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with the water so that the tracer/water ratio in the condensate is the
same as that in the Level 1 grid box (or is greater by a factor ¢, for
isotopic tracers.) Wheﬂ water evaporates from these non-ocean surfaces,
tracer may or may not evaporate, depending on whether the tracer is de-
fined as "surface-conserved" or "aboveground". These.definitions and the
tracer evaporation formulation are discussed in Section 2.4.

Tracer evaporation or condensation over the ocean is more accurately
termed tracer vapor exchange. Water vapor molecules in the surface layer
can strike the ocean surface and remain in the ocean as liquid water, and
liquid water molecules at the ocean surface can break away and enter the
surface layer as water vgpof. The difference in these downward and upward
fluxes constitutes the net water evaporation. If tracer vapor lies over.
tracer-free ocean waters, the tracer diffuses down and strikes the surface
with the downward water vapor flux. The upward water vapor flux, however,
will be free of tracer, since any tracer deposited with the downward flux
is well mixed into the surface waters and cannot be retrieved. This
results in a net downward flux of tracer into the ocean, even when the net
water evaporation is positive. This behavior is unique to ocean surfaces.
Over land or ice surfaces, the tracer flux mgst be in the same direction
as the net water vapor flux.

The transfer of tracer across the ocean surface, Ep, . is calculated:

in the model as

~q..) (2-17)

ET=poWscho(]—k)o(q ST

GT
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where 1-k, defined in Equation 2-7, is a factor dependent on isotope
molecular diffusivity. The value of k is 0 for non-isotopic tracers. The
determination of qgp, the specific humidity of tracer just above the

ocean surféce, depends on whether the tracer is defined as."surface-
conserved" or "aboveground"; again, this will be .explained in Section

2.4.

To determine qgp, the specific humidity of tracer at the top of the
surface layer, the flu#.of tracer into the surface layer from below is
assumed to equal exactly the. flux of tracér out of the surface layer into
higher levels. This assumption leads to an expression analogous to

Equation 2-16:

cqws « (1 -k) e qGT * z - zs * q1T

q = (2‘18)
ST CW o (1-k)+
q s z

where qqp is the average Level 1 specific humidity of tracer.

2.4. Upward Flux of Tracer f;om the Earth's Surface

The formulation of the upward evaporative flux of tracer from the
earth's surface, which is the het upward evaporative flux over~n§n-ocean
surfaces and which is controlled by the value of Qgp in Equation 2-17
over ocean surfaces, must still be described. Two different formulations
are employed in the present report, and they define two very different
types of tracers, hereafter referred to as surface-conserved tracérs and

aboveground tracers. Surface-conserved tracers are particularly suitable
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for studies of steady-state isotope geochemistry, and aboveground tracers
are useful for addressing the problems in global hydrology outlined in

Chapter 1.

2.4.1 Surface-Conserved Tracers

Surface-conserved tracers are so named because they are conserved in
surface reservoirs after precipitating or condensing onto the earth's
surface. For example, after a precipitation event delivers tracer to a
soil surface, some of the tracer is carried away with the water runoff,
and the remainder enters the first soil layer and is given the chance to
diffuse into the second soil layer. The model always keeps track of the
amount of tracer in each reservoir. The tracer is similarly stored in
ocean ice, land ice, and snow reservoirs, but it is lost if it enters the
ocean during precipitation or vapor exchange.

Most impor;antly, though, the surface-conserved tracer in the
surface reservoir is allowed to re-evaporate into the atmosphere. The
amount of tracer that evaporateé from a non-ocean surface is found by
multiplying the water evaporation from the surface by the tracer/water
ratio in the topmost surface reservoir. (Due to an assumed negligible
mixing below the surface, isotopic fractionation does not influence the
tracer/water rgtio in the evaporating water.) For ocean surfaces, the
tracer evaporation is calculated with Equation 2-17, using Henry's law to
determine the values of Qgqp from observed mean isotope concentrations in

ocean water:
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18 (2-19)
9 0, and HTO: q =q

HDO, H GT

G ° co * cs/a,Q/v
where C, is the average weight ratio of the water isotope to Hy0 in
seawater (3.2873 x 10~4 for HDO, 2.2275 x 10=3 for H2180, and

2.2222 x 10-8 for HTO) and Cg is a correction factor for isotope
concentration in near surface waters (1.004 for HDO, 1.0005 for H,180,

and 1.00 for HTO).

A surface-conserved tracer will eventually spread into every atmo-
spheric grid box and every surface reservoir. The global distribution of
a surface-conserved non-isotopic tracer would necessarily be smoothed by
the atmospheric and soil moisture tranéport processes discussed above
until the trace:/water ratio was everywhere the same. Surface-conserved
tracers are thu; far more interesting when they represent water isotopes;
the global steady-state distribution of a water isotope's concentration is
non-uniform due to the fractionation properties peculiar to the isotope.
Jouzel et al (1987) provide an excellent éxample of a simulatioﬁ
experiment that uses surface-conserved isotopic tracers; they use the
tracer water model to determine the global distributions of HDO and

H,180 as a function of season. Some of their comparisons of model

results with observations are discussed in Chapter 3.
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2.4.2 Aboveground Tracers

When an aboveground tracer reaches the earth's surface through pre-
cipitation, surface cundensation, or oceanic vapor e#change, the model
stores the tracer flux value for the appropriate grid square, and the
deposited tracer effectively disappears from existence. In other words,
the surface reservoirs effectively remain tracer-free. The idea is to
prevent the tracer from re-evaporating; studies using aboveground tracers
- are of interest for determining where and how a tracer in the atmosphere
first reaches the earth's surface. Thus,lgiven sufficient time, the model
would remove from the atmosphere any nonzero aboveground tracer distribu-
tion placed there at the beginning of a simulation. The model would
simultaneously compute the two-dimeﬁsional distributions of cumuiative
tracer precipitation f;ux and downward tracer vapor flux at the earth's
surface.

Specific weather events, however, can move the initial tracer in ways
not consistent with time-averaged transport, and it is therefore desirable
to complement the tracer sink at the earth's surface with a tracer
source. At steady-state, the source injects the tracer into the atmos-
phere and the surface sink removes the tracer from the atmosphere at the
same rate. A simulation of sufficient duration will determine the
characteristic pathways followed by the tracer between source and sink.

The most common type of tracer source is called a "tracer source
region" and consists of a set of surface grid squares. At each time step

in the simulation, a non-isotopic tracer evaporates from a source region
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grid square at the water evaporation rate from that square, without regard
to any surface reservoir tracer content. Put another way, tracer is
simply injected into the Level 1 grid box above the square at the same
rate as the evaporated water.

For a non-ocean section of a source region grid square, the tracer
evaporation rate is set equal to the net water evaporation rate. For an
ocean surface, it is necessary to separate the equations for net water
evaporation (Equation 2-15) and net tracer evaporation (Equation 2-17)

into their upward and downward components:

Edown L ws ) cq * s v (2-20)
Eup =p e ws . Cq * 9 . (2-21)

= e W e C . . 2-22
T,down e s q qST ( )
ET,up TP ws * q * G . (2-23)

Over an ocean section of a source region grid square, the upward tracer
vapor flux into the Level 1 grid box proceeds at the same r&te as the
upward water vapor flux into the boxi Outside the source region, no
tracer is injectéd into the Level 1 box. A downward flux of tracer vapor
can occur onto any ocean surface, inside or'Outéide the source region.
Thus, Equation 2-17 is used for the vapor exchange of aboveground tracer

over the ocean, with qgqp defined as:
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q = q, inside the tracer source region

0 outside the tracer source region (2-24)

G

An abovegound, non-isotopic tracer evaporating from a tracer source
region has a simple interpretation. Water that evaporates from the source
region is effectively tagged, and the tag is removed once the water
returns to the earth's surface during precipitation, surface condensation,
or oceanic vapor exchange events. By studying:the surface distributions
of downward tracer flux, the modeler can determine the characteristic
directions and horizontal distances traveled by the source region's
evaporatgd water and thereby determine the regions on the globe that are

directly influenced by it, at least for the model climate.

2.5 Simultaneous Integration of GCM Prognostic Variables and Tracer

Transgort.

It is conceivably possible to store the model winds and precipita-
tion data at every time step during a single GCM simulation and to use
this data later as input to a completely isolated tracer model to deter-
mine tracer transport. Such a strategy would avoid the inefficient
re-calculation of GCM wind and precipitation fields during every tracer
water model simulation and thus might save on computational costs. Jacob
et al (1987), for example, used stored fluxes from a GISS GCM simulation

to study the atmospheric distribution of 85kr.
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The tracer water model‘described in this report employs a different
strategy. The model water and tracer fluxes are determined
simultaneously; i.e., a complete GISS GCM simulation is a part of every
tracer water model simulation. The reasons for this are threefold.

First, the amount of stofed data required by a completely isolated tracer
‘water model would be tremendous. For example, the calculation of tracer
"transport in moist convection would require, for every moist convective
event at'evéry time step, -data describing the bottom and top grid boxes
involved in the convectioh,'the condensation of water at each level as the
moist convective plume ?ises; the re-evaporation of water at each level as
the droplets fall, and all water fluxes oécurring during subsidence. This
information is far more detailed than that used in standard isolated
tracer mﬁdels (e.g., Jacob et al., 1987). Second, a simultaneous
integration of water and tracer fluxes is especially suitable for studying
the sensitivity of tracer transport to changes in GCM structure; many such
sensiti?ity studies were performed and are discussed in Chapﬁer 3. For an
isolated model to determine the effect of some model parameterization
chanée, a new complete GCM simulation would have to be performed to obtain
a new set of wind and'precipitation data, thereby removing the sole
advantage of computational savings. Finally, the tracer water model
described in tﬁis report is designed to follow more than one tracer during
a single GCM simulation anyway, the number allowed being limited only by

available computer storage.
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Chapter 3

Indirect Evaluations of Model Performance

The tracer water model can determine the characteristic distances and
directions traveled by water evaporating from a specified source region,
at least for the model climate. As discussed in Chapter 1, this type of
information cannot be inferred from measurements in the real world. The
lack of such observational data is both a motivation for developing the
tracer water model and a barrier to accepting the model results as
representative of nature.

Fortunately, some indirect tests of the tracer water model are avail-
able. These tests are utilized in the present chapter. The chapter is
divided into four sections, the first presenting a comparison of model-
generated and observed vapor flux fields, the second discussing the
inter-annual variability of the model results, the third describing a set
of model runs that simulate atomic tritium transport from the stratosphere
to the oceans, and the last describing a model run that simulates the
global distributions of stable water isotopes. While none of the éections
conclusively prove or disprove the accuracy of the tracer water model,
they do illustrate well the character of the model and indicate problems

that must be considered when assessing model results.

3.1 Comparison Between Observed and Modeled Water Vapor Fluxes

For the GCM to transport a tracer water mass correctly, it must

transport the global model water correctly. That is, an adequate
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performance of the tracer water model requires that GCM-generated fields
of time-averaged, vertically-integrated atmospheric vapor flu# agree with
observed fields. The present section provides a comparison between GCM
vapor flux data and the observations compiled by the Geophysical Fluid
Dynamics Labératory (GFDL) of NOAA at Princeton University (Oort, 1983).

In addition to simulating the total vapor flux correctly, the GCM
must also reproduce observed fields of specific and relative humidity,
-température, surface pressure, and so forth. A comparison‘between
osserved and modeled humidity distributions is provided below. For an
evaluation of the model's performance in reproducing othér important
climate features, the reader is again referred to the GISS GCM analysis of
Hansen et al (1983).

‘For the vapor flux comparisons, the model-generated data and the
observed data were processed to produce global distributions of Q) and

Q¢, where

P

® qu (dp/ 1)
Q = Io qu (dp/g) (3-

is the zonal component of vertically-integrated water vapor transport in

kg/m-sec averaged over a season, and

\

Pg :
Q = Io qv(dp/g) (3-2)
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is the meridional component. In the equations, u and v are zonal and
meridional components of wind velocity, q is specific humidity, Pg is
.surface pressure, and g is gravitational acceleration. The global distri-
butions took the form of estimated mean values at each of the 8° x 10°
grid boxes shown in Figure 2-1.

The GCM values for Q) and Q¢ were determined during a two-year
model simulation. Thus, the winter value of Q;, for example, is the
mean value over two Decembers, two Januarys, and two Februarys. (Note:
For this discussion, the December-January-February season is referred td
as winter, the March-April-May season as spring, and so on, even though
the seasons are reversed in the Southern Hemisphere.) The seasonal GFDL
data was determined from observations taken between 1963 and 1973. Put-
ting the GCM and GFDL data sets into the same form required a substantial
amoﬁnt of data processing; the procedure used is described in detgil in

Appendix A.

3.1.1 The Zonal Vapor Flux

The global distributions of the zonal vapor flux Q, for each season
have been plotted from both the model-generated and observed data sets,
and a brief discussion of the differences between the model results and
observations is included belbw. A greatly detailed discussion is not
necessary here, since the maps serve mainly as al reference for evaluating
later tracer water model runs. A quick look at the maps, for example,

would show if the vapor fluxes in a given region are modeled properly and
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thus if computed tracer transport in the region can be believed. Plots of

zonally-averaged Q) are also provided.

a) Global Distributions. Figure 3-1a displays the model-determined

curves of constant Q) for the winter (DJF) season, and Figure 3-1b shows
the corresponding GFDL results. For ease in comparison, contours of
negative Q) , or westward-moving vapor, are shown as dashed curves.

The basic structures of the two Q) distributions are roughly the
same. In both the "real world" (as understood through the observatioﬁs,
which may be faulty) and the GCM, water vapor moves toward the west in the--
tropics and toward the east in midlatitudes and high latitudes. The band
of westward movement, however, is thiqner in the GCM. Also, the GCM-
generated Qy distribution seems to have more variation than that pro-
duced from the observations; for example, notice that while both data sets-
show a large eastward transport off the east coast of the U. S., only the
GCM produces a region of high eastward transport in Central China.

The distributions can also be compared by plotting the absolute dif-
fergncé between the GCM-generated Q) values and the‘observed Q) Vvalues
as a function og position on the earth. This is done in Figure 3-1c. The
diﬁtributions differ the most in Central America, Equatorial South Amer-
ica, Southern Asia, and the East Pacific; tracer transport determined in
these regions should be trusted the least.

)

Figqures 3-2, 3-3, and 3-4 each display the same three sets of con-

tours for the spring (MAM), summer (JJA) and fall (SON) seasons, respec-

tively. The equatorial band of westward-moving vapor is present in both
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Figure 3-1 Global distributions of Q) for winter (DJF).
a) GCM b) Observations c) Absolute
differences
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Figure 3-12 Global distributions of Div(Q) for spring (MAM).
a) GCM b) Observations c¢) Absolute differences
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the observed and modeled data sets for each season, and each GCM Q) dis-
tribution is less smooth than the corresponding observed distribution. 1In
the summer, the GCM spatially exaggerates the observed region of high
eastward vapor flux centered in India. In the spring and fall, observa-
tions show a continuous band of high eastward vapor flux (greater than 100
kg/m~sec) in the Southern Hemisphere; the band is represented only spot-
tily in the GCM.

The processing of the GFDL data has been checked by comparing F}gures
3-1b and 3-3b with the maps of observed winter and summer Q)
distributions provided by Peixoto and Oort (1983). Figures 3-1b and 3-3b

are quite consistent with the published maps.

b) Zonal Mean Distributions. Zonal mean values of Q, were obtained,

naturally, by'averaging the O, values on each row of the horizontal

grid. Figure 3-5 displays [Q)] (the brackets denote zonal mean) as a
function of latitude for winter, spring, summer, and fall. The solid
curves represent the GCM data, and the dashéd curves represent the obser-
vations.

The zonal mean values of Q¢ ([Q¢]) provided later can indicate
latitudinal sources and sinks of atmospheric moisture. No analogous
information can be derived from'the distribution of [QX]' All
quantitative information concerning meridional sources and sinks is lost
in the course of zonal averaging. The distribution of [QA] reflects
little more than the distribution of [u], where u is the zonal coméonent

of surface wind velocity. The GCM produces [QX] distributions with the
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same basic trends as the observed [QK] distributions, doing worse in the
Northern Hemisphere in summer and fall. The observed distributions are
much smoother than the modeled distributions. Notice that the GCM

systematically underestimates the eastward zonal mean transports.
3.1.2 The Meridional Vapor Flux
The analysis of the meridional vapor flux data parallels that of the

zonal vapor flux data.

a) Global Distributions. Figure 3-6a provides the GCM's distribution of

Q¢ for the winter season, and Figure 3-6b provides the corresponding

Q¢ distribution from the GFDL data. Dashed lines inaicatg contours of
negative, or séuthward, transport. The absolute differences between the
two distributions as a function of position of the globe are plotted in
Figure 3-6¢.

Both the GCM and observations show largely poleward transport of
water vapor, with greater poleward transport off the coasts 6f North
America, and with some equatorward transport off the west coasts of South
America, Africa, and Aﬁstralia. It is difficu;t, however, to identify any
further similarities in the two Q¢ distributionsf The GCM data exhibit
a higher spatial variability and include, for example, some huge trans-
ports off the east coast of Asia that do not have observational counter-
parts.

Figures 3-7, 3-8, and 3-9 brovide the same set of plots for spring,

summer, and fall, respectively. Each of the model-generated distributions
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is moie spatially variable than the corresponding observed distribution.
In spring, the zone of northward flow in the Pacific extends much farther
south in the GCM than it does in observations, and the northward trans-
ports off the east coasts of North America and Asia are much larger in the
GCM. In the summer, a region of large northward transport off the east
and south coasts of Asia is clearly present in both data sets, the GCM
positioning it slightly further north. 1In the fall, the GCM and
observations disagree about the general direction of flow in Asia and the
West Atlantic, and only the GCM produces very large poleward transports in

the North Pacific.

b) Zonal Mean Distributions. Figure 3-~10 displays the latitudinal

distributions of modeled and observed zonal mean meridional vapor flux,
[Q¢], for each season. As with the [Q;] values, the values of [Q¢]

were obtained by averaging over the rows of the horizontal grid. Again,
the GCM data are represented by the solid curves, and the observations are
represented by the dashed curves.

The GCM reproduces the basic trends in the observed [Q¢] distribu-
tions, though it doesn't generate the observed cross-equatorial transport
in winter. Tﬁe GCM systematically overestimates [Q¢] in midlatitudes
and high latitudes. Thus, on the average, the GCM transports more water
vapor poleward than indicated by observations. A possible reason for.this

is provided in Section 3.1.5. .
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3.1.3 The Total Vapor Flux Divergence

Regions with positive vapor flux divergence in the steady state evap-
orate more water into the atmosphere than they receive through precipita-
tion; they therefore act as sources of atmospheric moisture. Conversely,
regions with negative vapor flux divergence receive excess precipitation
and act as moisture sinks. Since the vapor flux divergence distribution
is effectively a Aistribution of atmospheric moisture sources and sinks,
it should serve as a useful diagnostic of the GCM's hydrologic cycle.

The divergence of vapor flux on the spherical earth is defined as

09 3
= (9 cos ¢)] (3-3)

- - —1 A
Div(Q) = a_cosp [ 3\ + 20 (%

This equation was applied in the finite difference form:

Qi ~ Qxi-1,j

1
Div(Q) = [ +
aocps¢j vy
(3-4)
Qpi,3+1°°% ®341/2 ~ Q¢ij°°s¢j-1/2]
: s

for grid square i,j, with a5 being the earth's radius and
d5+1/2: 95, and bj-1/2 being the latitudes at the top, the center,
and the bottom of the grid square, respectively. The divergences at the

poles were automatically set to zero.
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a) Global Distributions. Figures 3-1ta and 3-11b present the modeled and

observed distributions of total vapor flux divergence for the winter sea-
son. Isocontours of negative divergence (i.e. moisture sinks) are shown
as dashed curves. The absolute differences between the values of the two
data sets are plotted in Figure 3-11c. The corresponding set of plots for
spring, summer, and fall are shown in Figures 3-12, 3-13, and 3-14,
respectively.

For each season, both the modeled and the observed distributions
identify the.subtropics and parts of the tropics as the main sources for
atmospheric moisture. Midlatitudes and high latitudes generally appear in
both distributions as moisture sinks. Notice that in both data sets, some
midlatitude continental regions that are moisture sinks in the winter
become moisture sources in the summer.

It is difficult, however, to go beyond ;hese generalities and identi-
fy specific structures in the GCM data that are also present in the obser-
vations. Specific differences, in fact, abound. In the summer, for exam-
ple, the GCM does not reproduce the observed narrow band of convergence
crossing the Atlantic at the equator. Also in the summer, the GCM simu-
lates a large convergence in India, while the observations indicate a

strong divergence there.

b) Zonal Mean Distributions. Averaging the values of Div(Q) over each

row of the horizontal grid produced the zonal mean values, [Div(Q)]. The

latitudinal distributions of [Div(Q)] are shown for each season in Figure
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3-15, with solid lines representing the model results and dashed lines
representing the observations.

Certain seasonal trends are inherent in both the modeled and the
observed distributions of zonal mean divergence. In the winter, the Nor-
thern Hemisphere subtropics provide the moisture for the other latitudinal
bands, though the GCM data also indicate some positive divergence in the
Southern Hemisphere. The large subtropical source strength may correspond
to the downward branch of the Northern Hemisphere Hadley ceil. In the
spring, the Northern and Southern Hemisphere subtropics are moisture
sources, while the‘equatorial, midlatitude, and high 1ati£ude bands ére
moisture sinks. The Southern Hemisphere subtropics are the only source of
moisture‘in the summer. Fall has the same moisture sources and sinks as
spring.

Some differeﬁces between the data sets, howevgr, are also apparent.
In both spring and fall, the GCM places the latitudes of maximum [Div(Q)]
further from the equator than the observations do. Also, the GCM system-
atically overestimates the observed vapor flux convergence at high lati-
tudes, implying an excessive polewaf& transport of water. This, remember,

was also indicated from the plots of the [Q¢] distributions.

3.1.4 Specific and Relative Humidities

It is important that the simulated global distributions of
specific humidity match reasonably well with the observed distributions.
The model cannot be expected to‘transport water vapor realistically if it

holds too much or too little water vapor in the air.
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An average global specific humidity distribution for the lowest GCM
atmospheric layer was obtained from five July simulations. (These are the
same five simulations that will be discussed in Section 3.2.) The GCM
specific humidities are approximate; since the model saved‘oniy the
average total water~mass in each grid box for each simulation, an average
GCM summer surface pressure field had to be applied to estimate the
corresponding grid box air masses. The GCM summer surface pressure field
was also used to establish the ground level when processipg the GFDL
specific humidity data.

Figure 3-16a shows the GCM specific humidity distribution, and Figure
3-16b shows the distribution of ground level specific humidity obtained
from summer (JJA) GFDL data. The two distributions have basically the
same structure. Notice in both distributions the steady decrease of
specific humidity as one moves toward the poles or toward the interiors of
continents. Agreement between the two distributions over the oceans is
actually not surprising, given that GCM sea surface temperatures are
assigned observed climatic mean values. It is encouraging, though, that
the magnitudes of modeled and observed specific humidity are génerally the
same over continents.

The air above climatic regions such as deserts or wetlands, however,
is characterizéd more by its relative humidity than by its specific
humidity. Thus, global distributions of relative humidity are compared in
Figure 3-17. To produce the distribution for the GISS GCM in Figure
3-17a, the average July specific humidity in each first layer grid box was

divided by the saturated specific humidity at the average July grid box



a. G18S GCM specific humidity distribution for July (Units: g/kg)
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a. GISS GCM relative humidity distribution for July
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temperature. The "observed" distribution in Figure 3-17b was obtained in
the same way, using ground-level summer (JJA) specific humidities and
temperatures from the GFDL data set. The average GCM summer surface
pressure field was used in the processing of both data sets. Due to the
various approximations made, relative humidities calculated near the poles
tended to be greater than 1; these relative humidities were reset to 1 for
purposes of illustratién.

Both the modeled and the observed distributions show reduced relative
humidities over each continent. The GISS GCM{correctly simulateé certaini
desert features; it identifies, for example; North Africa and the Middle
East as being particularly dry. The GCM, however, generally overesfimates
the dryness-of continental interiors. Eor example, the minimum relative
humidities generated by the GCM in South America and Southern Africa are
two-tenths lower than those obtained from observations. ~On the other
hand, the GCM seems to generate excessively high relative humidities over
the oceans.  The combined behavior is reflected in the GCM's larger
horizontal relative humidity gradients.

It is not surprising that the magnitudes of the relative humidities
produced by the GCM differ from those in the real world. Relative
humidities in the lowest atmospheric layer of the GCM may be controlled in
part by the parameterization of surface evaporation. In certain
sengitivity simulations, to be described in Section 3.3, arbitrarily
increasing the transfer qoefficient Cq in Equation 2-15 apparently

induces a corresponding decrease in the average humidity deficit

-
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qg - 9g- The lower deficit effectively reduces the change in the net
global evaporation caused by the change in Cq and may be related to an
increase in relative humidity. Relative humidities may therefore be

influenced by Cq. The best value to use for thié parameter has never

been known with certainty.

3.1.5 Discussion

The NASA/GISS GCM's generated distributions of zonal vapor flux,
meridional vapor flux, and vapor flux divergence, in both global And zonal
mean form, have the same basic structures and exhibit the same basic
trends as the corresponding observed distributions. It is not surprising
that the model-generated and observed vapor flux values have similar
magnitudes; the GCM produces reasonable surface wind fields (Hansen et al,
1983), and the specific humidities above the ocean are largely controlled
by prescribed ocean surface temperatures. Inconsistencies between the
model data and observations abound, however, especially at smaller spatial
scales.

Four possible reasdns for these inconsistencies come to mind. First,
they may be due to the second-order differencing scheme ﬁsed for vapor
transport, which, though stable, is inferior to certain other available
schemes. Second, vapor flux divergence has a first-order dependence on
evaporation and precipitation, and thus inconsistencies between the
modeled and observed divergence distributions might result from inadequate
parameterizations of these two subgrid processes. The present simplicity
of the GCM's ground hydrology, for example, might easily reduce the accu-

racy of simulated continental evaporation rates. Third, some features of
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the observed data may #e too fine to be reproduced by a GCM using a coarse
8° X 10° grid. The narrow band of convergence in the Tropical Atlantic
seen in the observed summer Div(Q) distribution, for example, has a thick-
ness of approximately one or two coarse grid squares; the GCM rarely pro-
duces dependable results on that small a scale. Finally, the observations
themselves may be faulty. The gradient of Div(Q) Setween India and Soma-
lia in the summer observations, for example, looks suspiciously large.
Observations are especially sparse in the Southern Hemisphere.

An interesting difference between the model résults and observations
is the aforementioned excessive poleward transport of water in the GCM. - .
GISS personnel speculate that the4prob1em is one of grid resolution.‘ With
the coarse (8° X 10°)nresolution, the model stores too much energy in wave
numbers 6 through 10, and these wave numbers are associated with transient
eddy transports in the lower troposphere, where most of the water vabor
is. With a finer grid, more energy is stored in lower wave numbers,nwhich
are less concentrated in the lower troposphere and therefore transport
less water. A comparison of zonélly-averaged latent heat convergence in
winter for a coarse grid run, a fine grid (4° X 5°) run, and observations
(not provided here) provides evidence that a fine grid run doés indeed

better reproduce the observed convergences.

3.2 Inter-annual Variability

The tracer water fluxes presented as model output in this report are
generally obtained by integrating hourly tracer fluxes over a single simu-
lation month. If, however, in an extended simulation a given month's tra-

cer transport characteristics vary greatly from year to year, the tracer
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results from a single one-month simulation would be of little practical
use. It is necessary, therefore, to examine the inter-annual variability
of the tracer water model resulté in detail.

Hansen et al (1983) provide a discussioﬁ of the interannual
variability inherent in the GCM's temperature, precipitation, and pressure
fields. Standard deviations of January and July monthly temperatures at
850 mb, for example, were determined from five years of model data and
were compared to the corresponding observed standard deviations. The
magnitude and geographical distribution of the model's temperature
variability was found to agree well with observations over continents but
fall short of observations over the oceans, appareptly due to the
assignment of climatic mean.temperatures to the ocean surface. The
standard deviation of the model's 3uly temperature over continents is
generally between 1° and 4°K, while that of January temperatures is
slightly higher,Aexceeding 5°K in parts of Northern Canada and Western
China. Standard deviations of modeled 850 mb temperatures over oceans are
generally less than 2°K for both months.

The relative variability of annual precipitation in the model also
agrees roughly with observations. The felative variability generally lies
between ten and twenty percent, with regions of higher variability being
centered over deserts. Hansen et al (1983) further comment on the
excessively low variability produced by the model over the Equatorial
Pacific. They also note that sea level pressure fields produced by the
model exhibit strong interannual variability, of the order observed in

nature.
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The experiment described now, however, provides the most relevant
information concerning the inter-annual variability of tracer transport.
During the five year Model II GISS GCM simulation described by Hansen et
al (1983), GISS researchers stored on tape the instantaneous state of the
atmosphere and surface at the beginning of each simulation month. Each
instaptaneous state is consistent with the inherent Model II climate and
thus provides a suitable set of initial conditions for a tracer water
model simulation. A single tracer water experiment was repeated five
times with five different sets of June 1 initial conditions, and the
average tracer transports in five diffefent summers were then computed and
comparéd.

The experiment followed the motion of an aboveground tracer (see
Section 2.4) evaporating from a source region in Southeast Asia. The
model atmosphere was completely devoid of tracer at the beginning of thev
simulation. At each time step, the source region (a single grid square)
evaporated tracer into the overlying grid boxvat the water evaporation
rate,.  as described in Section 2.4.2. The atmospheric residence time of an
evaporated tracer was seen in preliminary simulations to be on the order
of days; thus, a one-month start-up time was considered sufficient to
briﬁg the tracer to its proper steady-state atmospheric distributioﬂ. The
downward precipitation flux of the tracer onto each grid squére was
monitored for thirty simulation days, starting on July 1.

The resulting spatial distributions of tracer preéipifation for all
five simulations are shown in Figure 3-18. The exact location of the

N

source region is indicated by the small shaded square. The results imply
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Figure 3-18

Interannual variability study. July precipitation
contours for tracer evaporating from Southeast Asia
source (shaded box). Initial conditions taken from
a) year 1, b) year 2, clyear 3, d4) year 4, and
(e) year 5 of the 5-year simulation described by
Hansen et al (1983).
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a rather low degree of inter-annual variability. Each 19-mm/30-day
contour shows roughly the same lateral extent and indicates tracer motion
to the east and slightly to the north. The 1-mm/30-days coﬁtouf varies
slightly more between the simulations but again has roughly the same
lateral extent and positioning in each.

The .1-mm/30-days contours represent a very small amount of water and
therefore have little practical significance. Examining the inter-annual
variability of these contours is useful, however, because they span a
largér portion of the earth. GCM results are generally;more meaningful
when averaged over larger spatial scales. The .1-mm/30-day contours in
Figure 3-18 span far more GCM grid séuares than the 10 or 1-mm/30-day
contours and therefore provide for a more effective comparison of
interannual variability.

The .[-mm/30~day contours for all five Julys have the same basic
form. The contours show that tracer transport to the south and west is
sharply limited, as is transport to due north of the source region. The
contours extend northeast into Alaska and the Arctic Ocean north of the
Bering Strait. Deviations from this basic form do exist; the contour for
July of Year 5, for example, only extends northward to below the Aleutian
Islands, and the contour for July of Year 2 reaches Northern Canada. The
deviations are slight, however. The general agreement speaks well for the

use of a one month integration to estimate tracer transport.
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3.3 Simulation of Tritium Transport;from the Stratosphere to the Oceans

The atomic tests of the early 1960's injected a substantial amount of
tritiated water (HTO or, for this discussion, simply tritium) into the
earth's stratosphere, and ﬁhia tritium ﬁas since been spreading into each
of the earth's water compartments. Eventually, almost all of the atomic
tritium must end up in the earth's oceans, since the oceans hold over 97%
of the earth’s water. Since the atomic tritium wa§ originally placed far
from its ultimate sink, and since. the amount generated far outweighs all
natural background tritium, atomic‘tritium is a unique real-world water
tracer.

The tritium can enter the ocean in three different ways, i.e. through
oceanic precipitation, through continental runoff, and through vapor
‘exchange at the ocean surface. Weiss and Roether (1980), using
meAsurgmehts of tritium concentration in precipitation and a model of
isotopic vapor exchange proposed by Craig and Gordon (1965), imply
that for the Northern Hemisphere Atlantic and Pacific Oceans, 2.3 times as
much tritium has reached the ocean surface through surface vapor exchange
as through precipitation. Measurements of tritium 1nvgntor1es in the
ocean are not inconsistent with the Weiss and Roether scenario.

The experiment described in the present section used the tracer water
model to simulate tritium transport from the stratosphere to the oceans.
The model determined the relative amounts of tritium entering the ocean
via vapor impagt and precipitation for comparison with the Weiss and

Roether scenario. Many sensitivity studies were performed to determine

-
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how the model's tritium transport is affected by changes in the location

of the stratospheric source or by changes in the parameterization of model

physics.

3.3.1. The Weiss and Roether Tritium Input Scenario

| Weiss and Roether (1980) list the annual evaporatioh and precipita-
tion depths over the Northern Hemisphere Atlantic and Pacific Oceans aver-
aged over 5° latitudinal bands. The values were taken from Baumgartner
and Reichel's (1975) analysis and are reproduced in Table 3-1. Weiss and
Roether also list as a function of latitude their estimates of total
tritium deposition Igp into these oceans, glready weighted by area.

These valuesg are also given in Table 3-1.

Weiss and Roether compute tritium deposition through the equation

IEP = Area + (P o cp + E o n° cv - upward flux) (3-5)

The first addend is the precipitation input; P and Cp are observed
latitude-dependent precipitations and tritium concentrations in precipita-
tion, respectively. The second addend is essentially the Craig and Gordon
(1965) relationship for downward isotope vapor flux, with E being the
evaporation rate, h the relative humidity of the air ten meters above the
ocean, and Cy the concentration of tritium in ocean vapor. Weiss and
Roether assume h to be uniform over the ocean surface with a value of

0.74. Since very few measurements were available to produce average
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Table 3-1 Summary of flux compilations of Weiss and Roether (1980).
For each 5-degree latitudinal band in each ocean, the first three
columns show the average evaporation and precipitation rates used
and the estimates of combined precipitation and surface vapor
exchange tritium input. The fourth and fifth data columns divide
the tritium input for each band into the two components, and the
sixth data column provides the ratio of the vapor exchange insut
to the precipitation input. The final column indicates the percent
of total tritium deposited into each band. (From Koster et al,
in preparation.)

TRITIUM IN NORTH ATLANTIC :
LAT BAND E P TOTAL INPUT PRECIP VAPOR RATIO X OF

(m/yr) (m/yr) OF TRITIUM INPUT INPUT TOTAL
: (MC1) (MC1)  (MCL)

75-80 0.18 0.26 9.50 - 3.44 6.06 1.76 1.83
70-75 0.34 0.34 24.90 7.03 17.87 2.54 4.79
65-70 0.44 0.53 32.00 10.29 21.71 2.11 6.16
60-65 0.59 0.97 44,40 17.45 26.95 1.54 8.55
55-60 0.77 1.02 53.30 18.27 35.03 1.92 10.26
50-55 0.93 1.18 47.90 15.96 31.94 2.00 9.22
45-50 0.98 - l.14 46.307 14.54 31.76 2.18 8.91
40-45 1.19 1.00 55.20 13.72 41.48 3.02 10.63
35-40 1.53 0.82 ’ 46.40 8.08 38.32 4.74 8.93
30-35 1.62 0.63 42.20 ) 5.60 36.60 6.5 - 8.12
25-30 1.53 0.64 37.80 S.34 32.46 6.07 7.28
20-25 1.53 0.52 28.00 3.30 24.70 7.47 5.39
15-20 1.53 0.68 20.50 3.05 17.45 5.71 3.95
10-15 1.46 1.01 14.30 3.06 11.24 3.67 2.75
5-10 1.33 1.69 9.30 3.10 6.20 2.00 1.79

0-5 1.20 1.45 7.50 2.42 5.08 2.10 1.44

Totals: 134.68 384.82

TRITIUM INPUT RATIO = 2.86

TRITIUM IN NORTH PACIFIC

LAT BAND E 14 TOTAL INPUT  PRECIP VAPOR RATIO X OF
(m/yc) (m/yc) OF TRITIUM INPUT  INPUT TOTAL
(MC1) (MC1) (MC1)

75-80 0.00 0.00 0.00 0.00 0.00 0.00 0.00
70-75 0.00 0.00 0.00 0.00 0.00 0.00 0.00
65-70 0.00 0.00 0.00 0.00 0.00 0.00 0.00
60-65 0.24 0.61 7.69 3.85 3.84 1.00 1.14
55-60 0.34 1.15 37.49 21.41 16.08 0.75 5.56
50-55 0.48 1.41 53.52 28.70 24.82 0.86 7.93
45-50 0.67 1.46 67.03 30.95 36.08 1.17 9.94
40-45 0.93 1.34 70.58 25.55 45.03 1.76  10.46
35-40 1.13 1.17 72.45 20.98° S1.47 2.45 10.74
30-35 1.34 1.01 70.92 16.23 54.69 3.37  10.51
25-30 1.51 .0.82 61.55 10.84 50.71 4.68 9.13
20-25 1.62 0.83 . 57.49 9.65 47.84 4.96 8.52
15-20 1.60 1.13 55.21 12.01 43.20 3.60 8.19
10-15 1.46 1.75 49.92 16.00 33.92 2.12 7.40
5-10 1.30 2.57 45.25 19.80 25.45 . 1.28 6.7t
0-5 1.20 1.81 25.42 9.47 15.95 1.68 3.77

Totals: 225.45 449.07

TRITIUM INPUT RATIO = [.99
Total precipitation input of tritium for North Atlantic+Pacific=360 MC{.

Total vapor input of tritium for North Atlantic+Pacific=834 MC{.
Resulting tritium {nput ratio for North Atlantic+Pacific=2.32.
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values of Cy versus latitude during the period of peak bomb tritium
delivery to the ocean (1963 - 1965), Weiss and Roether agsumed that the
concentrations of tritium in ocean precipitation and ocean vapor were
roughly {n isotopic equilibrium, i.e. that Gy =~ CP/al/v, where

ag/v 18 tritium's l;quid/vapor fractionation factor (see Section

2.2.1). They justified this assumption through measurements on vqpor/rgin
pairs collected in the North Aflantic. The value of ag/y Was taken to

be 1.12 everywhere.

Table 3-1 also separates each value of Ipp computed by Weiss and
Roether into its precipitation and vapor exchange components. (This
separation assumes a negligible upward flux of tritium.) The
precipitation and vapor exchange contributions are summed over the
latitudes, and the totals for each ocean are provided at the bottom of
Table 3~1. In the Northern Hemisphere Atlantic Ocean, 2.9 times as much
tritium entered the ocean via vapor exchange than via precipitation. 1In
the Northern Hemisphere Pacific Ocean, 2.0 times as much entered via vapor
exchange than via precipitation. When the two oceans are considered
together, the vapor exchange input of tritium is seen to be 2.3 times the
precipitation_input.

The assumptions leading to the ratio of 2.3 bear further scrutiny and
will be discussed again in Section 3.3.3. First, though; a description of

the tracer water model simulations is provided.
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3.3.2 Description of the Tracer Water Model Simulations

The 26 tritium transport simulations performed with the tracer water
model will be described by discussing the first in detail and then noting
the variations imposed'in the other 25. For purposes of discussion, the
first simulation will be referred to as Simulation T1, the second as

Simulation T2, and so on.

a. Simulation T1: The Standard Case

The initial conditions for the basic atmosphere and surface variables
in Simulation T1 were the model conditions on June 1 of Year 3 of the five
year GCM ruh described by Hansen et al (1983). The tritium concentration
in atmospheric water vapor (i.e. the T/H ratio) was initially set
everywhere to zero except in a single latitudinal band, where a uniform
T/H ratio was imposed. The latitudinal bana consisted of 36 grid boxes
circling the globe at 51°N and at the 200 mb level (the seventh GCM
level), high in the troposphere. The band wés assumed to represent the
site of tritium injection from the stratosphere. Since al; of the tracer
transport processes are completely linear, and since only the relative
tritium inputs into the ocean through precipitation and vapor exchange are
studied, the magnitude of the imposed T/H ratio is unimportant.

To avoid the problem of specific weather events in the model simula-
tion transporting the initial tritium in a way not consistent with time-
averaged transport, the T/H ratio in each box of the latitudinal band was
reset to its original value at every time step. The original T/H ratio

therefore acted as a constant boundary condition at the latitudinal band,
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and during the first month of simulation, the distribution of tritium in
the atﬁosphere moved toward a "steady-state" distribution. The tritium
inputs into the ocean were monitored for 30 days, starting on Juiy 1, the
beginning of the second ﬁonth. The thirty July days were assumed to be an
adequate averaging period. As a test of this approach, Simulation T2§
followed tritium transport without resetting the T/H ratios in the source
boxes.

The tritium tracer used was of the aboveground type (see Section
2.4). That is, tritium was not allowed to re-evaporate from any earth
surface reservoir; the model recorded only where and how the atmospheric
tritium first hit the surface. This lessened the required preconditioning
time for the simulation. The thirty June days used would have been
insufficient if continental groundwater reservoirs had to be properly
loaded with tritium. Unfortunately, though, the simulation thereby
neglected an importgnt pathway for transporting tritium into the surface
layer over the ocean. Tritium could conceivably precipitate onto a
continent, re-evaporate, and then remain in lower atmospheric levels while
advection carries it to sea. The importance of this pathway was investi-
gated in Simulation T6, which employed a continental tritium source.

Most of the model simulations discussed in this report evaporate
tracer water from a specific source region on the earth's surface, as
described in Section 2.4. Notice how the tritium transport simulations
described here use an alternative method of releasing aboveground tracers

into the atmosphere.
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The tritium amounts entering the ocean as exchanged vapor and in
precipitation were determined at every time step of Simulation T1. The
pfecipitation and downward vapor flux of model water were also monitored;
the latter flux was calculated with Equation 2-20. The thirty-day grid
square totals for each of these four fluxes were summed over latitudinal
bands, with the precipitation fluxes divided into continental and oceanic
components.

The results are presented in Table 3-2. First, the total model water
surface fluxes for each band were divided by their respective areas to
produce averaée, per-unit-area fluxes, which appear in Columns 1 - 3.
Each tritium flux for a baﬁd was then divided by the corresponding water
flux to obtain an average T/H ratio for that flux. .Thgse ratios,
meaningful only in their relative values, appear in Columns 4 - 6.
Finally, the total tritium fluxes are listed in Columns 7 - 9, expressed
in percent of the total tritium deposition between 16°N and 80°N. Nearly
all of the tritium was deposited in this latitude range.

The iast three columns of Table 3-2 were summed to determine the
global relative inpﬁts of tritium onto the continents and oceans. 1In
Simulation T1, 28% of the tritium entered the ocean as precipitation,
while oniy 22% entéred as exchanged vapor. The rest precipitated onto the
continents. Thus, the ratio of the vapor exchange input of tritium into
the ocean to the precipitation input was 0.79, quite different from the
ratio of'2.3 suggested by Weiss and Roether (1980). This difference, in

fact, is an essential point of this section.
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Table 3-2 Tritium fluxes as a function of latitude for selected
tritium simulations. Ocean water vapor fluxes (but not
ocean tritium vapor fluxes) are somewhat approximate.
"Continental" precipitation includes precipitation onto
ocean ice. (From Koster et al, in preparation.)
Median Water Fluxes Tritium/Hydrogen Tricium Fluxes
Lat. kg/w? Ref to 51°N Ocean Z of total
Cont. Ocean Ocean Cont. Ocean Ocean Cont. Ocean Ocean
°N Precip. Precip. Vapor Precip. Precip. Vapor Precip. Precip. Vapor
Sfoulation Tl Upper Troposphere Injection 51°N
74 41 38 110 1.51 1.10 0.16 6.25 1.39 0.61
66 69 56 119 1.07 0.95 0.15 11.50 2.35 0.76
59 68 S5 138 0.86 1.16 0.21 9.17 . 6.69 3.02
51 80 59 114 0.67 1.00 0.28 9.79 7.87 4,23
43 87 -S55 151 0.49 0.57 0.20 7.52 6.00 5.87
- 35 é8 86 273 0.26 0.14 0.09 3.06 2.82 5.60
27 68 115 231 0.15 0.03 0.02 1.89 0.84 1.67
20 106 112 258 0.05 0.00 0.01 0.77 -0.01 0.34
TOTAL 49.94 27.96 22.10
Simulat{on T2 Lower Stratosphere Injectfon SI°N
74 41 38 110 C 2,34 1.54 0.27 8.21 1.65 0.85
66 69 56 119 1.35 1.15 0.19 12.35 2.40 0.85
9 68 S5 138 0.93 1.18 0.22 8.45 5.80 2.67
51 80 59 114 0.70 1.00 0.27 B.74 6.66 3.50
43 87 55 151 0.58 0.61 0.20 7.51 5.46 4,96
35 68 86 273 0.34 0.22 0.11 3.43 3.76 6.03
27 68 115 231 0.14 0.07 0.04 1.5¢ 1.85 2.12
20 106 112 258 0.03 0.01 0.01 0.36 0.39 0.50
TOTAL 50.56 27.97 21.47
Simulation T3 Upper Troposphere Injection 35°N
74 41 38 110 0.62 0.36 0.06 2.29 0.41 0.19
66 69 56 119 0.51 0.40 0.05 4,96 0.89 0.24
59 68 S5 138 . 0.46 0.69 0.12 4.43 3.97 1.51
Sl 80 59 114 0.51 1.00 0.20 6.75 7.08 2.69
43 87 55 151 0.65 0.91 0.20 9.01 8.59 5.28
35 68 86 273 0.56 0.44 0.14 5.98 8.11 8.55
27 68 115 231 0.30 0.19 0.10 3.28 5.21 5.22
20 106 112 258 0.12 0.05 0.03 1.76 [.51 2.51
TOTAL 38.46 35,36 26.18
Simulation T% Evaporatfon froo continents 30°N~60°N*
74 41 38 110 1.51 1.54 0.34 5.08 1,66 0.59
66 69 56 119 2.02 - 1.59 0.36 17.88 2.80 0.87
59 68 5SS 138 4,25 1.92 0.34 1.26 3.98 2.28
51 80 59 114 4.72 1.00 0.40 1.35 3.23 2.80
43 87 55 151 4,45 1.03 0.24 0.14 1.68 3.23
35 68 86 273 2.91 0.32 0.56 1.53 4.66 16.7)
27 68 115 231 0.77 0.16 0.25 7.82 4,02 7.23
20 106 112 258 0.27 0,06 0.10 3.57 1.61 4.03
TOTAL 38.62 23,64 37.74
*Note: The tritfum and water fluxes used to caliculate the numbers {n the final four

columns for Simulat{onTh did not include the fluxes onto the cvaporative source itscl!f.
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Table 3-2 (cont.)
Med{an Water Fluxes Trit{ium/Hydrogen Tritfum Fluxes
" Lat. kg/o? Ref to S1°N Ocean % of total
Cont. Ocean Ocean Cont. Ocean Ocean Cont. Ocean Ocean
°N Precip. Precip. Vapor Precip. Precip. Vapor Precip. Precip. Vapor
Simulation T17 Drag coef. increased ]} times
74 42 65 406 1.89 1.01 0.12 4,98 1.38 0.99
66 83 77 411 1.68 1.60 0.12 13.40 3.34 1.30
59 94 74 180 1.26 1.67 0.33 11.51 7.98 3.77
51 95 65 269 0.77 1.00 0.19 8.31 5.33 4,28
43 90 79 405 0.64 0.47 0.17 6.28 4.36 8.14
35 90 105 590 0.24 0.18 0.09 2.32 2.77 7.24
27 92 122 489 0.10 0.00 0.01 1.07 0.09 0.93
20 186 157 598 0.01 0.00 0.00 0.16 ~0.08 0.15
TOTAL 48.03 25.18 26.79
Simulation T18 Drag coef. divided by 3

74 45 42 55 1.50 1.19 0.22 7.42 1.83 0.46
66 59 40 85 1.25 1.03 0.14 12,45 1.97 0.56
59 63 S4 46 0.93 1.13 0.28 9.92 6.95 1.55
S1 68 48 66 0.63 1.00 0.26 8.53 6.89 2.48
43 80 58 70 0.47 0.71 0.21 7.12 8.42 3.10
35 95 64 97 0.24 0.21 - 0.14 4.39 3.48 3.42
27 42 87 118 0.20 0.06 0.06 1.61 1.57 2.02
. 20 114 88 86 0.07 0.03 0.05 1.39 0.97 1.51
TOTAL 52.82 32.09 15.09
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The ratio of 0.79 for Simulation T! is listed in Table 3-3 along with
the corresponding ratios determined in the other simulations. The flux
data for simulations not included in Table 3-2 can be found in

Appendix B.

b. Simulations T2 - T14: Variation in the Tritium Source Location. In

Simulation T2, the 1atifudinal band representing the tritium source re-
mained at 51°N but was displaced one grid box level upward, so that it was
vertically centered at 100 mb. The simulation was otherwise equivalent to
Simulation T1. The resulting ratio of *he total tritium input into the
ocean via vapor exchange to that via precipitation, hereafter referred to
as the tritium input ratio, was 0.77. Apparently, moving the tritium
source vertically into the stratosphere has little effect on the relative
importance of the tritium delivery mechanisms. As shown in Table 3-2,
neither does it significantly effect the’geograph;c distribution of the
delivery.

The latitudiﬁal band for tritium injection was displaced southward in
Simulation T3, placing the tritium source at 35°N and 200 mb. Although
this did displace southward the location of maximum tritium inputs into
the ocean (see Table 3-25, the effect on the tritium input ratio was
slight, the new value being 0.74.

Simulations T4 and TS5 investigated the effects of a more localized
release of tritium. The tritium source for Simulation T4 was not a
latitudinal band but two single grid boxes lying over North America and

Eurasia. The tritium source in Simulation TS5 was also two single grid

145



Table 3-3 Description of simulations and ratios of vapor impact
delivery of tritium to precipitation -delivery. Simu-
lations T2-T25 are equivalent to Simulation Tl except
for the changes noted in the simulation description.
Keep in mind that Weiss and Roether's (1980) analysis
suggests a tritium input ratio of 2.3. (From Koster
et al, in preparation.)

Simulation No. Description _ Trit. Input Ratio
Tl Control: Trit{um content kept
constant in latitudinal band at
51°N and 200 mb (upper troposphere) 0.79
Variations in the tritium source location
T2 Tritium source band placed
at 100 mb (lower stratosphere) 0.77
T3 " Tritium source band placed at 35°N. 0.74
T4 " Tritium content kept constant in only
' 2 boxes, over continents. : 0.74
15 Tritium content kept constant in
only 2 boxes, over oceans. . 1.05
16 No atmospheric tritium source;
tritium evaporates from continental
squares between 30°N and 60°N 1.60 .
- T7 Tritiun content kept constant in first
layer boxes over pure ocean grid squares

north of 30°N. 1.82

Variations in model physics

T15 Upstream weighting scheme used for

dynamical tracer transport . 0.84
T16 Tritium in lowest three atmospheric levels

vertically mixed 0.85
T17 Drag coefficient in surface flux

calculations Increased three-fold , 1.06
T18 Drag coefficient in surface flux

calculations divided by three 0.47
T19 Tritium concentration in surface boundary

layer assumed equal to averaye tritium coun-

centration in first layer grid box 1.25
T20 Total equilibratfon of falling tritium con-

densate during moist convection . 0.86

146



Simulat{on No.

Table 3-3 {(cont.)

Description Tric.

Input Ratio

T21

No equilibration of falling tritium
condensate during moist convection

0.73

Moist convective downdrafts imposed;
no equilibration of falling tritium
condensate during moist convection

0.58

T23

Fraction of grid box column forming
moist convective plume reduced to 1/10

0.70

T24

Tritium condensate formed above 600 mb set
aside and placed in first layer grid box
as tritium vapor

0.77

T25

Control simulation run under winter
(rather than summer) conditions

0.71
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boxes, but these boxes were located over the Atlantic and Pacific Oceans.
As in the other simulations, the T/H ratios in the source boxes were
initializéd to a given value and reset ;o that value at every time step.
The resulting tritium input ratios for 'Simulations T4 and T5 were 0.74 and
1.05, respectiQely. While the longitudinal position of the tritium source
clearly has aﬁ effect 6n the tritium input ratio, the effect is not large.

As mentioned'Before, Simulation T6 examined one possible pathway for
moving high level tritium into lower levels over the ocean, namely by ad-
vection to sea of tritium that initially precipitates onto continents and
subsequently re-evaporates. For Simulation T6,:the atmosphere was assumed -
completely free of tritium at the beginning of the simulation, and no tii-
tium sources as utilized above were defined in the atmosphere. Instead,
an evaporative source region was defined for the aboveground tritium
tracer, of the type described in Section 2.4.2. Tritium evaporated from
continental grid squares between 31°N and 63°N at rates proportional to
the water evapora£ion rates. The simulation was otherwise equivalent to
the previous simulations. The resulting tritium input ratio was a rela-
tively large 1.60. Thus, tritium evaporated off continental. surfaces
appears to remain in lower atmospheric layers as it moves out to sea.

If Simulation T1 had accounted for the re-evaporation of tritium from
continents, one might expect that the re-evaporated tritium would have
entered the oceans as indicated by Simulation T6. Consider that in

.Simulation T1, as shown in Table 3-2, 50% of the tritium released from the
upper troposphere source first precipitated onto non-ocean surfaces, while

the rest entered the ocean directly. Consider also that at the time of
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the GEOSECS observational survey (see Broecker et al, 1986, for summary),
70% of continental tritium had re-evaporated and had advected out over the
oceans, 15% had been incorporated into continentgl runoff, and 15% had
remained on the continents. Thus, for every fifﬁy units.of tritium that
enter the ocean via precipitation or vapor exchange directly;bi.e.,
without reaching thé continental surface first, perhaps 35 units of
re-evaporateé continental tritium enter the ocean Vi; these same
processes. This would lead to an average tritium input ratio of (0.79) »
(50/85) + (1.60) « (35/85), or 1.1.

Simulation T7 moved the atmospheric tritium source to just above the
ocean surface; the first layer grid box above each pure ocean grid square
north of 30°N was defined as a source for tritium and was maintained at a
constant T/H ratio. As this is certainly not a realistic representation
of a bomb tritium source, the high (1.82) tritium input ratio generated in
this simulation does not reflect conditions in the real world. Rather,
Simulation T7 tested the importance of movihg tritium vapor to surface
levels before it precipitates. It suggests that if the GCM transported
high level tritium to lower levels more efficiently, its delivery of
tritiq? to the ocean might move closer to the Weiss and Roether scenario.

Studied together, Simulations T7 through T14 describe more completely
the response of the tritiﬁ; input ratio to the source layer height.
Simulation T8 used the same horizontal distribution of source boxes as did
Simulation T7, but all source boxes were located in the second atmospheric

layer (890 mb). ' In Simulation T9,  the same horizontal source box distri-

bution was placed in the third atmospheric layer (790 mb), and so on
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through the eighth layer. The results, listed in Table 3-4, show an
essentially steady decrease in tritium input ratio with an increase in
source height. Each atmospheric level seems to provide some resistance to

the transport of tritium downward to the ocean surface.

c. Simulations T15 - T24: Variation in Model Physics. The simulations

in this section, each featuring a single change in some model parameteriz-
ation, used the same tritium source and the same model initial conditions
as used in Simulation T1. The resulting tritium input ratios should be

‘compared to the Simulation T1 value of 0.79.

i) Changes in the Dynamical Transport of Tritium Vapor

To increase the model's tritium input ratio, the relative importance
of tritium vapor exchange at the ocean surface must increase. Two simula-
tions attempted to move more tritium vapor from the seventh layer source
to the ocean surface by modifying the tracer advection scheme.

'As discussed in Section 2.3.1, the tracer water model normally uses a
form of the slopes scheme of Russell and Lerner (1981) to estimate advec-
tive tracer transport between adjacent grid boxes; the scheme combines
computed water vapor tracer transports with information on subgrid tracer
distributions to produce the estimates. The slopes scheme was replaced by
an upstream weighting scheme in Simulation T15. Tritium transport was
calculated in this simulation by aésuming that the average T/H ratio for a
given grid box applied everywhere within the box and thus within any water

vapor transported out of the box. That is, no subgrid variation of
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Table 3-4

~

Tritium input ratios as a function of source height.
In each simulation below, tritium contents were kept
constant in those grid boxes of the indicated atmos-
pheric level lying directly above pure ocean grid
squares north of 30 Degrees Morth. (From Koster

et al, in preparation.)

Simulation No. Description Trit. Input Ratio
T7 Tritium source in level 1 (960 mb) 1.82
T8 Tritium source in level 2 (890 mb) 1.49
T9 Tritiun source in level 3 (790 mb) 1.06
Ti0 Tritium source in level 4 (630 mb) | 0.93
T11 Tritium source in level 5 (470 mb) 0.98
T12 Tritium source in level 6 (320 mb) 0.98
T13 Tritium source in level 7 (200 mb) 0.89
Ti4 Tritium source in level 8 (100 mb) 0.80
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tritium concentration was assumed. The upstream weighting scheme is
inherently more diffusive and was therefore expected to ease the vertical
transport of tritium vapor to the ocean surface. Simulation Ti15, however,
produced a tritium input ratio of only 0.84.

Simulation T16 attempted to ease the downward transport of tritium
vapor by maximizing vertical mixing in the lowest three atmospheric
layers. At every time step in this simulation, the tritium (but not the
water vapor) in the léwest three boxes of every vertical column was redis-
tributed so as to produce the same T/H ratio in each box while conse;ying
tritium mass. This seemingly arbitrary mixing was suggested by certain
vertical profile measuremeﬁts that show the T/H ratio in vapor to be _
roughly uniform in the first two kilometerslabove the earth's surface
(Ehhalt, 1971; Taylor, 1972). The added mixing did not, however,
substantially increase the tritium input ratio; it raised it only slightly

to 0.85.

ii) Changeé in the Parameterization of Surface Vapor Exchange

The sensitivity of the tritium input ratio to the surface vapor
exchange parameterization was tested first by varying the transfer coeffi-
cient Cq in Equations 2-15 and 2-17; the best values to use for this
parameter have never been known with certainty. Tﬂe values of Cq were
increased threefold in Simulation T17 and were divided by three in Simula-
tion T18. The resulting global evaporation of water was increased only
20% in Simulation T17 and was decreased 20% in Simulation Ti18; apparently

each.change in the. transfer coefficient was counterbalanced by an opposing
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change in the average vapor deficit (qg - qg) in Equation 2-15. The
resulting tritium input ratios were 1.06 for Simulation T17 and 0.47 for
Simulation T18. The Simulation T17 ratio is still far from the Weiss and
Roether ratio of 2.3. The increase in Cq must have easéd tritium trans-
port across the ocean surface, but depleted first layer tritium apperently
was not replenished rapidly enough by tritium from higher layers.

The parameter;zation of downward tritium vapor flux across the ocean
surface is quite crude. Equatioﬂ 2-15 was developed to estimate net water
evaporation only; interpreting the two terms in the exp;nded equation as
an upward and downward flux, and thereby producing Equation 2-22 by
analogy for the downward flux of tracer{ is arguably inappropriate. It is
reasonable to assume, however, that the downward flux of tritium vapor
into the ocean is proportional to the tritium content of the first layer
grid box._ The sensitivity of the results to a change in the proportionail-
ity constant is effectively examined in Simulations T17 and Ti18.

Simulation T19 attempted to increase the surface vapor exchange of

tritium by calculating ggp in Equation 2-22 as:

(3-6)

where qip/qq represents the average T/H ratio in the first layer grid
box. Simulation T19 thus assumed the average T/H ratio for the grid box
to apply at the top of the model's parameterized surface boundary layer.

Normally the T/H ratio at the top of the boundary layer would be
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relatively less, due to dilution by tritium-free water evaporating from
the ocean surface. (See Equations 2-16 and 2-18; qgr is zero, but qg

is nonzero.) Although the modifications in tritium transport introduced
in Simulations T17 and T19 can be shown to be qualitatively equivalent,
Simulation T19 is considered separately because it left the transport of
water vapor unchanged. The tritium input ratio for Simulation T19 was
1.25, again suggesting some difficulty in moving tritium from higher to‘

lower atmospheric levels in the GCM.

iii) Changes in the Parameterization of Precipitation

If the vapor exchange input of tritiﬁm into the ocean is not too
small in the model, then perhaps the precipitation input of tritium is too
large. Also, perhaps the precipitation processes can be made more effi-
‘cient at loading the lower atmospheric levels with tritium vapor. The

following sensitivity studies address these hypotheses.

One mechanism for moving tritium vapor into lower atmospheric levels

involves the equilibration of falling liquid condensate. Precipitation
droplets forming from the tritium-rich vapor in upper levels become en-
riched with tritium tﬁemselves. As they fall into lower levels, they
equilibrate with vapor relatively deficient in tritium, resulting in a net
transfer of tritium out of the droplets. Ehhalt (1971) suggests this
mechanism to explain certain features of observed vertical profiles of T/H
ratio.

The efficiency of this lower-level tritium loading naturally depends

on the extent of equilibration. Recall from Section 2.3.2 that normally
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in the tracer water model, falling droplets in moist convective events are
allowed to equilibrate'only halfway Qith surrounding vapor. In Simulation
T20, however, all of the falling moist convective precipitation was
allowed to equilibrate Qith surrounding vapor, and in Simulation T21, none
of it was. The resulting tritium input ratios for Simulations T20 and T21
wexre 0.86 and 0.73, respectively, to bé compared with the ratio 0.79 from
Simulation T1.. An increase in the extent of equilibration produces a
clear, though probably insignificant, increase in the tritium input ratio.
Moist convective downdrafts, which are not currently modeled in the
GCM, constitute another mechanism for moving high level tritium into lay-
ers. nearer the surface. Normally, when a moist convective plume forms and
lifts an air mass from. Level A into a higher Level B, the air mass deficit
in Level A is filled by letting the air outside the plume gently subside.
Simulation T22 tested the importance of the downdraft mechanism by repla-
¢ing subsidence with a more direct downward transport of air. After a
plume rose from Level A to Level B in Simulation T22, an equivalent air
mass was removed from Level B and directly inserted into Level A without
affecting the layers in between. If tritium existed in Level B, an
appropriate portion was élso transported downward. The structure of the
moist conveétion algorithm made it necessary in this simulation to allow
no equilibration of tritium in falling raindrops, as in Simulation T21.
The complete replacement of subsidence by downdrafts is by all means an
extreme, and the resulting tritium input ratio of 0.58 indicates that
downdrafts as modeled do not increase the relative importance of tritium

vapor exchange at the ocean surface.
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In Simulation T23, the fraction of an unstable grid box that becomes :
a moist convective pluhe, arbitrarily chosen to be one-half in the stan-
dard simulation, was changed to one-tenth. The grid box fractions used in
the condensate re-evaporation and equilibration calculations were corres-
pondingly reduced. The resulting monthly precipitation for Simulation T23
differed only slightly from that of Simulation T1; apparently the reduc-
tions in hourly moist convective precipitation over a grid square were
counterbalanced by an increased precipitation frequency, since instabili-
ties in the air column were removed‘less efficiently. The modified para-:
meterization and any associated changes in precipitation frequency also
had little effect on the tritium input ratio, producing é value of 0.70.

It was then suggested that the model-produced trifium input ratio is
lower than the ratio suggested by Weiss and Roether due to the formation
of spurious precipitation in the model's upper troposphere. The moisture
holding capacity of air is much greater in the lower atmospheric levels,
where temperatures are higher; thus most of the GCM's atmospheric water
resides in these levels, and these levels naturally produce most of the
GCM's precipitation. Precipitation amounts formed in the colder higher
levels are necessarily small and thus can be quite inaccurate without
greatly affecting the GCM's surface precipitation fields. When coupled,
however, with the relatively large T/H ratios in higher levels (these will
be illustrated in Section 3.3.3), spurious precipitation formed in higher
leveis could cgntain significant amounts of tritium. This tritium

precipitation would also be spurious.
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Simulation T24 investigatéd this possibility. 1In the simulation,
tritium contained in droplets falling into the fourfh vertical level
(centered at.630 mb) was removed from the droplets and set aside. Once
the droplets reached the earth's surface, this tritium was inserted into
the‘first atmospheric level as tritium vapor. Therefo;e, spurious tritium
condensate forﬁéd-above Level 4 was given ample opportunity to enter the
ocean as exchanged vapor. The tritium input ratio for this run was 0.77,
slightly less than that for the standard run. Spurious precipitation from

higher levels, if it exists, does not seem to enhance much the precipita-

tion of tritium at the ocean surface.

c. Simulation T25: Test of Seasonality

If the importance of a tritium transport mechanism varies with
season, so might the value of the tritium input ratio. To test this,
Simulation T1 was repeated under winter conditions as Simulatidn T25. The
model's prognostic variables were initialized using the model conditions
on Dec. 1 of Year 2 of the five year simulation described by Hansen et al
(1983). Tritium fluxes across the ocean surface were monitored over a
thirty day period, starting on Jan. 1. The resulting tritium input ratio

of 0.71 is actually less than the value of 0.79 found for summer.

d. Simulation T26: Transient case

The above simulations maintained the tritium source boxes at a con-
stant T/H ratio and allowed the atmospheric distribution of tritium to

approach steady-state before monitoring the tritium fluxes at the ocean
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surface. Again, this was to produce a tritium input ratio based on
monthly averaged weather conditions and not on a few specific and possibly
singular weather events. Simulation T26 checked the validity of this ap-
proach by monitoring the transient behavior of a single impulse of tritium
released at the beginning of the simulation. One uni£ of tritium was
placed in one grid box in the lower stratosphere (100 mb), directly above
an important Soviet nuclear testing site in Northern Siberia (at 75°N,
55°E). Tritium leaving the box was never restored; thus the sum of the
total tritium contained in the atmosphere and the cumulative total down-
ward tritium flux at the earth's surface remained constant. Sihuiation
T26 followed the tritium transport for thiiteen weeks, starting on June

1. The tritium input ratio and the total amount of tritium removed from ”
the atmosphere (in %) for each week is tabulated in Table 3-5; notice that
in the transient regime, as in the steady-state regime, the ratio is never
close to the ratio of 2.3 suggested by Weiss and Roether. The weighted

average tritium input ratio over the first 13 weeks was 0.68.
3.3.3. Discussion

a. Vertical T/H Profiles. With the tritium source in the upper

troposphere and a tritium sink and water source at the earth's surface, an
equilibrium vertical profile for tritium might be characterized by an
increase in T/H ratio with height. Ehhalt (1971) observed this profile
structu;e over Scottsbluff, Nebraska. The average profile (derived from
12 measured profiles) over Scottsbluff for the period between February 10

and June 21, 1966, is reproduced in Figure 3-19. Ehhalt suggests some
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Table 3-5 Tritium input ratios as a function of time for
Simulation T26, in which an impluse of tritium was
released in the stratosphere at the beginning of the
first week. The tritium input ratios are determined
from precipitation and vapor exchange inputs into
the ocean averaged over each listed week. (From
Koster et al, in preparation.)

Amount of initial tritium

Week Tritium input ratio removed during week (%)
1 0.39+% | 3.7
2 0,17* ' 4.3
3 0.75% 7.8
4 0.74 : 8.7
S Q.71 8.4
6 0.58 7.9
7 0.61 6.6
8 0.76 6.4
9 0.74 5.8
10 0.;78 5.2

11 0.90 3.6

12 0.80 3.6

13 0.77 ‘ 3.1

Total removed: 75.0%

*The tracer model is designed to run under steady-state conditions. During the first
few weeks of this transient simulation, the model produced spatial distributions of
surface tritium fluxes that were physically unrealistic. Thus, the first three
trit{ium input ratios listed may be considered spurious.
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Figure 3-19 Observed and model-generated vertical profiles of

the T/H ratio. Observations were taken above
Nebraska and span the period February 10 - June 21,
1966 (Ehhalt, 1971). One of the mcdel-generated
profiles lies over the grid square containing
Nebraska and the other lies over the North Atlantic
(30°W, 43°N). For comparison purposes, all T/H
ratios in a given profile were divided by the
profile value at 6.1 km. (From Koster et al, in
preparation).
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poesible reasons for the small increase in T/H ratio at ground level,
including local re-evaporation of tritium and the short-term presence of
two different air magsgsesg; the lower one consisting of polar girlloaded
with tritium due to an extended residence time over the continent. Note
that since re-evaporation of tritium from the ground surface is prevented
in the tracer model, these processes cannot similarly affect the model's
vertical E/é profiles.

The model-generated vertical profiles of T/H ratio over the gri§
square containing Scottsbluff and over a grid square in the Atlantic Ocean
are also shown in Figure 3-19. These profiles were constructed from
Simulation Tt data as follows. The average monthly tritium content for
each grid box in a column was divided by the average monthly water content
for the box. Then, the profiles were scaled so that they matched the
. obgerved profile exactly at a height of 6 km. (Due to the arbitrary
source box concentration, only relative tritium qgantities in the model
atmosphere have meaning.) Therefore, only the vertical gradients of
relative tritium concentration are being compared in Figure 3-19. The
obgerved and modeled gradients agree quite well.

The form of the profiles implies an uppef limit to the tritium input
ratio generated by the model. The water flux values for Simulation T1 in
Table 3-2 indicate that in the 20°N -~ 74°N latitude range, the ratio of
the monthly downward Qapor flux of water to the monthly water precipita-
tion flux At the ocean surface is generally less than 3. If
tritium was constantly vertically mixed so that T/H ratios were always

uniform with height, and if the tritium did not exberience any 1isotopic
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fractionation, the tritium would enter the ocean at the same ratio as the
water. 1Isotopic fractionation favoring tritium precipitation does occur,
howeve;, and as indicated in Figure 3-19, the stratospheric source and
ocean sink induce a non-uniform T/H profile favoring tritium precipita-
tion. 1In fact, although not indicated in the figure, the non-uniformity
of the T/H profile continues into the model's parameterized surface
boundary layer, due to'the dilution of negr-surface tritium vapor by
evaporating tritium-free water vapor. As a result, the tritium input
ratio in the model must be less than thelcorresponding ratio of water
fluxes.' It should be noted that the ratio of water fluxes is itself
strongly sensitive to the choice of the drag coefficient. (See Table 3-2,

Simalations T17 and T18.)

b. Comparison with the Weiss and Roether Ratio. The model results indi-

cate a strong insensitivity of the tritium input ratio to the location of
the tritium source and to the parameterizations of the model physics.
Perhaps the best estimate of the model-generated tritium input ratio is
1.1, based (as mentioned above) on the ratio of 0.79 for the standard
simulation (Simulation T1), the ratio of 1.6 for the continental tritium
source simulation (Simulation T6), and the fact that half of the tritium
in Simulation T1 reached the earth's surface in continental precipitation,
of which 70% might be expectéd to re-gvaporate. This ratio lies below the
raiio of 2.3 implied in Weiss and Roether's analysis. |

Weiss and Roether's analysis, however, bearé closer inspecﬁion.'

First consider the assumed isotopic equilibrium between vapor and

©162



precipitation over the ocean, perhaps the weakest link in their argument.
The observational data they used to support the assumption is provided in
Table 3-6. The data takes the form of tritium concentrations in paired
vapor/precipitation samﬁles collected in the North Atlantic between 1966
aﬁd 1968. The vapor samples were collected continuously over fixed time
intervals and were paired with samples of rain which feli during these
intervals. At complete isotopic equilibrium, and with their assumed value
of 1.12 for ay/y, the value of (T/H vapor)/(T/H rain) would be 0.89;

Weiss and Roether considered the observed ratios in Table 3-6 to roughly
approximate this value. For the 37 measuremen;s listed, however, the
average ratio of tritium concentration in vapor to that in rain is 0.81.:
Thus, by assuming isotopic equilibrium, Weiss and Roether overestimate the
vapor exchange. input of tritium by a factor 0.89/0.81, or 1.10. Their
implied tritium input ratio is therefore reduced from 2.3 to 2;1.

Since the tritium concentrations in vapor tend to be more stable than
those in precipitation in Table 3-6, it might be argued that the average
ratio of tritium concentration in precipitation to that in oceanic vapor
should be found instead. The reciproéal of the result would then be com-
pared to the equilibrium value of 0.89. When processed in this fashion,
the data in Table 3-6 suggest that Weiss and Roether overestimate the
vapor influx of tritium by a factor (0.89)/(0.68), or 1.31. The tritium
input ratio implied by the observations would then be reduced to 1.8.

In truth, the proper way to process the observational data is not
obvious. It seems clear, though, that the observations suggest an

average (T/H vapor)/(T/H rain) ratio less than 0.89.
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Table 3-6

Summary of the T/H data obtained by Weiss and Roether
(1980) from measurements on rain/vapor pairs.
is grouped below according to the areas in which they

(From Koster et al,

were measured.

(See Figure 3-20.)

The data

4in preparation; the data were kindly provided for use
in this paper by Wolfgang Weiss of Freiburg,
West Germany.)

Date Lat{cude Longitude T/H rafn T/H vapor T/H vapor T/H rain
T.U. T.U. T/H cain T/H vapor
8/1-3/66 51 to 59°N 8 to 3°E 442 242 0.55 1.82
8/4-6/66 59 to 63°N 3 to 23%W. 598 286 0.48 2.08
8/10-14/66 63°N 24 to 40°W 188 248 1.32 0.76
8/15-19/66 63 to 62°N 18 to 40°W 205 204 1.00 1.00
8/20~-24/66 62 to 61°N 40 to 41°W 197 158 0.80 1.25
8/25-29/66 61 to 59°N 41 to 43°W 142 129 0.91 1.10
8/30-9/3/66 59 to 61°N 43 to 28°W 48 124 2.58 0.39
9/4-8/66 61 to 62°N 28 to 8°W 222 155 0.70 1.43
9/11-13/66 62 to 5§°N 7°W to 8°E 190 95 0.50 2.00
’ Mean 0.98 T.31
9/27-10/2/66 51 to 37°N 1°E to 8°W 98 76 0.77 1.30
10/2~7/66 37 to 41°N 8°W to 8°E 98 79 0.81 1.23
10/10-15/66 43°N 8 to 7°E 137 79 0.58 1.72
10/17-22/66 44°N 8°E 46 67 1.46 0.68 °
10/24-29/66 44 to 43°N 8 to 7°E 89 58 0.65 1.54
10/31~11/4/66 44 to 36°N 7 to 8°E 40 70 1.75 0.57
11/9-11/66 36 to 50°N 8 to 3°E 66 74 1,13 0.88
Mean 1.02 1.13
1/18-22/67 38 to 35°N 11 to 7°W 44 30 0.69 1.45
1/30-2/4/67 34 to 37°N 9°W 124 61 0.50 2.00 .
2/5-9/67 37°N 9°wW 92 58 0.63 1.59
2/12-17/67 37°N 10°W 74 58 0.78 1.28
2/18-22/67 37°N . 10°w 29 20 0.69 1.45
2/23-21/67 37 to 36°N 10 to 6°W 62 34 0.55 1.82
Mean 0.64 1.60
4/15-20/67 30°N 28 to 29°W 87 40 0.46 2.17
4/20-5/4/67 30 to 29°N 29 to 25°W 69 52 0.74 1.35
5/22-26/67 28°N 18 to 16°W 96 41 0.42 2.38
6/1-5/67 30 to 29°N 28 to 29°W 44 40 0.91 1.10
Mean 0.63 1.75
7/13-18/67 62 to 63°N 9°w 157 95 0.60 1.67
7/19-23/67 63 to 62°N 9 to i12°W 96 53 0.55 1.82
7/26-31/67 62 to 64°N 12 co 9°W i19 38 0.32 3.13
Mean 0.49 2.20
4/16-21/68 52 to 42°N 5 to 10°W 89 71 0.79 1.27
Mean 0.79 1.27
9/10-14/468 39 to 42°N 25 to 14°W 27.3 23.5 0.86 1.16
9/15-19/68 42 to 40°N 14 to 12°W 29.5 33.2 1.13 0.88
10/5-9/68 40°N 12 to 10°W 45.2 20.5 0.45 2.22
10/21-26/68 39 to 42°N 10 to 13°W 28.1 20.8 0.74 1.35
10/27-31/68 42 to 43°N 13 to 15°W 34.9 20.9 0.60 1.67
11/1-5/68 43°N 15 to 14°W 33.6 20.9 0.62 1.61
11/6-7/68 43 to 42°N 14 to L1°W 25.5 24,1 0.95 1.05
’ Mean 0.76 1.42
Overall Mean 0.81 1.46

Reciprocal of 1.46 = 0.68
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One might also argue that the data presented in Table 3-6 are not
representative of all Northern Hemisphere ocean points. Figure 3-20
displays the geographical locations of the measurement sites; many of the
measurenents were collected off the coast of Furope and perhaps were
influenced by tritium from the European continent.

Other important aspects of Weiss and Roether’s analysis to consider are
the latitude-dependent precipitation (P), evaporation (E), and tritium
concentration in precipitation (Cp) values and the assumed uniform rela-
tive humidity and isotopic fractionation factor. Although these quan-
tities are known to vary strongly with season, Weiss and Roether employ
annual averages and therefore might miss important seasonal correlations.
For example, as shown in Figure 3-21, summer is by far the most important - .
season for tritium input. In Northern Hemisphere midlatitudes, estimates
of summer evaporation rates over the oceans (Peixoto and Oort, 1983),
which, by the way, roughly match the July evaporation rates produced in
Simulation T1l, are about half the ocbserved mean annual evaporation rates.
The use of annual rates in Equation 3-5 could therefore lead to an
overestimate of the vapor exchange input of tritium into the ocean.

The Qverestimation, however, might be counteracted by the use of an
annual mean relative humidity h (with respect to sea surface temperature)
of 0.74 in Equation 3-5, which is significantly lower than observed summer
values (von Loon, 1984). It is difficult to predict the net effect of
using annual evaporation rates and relative humidities on the computed
vapor exchange input of tritium. Other seasonalities may also be
important; oceanic precipitation rates in summer (Peixoto and Oort, 1983,
citing Jaeger, 1976) are reduced from their annual mean values, though not
by as much as the evaporation rates, and values for the fractionation
factor should decrease in summer. In a previous publication focussing on
the North Atlantic (Weiss et al, 1979), Weiss and Roether mention that
seasonal effects effectively cancel out, allowing for the use of annual
means. They do not mention the extent to which this cancellation is
fortuitous and whether or not it also applies to the Pacific Ocean. In a
more complete analysis, monthly tritium inputs would be calculated.
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Figure 3-21
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normalization factors are listed in the figure.
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(From Koster et al, in preparation.)

167



40 30 20 t0 0

Figure 3-20 Map showing the locations of the areas in which
Weiss and Roether obtained vapor-preciplitation
pairs for tritium analysis. (From Koster et al, in

preparation).
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The sparseness of evaporation and precipitation measurements over the
oceans must also be considered, as should the small number of ocean
stations used to estimate values of Cp {see Fiqure 3-22). Furthermore, as
shown in Figure 3-23, strong continent-to-ocean gradients are inherent in
the global field of T/H ratio in precipitation; this complicates the task
of determining the effective average ratio over the ocean for a
latitudinal band. Consider also the use of the Craig and Gordon (1965)
relationship for computing the downward flux of tritium vapor. The
relationship, embodied in the second addend on the right-hand-side of
Equation 3-5, is built around the assumption that a water vapor molecule
has the same probability of moving from the ocean surface to the ten-meter
-measurement height as it has of moving from the ten-meter height to the
ocean surface. This assumption may oversimplify the dynamical structure
of near-surface ocean air. A relatively easier upward motion would reduce

the vapor exchange input of tritium suggested by observations.

c. Oceanic Tritium Inventory Measurements. Tritium inventories measured

as part of the GEOSECS survey (see Broecker et al, 1986, for summary) seem
to support the Weiss and Roether scenario of tritium delivery. Weiss and
Roether include in their work estimates of cumulative tritium delivery
into the Northern Hemisphere Atlantic and Pacific Oceans via precipitation
and continental runoff. These inputs and the total amounts of tritium
measured in each ocean are listed in Table 3-7. The precipitation and
runoff inputs into an ocean are subtracted from that ocean’s total tritium
content, and the remaining ocean tritium is assumed to have entered the
ocean via-surface vapor exchange. Vapor exchange inputs of tritium
estimated in this fashion are actually larger than the values obtained
using Equation 3-5. Using this inventory method, the tritium input ratio
for the Northern Hemisphere Pacific Ocean becomes 2.2. When the two
oceans are considered together, the tritium input ratio is 2.8.

It is necessary, however, to examine the tritium inventory method in
detail, particularly the way in which the precipitation inputs in Table
3-7 are estimated. Neither of the factors that determine this input,
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Table 3-7 Comparisons of runoff and precipitation inputs of
tritium into the North Atlantic and North Pacific,
as estimated by Weiss and Roether (1980). The
ocean tritium inventories listed were obtained
during the GEQSECS program (see Broecker et al, 1986,
for summary). The entries are decay-corrected to
the year 1981. (From Koster et al, in preparation.)

Total
North North Northern
Atlantic - Pacific Ocean
1027 atoms 1027 atoms 1027 atoms

Observed ocean |
Precipitation 2.0 3.2 5.2
Runoff 1.3 1.1 2.4
Runoff + Precip. 3.3 4.3 7.7

Apparent vapor input
i.e..Inventory - 7.6 7.1 14.7
(Runoff + Precip.)

App. vap. input 3.8 2.2
Precip. input ) 2.8
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namely the average yearly precipitations (P) and average tritium
concentrations in precipitation (Cp), are known with certainty. The
values used for Cp are based only on measuremenis at the few sites
.indicated in Figure 3-22. It is conceivable that storms with tritium-rich
water deposited large quanfities of tritium into the ocean far from the
few remote measuring stations. Suppose now that the estimated
precipitation input of tritium for the combined oceans in Tabie 3-7 was
increased by, say, 30%. The tritium input ratio obtained with the
inventory method would not be 2.8 then but rather 2.0. 1In other words,
the computed tritium ihput ratio using the inventory method is quite
sensitive to the estimated precipitation input.

Furthermore, an input of tritium into the ocean not accounted for by
the inventory method is the local fallout of tritium directly after the
atqmic tests. Perhaps significant quantities of tritium entered the ocean
with explosion-generated particulates and aerosols, or perhaps local rain-
fall immediately after the explosions contained much higher tritium con-
centrations than those indicated in Figure 3-22, these higher concentra-
tions never being measured. The Soviet tests in Northern Siberia may have
added large unmeasured quantities of tritium to the Arctic Ocean, and some_
of this tritium may have later found its way into the Atlantic. All of
this, of course, is pure speculation. Still, any such local fallout would
tend to reduce the tritium vapor exchange input calculated with the

inventory method.
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Figure 3-22 Map showing the locationa (circles) of the 18 sites

used by Weiss and Roether to assess the T/H ratio
distribution for oceanic rain. Shown by each point
is the ratio of the T/H ratio to that for Valencia,
Ireland rain. Also shown is the value for the
Midway station (square) not used by Weiss and
Roether. Shown on the right are the averages for
10° latitude belts estimated by Weiss and Roether
based on the results for these ocean stations.
These values are also referenced to Valencia,
Ireland. (From Koster et al, in preparation.)
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d. Continental Versus Oceanic T/H Ratios in Precipitation. Figure 3-23

provides a geographical contour map of average tritium concentration in
precipitation based on measurements at various Northern Hemispﬁere sites.
Continental precipitation is clearly characterized by higher T/H iatios
than those found in oceanic precipitation.

The fourth and fifth columns of Table 3-2 for Simulation T1 show that
for the standard simulation, with the tritium source in the upper tropo-
sphere, there is no such distinction between oceanic and continental
rains. This may be due to thé prevention in the model of tritium .
re-evaporation from theigrouhd surface. In the real world, tritium;iaden
precipitation water reaching a land or ice surface can re-evaporate and
thereby increase the T/H ratio in lower atmospheric layers. This would.
explain the shape of the observed vertical T/H profile in Figure 3-19.
The higher T/H ratio in lower layers would in turn increase the T/H ratio
in subsequent precipitation events, e.g. by reducing the transfer of
tritium out of falling raindrops during isotopic equilibration.

Columns 4 and 5 of Table 3-2 show that for Simulation T6, the
simulation using the continental tritium source, the variations between
the T/H ratios in oceanic and continental_precipitations are similar to
the observed variations. Although this isvat least partly due to the
source location, it may also reflect the effects of maintaining large

lower level T/H ratios through re-evaporation.

172



120

135

150

165

180

165

150

135 120 105 0 75

Figure 3-23 Map showing the geographic distribution of T/H
ratios for precipitation in the Northern
Hemisphere. The average T/H ratios are referenced -
to that for Valencia, Ireland. (From Koster

et al, in preparation.)
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3.314 Summary of Tritium Transport Simulation Results

Several GCM simulations of tritium transport from the upper tropo-
sphere to the ocean have been performed, and the results, characterized by
the ratio of the tritium input into the ocean via vapor exchange to that
via precipitation, are quite insensitive to the trxitium source locatign»
and to changes in the parameterizations of model physics. Many of the
prescribed changes were designed specifically to ease the transport of
tritium vapor to the §cean surface. The steady-state atmospheric distri-
butions of tritium vapor apparently adjusted themselves to mitigate the
effects of the changes. The insensitivity to ch&nges in model physics is
encouraging, for although the insensitivity does not imply that the model
parameterizations are correct, a strong sensitivity coula raise difficult
questions about the choice of the best model parameters.

Combining the results of Simulations T1 and T6, the standard and
continental source simulations, produces the GCM-generated tritium input
ratio of 1.1. The analysis of Weiss and Roether (1980), on the other
hand, suggests thaﬁ a tritium input ratio of 2.3 is consistent with obser-
vations. The discrepancy is due in part to Weiss and Roether's assumption
of complete isotopic equilibrium between ocean vapor and_rain. The
observed tritium concentrations in rain/vapor pairs are, in fact, far
enough from equilibrium to reduce the tritium input ratio suggested by
observations to perhaps as low as 1.8. Given the uncertainties in the
observational data, such as the observed precipitation rates in the

Northern Hemisphere oceans and their associated tritium concentrations,
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the model's simulation of tritium delivery into the ocean is not
necessarily inconsistent with nature,

The model results also- suggest, in three different ways, the
importance of continental re-evaporation as an intermediate step in the
transfer of tritium from the upper troposphere to the oceans. First, as
indicated in Table 3-2, half of the tritium released from the upper tropo-
sphere in Simulation T1 first reached the earth's surface in continental
precipitation. Second, the simulations with the upper tropospheric tri-
tium source did not produce tritium input ratios close to that suggested
>by Weiss and Roether's analysis, while the simulation with the continental
source did. Finally, the observed variation in T/H ratio between
continental and oceanic precipitation is matched in the GCM only when the
tritium is evaporated from the continents.

3.4 Stable Isotope Simulations

The ability of the tracer water model to reproduce:. the observed
global distributions of the stable water isotopes HDO and H,180 was
tested in a three year simulation using surface-conserved isotopic
tracers. Recall from Chapter 1 that the model forming the basis of-the
tracer water model was developed at GISS by Dr. Jean Jouzel of the Centre
de Etudes Nucleaires in Paris, France. The experiment and analysis
described in Sections 3.4.1 and 3.4.2 are Jouzel's work, discussed in
detail in a separate publication (Jouzel et al, 1987). A brief
description of the experiment is included in this report because it
further illustrates the character of the GISS tracer water model and

provides another means of comparing model output with obsgervations.
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A short-term stable isotopes simulation is also described in Section
3.4.3. The two simulations are the only ones discussed in this report
that use surface-conserved tracers. As explained in Section 2.4,
surface-conserved tracers are monitored not only in the atmosphere but
also in ocean ice, land ice, and land surface reservoirs. Long-term
spatial and teﬁporal distributions of the surface-conserved tracer are

made non-uniform by its assigned isbtopic fractionation properties.

3.4.1 Description of the Three éear Stable Isofopes Simulation‘

The initial conditions for the GCM's §rognostic variables were the
model conditions on Nov. 1 of Year 1 of the five year simulation described
by Hansen et al (1980). The initial concentrations of the stable isotopes
in each atmospheric grid box and each ground surface reservoir were as-
signed reasonable values; after two simulation months, the spatial distri-
"butions of isotope concentration in the atmosphere and in the surface
reservoirs were assumed effectively independent of the initial distribu-
tions. The model was then run for three more years, storing various

tracer diagnostic quantities every month.

3.4.2 Results of the Three Year Stable Isotope Simulation

A small sample of the siﬁulation results presented by Jouzel et al
(1987) is provided below. Jouzel also analyzed model-generated vertical
profiles of stable isotope concentration and the relative & and 5180

values in model precipitation.
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a. &80 in Precipitation.

Figure 3-24 compares the model's mean annual spatial distribution of
5180 (see Section 2.2.2) in precipitation with that observed in the real
world. 1In both data sets, the 5180 values vary with latitude in higher
latitudes and are largely controlled by the positions of the continents in
lower latitudes. These trends reflect a well established relationship
between surface temperature and 6180 in precipitation (e.g., Dansgaard,
1964). At low temperatures, these two quantities are highly correlated,
as discussed further below. The quantities are not correlated at higher
temperatures. 1In fact, in equatorial regions, the 5180 Qalues are
affected more by precipitation depth.

Not surprisingly, specific differences between the observed and
modeled results dé exist, possibly due to differences‘in the observed and
modeled temperature and precipitation fields. -Jouzel et al (1987) note in
particular the differences in Central Greenland, South America, and
Southern Africa. Modeled §'80 values in precipitation tend to be too
low in midlatituées and too high at the poles. In general, though, the
modeled and observed distributions are found to ma;ch fairly well.

Jouzel also compared model results with observations on a seasonal
basis. Again, the basic trends in the 5180 distributions matched well,-
but specific differences abounded. The model, for example, failed to
reproduce the observed seasonal cycle of 5180 in Greenland precipita-
tion. The deficiency might bevrelated to an established GISS GCM defi-

ciency, that of excessive model rainfall in Greenland.
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5180 in PRECIPITATION (permil) GCM, 3 year average fAnnual

8180 ;n PRECIPITATION (permil) Observations fnnual

Figure 3-24 6180 in precipitation (a) for the model

simulation and (b) from observations. (From
Jouzel et al, in press.)
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b. &80 versus Temperature

In nature, surface temperatures Tg Below 15°C are linearly related
to 5180 contents in precipitation., This is illustrated in Figure
3-25a. Each point in the plot represents a single site and is located in
the plot according to the site's mean annual surface temperature and mean
annual §'80 in precipitation, as measured through the IAEA/WMO precipi-
tation network (IAEA, 1981) and other sources (see Jouzel et al, 1987, for
summary).

The standard explanation for this relationship (e.g. Dansgaard, 1964)
involves Rayleigh condensation, under which droplets £fall out of a parcel
as soon as they are formed. Due to isotopic fractionation, the isotope/
water ratio in the vapor of an air parcel is reduced after every condensa-
tion event. As the air parcel méves into colder and colder regions, more
and more condensation events occur and the parcel becomes more and more
depleted in the isotope. The isotope content of condensate formed in the
parcel is therefore dependent on the amount of previous condensation
having occurred in the parcel and is thus related to the surface tempera-
ture at the precipitation site. The relationship has been used to infer
average polar surface temperatures during glacial and interglacial periods
from the isotope contents observed along Antarctic ice cores (e.g., Lorius
et al, 1985). |

Figure 3-25b showé the corresponding plot Jouzel constructed from
model data (Jouzel et al, 1987). The same linear trend is apparent below

15°C, although the slope of the fitted line is slightly smaller than
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that for the observed data. The linear relationship is also present when
the obéerved and modeled data'sets are examined by season.

Again, the differences in the spatial distributions of §180 shown
in Figure-3-24 may be due in part to differences between observed and
modeled distributions of surface temperature. By comparing 5180 values
directly with surface témperature in Figure 3-25, this potential souree of

disagreement is avoided.

c. Precipitation versﬁs &180

| The greater a tropical region's precipitation is, the lower the
avetage 5180 in that precipitation is likely to be. Dansgaard (1964)
provides three possible explanations for this "amount effect". First, due
to Rayleigh condensation, the 5180 in rainwatef decreases as a given
precipitation event proceeds. Thus, the greater a storm's precipitation
depth is, the lower the rainwater's 5180 is in the final stages of the
storm, and the lower the overall average §180 is for the complete
storm. Second, Dansgaard suggests that light rains allow for greater
isotopic exchange above the cloud base, enhancing the 5180 values in
such precipitation. Finally, re-evaporation of precipitation.below the
cloud base increases isotopic concentrations in the remaining condensate,
and this effect is most pronounced for lighter rains.

Figure 3-26b illustrates how the amount effect is reflected in

observations. Each point in the figure represents a single measurement

site and is located in the plot according to the site's mean annual pre-
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cipitation and mean §'80 in that precipitation. The sites considered
have mean annual surface temperatures greater than 15°C, outside the
regime where temperature controls the 5180 values. A decrease in §'80
'with precipitation is appafent, although the correlation is not as great
as the §'80 - temperature correlation discussed above. Figure 3-26b in-
dicates that the model reproduces the amount effect. It shows the corres-
pqnding plot constructed with data from the model (Jouzel et al, in
press); notice fhe similar trend. The slope of the fitted line, however,

is twice that of the fitted line for the observed data.

3.4.3 Sensitiéity of Model Results to the Tracer Advection Scheme

Jouzel et al (1987) concluded that although many specific
discrepancies between the model-generated and observed distriﬁutions of &D
and §180 were found, the model on the whole was successful in
Areproducing the observed distributions. Due to the nature of the
simulation, however, the success may result largely from the formulations
of isotopic fractionation. The extent to which the success applies to the
transport of non-isotopic tracers is not readily apparent.

Sensitivity tests using the isotopic tracers can, however, examine
the adequacy of certain tracer transport parameterizations. For example,
a two month stable isotopes simulation was performed in which the usual
slopes scheme for tracer advection (Section 2.3.1) was replaced by a
simple upstream weighting scheme. That is, the tracer flux out of a grid
box at any time step was set equal to the water flux out of the box

multiplied by the average tracer/water ratio in the box. Thus, no subgrid
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variation in tracer concentration was assumed. (This same change was
imposed in Simulation T15 in Section 3.3 above.) The model conditions on
a first of June during the three year stable isotopes simulation described
above were used as the initial conditions for the model prognostic
variables and the stable isotope concentrations.

The spatial distribution of 5180 in Antarctic precipitation during
the second month is compared in Figure 3-27 to the corresponding distribu-
tion obtained using the slopes scheme and to the observed distribution for
Antarctic winter (JJA). The §180 values produced with the slopes scheme
are similar to the observed values, but the §1'80 values produced with
the upstream weighting scheme are clearly too large. Larger values,
remember, imply that’ the precipitation is relatively less depleted in
H,180.

This result reflects the added diffusivity inherent in the upstream
weighting scheme. As water vapor and H2180 move toward the pole, iso-
topic fractionation and Rayleigh condensation act to deplete H2180
relative to water vapor. Implementing the more diffusive upstream weigh-
ting scheme increases the speed at which the H2180 travels toward the
pole and thereby provides fractionatioﬁ and Rayleigh condensation less
time to act on it. Thu;, more of the H2180 reaches the Antarctic’
continent. The comparison in Figure 3-27 suggests that in terms of not
producing this excessive diffusivity, the slopes scheme for tracer

advection is superior to the upstream weighting scheme.
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Chapter ¢
Examples of Model Applications

and Comparisons with Other Models

The three sets of simulations described in this chapter demonstrate
some further uses of the tracer water version of the GISS GCM. The first
determines where evaporated water from specified source regions first
returns to the earth's surface, and the second determines the evaporative
sources of precipiﬁation for several individual grid squares. The third
determines how evaporative sources inflﬁence the isotope content of
Antarctic precipitation. None of the hydrological information presented
in this chapter can be measured in the real world.” A small section at the
end of the chapter examines how the tracer water model results compare
with simple models of local water recycling found in the literature.

The tracer simulations described below have some basic similarities. '
Each simulation used abovegound tracers evaporating from tracer source
regions on the earth's surface. (See Section 2.4.2.) Each simulation
lasted two months, using (except where marked) a set of instantaneous
model conditions obtained during the standard five-year GISS GCM simula-
tion (Hansen et al, 1983) as initial conditions for the GCM's prognostic
variables. Preliminary studies have shown that the typical atmospheric
residence time of an aboveground tracer is on the order of days; a one
month preéonditioning period waé therefore considered adequate to bring
the tracers' atﬁospheric distributions to steady-state. The tracer pre-
cipitation fluxes were monitored starting at the beginning of the second

simulation month.
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4.1 Return of Evaporated Water to the Earth's Surface

The  tracer water model simulations presented in the inter-~annual
variability study (Section 3.2) determined the characteristic distances
and directions traveled by water evaporating from a Southeast Asia grid
square. Due to the influence of local climate, water evaporating from a
different source region would probably exhibit a different set of travel
characteristics. To examine tﬁis, one of the simulations following
Southeast Asia water also followed tracers from six other source regions,
located 'in the Sudd region of Sudan, the African Sahel, the Amazon Basin,
the Mississippi River Basin, Western Europe, and the European U.S.S.R.

The initial conditions for the simulation were the model conditions.
on June 1 of Year 3 of the standard GCM simulation. The thirty-day July
tracer precipitations are shown in Figures 4-1 through 4-6; the source
regions are indicated by the shaded squareé or rectangles. As discussed
in Section 3.2, tracer precipitation results are least likely to be
accurate when integrated over small spatial scales; thus, the 10 mm/30-day
contéurs in Figures 4-1 through 4-6 do not dgserve as much attention as
the 1 mm/30-day contours. The spotty pattern of the 1 mm/30-day coﬂtours
produced by the European U.S.S.R.vsource region (Figure 4-6) is, in fact,
only important in roughly indicating the lateral extent and direction of
tracer movement.

The tracer transport characteristics do vary with source location.

Tracers from the Sahelian and Sudd source regions in Africa (Figures 4-3

187



by c10l X 671 = uotjexodeasa

I30ex3 pue by g0t x LT = uoyielydyoaad

aaoexl ‘shep Atnpe ot butang cLerrves 1ddISSTIeSTH
N 8yl uy sa7T uotbax a8oanos z9oex3 BYIL ° (wwW)
uofielrdrosad asoeayl Lrnr a3e3xg-Lpeais Lep-L3IITyl {-y @2anbT14g
@] 0

08| Oo<cl O

9 S - 02l- o8-

186




081

by :o— x 6°g = uoyieaodeas

asoex)} pue by (01 x L'y = uoj3ze3ljdyoexd

I8oex) .wwmu Atnp 0o¢ buyang ‘-uysed

uozemy 343l UT SOFT uofbax edoanog I9doeI} BYJl (wWw)
uotjeaztdiosad aeoevxy Arne °jeys-4Apesals Aep-L3xTyYl

02l 09 0 09-

Z-v @anbya

oci-

189



, .ax:S X €°6 = uorzeaodeas
I8dex3 pue by g0l X p°9 = uorieyrdrosad
Iadexy ‘ghep Ltnp of burang ‘Tayes ueoyagyy
943 Uy 88TT uotbox adanosg I30RI) BYyg * (mm)
uoy3le3z ydroaad I80ex3 Arnp 83pys~4Aprajg >mv->uu.~:a €~y sanbrg

N

09

081 o2l O

09 - Oci- 081-

.190



by ..Ho_ x g8°1 = uoyjiexodeas

I9oex3 puwr by .:o_ x |*| = uoyzeardyosad

a9oex] ‘shep Atng (O¢ buyang -uepns jo waae

ppns 8y3} uy sejT uoibax soanos xedexl 8yl ° (uwm)
uojaelfdioeazd aeoevay ATng ajeys-Apeors Lep-A1xyl

o8| ora 0S 0] 09 -

0ci- 0o8I-

06-

191




By :o— X 8°6 = uogzexodeas

Ix908I]) pue by g0t x 8°9 = uojyeljdyoaad

I90exy ‘sAep LArnr 0¢ buyang -odoany

uxaijlgseoM uy soyl uoybax 3danos xsoevxl Iyl C(mm)
uotielTdiosad asoevx) ATne 9jeis-Apeols Aep-4LA1aTYl G-v 2anbtdg

08| ozl 09 0 09 - 0zZ|- 08I-

192



o8l

I80v13}

Oocl

by V{0l X T°€ = uoyrjexodeas
1 x ¥°Z = uoyjezydyosad

Iad0exl pue by
‘sfep Axnpr ot

09

0
"Bu

Tang

*d4°s°s°n ueadoany
ay3z uy soyY uoibax soanos xsoeal ayJ
uotiezydiosad aaoeal Arnpg a3eis-4Apeslrs Lep-L3xTyg.

* (wm)

0

Q-

9-p @anb1a

ocl-

08I-

N

WY

.

»»»»»

mg&ﬁzZsz

X
N

193



and 4-4), for example, move eastward before precipitating, while tracer
water from thg Amazon source region, which also lies in the tropics
(Figure 4-2), moves to the west. The transports of tracer water from the
midlatitudinal Mississippi Valley and Western Europe source regions
(Figures 4-1 and 4-5) and from the tropical Southeast Asia source region
(Section 3.2) have a relatively larger meridional component. Also indi-
cated on each figure is the total July tracer evaporation from its source
region and the globally integrated July tracer precipitation. The pre-
cipitation can be greater than the evaporation because the former is
partly composed of tracer evaporated during June. Notice that althoﬁgh
the Western European and Sahelian tracers evaporate at roughly the same
rate in July and have roughly the same thirty-day global precipitations,
the Sahelian tracer exhibits a gfeater lateral influence. Notice also how
India receives significant amounts of precipitation from the Sahelian,
Sudd, and European U.S.S.R. source regionms.

The water vapor flux maps provided in Section 3.1 can be used to

evaluate the accuracy of the tracer precipitation contours. Consider, for.

example, the Sudd region of Africa. A comparison of Figures 3-3a and 3-3b
indicates that if the observed summer zonal vapor fluxes over this region
are accurate, then the GCM tends to move water vapor the wrong direction
there. The tracer precipitation contours lying to the east of the Sudd
source region in Figure 4-4 are thus suspect. The GCM's Sahelian tracer
precipitation distribution may be incorrect for the same reason. Discrep-
ancies between observed and modeled summer vapor flux distributions (both

zonal and meridional) are not as obvious over the other source regions.
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To illustrate the magnitude of tracer loss through oceanic vapor
exchange, Figure 4-7 shows the two-dimensional distribution of downward
tracer vapor flux onto the ocean surface for oné of the Southeast Asia
tracer simulations. A comparisoh with the magnitudes of tracer
precipitation in Figure 3-18 indicates that precipitation is the more

important mechanism for removing tracer from the atmosphere.

4.2 Origins of Local Precipitation

Every water molecule in the earth's atmosphere can bé assigned a
unique location on the earth's surface from which it most recently evapo-
rated. Consequently, the precipitation forming from the water vapor above
a given location (e.g., New England) is composed of evaporative water
contributions from a complete set of earth divisions (e.g., North America,
the North Atlantic, the Tropical Atlantic, and so on.) In the expéeriment
described below, the tracer water model was used to determine the relative
magnitudes of such evaporative contributions to certain local
precipitations, at least for the inherent GCM climate. Determining the
evaporative sources of a given region's precipitation is essentially the

inverse of the problem studied in Section 4.1.

4.2.1 Description of Experiment

Figure 4-8 shows the Northern Hemisphere divided into nine sectioﬁs,
roughly representing nine climatic regions. For completeness, the entire
Southern Hemisphere was taken to be a tenth section. Each section was

defined to be a source region for a unique abovegfound, non-isotopic
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tracer. Therefore, water evaporating from any location on the earth's
surface during a simulation was effectively tagged as one of ten different
. tracers. After the initial atmospheric water had precipitated or con-
dénsed to the surface, the total precipitation onto any surface grid
square was necessarily equal to the sum of the ten tracer precipitations.
This allowed the calculation of the relative contribution of each source
region to the precipitation over the square.

The tracer experiment consisted of four two-month simulations, the
first month of e;ch allowing for the removal of initial atmospheric vapor,
and the second month providing a thirty-day averaging period for the
tracer precipitations. The chosen initial conditions were the model
conditions on December 1 of Year 2 and on March 1, June 1, and September 1
of Year 3 in the standard five-year Model II simulation. Some of the
results presented below have previously been published (Koster et al,

1986).

4,2.2 Results

Figqure 4-8 also displays, as numbered or lettered squares, the local
regions analyzed in this experiment. The_numbers correspond to the num-
bered sections.of Table 4-1, which provides the felative contributions (in
percent) of the source regions in Figure 4-8 to the local precipitations,
for each season. (Contributions from regions providing, for each season,
less.than 5% of a local precipitation do not appear in the corresponding
gsection.) Again, these results are for thirty-day periods ip April, July,

October, and January, respectively. The sum of the ten source region
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Table 4-1
Northeast spring
u.s. Summer

Fall

Winter

Central Spring
Greenland Summer
Fall

Winter

Midwest Spring
U.S. Summer
Fall

Winter

Northern Spring
Canada Summer
Fall

winter

Germany Spring
Summer

Fall

Winter

Northern Spring
Asia Summer
Fall

Winter

Sahel spring
Summer

Fall

Winter

India Spring
Sunmer

Fall

Winter

Southeast Spring
Asia Summer
Fall

Winter

Percent contributions of the source regions to the
local precipitations.

Each numbered section

corresponds to a like-numbered local area in Figure

4-8.
region.

Atl

Ind

[o]]

The Southern Hemisphere is the tenth source

Pac

Sum
of 10

43.3
54.1
63.5
34.0

40.0
‘15.0
52.2
44.4

DO O w
woow

63.1
42.6
47.8
71.8

56.6
56.9
53.9
65.5

99.9
99.2
99.7
100.0

99.4
97.7
98.7
99.9

99.6
98.3
98.6
99.8

99.4
98.9
99.1
99.9

99.1
96.6
98.9
99.7

99.9
99.3
98.9
99.5

99.9
98.3
98.8
100.0

98.8
98.6
99.2
100.0



contributions is listed in the right column of thé table for each local
region and season. The fact that the sums approximate 100% indicates that
the one-month start-up time is indeed adequate.

Some of the trends inherent in the data are worth mentioning. For
example, the data indicate that the percent contribution of an important
continental source region to a midlatitude or high latitude precipitation
is usually largest in the summer and smallest in the winter, in phase with
the seasonal cycle of continenta; evaporation. This trend is lost in the
subtropics and even reversed in the Sahel. Of the, local areas studied,
Southeast Asia and India are unique in that their precipitation essen-
tially originates from only two source regions, in both cases being the
Indian Ocean and Africa/Southern Asia. The seasonal variations of the two
relative contributions for Southeast Asia precipitation are quite small.
In contrast, five different source regions provide, at some time dufing
the year, a significant portion (over 10%) of Central Greenland's
precipitation, and the contributions of North America to the rainfall in
Central Canada increases from 24% in the winter to 80% in the summer. The
results for the other local areas lie between these extremes.

Table 4-2 displays, for the thirty-day January and July periods, thg
spatial variation of the source region contributions along a latitudinal
strip spanning North America. The letters in the tabie refer to the
lettered squares in Figure 4-8. As expected, the influence of the Pacific
decreases and the influence of the Atlantic increases (though not so

clearly in January) with eastward distance. Notice that the Pacific's
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Table 4-2. Percent contributions of the source regions to the January and
July precipitations in the lettered squares of Figure 4-8.

WinteJ;' N Trop N  Trop N Sum
_Atr ©_Atl Pac Pac Amer of 10

Square A 0.0 8.6 7.5 48.2 - 35.1 100.0

B 0.0 12.8 3.5 47.5 34.8 99.9

o 1.1 29.7 4.1 27.i 36.4 100.0

D 2.2 22.8 4.2 - 27.2 41.6 100.0

E 1.1 15.0 2.0 8.3 62.9 100.0

Summer N Trop | N Trop N Sum
_Atl Atl Pac Pac =~ Amer of 10

Square A 1.3 2.1 1.7 16.2 71.4 95.9

B 0.7 0.0 2.7 5.0 86.6 98.3

o 1.0 10.7 1.9 2.9 80.1 99.0

D 2.5 31.4 0.7 1.5 61.9 99.3

E 16.0 37.1 0.2 1.7 44.0 99.6
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impact on western precipitation is larger in the winter, whereas the
Atlantic's impact on eastern precipitation is larger in the summer.

Tables 4-1 and 4-2 indicate the important evaporative sources of
precipitation for individual GCM grid squares. GCM results, however, are
generally more realistic when integrated over larger spatial scales, and
thus an alternative presentation of the simulation results is provided in
"Figures 4-9 through 4-12. Following the example of Joussaume et al (1986)
(see below), the influence of a source region on continental precipitation
is described by a set of percentage contours. Figure 4-9a indicates the
portions of North American, European, and African summer precipitation
that are made up of water from the combined North and Tropical Atlantic
source regioné; 1/10 of the precipitation onto a point on the 10% contour,
"for example, is composed of Atlantic water. Figures 4-10a and 4-11a
provide the analogous summertime plots for Pacific (North Pacific plus
Tropical Pacific) and Indian Ocean water, respectively. Figure 4-12a
indicates how water from the North Africa/Southern Asia source region
influences precipitation in Norfhern Asia.

Corresponding plots for the winter season are provided in Figufes
4-9b through 4-12b. Again, notice how oceanic evaporative sources have a
greater influence on continental precipitation during winter, when
continental evaporation rates are low. The influence of the Afiica/
Southern Asia sburce region on precipitation in Northern Asia also clearly
increases in winter; apparently the winter evaporation rates are more

'reduced in the north than in the south.
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b. Winter
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Figure 4-9 Contours showing percentage of local precipitation
derived from combined North Atlantic and Tropical
Atlantic source regions. (a) Summer. (b) Winter.
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b. Winter
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Figure 4-10

Contours showing percentage of local precipitation
derived from combined North Pacific and Tropical

Pacific source regions.
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_ a. Summer
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b. Winter
90

Figure 4-11 Contours showing percentage of local precipitation
derived from Indian Ocean source region. (a)
Summer. (b) Winter.
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a. Summer

b. Winter
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Figure 4-12 Contours showing percentage of local precipitation
derived from North Africa/Southern Asia source
region. (a) Summer. (b) Winter.
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4.2.3 Comparison with Results from the LMD Tracer Water Model

A tracer water model similar to the one described in this report was
developed concurrently by researchers using the LMD (Laboratoire de
Meteorologie Dynamique) GCM in Paris, France. This model has been used to
simulate the global distributions of stable isotopes in a January climate
(Joussaume et al, 1984a, 1984b) and has more recently (Joussaume et al,
1986) been applied to the problem described in the present section, i.e.
that of determining the origin of local precipitation. The two "origins
of precipitation" experiments are similar enough to aliow a comparison
between the LMD and GISS tracer water models.

The GISS and LMD tracer water modéls are substantially different in
many of their transport parameterizations. The LMD model uses, for
examplé, an upstream weighting scheme (as examined ;n Section 3.4.3) to
calculate tracer advection in the horizontal. This scheme is inherently
more diffusive than the slopes scheme used in the GISS tracer water
model. The. LMD model also doesn't formulate tracer vapor exchange at the
ocean surface; downward flux of tracer onto an ocean square occurs only
when the net water evaporation from the square is negative. The LMD model
employs a crude tracer mixing parameterization during moist convective
events, since (unlike the GISS GCM's moist convection scheme) the LMD
GCM's moist convection scheme does not permit the separate calculation of
tracer fluxes during the rise of the plume, the subsidence 6f surrounding
air, and the precipitation of condensate. In their favor, the LMD tracer
water simulations employs a finer (4° x 5°) horizontal resolution and a
more detailed formulation of vertical tﬁrbulent tracer transport in the

" boundary layer.
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The LMD "origins of precipitation" experiment was performed in
essentially the same way as the corresponding GISS tracer water model
experiment. The tfacer source regions used in the LMD simulation are
shown in Figure 4-13. The LMD simulation ran from June 11 through July
30, with the tracer precipitation fluxes stored during the final 30 days.

Notice}that althbugh the source regions shown in Figure 4-13 do not
exactly match those used in the GISS tracer water model simulation (Figure
4-8), the oceanic source regions are sufficiently similar tq allow. a
comparison of modeled oceanic influencés on continental precipitation.
Figures 4-14 and 4-15 show the influence regions of Atlantic and Pacific
water, respectively, obtained from the LMD July simulation; contours show
the percentage of continental precipitation that is composed of evaporated
ocean water. The figures can therefore be directly compared with Figures
4-9a and 4-10a for the summer GISS tracer simulation. Only contours in
midlatitudes should be compared, since the oceanic source regions are
quite differeﬁt in high latitudes and since contours in the tropics are
affected by the SOuthern‘Hemisphere oceans in the LMD simulation but not
in the GISS simu;ation. The small cross-equatorial vapor transport
implied by Table 4-1 and Figures 4-9 through 4-12 suggest that the lack of
a Southern Hemisphere ocean tracer in the GISS simulation should not
greatly.affect the contours generated in midlatitudes.

A major difference between the two sets of model results is the more
extensive lateral influence of oceanic vapor in the LMD simulation. The
10% contour for Pacific Ocean water, for éxample, extends into the

Mississippi Valley in the IMD simulation but only as far as the Rocky
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Figure 4-14

Contours showing percentage of local July precipi-
tation derived from Atlantic source region in LMD
GCM experiment. Isolines are drawn every 10%.
Light shading: 10 to 30%; medium shading: 30 to
50%; heavy shading: 50 to 70%; black: more than
70%. (From Joussaume et al, 1986.)
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Figure 4-15

Contours showing percentage of local July precipi-
tation derived from Pacific source region in LMD
GCM experiment. Isolines are drawn every 10%.
Light shading: 10 to 30%; medium shading: 30 to
50%; heavy shading: 50 to 70%; black, more than
70%. (From Joussaume et al, 1986.)
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Mountains in the GISS simulation. This is perhaps due to differences in
the windfields generated by the two GCMs or to the GISS GCM's excessive
convection over midlatitude continents. It may also result from the LMD
GCM's use of an upstream weighting scheme for tracer advection; the excess
diffusivity of this scheme tends to overestimate the lateral transport of
tracer, as was demonstrated in Section 3.4.3. Although the upstream
weighting scheme produces a realistic water cycle in the LMD GCM
(Joussaume et al, 1986), the high diffusivity must have a greater impact
on tracer water transport, since the horizontal gradients of tracer water

in the atmosphere are much larger.

4.3 pPrecipitation of Deuterium in Antarctica

4.3.1 Background

Recall from Section 3.4.2 that for surface temperatures Tg below
15°C, a linear relatioﬁship exists between T4 and the H2180 concentra-
tion in precipitation. A similar linear relationship has been observed
for HDO concentrations in precipitation. Figure 4-16 was constructed with
the same observational data base used to construct Figure 3-25b; the
points in the plot were located according to the observed mean annual
surface temperature and §D content in precipitation at various measurement
sites. As explained in Section 3.4, the linear relationship is usual;y
attributed to the effects of Rayleigh condensation.

It is reasonable to expect, however, that the isotope contgnt in

precipitation is also a function of the evaporative source of the water.
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Mean annual 8D in precipitation versus mean annual
surface temperature at the precipitation site, from
observations. Two lines are fitted to the data,
one for temperatures below 15°C and the other for
temperatures above 15°C.
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An Antarctic site which gets its precipitation water mainly from warmer
evaporative sources might feature lower precipitation isotope contents
than an Antarctic site with the same mean surface temperature but with
colder evaporative sources for its precipitation. This is because a water
vapor mass above the former site had been subjected to a greater change in
témperature and thus to a greater number of Rayleigh condensation events.
The effect might be partly counterbalanced by the presence of the frac-
tionation factor al/v:in Equation 2-19; ay/y decreases with increasing

~ temperature (Equation 2-2), so vapor from a warmer region should initially
contain a higher concentration of isotobe. The present experiment tested
the hypothesis that the observed deviations from complete linearity in

Figure 4-16 are related to differences in evaporative sources.

4.3.2 Description of Experiment

In this experimenf, the tracer water model evaporated water and HDO
from special tracer source regions and determinedvthe relative amounts
that returned to earth in Antarctic precipitation. The sourcevregions
were not defined geographically, as they were in the previous experiment.
Rather, the six source regions were defined by six surface temperature

ranges:

< Source Region A T < 5°C
B 5°C < T < 10°C
Cc 10°C < T < 15°C
D 15°C < T < 20°C
E 20°C < T < 25°C
F 25°C < T
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Every'pure open ocean grid square in the Southern Hemisphere was assigned
to be a member of one of the source regions accordingvto its surface
temperature on January 1. The oceanlsurface temperatures, remember, are
determined from observed climatic means and are not interactive with the
model. Figqure 4-17 shows the geographica; locations of the six source
regions.

Two different aboveground tracers were assigned to each source
region. One was a standard aboveground tracer; it had the properties of
non~-isotopic water and evaporated from the source region at the water
evaporation rate. The other was given unique properties for this
particular experiment. This tracer had the isotopic properties peculiar

to HDO and evaporated from the source region at a reduced rate:
Er,mpo = Er,H0 * Co * Cs/ag/v (4-1)

where ET,H20 represents the.upward flux of the non-isotopic water tra-
cer, Co is the average weight fraction of HDO in seawater, and Cg4 is a
correction factor for near-surface waters (see Equation 2-19). Thus,
while the first tracer represented the water that evaporated from ocean
grid squares having a certain temperature, the second represented the Hﬁo
that evaporated from these squares. In addition to the twelve aboveground
tracers, a surface-conserved tracer representing global HDO wés also

defined (see Section 2.4.1).
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Figure 4-17 Definition of tracer source regions by ocean

surface temperature. Grid squares marked with "A",
for example, belong to Source Region A and are pure
open ocean grid squares with a surface temperature
Tg < 5°C. The temperature ranges defining the
other source regions are listed in the text.
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The initial conditions used for this experiment were the model condi-
tions on Dec. 1 of Year 2 of the standard five-year Model II GISS GCM
simulation. Each atmospheric grid box and each surface reservoir was
initialized with a reasonable temperature-dependent concentration for the
surface-conserved HDO tracer. The model simulation lasted two months,

with the Antarctic precipitation fluxes monitored throughout January.

4.3.3 Results

As discussed in Section 2.2.2, deuterium concentrations are usually

i

described relative to a Standard Mean Ocean Water concentration:

X

- 155.76 x 10°°

8D = s x 1000%. : (4-2)
155.76 x 10

o |o

where x is the mole fraction of a given atom. For the purposes of the
present experiment, the xp/xy ratio for a given HDO tracer is

defined with respect to the corresponding water tracer. That is, if
xyp represents the mole fraction of hydrogen atoms from Source Region A
that precipitates at a given Antarctic location, and if *DA represents
the mole fraction of deuterium atoms from Source Region A that also
precipitates there, then §D for this particular HDO tracer at this

location is defined as:
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X
;95 - 155.76 x 10
5D = —2 x 1000%. . (4-3)

155.76 x 10~°

6

Equation 4-3 thus computes the depletion of HDO relative to H50 from the
same source.

The simulation results presented in Figure 4-18 indicate that the HDO
cohceqtration in Antarctic precipitation is indeed a function of the evap-
orative source. Figure 4-18a shows a map of the §D values in precipita-
tion produced by a cold (T<5°C) evaporative source, Figure 4-18b shows the
values produced by a medium (10°C<T<15°C) source, and Figure 4-18c shows
the values produced by a warm (25°C<T) source. The warmer the source, the
lower the 8D values in Antarctic precipitation and thus the greater -the
depletion of the isotope. This is the trend predicted by the Rayleigh
condensation argument. The actual 8§D value measured at an Antarctic site
would bé related to the relative importance of each evaporative source.
(Note that due to their proximity to the pole, the spatial extents of the
contours in Figure 4-18 are greatly exaggerated.)

Table 4-3 provides an alternative presentation of these results. 1In
the téble, the zonal mean 8§D in Antarctic precipitation for each tracer is
listed as a function of latitude. For each latitude, the decrease of
zonal mean &D in precipitation with an increase in evaporative source

temperature is readily apparent.
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Zonal mean of 8§D in precipitation versus latitude for each

Table 4-3
tracer. All numbers are in units of permil.
8D 8D 8D 8D 8D 8D
Tracer A| Tracer B| Tracer C| Tracer D Tracer E Tracer F
Latitude
51°8 -46.5 -64.8 -53.7 -76.7 -105.3 -161.5
59°8§ -60.4 -102.1 -98.8 -i25.3 -157.3 -218.7
67°8S ~-116.5 -149.8 -151.4 ~166.8 -197.1 -258.1
74°S -199.9 -204.8 -214.3 ~-232.0 -254.2 -316.5
82°s ~-265.0 ~236.8 ~-281.0 -307.3 -319.6 -339.0
90°s ~291.2 ~233.6 -299.2 -332.8 -321.6 -340.6
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Accounting for differences in evaporative sources, however, does not
fully explain the scatter around the fitted line in Figure 4-16. First
consider Figure 4-19, which shows a plot of time-averaged &D in Antarctic
precipitation versus time-averaged érecipitation site temperature for the
surface-conserved HDO tracer. Figure 4-19 is thus equivalent to Figure
4-16, using model-generated data for global deuterium rather than
observations. The correlation coefficient for the fitted line is 0.62.

If the scatter around the fitted line in Figure 4-19 is explained by
the fact that precipitations ﬁt different Antarctic sites originate from
differeht evaporative sources with different surface temperatures, then
the corresponding plot for any one of the six aboveground HDO tracers
should show less scatter. This is because a given aboveground tracer
evaporates from a source region with a roughly uniforﬁ surface tempera-
ture. Above all Antarctic precipitation sites having a certain surface
temperature, air parcels containing the tracer will have experienced
roughly the same drop in temperature and thus roughly the same amount of
Rayleigh condensation; the tracer éoncentrations in the air parcels should
therefore be roughly the same. The enhanced one-to-one correspondence
between precipitation site temperature and HDO concentration should reduce
the scatter. |

A reduction in scatter in the §D/temperature plot could be identified
by an increased correlation coefficient for the fitted line relative to
0.62, the value found for the global HDO tracer. As an example, the plot

for the HDO tracer evaporating from the 10°C<T<15°C ocean' grid squares is
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Figure 4-19 Time-averaged §D in precipitation versus time
averaged surface temperature, as determined by the
tracer water model. Only Antarctic sites with an
average surface temperature below -20°C are
considered.
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shown in Figure 4-20. The correlation coefficient for this plot is 0.71,
a slight improvement.

Plots similar to Figure 4-20 were constructed for the other HDO
tracers, and the resulting correlation coefficie;ts are listed in the
first column of Table 4-4. Four of the six HDO tracers produced higher
correlation coeficients than that produced by the global HDO tracer. The
improvements do not, however, seem very significant.

Notice that the tracer from the 5°C < T < 10°C source region produces
the lowest correlation coefficient; As shown in Figure 4-17, this tracer
is also unique in that its source region includes very few grid squares in .
the southern Atlantic Ocean. The two features are perhaps related.

Plots comparing the time-averaged surface temperature at an Antarctic
site with the cofresponding time-averaged HDO content in moist convective
precipitation, in non-convective precipitation, and in the vapor of the
first layer grid box were constructed next. The fesulting correlation
coefficients are also presented in Table 4-4. Again, no clear decrease in
scatter is apparent when the aboveground tracers are considered
independently. Interestingly, though, the results do indicate that
isotope contents in non-convective precipitation are more related t§
precipitation site temperature than,aré isotope contents in moist

convective precipitation.

4.3.4 cComparison of Results with a'Simple Isotope Model
Merlivat and Jouzel (1979) describe the isotope content of a moist

air mass as a function of the extent of water vapor condensation in the.
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Figure 4-20 Time~averaged &D in precipitation versus

time~averaged surface temperature for the HDO
tracer evaporating from the 10°C < Tg < 15°C
ocean grid squares. Only Antarctic sites with an
average surface temperature below -20°C are
considered.
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Table 4-4.
tionship between time-averaged surface temperature and time-averaged §D.

Correlation coefficients obtained when fitting a linear rela-

8D determined in:

Moist Non- First

Source Total Convective Convective Layer
Region Precip. Precip. Precip. vapor
R 5°C 0.71 0.52 0.74 0.60

5°C < T < 10°C 0.25 0.25 0.28 0.26
10°C < T < 15°C 0.71 0.58 0.72 0.70
15°C < T < 20°C 0.59 0.54 0.57 0.62
20°C < T < 25°C 0.68 0.53 0.69 0.70
25°Cc < T 0.65 0.50 0.67 0.69
Global HDO 0.62 0.44 0.66 0.70
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air mass. Aristarain and Jouzel (1986) used an extended version of this
simple model, incorporating kinetic fractiopation during snow formation
(Jouzel and Merlivat, 1984), to determine the following relationship
between the evaporative source temperature Tg, the temperature at the
precipitatién site Tg, and the deuterium content 8D in Antarctic

precipitation:

ASD = 8.5ATG - 4.2ATE (4-4)

Thus, if Tg, Tg, and 6D are known for one Antarctic site and Tg and

Tg are known for another, the 8D in precipitation at the second site can
be estimated with Equation 4-4. The equation assumes a constant relative
humidity of 0.8 over the ocean surface and a zero fraction of liquid or »
solid condensate traveling with the air mass (i.é., Rayleigh condensa-
tion); the authors, however, found the gquation fo be insensitive to
changes in these two parameters.

The relationship between deuterium content and evaporative source
temperature in Equation 4-4 may or may not be consistent with the results
of the tracer water model simulation described.above. Consistency can be
tested by examining the deuterium contents in the tracer precipitations at

a single Antarctic site. Since the precipitation temperature at a single

site is the same for each tracer, Equation 4-4 reduces to

ASD = -4.2ATE ' (4-5)
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Thus, for consistency, if the 8D in precipitation at a given site for each
of the six tracers (from Equation 4-3) is plotted against the tracer's
average evaporative source temperature, the slope of the line fitted to
the six points should be -4.2 permil/°C.

Such a slope was calculated for every grid square south of 63°S. The
average of all the siopes was ~-4.3 permil/°K, in very good agreement with
the simple model of Aristarain and Jouzel. The slopes did, however,
exhibit a fair degree of variability; they ranged from -1.3 to -8.2
permil/°K, Qith a standard deviation of ‘1.5 permil/°K. The tracer water

_model results therefore.suggest that the model of Aristarain and Jouzel is
valid on the average but does not necessarily hold at an arbitrarily

chosen,pqint.

4.4 Comparisoﬁ with Simple Models of lLocal Water Recycling

Various studies in the literature use simple models to provide esti-
mates of local water recycling ratios, i.e. the fractions of precipitation
water madg up of locally evaporated water. Some of these estimates,
namely those of Budyko (1974), Benton et al (1950), and Libby (1959), can
be compared with results from‘the tracer water model simulations. The
comparisons might be thought of as tests of the simple models, since the
models are much less sophisticated than the tracer water model; the féct
that the tracer water model results are themselves subject to question,

however, works against this interpretation.
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In Budyko's (1974, p.239-243) analysis, a uniform wind with velocity
u flows over a land surface of length £. Both the average evaporation
rate E,ye from the land surface and the water vapor content w of the
incoming air are known. To determine the local recycling ratio
fi10cal» for this system being the fraction of precipitation along the
length 2 that is derived from water evaporating along the length 2,
Budyko assumes that any water evaporating from a given point is
immediately and completely mixed into the water vapor directly above the
point. The complete verticgi mixing assumption effectively allows the‘
percentage of downwind precipitation derived from the evaporated waﬁ;r to

be determined. The analysis leads to an approximate equation for

fiocal:

flocal 2wu . <. (4-6)

Budyko useé Equation 4-6 to deduce that in July, the European
territory of the U.S.S.R. derives only 14% of its precipitation water from
local evaporation. The GISS GCM tracer yater model prbduces a quite
different result. One of the tracers discussed in Section 4.1 evaporated
from a source fegion representing thé European U.S.S.R. (See Figure 4-6).

Tracer precipitation onto the source region represented 47% of the total
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July precipitation onto the region, implying an £;,5.457 of 0.47. The

much lower recycling ratio prﬁduced by Budyko's analysis is not surprising
in light of Budyko's rather extreme vertical mixing assumption, which
mixes evaporated water away from near-surface air. Perhaps precipitation
in nature is usually formed from water vapor in near-surface air. This
would particularly be true of moist convective precipitation.

In one of the earliest studies of its type, Benton et al (1950)
analyze vapor flux data to estimate the various components of the hydro-
logical cycle in the Mississippi Watershed. Parﬁ of the study involved
combining a- year long time series of precipitation at one Ohio Valley sta-"
tion with concurrent surface and upper air weather charts to deduce the
fraction of precipitation derived from "continental air masses" and the
fraction derived from "maritime air masses". The authors estimate that at
least 86% of the annual precipitation .in the Mississippi Watershed is de-
rived from oceanic sources,‘implying a recycling ratio of 0.14.

Perhaps the reason this recycling ratio is so similar to that predic-
ted by Budyko (1974) for the European U.S.S.R. is that Benton et al (1950)
employ the same (probably faulty) assumption of complete vertical mixing.
As maritime air masses move over the continents, Benton et al assume that
evaporated continental water is mixed away from the earth's surface until
it is uniformly distributed in the vertical. ' The contribution oé re-
evaporated precipitation to future precipitation over the continent is

thus found to be insignificant. As might be expected, then, the GCM.
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"origins of precipitation”" simulations, as described in Section 3.2,
produced significantly higher recycling ratios in the Mississippi
Watershed. According to the maps in Figures 4-9 and 4-10, the Pacific and
Atlantic Oceans combined provide less than 70% of the winter precipitation
water and less than 50% of the summer precipitation water in the
watershed.

Libby (1959) infers a recycling ratio for North America from the
tritium content in Chicago rain. The rain is assumed to be composed of
evaporated oce;n water, with a tritium content of 2.5 TU (see Section -
2.2.2), and evaporated North American water, with an average tritium
content of 39 TU. The tritium content in North American water is
estimated from measurements in the Mississippi Rivef and is corrected for -
the presence of cosmic ray tritium. The tritium content in Chicago -
precipitation, also corrected for cosmic ray tritium, is measured as 14
TU, implying that roughly one-third of the precipitation is derived from
continental water.

The GCM "origins of precipitation” simulations described in Section
4.2, on the other hand, maintain that the percentage contribution of
evaporated North American water to the precipitation falling oﬁ the grid
square containihg Chicago ranges from 47% in winter to 83% in summer.
Again, the GCM produces a higher recycling ratio thaﬁ the simple model.
The discrepancy might be explained in part by oversimplifications in
Libby's approach. Consider, for example, Figure 3-23, which shows that

present-day tritium concentrations in rain vary greatly across the North
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American céntinent. Assuming a similar relative variation in the 1950's,
different sections of the North American continent at that time would
~evaporate water with different tritium concentrations. Libby perhaps
oversimplifies the problem by assigning the tritium content in Mississippi
River water to the entire continent. Libby also claims that the tritium
concentration in Chicago precipitation is roughly constant during the time
period under consideration. The time series plots he provides with his
analysis, however, seem to show that during May through July of this time
period, no measurements for Chicago precipitation were taken. The missing
data might ;nvalidate his claim. As seen in Figure 3-21, the seasonal
cycle of T/H ratio in precipitation has a very strong peak during these
months in the 1960's; perhaps the same seasonal cycle was in effect in the

1950s.
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Chapter 5
Fractional Wetting of GCM Grid Squares.
Studies With a One-Dimensional Soil-Atmosphere Model
Two distinct topics are addressed in the present r;port, namely the.
development of a tracer water model and the problem of subgrid wetting of
soil during precipitation events. Chapters 2, 3, and 4 have addressed the
first topic. The present chapter addresses the second, using a one-

dimensional soil-atmosphere model to simulate the workings of a GCM.

5.1 Fractional Wetting of GCM Grid Squares and Storm Statistics

As discussed in Section 1.4.1, the uniform wetting of a grid square
during a GCM precipitation event is unrealistic and can potentially 1limit
the accuracy of a GCM's inherent hydrological cycle. A proper formulation
of surface runoff, for example, requires realistic precipitation depths,
and these depths cannot be produced without accounting for the partial
wetting of a grid square. The uniform wet&ing assumption also prevents
any subgrid variability in soil moisture content or surface temperature,
and such variations could have important effects on computed areally-
averaged evapor&tion and sensible heat fluxes.

Runoffs generated with the GISS GCM under the uniform wetting
assumption do not, in fact, show tremendous deviations from runoffs
observed in nature. This is not due so much to a realistic runoff
formulation, however, as it is tolan arbitrary tuning of ceftain model

parameters. A model "tuned" for one climate is limited in that it cannot
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be expected to respond properly to én'imposed change in climate. It is
thus important to consider the possibility of parameterizing the subgriad
wetting of GCM grid sgquares.

A heretofore unmentioned aspect of the uniform wetting assumption is
its effect on GCM-generated storm statistics. The GISS GCM was not
tuned to reproduce the storm statistics observed in nature. GCM-generated
and observed storm statistics therefore differ markedly. Consider, for
example, storms simulated by the Model II version of the GISS GCM in the
8° X 10° grid square céntered on New England. The probability distribu-
tion functions (pdf's) of storm duration apd time between storms derived
from hourly GCM precipitatién data for the square are shown as histograms
in Figures 5-1 and 5-2, respectively; the mean storm duration my, for
the square was 2.9 hours, and the mean time between storms my), was 5.5
hours. Observational records, however, indicate that the values of my,
and my}, at Boston are 7.7 hours and 3 days, respectively (Eagleson,

1978).

Thé GCM underestimates these local storm properties, which are impor-
tant to specify correctly in physically-based Hydrological models
(Eagleson, 1978). The Boston data, however, represent point observations
and do not accouht for storms lying outside of Boston but still within the
area defined by a grid square. The GCM, on the other hand, conceptually
does model all storms within the grid square and thus should generate a
higher storm frequency (i.e. a lower mean storm inter-arrival time, my,

+ myp). If the GCM was modified so that a simulated precipitation quan-

tity was assigned to fall on an appropriate fraction of the grid.square
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STORM DURATION (hr)

Probability density function of storm duration
derived from precipitation data at New England grid
square in GISS GCM. Dashed line represents an
exponential fit to the observed distribution at
Boston. (Mean observed storm duration = 7.7
hours. )
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Probability density function of time between storms
derived from precipitation data at New England grid
square in GISS GCM. Dashed line represents an
exponential fit to the observed distribution at
Boston. (Mean observed time between storms = 3
days.) '
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rather than uniformly over the square, the storm statistics generated at a
given fraction would more ciosely match those derived from point observa-
tions.

Mean storm depths generated by the GCM are similarly distorted. For
the New England grid square, the average storm depth determined from the
hourly precipitation data was 1.7 mm, whereas the observed mean storm
depth at Boston was 8.6 mm. Note that if each storm was allowed to wet
only 20%.of the grid square, the mean storm depth would increase to the
locally observed value. The simulated mean storm inter-arrival time would
also increase, though it would stili be too low.

The sensitivity of many aspects of the GCM's hydrological cycle to
the fraction of a grid square wetted during a precipitation event is

investigated quantitatively below.

5.2 A One-Dimensional Soil-Atmosphere Model

As discussed in Section 1.4.2, the effects of fractional wetting are
analyzed with a one-dimensional model designed to simulate the workings of
the three-dimensional GISS GCM. The model is computationally efficient,
allowing a far greater number of sensitivity studies than could be
performed with the GCM itself. It is also capable of simulating the
feedbacks existing between soil moisture state and overlying atmospheric
conditions. Most of the individual atmospheric and soil processes in the

1-D model employ the same formulations used in the GISS GCM.
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5.2.1 Structure of the 1-D Model

The structure of the one-dimensional model (hereafter. referred to as
the 1-D model) is essentially that of the atmosphere/soil column at a sin-
gle grid square in the GISS GCM. Nine atmospheric layers lie above a land
surface, and two soil layers lie below it. Vertically-integrated heat and
moisture convergences are assigned at each time step to the atmospheric
column; an assumed vertical convergence distribution deposits this heat
and moisture non-uniformly among the atmospheric layers. The:convergences
effectively account for both horizontal and vertical advective transports
of heat and moisture. The thermodynamic conditions of the air column de- .
termine if moist convective or non-~convective precipitation processes pro-
duce rainfall at the surface. Rain is either converted to runoff or added
to the existing moisture in the upper soil layer; this soil mosture can in
turn evaporate inéo thé ldwest atmospheric layer or diffuse into the lower
soil layer. The atmospheric layeré and the ground surface are heated by
solar radiation and cooled by outgoing thermal radiation. The ground
surface is also cooled by the outgoing fluxes of latent and sensible heat.

The various components of the model will now be discussed in detail.

The complete computer code is provided in Appendix D.

a. Model Resolution. The pressure intervals and mean pressures assigned

to the nine atmospheric layers in the 1-D model are similar to those

typically utilized by the GISS GCM, as listed in Table 2-1. The same
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sigma spacing is used, but the surface pressure is assigned to be 1000 mb
at all times. As for the soil, the depth of the upper layer is 10 cm and
that of the lower layer is 50 cm. With an assumed (drainable) soil
porosity of 0.3, the corresponding water field capacities in the upper and
lower soil layers are 30.0 kg/m2 and 150.0 kg/m2, respectively. The
model is one-dimensional and thus the specified horizontal area spanned by
the land surface does not affect.the model computations.
b. Advection. The working assumption in the present modeling of advec-"
tion is that changes in the parameterizations of surface hydrology cannot
affect large-scale transports of heat and moisture, at least not in a way
that the 1-D model can predict. Therefore, convergences of heat and
moisture in each atmospheric layer of the 1-D model, corresponding to net
advective transports into or out of the layer, are assigned at each time
step rather than computed.

The vertically-integrated convergences of heat flux (Heony) and
moisture flux (Qeony) aséigned to the entire atmospheric column are

taken to be

= 2t
Heonv ~ H(:onvo * Heonva €08 (365 < 24) -(5-1{
=’ 2nt (5-2)
Qo0nv = %onvo * Zconva °°° (355 x 24)
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‘where Hogonyo and Qeonveo are the annual mean values, Hgopya and |

Qconva are the specified amplitudes of seasonal variation, and t is the

time in hours since the winter solstice. The vertically-integrated flux
convergences thus follow a sinusoidal seasonal cycle with extrema at the
winter and gummer solstices. Characteristic means and amplitudes can be
obtained from observations.

Equations 5-1 and 5-2 provide the total amounts of heat and moisture
added to (or subtracted from) the atmospheric column at any time step. To
partition these convergences amoné the nine atmospheric layers, the 1-D
model assumes that the vert;cal profilés of heat and moisture flux
convergence always have the same well-defined shape. The following shape,.
roughly based on the shapes of vertical convergence profiles observed in
nature, is used for both moisture and heat flux convergence in the present
version .of the 1-D model. Maximum convergence occurs at 900 mb. The heat
or moisture added per unit air mass decreases exponentially above this
level, reaching the fraction 1/e of the maximum value at 500 mb.
Convergence is assumed to increase linearly between the surface and 900
mb, with zero convergence assumed at the surface.

This convergence profile is integrated between the pressures at the
top and bottom of a given atmospheric layer in the 1-D model to determine
the fraction of the total convergence a;signed to the layer. Suppose
Hoonv(2) and Q. nhy(R) represent the heat and moisture flux
convergences, respecti&ély, calculated for layer 2. The change in. the
temperature T(%) and total water content Q(f) of the layer during a time

step At is calculated as
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T(R) ..+ H () e At/C(R) (5-3)
. 0 conv

T(X)n 1d

ew

QU o+ 0 (1)« At (5=

ew 14 conv

Q(R?n

where C(f) is the heat capacity of layer (.

¢c. Moist Convection and Large-~Scale Precipitation. The algorithms used

to compute moist convective and nonconvective precipitation in the i-D
model are essentially the same as those.used in the GISS Gé;. These
algorithms have already been outlined in Sections 2.3.2 and 2.3.3. Both
precipitation processes are allowed to occur at every time step. They

modify the heat and moisture contents of the atmosphere while producing

rainfall at the earth's surface.

d. Surface Runoff. Runoff R in the 1-D*model is calculated as it is in

the Model II version of the GISS GCM:

(5-5)
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where A is the area of the land surface, P is thé precipitation at the
earth's surface (in kg/mz), W1 is the water content of the upper soil
iayer {(in kg/mz), and Wgeq is the field capacity, or maximum water
content, of the upper soil layer. Dryer soils therefore produce less
ranoff. Precipitation water that doesn't run off the surface infiltrates
into the upper soil layer; the second term in the maximiz;tion operator in
Equation 5-5 insures that infiltration doesn't wet the soil beyond the
field capacity. The coefficient of 1/2 was found to produce realistic

runoffs in the GISS GCM (Hansen et al, 1983).

e. Surface Evaporation and Sensible Heat Flux. As in the GISS GCM,

evaporation from the earth's surface in the 1-D model is proportional to

the specific humidity deficit qg-qg:

E =B ¢ peWgeCqe(qg-qg) (5-6)

where B is an efficiency factor, p is the density of air, Wg is the
surface wind speed, Cq is a vapor transfer coefficient, gz is the
saturated specific humidity at the surface temperature Tg, and qg is

the speéific humidity at the top of the surface layer. The surface layer
is a parametefized portion of the lowest atmospheric layer that lies just
abové the ground. Sensible heat transfer at the earth's surface is compu-

ted similarly:

H = Cp‘p°ws'CH‘(TG-Ts) (5-7)
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where Sp is the §pecific heat of air, Cy is a heat transfer
coefficient, and Tg is the temperature at the top of the surface layer.
The parameters c,, p, and Wg are assigned constant values.

To allow the calculation of Cg, Cy, gg, and Tg, the fluxes of
moisture and heat from“the ground into the surface layer are assumed 20
equal exactly the fluxes from the surface layer into the remainder of the
lowest atmospheric box. The subgrid parameterization of the surféce layer
in the 1-D model is based on the equations outlined by Hansen et al (1983)
for the GISS GCM. The parameterization varies according :to whether the
surface layer is stable (T{>Tg, where T is the average temperature
in the lowest atmospheric box) or unstablev(T1<TG). The surface
boundary layer equations, not provided here, are coupled with the constant
flux assumption to produce values of gqg and Tg that are effectively
weighted averages of ground conditions and the conditions in the lowest

atmospheric box:

CWJq +—Kq1

H s°G Z
ag = ez (5-8)
CW + —
H s Az
K
+—
CstTG Az T1
S CH_ + —
H s Az

where K is an eddy diffusion coefficient, Az is the distance between the

surface layer and the average height of the lowest atmospheric box, and
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qq is the average specific humidity in the lowest atmospheric sox.
Equation 5-8 also assumes that Cy and Cq are equal. Since Cy and K
are themselves functions of Tg, an iterative procedure is required to
find consistent values of Tg and qg.

Note that evaporation can be negative (corresponding to dew
formation) if qg is larger than qg in Equation 5-6. Sensible heat
flux can also be negative.

As in the GISS GCM, the efficiency factor B is set equal to the

extent of saturation in the upper soil layer:
B = (5-10)

The presence of B in Equation 5-6 reflects the fact that the evaporation
rate from a subsaturated soil lies below the potential rate due to soil

resistance to water exfiltration.

£f. Soil Hydrology. In analogy with the GISS Model II soil hydrology,

groundwater runoff is not allowed in the 1-D model., Instead, the lower
soil layer acts as a water reservoir that builds up water reserves in.the
winter and provides water to the upper soil layer during the growing
season.

Downﬁard diffusion of soil water in the 1-D modelioccurs whenever the

saturation in the upper soil layer is greater than the saturation in the
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lower layer. The downward water flux is reflected in the computed changes

in so0oil saturation:

W ‘W )
M) = & (2 - | (5-11)

D fc2 wfc1

(5-12)

2 At fc1 w1 2

M)z W, G W)
fec2 D fc2 fel fc2
where At is the time step, W5 is the water content of the lower soil
layer, Wgoy is the field capacity of the.lﬁwer soil layer,-and Tp is
the diffusion time constant, assumed to be 1 day. These changes in
saturation conserve total water mass. |

In further agreement with the GISS GCM Model II hydrology, upward':
diffusion of water is calculated quite differently. When the saturation
in the lower soil layer is greater than that in the upper layer, the 1-D
model checks to see if the current time step lies within the growing
season, defined to be the period between April 21 and August 21,
inclusive. (This growing season, in fact, slightly precedes the growing
season assumed in the GISS GCM.) If it does, upward diffusion is
immediate; i.e. just enough water is tgansported from the lower soil layer
to the upper layer to make their saturations equal. This immediate
diffusion is meant to reflect the ability of vegetation to extract wéter
from deep in the soil. If the time step lies outside the growing season,

no upward diffusion at all occurs.
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g. Radiation. The model is driven in part by a solar radiation flux Rg,
that is continuously applied at the top of the atmospheric column. The

flux is a function of both the time of day and the season:

- 2nt
Rew = {sto = Rowa ©°° 365 . 24}
(5-13)
C(t - 12)
T day o 2
. 2d2 Max(O, COS{. 48dl Tt})

\

In the equation, Rgy, is the annual meaﬁ incoming shortwave radiation
flux (in Joules/m?-sec) ét the top of the atmosphere, Rgyy is the
seasonal amplitude of the flux, dg is the fraction of daylight hours in
the current day, t is the time in hours since the most recent winter
solstice, and. tday is the time in hours since the most recent
midnight.

Since Rgys 1is positive, the average daily solar radiation, as
represented by the first factor in Equation 5-13, has a sinusoidal
seasonal cycle with a minimum in winter and a maximum in summer. Values
of Rgyo Aas a function of latitude are provided by Hel& and Suarez
(1974), and reasonable values of Rgy,; can be inferred.from tables of
solar radiation at the earth's surface (e.g., CRC, 1975). The remaining
"terms in Equation 5-13 distribute the solar radiation over the hours of
the day, produéing a peak flux at noon and zero incoming radiation at

night. The fraction of daylight hours in a day is computed as



_ 21t
d, = 0.5 dlamp cos(3c5. 22 .‘24) (5-14)

where dgapp is an assigned seasonal amplitude.

VThe incoming solar radiation energy from Equation 5-13 is distributed
among the atmospheric layers and the soil surface using the algorithm of
Held, Linder and Suarez (1981; see their Appendix A). An algorithm for
determining the vgrtical distribution of longwave radiation heating and
cooling is taken from the same source. (See also Held and Suaréz, 1978.)
To apply the algorithms to the 1-D model, several approximations had to be
made; these are outlined in Appendix C of the present report.

The algorithms assume.that the state of the atmosphere is completely
defined tfor the purposes of the radiation calculations) by the surface
temperature and the temperatureé at 250 mb and 750 mb. The 1-D model need
not provide the coqputed changes in atmospheric water vapor content. This
is because a constant relative humidity was assumed when the coefficients
for the algorithms were computed, and thus the algorithms implicitly
account for the increase in atméspheric water vapor content with
temperature. Typical cloud cover values are also implicit in the
algorithms' coefficients.

In addition tobdetermining the net radiative heating or cooling of
each atmospheric layer, the radiation algdfithms produce downward fluxes
of short&ave and longwave radiation at the earth's surface. The upward
longwave radiation flux at the earth's surface is determined from the

surface temperature Tz using the Stefan-Boltzmann law:
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4
=g gl (5-15)

R,v.w-surface G

where ¢ 1is the surface emissivity and ¢ is the Stefan-Boltzmann
constant (5.67 x 10-8 Joules/mz-sec-deg“). The energy balance of the
upper soil layer uses the radiative fluxes in combination with latent and

sensible heat fluxes to update the soil temperature.

5.2.2 Model Deficiencies

Most of the 1-D model paraméterizations described above, such as
those used for moist convective storms, nonconvective storms, surface
evaporation, sensible heét flux, surface runoff, and soil moisture diffu-
sion between groundnlayers, are consistent with the corresponding parame-
terizations used in the Model II version of the GISS GCM. In the 1-D mod-
el, however, it was found necessary to simplify the parameterizations of
certain GCM processes. For example, the 1-D model uses the algorithms of
Held, Linder and Suarez (1981) fo compute radiative heating and cooling in
the atmosphere, whereas the GISS GCM computes more exact values using the
detailed radiation model of Lacis and Hansen {1974). As another (perhaps
1éss important) example, near-surface wind speeds used in the sgbgrid
parameterization of the surface boundary layer (Equations 5-7 and 5-8)
vary with local weather conditions in the GISS GCM but are assumed
constant in the 1-D modél. These simplifications detract from the 1-D

model's ability to mimic the GCM.
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Furthermore, séme of the processes modeled in the GISS GCM are con-
pletely absent frqm the 1-D model. For example, regardléss of the temper-
ature, ice formation is presently prohibited in the 1-D model both in the
ground and during precipitation events. Heat conduction between the first
and second soil layers is also not yet incorporated into the 1-D model.

The dimensionality of the 1-D model may be its greatest handicap.
When, for example, a precipitation event occurs over a grid square in the
three-dimensional GISS GCM, the change in the energy state of the air
column can result in a ‘subsequent change in the air mass (and associated
changes in the heat and moisture) advected into the column, which in turn
will affect the future weather there. The GCM can determine feedbacks in
air mass advection because the GCM also monitors the states of the air
columns over neighboring grid squares. ~ The 1-D model, by its very ﬁature,
cannot do this. The 1-D model assigns rather than predicts heat and
moisture convergences.

The sensitivity to a change in model parameterization might also be
magnified in the GCM.- Consider, for example, a coastal grid squaré re-
ceiving winds off the ocean. A change in, say, the parameterization of
surface runoff might affect the local climate over the coastal square only
slightly. The slight change, however, will modify slightly the character-
istics of the air advected out of the grid square's air column and into
the air column of a grid square farther inland. This inland square will
therefore feel the effects of both the surface runoff parameterization
change and the slight change in the state of its incoming wind. The 1-D .

model cannot account for this effect.

248

g



AFuture versions of the 1-D model will improve on several of the
problems mehtioned in this section. Thermal conduction between soil
layers, for example, could be modeled straightforwardly, as could the
formation of ice in precipitation and in the ground. Perhaps some of the
three-dimensional feedkacks, such as those existing between column energy
state and horizontal convergence, could be parameterized through a study
of the feedbacks existing in the GISS GCM. For the present, though, it is
necessary to keep the 1-D.mode1's deficiencies in mind when analyzing the

model results.

5.3 A Test of the 1-D Model

The 1-D model was designed to simulate the workings of the Model II
version of the GISS GCM. A test of the 1-D model's effectiveness in this
regard is presented below.  In the test, the model sensitivity to the
parameterization of surface runoff is seen to compare well with the

sensitivity observed in the GISS GCM. -

5.3.1 The GISS GCM Runoff Sensitivity Experiment

The two Model II GISS GCM simulations chosen for the sensitivity
analysis differed only in their surface runoff formulations. The
"control" run (Run #814 of a long line of simulations performed by GISS
personnel) calculated the surface runoff produced during a precipitation
event using Equation 5-5. The "experiment” run (Run #809 of the GISS GCM
simulations) calculated runoff using almostvthe same equation, but with a

coefficient of 1.0 rather than 1/2:

249



v
R=A-+ Max(1.0 » P - , P+ W

fei1

1~ Yeor) (5-16)

Thus, given the same precipitation rate and soil saturation at a grid
square, the experiment run would typically produce twice as much surface
runoff as would the confrol run. The experiment run was expected to pro-
duce greater runoff amounts in the spring and a drier soil in the summer.
The two GISS GCM simulations ran for twenty months. Generated time
series of precipitation, evaporation, runoff, surface temperature, and
soil saturation during the second year are presented in Section 5.3.3 for

comparison with the 1-D model results.

5.3.2 The 1-D Model Runoff Sensitivity Experiment

The 1-D model sensitivity analysis was performed in much the same
way. A two-year model simulation calculating runoff with Equation 5-5 was
compared to a different two-year simulation calculating runéff with Equa-
tion 5-16. Time series of the water balance components during the second
simulation year of each run are presented in Secfion 5.3.3.

.The values chosen for the 1-D model constants are listed in Table
5-1. They agree, for the most part, with the values used in the GISS
GCM. One exception is the near-surface wind speed, which is éalculated
explicitly in the GCM but assumed constant at 2 m/sec in the 1-D model.
The 1-D model also assumed a constant near-surface air density of 1.2
kg/m3 and an effective surface roughness of 0.3 m, typical for continen-

tal plains. Ground albedo remained constant at 0.15.
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Table 5-1

Values used for 1-D model parameters

i) Resolution parameters

Surface pressure 1000 mb
Time step for surface flux calculation 6 min
Time step for all other processes 1 hr

ii) Radiation parameters
325 Joules/mz-sec

Rswo 2

Rgwa 162 Joules/m“-sec
Ground albedo 0.15
€ 1.0
dg : 2.8 hours
Teddy 20 days

iii) Convergence parameters
Hoonvo (for 1 n? area) -34.0 Joules/sec
Heonva (for 1 m? area) 39.8 Joules/sec
Qconvo (for 1 m?2 area) 9.2 x 10~° kg/sec
Qconva (for 1 m? area) 6.83 x 10~°% kg/sec
iv) Surface boundary layer parameters
Surface layer height : 30 m
Roughness height 0.3 m
We 2 m/sec
Height of lowest atmospheric layer 500 m
[ 1.2 kg/m3
v) Soil parameters

Porosity ) 0.3
Heat capacity of dry earth 1.130 x 10% Joules/m3°x
Wee : 30 kg/m?
Weeo 150 kg/m?
D 1 day



Parameters specific to the 1-D model are those that define the incom-
ing solar radiation flux and the horizontal convergences of heat and mois-
ture. These parameters effectively establish the climate generated by the
1-D model. For the runoff sensitivity experiment, the incoming solar
radiation varied with season and time of day according to Equation 5-13,
with the annual mean radiation flux Rg,, at the top of the atmosphere
being 325 J/m2-sec and the seasonal amplitude Rg,, being 162
J/m2-sec. This approximates the seasonal cycle of solar radiation
received at 40°N (Held and Suarez, 1974; CRC, 1975).

A seasonal cycle for heat convergence was inferred from the monthly
zonally-averaged meridional energy transports provided by Oort (1971).
First, monthly totai energy convergences were estimated by subtracting the
northﬁard tofal energy flow past 45°N from the flow past 40°N and then
dividing by the area of the region in between. Next, monthly latent
energy convergences between 40°N and 45°N were estimated in the same way.
The difference between the total énergy convergence and the latent energy
convergence in a given month was interpreted as that month's heat
convergence. The seasonal cycle fitted to the monthly heat convergences
is defined by an Hggnpyo Value of -34.0 Joules/sec and an Hggpyg Value
of 39.8 Joules/sec in Equation 5-1 (for a ground surface area of 1 mz).
Thus, the assigned heat convergence is gengrally negative, with relatively
small positive values in the winter.

The seasonal cycle for moisture convergence could not be determined
in such a straightforward manner. Unlike heat convergence, moisture

convergence over a continental region cannot be approximated by the zonal



mean convergence, since continentality plays a aominant role. Convergence
over continents during summer, for e#ample, is reduced due to increased
soil evaporation rates. Another problem arises from poésible inconsisten-
cies between the data sets.used to determine the inputs. Assigned
seasonal cycles of radiation, heat convergence, and moisture convergence
may seem reasonable when each is considered separétely, but if they are
inherently inconsistent, they do not necessarily produce a reasonable 1-D
model climate. In early experiments, moisture convergences were inferred
from the same data set used to construct the moisturg flux divergence
plots in Section 3.1.3. This resulted, however, in climates that were
either too cold throughout the year or too wet in winter. It was desired
to produce a warmer climate with a relatively wet summer for the compari-
son of climate sensitivities in the 1-D model and the GISS GCM.
Presumably, once the seasonal cycles of radiation and heat conver-
gence over a typical continental region in the GCM are determined from a
GCM simulation, a consistent seasonal cycle of moistufe convergence there
could be inferred from the plots in Section 3.1.3. For now, though, the
seasonal cycle of moisture convergence is estimated as follows. A
moisture balance in both the real world and the model requires that the
annual means of moisture convergence and surface runoff be equal. Thus,
the mean annual moisture convergence in the 1-D model is set equal to the
mean annual global runoff in nature, estimated to be 29 cm/year, or 9.2 x
10-8 gg/mz-sec (Hansen et al., 1983, quoting L'vovich, 1980). Runoffs of
this magnitude are known to exist between 40°N and 45°N (Baumgartner and

Reichel, 1975). The assigned seasonal amplitude of 6.8 x 10"6 kg/mz—sec
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is estimated from the GCM moisture flux divergence data (from Section
3.1.3) over certain pure land grid squares in North America.
Keep in mind that the 1-D model is designed not so much io simulate
GCM climate as it is to simulate GCM climate response to changes in
hydrological parameteriéation. During the course of the 1-D model's
development{ a wide range of heat and moisture convergences was assigned
to the atmospheric column. The generated climate was seen to change with
each set of imposed convérgeﬁces. The model sensitivity to changes in
hydrological parameterization, however, was found to be largely the same
regardless of.the convergences chosen. The response of the 1-D model ’
under the convergences described above can be considered typical.
The 1-D model used a time step of 1 hour for all processes except

surface evaporation, which employed a six minute time step for stability

purposes.

5.3.3 Comparison of Sensitivities

The GCM data presented in Figures 5-3a through 5-7a represent monthly
average conditions over land at 43°N. To produce the data, GCM variables
were spatially averaged over the land portions of all grid squares at this
latitude. Only. eight months of GCM data were available during the second
simulation'year.

Figure 5-3a shows the soil water content Wy in the upper soil layer
(in kg/mz) aé a function of time for the GCM simulations. (Unavailable
GCM data prevented a.conversion of water content to soil saturation for

the present discussion.) The solid line represents the control simulation
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a. GISS GCM

b. 1-D Model

Figure 5-3
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results, and the dashed line represents the experiment simulation

results. In both simulations, the soil moisture content in late summer is
lower than that in winter. Also, throughout the year, the use of Equation
5-17 to ease the production of surface runoff causes the experiment
simulation to generate lower soil moisture conténts than those observed in
the control simulation.

Figure 5-3b compares the corresponding time series of upper level
soil saturation- from the two 1-D model simulations. Aéain, the solid 1line
represents the:control run results and the dashed line represents the ex-
periment run results. In agreement with the GCM simulations, the arrival
of summer is marked by a decrease in soil moisture, and the experiment run
produces lower soil moisture contents throughout the year than does the
control run.

Both the GCM and the 1-5 model generate a local minimum (in time) of
soil saturation in spring. The local minima certainly reflect the
imposition of a growing season. Recall from Section 5.2.1f that diffusion
of moisture from the lower soil layer to the upper soil layer is prevented
in both models'until a certain time in spring, when diffusion becomes
immediate. (Unfortunately, this time is slightly different in the two
models, being 132 days from the winter solstice in the GCM and 121 days in
the 1-D model.) Thus, at fhe start of the growing season in gither model,
the upper soil layer suddenly has a rich new supply of moisture, and the
soil saturation increases.

The sensitivity of the seasonal evaporation rates to the

parameterization of surface runoff is shown in Figure 5-4a for the GCM and
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Figure 5-4b for the 1-D model. Notice that the same trends in evaporation
reduction are indicated by both models. For both models, the evaporation
rates in the experiment simulation are less than those in the control
simulation during summer, apparently due to the lower soil moistures
observed in Figures 5-3a and 5-3b. The greatest reduction occurs for boti:
models after the summer evaporation maximum. Also for both models, winter
evaporation rates are not affected much by the ruﬁoff parameterization.
Notice that the magnitudes of the evaporation rates prodﬁced by the two
models ar; similar.

Precipitation time series from fhe GCM simulations are shown in
Figure 5-5a, and those from the 1-D model simulations are shown in Figure
5-5b. For both the GCM and the 1-D model, summer precipitation in the
experiment run is less than that in the control runm, probabiy due to the
reduction iﬁ evaporation rates noted above. The lowered evaporation rates
in each experiment run also result in higher temperatures at the earth's
surface in summer, due to the reduction in evaporative cooling. This is
demonstrated in Figure 5-6a for the GCM simulations and in Figure 5-6b for
the 1-D model simulations. Thé 1-D model climate is slightly cooler than

"the GCM climate in' summer, probably due to the summer heat énd moisture
convergences chosen.

Finally, the sensitivity of the surface runoff itself to the runoff
parameterization is shown in Figure 5-7a for the GCM and Figure 5-7b for
the 1-D model.' (The jagged nature of the GCM runoff curves reflects the
fact that the GCM runoff data was provided to only oﬁe significant

figure.) For both the GCM and the 1-D model, the use of Equation 5-16 in
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the experiment run to compute surface runoff results in higher runoffs in
the winter and spring. Notice, however, that in the GCM, the experiment
run produces higher runoffs than the control run in summer, while the
reverse is true‘in the 1-D model. A similar discrepancy in late summer
model behavior is seen in the precipitation. time series shown in Figure
5-5. The diécrepancies perhaps relate to the assignment of moisture
convergences in the 1-D model, which constrains the annual runoff produced
by the control and experiment runs to be the same. The GCM simulations
are not subject to this constraint.

Aside from these discrepancies, though, the 1-D model quite success-
fully reproduces the inherent GCM sensitivities to runoff parameteriza-
tion. Thﬁs, in spite of its many simplified formulations, the 1-D model
seems to capture the essential physics of GISS GCM hydrology. The test
above helps justify the use of the 1-D model as a surrogate for the GCM in
sensitivity studies examining various hydrological parameterizations,

including that of fractional wetting of soil during precipitation events.

5.4 Fractional Wetting: Investigation with the 1-D Model

5.4.1 Parameterization of Fractional Wetting

Subgrid wetting of land during precipitation-events is modeled by di-
viding the 1-D model land surface into sections of equal area and allowing
precipitation formed in the atmospheric column to fall onto only one sec-
tion, chosen randomly for eaeh storm. The air column itself remains in-
tact and éffectively lies above all the land sections. Any number of land

divisions may be specified by the user.
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Surface runoff is calculated as in the original 1-D model, but since
the precipitation is now assigned to fall onto a smaller area, the pre-

cipitation depth is correspondingly increased. Equation 5-5 thus becomes:

W
1-local
?
wfc1

o ' , A
Tt "iiocar ” chl) (5-17)

where £ is the fraction of the total land area represented by'a single’
gsection, P is the precipitation'.in.kg/m2 under the uniform wetting
assumption, and Wy_joca1 is the water content in kg/m?2 of the section
being wetted. With this formulation, a given land section experiences
precipitation wetting that is more intense yet less frequent.

The soil moisture content of each land section is followed separate-
ly. The 1-D model soil hydrology and evaporation formulations described
in Section 5.2 above are applied to each section individually, and the
model continuously updates and stores each séction's soil saturations and
surface temperature. The different local surface temperatures also pro-
duce different sensible heat and outgoing longwave radiation fluxes.
Horizontal transport of heat and moisture between neighboring land
sections is prohibited.

The single atmospheric column above the land sections, on the other
hand, is assumed to be well-mixed horizontally. All heat and moisture
additioné from the surface into the first atmospheric layer are spread
evenly throughout the layer. Thus, the specific humidity qq and temper-

ature Ty in the lowest atmospheric layer are assumed to be the same over
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each land section when calculating the local surface layer characteristics
with Equations 5-8 and 5-9, even if evaporation and sensible heat fluxes
in previous time steps varied greatly among the sections.

In some fpture version of fhe 1-D model, it might be sensible to
adjust the radiation fluxes calculated above that land section receiving
precipitation during a time step. The shortwave radiation incident on the
land section, for example, should perhaps be reduced due to increased
cloud albedo. At the present stage of model development, however, the
outgoing longwave flux is the -only radiative flux that varies among the
sections.

The present parameterization of fractional wetting assumes that
precipitation generated in consecutive time steps constitutes a single
storm and that all rainfall from a given storm falls onto the same land
section. Thus, the increase in soil saturation achieved by a section
during the first hour of a storm directly affects the runoff produced
during the second hour of the storm. The section to receive precipita-
tion is randomly chosen at the beginning of each storm. While such a
formulation would be unrealistic for a climate with infrequent dry
perigds, the average storm duration in a 1-D model simulation is generally

less than three hours.

5.4.2 Sensitivity of 1-D Model to Fractional Wetting
Four 1-D model simulations were performed to produce the results
presented below, one with a singlg land section, one with five sections,

one with ten sections, and one with twenty sections. The simulations
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employed the model parameter values outlined in Section 5.3.2 above.
Model data were collected during the second year of each two-year
simulation. The data for each simulation represent average conditions
over all sections.

The seasonal cyqle of average soil saturation in the upper soil layer
is shown for each simulation in Figure 5-8. Except for a period in late
spring and early summer, smaller wetted fractions lead to lower average
soil saturations. The tﬁenty-division simﬁlation has lower soil
saturations throughout the year.

An examinatioﬁ of the surface runoff formulation helps explain the
behavior of the soil saturation curves in winter. Smaller wetted
fractions are more likely ﬁo become saturated by precipitation events:
Once a section is saturated, the runoffs generated over the section
increase markedly. (Runéff from a saturated fraction is calculated with
the second term in the maximization operator in Equation 5-17.) This
effect is felt the most in winter, when soil saturations are already
high. Figure 5-9 shows the seasonal cycles of surface runoff for the four
simulations. Notice that in winter, a decrease in wetted fraction size
results in an increase in surface runoff. The increase in runoff is _
apparently at the expense of average water infiltration into the soil, and
thus winter soil saturations are lower for smaller wetted fractions.

In late summer, at approximately Day 240, the average soil satura-
tions in the wetted fractions simulations drop suddenly, while that in the
uniform wetting simulation dogs not. The drop corresponds to the end of

the growing season. Recall that at this time, upward diffusion of
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moisture from the lower to the upper soil layer is suddenly prohibited,
while downward diffusion can continue as before; the upper soil layer thus
loses a potential source of moisture then. This loss is felt the most in
the wetted fractions simulations, perhaps due to their non-uniform spatiél
distributions of soil moisture. At the end of the growing season, high
downward diffusion rates in certain soil sections are no longer offset by
high upward diffusion rates in other sections. The greater the spatial
variation in soil moisture is, the greater the bias will, be toward larger
downward diffusion rates.

Runoffs in late summer show a strong sensitivity to wetted fraction
size, with smaller wetted fractions producing smaller runoffs. This is
partly due ﬁo the fact that the soil is dryer in the summer, making it
much more difficult for a precipitation event to completely saturate a
land sectiop. Thus, Equation 5-17 generaily uses the first term in the .
maximization operator to célculate runoff, i.e., runoff is calculated as
being proportional to soil saturation. Since soil saturatiqn decreases
with wetted fraction size in late summer, so does runoff.

Another reason for the late summer runoff sensitivity is the concur-
rent sensitivity obéerved in precipi;ation. Figure 5-10 shows the season-
al cycle of precipitation for each simulation. Notice the decrease of
late summer precipitation with wetted fraction size. According to Equa-
tion 5-17, lower precipitations fesult in lower runoffs.

| The late summer precipitation sensitivity, along with the one
_observed in early spring, corresponds to and probably results from the

concurrent sensitivities observed in the evaporation cycle, shown in
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Figure 5-11. For smaller wetted fractions, surface evaporation in late
summer and early spring pumps less precipitable water into the air,resul-
ting in reduced precipitatiop. The reduction of evaporation with wetted
fraction size during these times in turn reflects the concurrently reduced
soil saturations observed in Figure 5-8. As indicated by Equations 5-6
andb5-10, evaporation_in the 1-D model is directly propqrtional to the
s0il saturation. Notice also that early summer evaporations are signifi-
cantly reduced only for the twenty-~division simulation, as are early
summer soil saturations.

The seasonal cycle of average surface temperature is shown for each
simulation in Figure 5-12. Fractional wetting seems to have little effect
on surface temperature. The small variation observed among the simula-
'tions in summer probably reflects the observed variation in evaporation
rates; for smaller wetted fractions, the lower evaporation rates result in
reduced latent cooling of the surface and thus in higher temperatures.

In summary, the seasonal cycles of the climatic variables appear to
be controlled by the seasonal cycle of soil saturation. Fractional wet-
ting apparently modifies soil saturation in winter through its effect on
runoff production and in summer through its effect on moisture diffusion
between soil layers.

Table 5-2 lists the annual mean precipitations, evaporations, surface
runoffs, énd upper soil layer saturations for each simulation. The annual
precipitation and evaporation values decrease with the fraction of land

receiving precipitation. Notice that the precipitation and evaporation
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Table 5-2. Annual water balance quantities

Precipitation
(mm/year)

Evaporation
(mm/year)

Runoff
{(mm/year)

Saturation in
Upper Soil
Layer

for the wetted fractions simulations

N

Number of Land Divisions

1 5 10 20

1015 991 965 892
725 701 675 601
291 291 290 290
0.62 0.59 6.57 0.49
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decrease together so that the annual runoff is the same in all simula-
tions, as is necessary from the assignment of atmospheric moisture con-
vergences. As indicated in Figure 5-9, however, seasonal runoffs do vary
with wetted fraction size. A small decrease in the annual mean soil

saturation with wetted fraction size is also apparent.

5.4.3 A Simple Approximation to the Fractional Wetting Parameterization

The above simulation results indicate that the 1-D model climate is
sensitive to the fraction of land surface wetted during a storm. The
alternative fractional wetting parameterization preseﬂted below is found
to generate some of the same model sensitivities. It is simpler in nature
and potentially can be incorporated into a GCM.

In the alternative parameterization, which is based on a suggestion
by GISS personnel, the 1-D model land surface is divided into only two
sections, one larger than the other. All precipitation generated by‘the
model falls onto the smaller section. Runoff is calculated with Equation
5-17, with £ now being the fraction of the land surface represented by the
smaller section; the runoff calculation‘thus accounts for the increase in
precipitation depth associéted with fractional wetting. As before, soil
water diffusion and evaporation fluxes are calculated separately for each
section, and the air above the land surface is assumed to be well mixed.

At the beginning of every storm, just before the first precipitation
.water-reaches the land surface, the model redistributes the moisture in
the upper soil layers of the two sections so that the two upper soil lay-‘

ers are at the same saturation state. This is the key simplification in
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the alternative parameterization. The soil moisture in the lower layers
and the heat contents of the upper layers are similarly mixed. Again,
precipitation amounts generated in consecutive time steps constitute a
single storm. The heat and moistu;e contents of the two sections are fol-
‘lowed separately, with no horizontal transfers allowed during the period
between the start of a storm and the start of the next storm.

Three 1-D model simulations were performed using this alternative,
"wet-and-dry-fraction" fractional wetting parameterization. The smaller
section constituted 1/5 ofikhe land surface in the first simulation, 1/10
of the land éurface in the second, and 1/20 of the land surface in the
third; the three simulations thus correspond to the five-~division, ten-
division, and twenty-division simulations described in Section 5.4.2
above. The simulations used the model parameters listed in Table 5-1.
They ran for two years each, with model data being collected in the second
year.

Time series of saturation in the upper soil layer for the three simu-
lations are shown in Figure 5-13. The results from the 1-D model simula-
tion with unifofm precipitation wetting are also shown for comparison.
Notice that the sensitivity of-soilbsaturation to wetted fraction size is
simi;af in winter and spring to that observed under the original parame-
terization (see Figure 5-8). The simplified parameterization is not
successful, however, in reproducing the sensitivity inherent in the
original method in late summer. This is seen more clearly in Figure 5-14,
in which the seasonal cycles of spil saturation using the original and

simplified methods for a wetted fraction of 1/20 are directly compared.
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Figpres 5-15 and 5-16 provide the corresponding plots for precipita-
tion. Again, the sihplified parameterization reproduces the original
method's winter and spring sensitivitiés but fails to generate the
origihal method's reduction in late summer precipitation. Corresponding
plots for evaporation, ruﬁoff, and surface temperature (not shown here) .
reflect the same performance.

To explain the late summer deficiency in the simplified parameteriza-
tion, recall from Section 5.4.2 that fractional wetting seemed to act in -
two different ways‘to reduce average soil saturations from their values
under the uniform wetting assumption. In winter and spring, high-average
soil saturations allowed excess runoff to be produced from the increased
precipitation depths allowed by fractional wetting. This resulted in
decreased infiltration and thus in reduced saturations. In late summer,m
the end of the growing season prevented moisture in the lower soil level
from diffusing into fhe upper level. This especially enhanced downward
diffusion in the fractional wetting simulations; due to ﬁheir spatially
non-uniform distributions of soil saturation. The larger downward
diffusion rates resulted in smaller upper level soil saturations.

Apparently, since the simplified fractional wetting parameterization
does assign 1érger precipitation depths to a fractional area, it caﬁ
account for the first mechanism.l It thus performs well in winter and
spring. The lesé severe non-uniformity in soil saturations, however,
apparently cannot provide for the second mechanism, and the simplified

. parameterization performs poorly in late summer.
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5.5 Interpretation of Model Results

It is essential to keep the 1-D model in perspective. The model was
designed to simulate the response of a three-dimensional GCM to changes in
hydrological formulation. It is effectively, then, a "model of a modelﬁ.
The fractional wetting experiment described above, for example, does not
examine the natﬁre of spatially varying precipitation in real-world
hydrological basins. It examines only potential GCM sensitivities to the
incorporation of fractional wetting.

Furthermore, note that the GISS GCM's present formulation of surface
runoff is tuned (e.g., through the parameter 1/2 in Equation 5-5) to
produce reasonable runoffs from a uniform precipitation wetting over a
grid sgquare. Assigning rainfall to a fraction of the surface is certainly
more realistic, but it won't produce a more realistic hydrology under the
present runoff parameterization. To produce a more realistic hydrology,
the various model parameterizations would have to be retuned.

A more'complete sensitivity study might proceed as follows. The 1land
surface in the 1-D model would be divided into a certain number of
sections. The relevant model parameterizations would be retuned (but not
reformulated) to produce the most realistic climate possible. The land
surface would then be divided into a different number of sections, and the
médél parameterizations would again be retuned. The true sensitivity of
the 1-D model climate to the inclusion of fractional wetting would be
indicated by the differences in these climates.

_Regardless of whetherx these new climates indicate a sensitivity to

wetted fraction size, however, accounting for fractional wetting can only
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lead to model improvement. The more realistic a GCM formulation is, the
more accurately the GCM can be used to predict climate changes. The added
arbitrary tuning necessary to produce a reaspnable.soil hydrology ugder
the inaccurate uniform wetting assumption may not be appropriate under a
modified model climate.

Even though the fractional wetting simulations presented in Section
5.4 do not account for the necessary retuning of model parameterizations,
their results are still suggestive. The GISS GCM hydrological formula-
tions imposed in the 1-D model caused certain climatic variables, such aé
average soil saturation, to respond in well-defined ways to the size of
the wetted fraction when the land surface was divided horizontally into a
number of sections. At certain times of the year, essentially the same
responses were observed under an alternative fractional wetting
parameterization employing only two sections, as described in Section
5.4.3. This latter parameterization, which is less computationally
demanding and which potentially could be incorporated into a GCM, perhaps
can capturé in part the important effects of fractional wetting.

Again, though, it is necessafy to qualify this statement. Other
GCMs, including the planned Model III version of the GISS GCM, use
different soil hydrology formulations. If the 1-D model was fitted with a
different set of formulations, the response of modei climate to wetted
fraction size might be markedly different, and it would be difficult to
predict in advance the success of the simpler fractional we£ting )
parameterization in reproducing this climate response. Furthermore, once

the modeler was satisfied with a given parameterization's performance
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under an appropriate version of the 1-D model, the parameterizdtion would
still have to be tested in the three-dimensional GCM. The 1-D model,
remember, is necessarily limited in its ability to examine GCM behavior,
being unable to simulate such features as horizontal convergence of air
mass in the atmospheric column.

Furthermore, only model sensitivities to various wetted fraction
sizes have been aiscussed above. This repﬁrt has no; attempted to deter-
mine the proper wetted fraction size to assign to a given precipitation
event. Perhaps the fraction size could be assigned probabilistically,
using a different probability distribution for moist convective and non-
convective precipitation events. The distributions might be derived. from
studies such as that of Eagleson and Wang (1985) for non-convective events
and Eagleson et al (1987) for convective events. Note that the fractional
wetting parameterizations employed above can be modified easily to allow a
time-varying wetted fraction size.

Although more work needs to be done, the 1-D model simulations pre-
sented above provide at least the start of a potentially useful fractional
wetting analysis. Before concluding this section, it should be noted that
a significant feature of the above analysis is the development of the 1-D
model, which seems (from fhe test in Section 5.3) to capture the essential
physics inherent in the‘GISS GCM's hydrological cycle. It is thus
potentia;ly useful for other GCM hydrology studies as well. Some of these

potehtial uses are outlined in the following chapter.
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Chapter 6

Summary, Conclusions, and Outlook .

This chapter summarizes the basic findings of the present report and
suggests possible courses for future research. The chapter is naturally
divided into two parts, the first discussing the tracer water model, and

the second discussing the fractional wetting analysis.

6. The GISS GCM Tracer Water Model

The tracer water version of the GISS GCM allows one to determine, for
the inherent GCM climate, where a water mass evaporating from a specified
region on the earth first returns to the earth's surface as precipitation,
exchanged vapor (over the ocean), or dew. As discussed in Chapter 2, the
" model allows all important atmospheric processes to éct on the
three-dimensional tracer distribution. To the extent that the GCM climate
is accurate, the mbdel results can suggest lateral scales of hydrological

transport in the real world.

6.1.1. Vélidity of the Tracer.Water Model

The extent to which the tracer water model results are limited by the
accuracy of the GISS GCM itself is indicated, in part, by a‘comparison of
observed and modeled fields of vettically-integ;ated vapor flux. These

comparisons, presented in Chapter 3, show that the GCM simulates the
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large~scale features of the observed fields fairly well but fails to
reproduce properly a great many features at émaller spatial scales. The
global maps in Section 3.1 should be used when évaluating the results of
the tracer water model simulations. Simulated tracer transport cannot be
trusted in regions whefe the total vertically-integrated water vapor flux
is poorly simulated.

The inter-annual variability inherent in the tracer water model was
investigated in Section 3.2. Five July simulations, each using a differ-
ent set of GCM initial conditions, produced roughly the same tracer
precipitation. contours for a Southeast Asia source region. The results
speak for the adequacy of a one-month integration time in the determina-
tion of average tracer transport characteristics.

The tracer waﬁer model was then used to simulate tritium transport
from the stratosphere to the ocean. The ratio of tritium inpuf into the
ocean'via vapor exchange to that via precipitation was found to be
strongly insensitive to changes in source location and to changes in the
parameterizations of vapor exchange, precipitatipn, and advecﬁive trans-
port. Furthermore, the ratio was significantly 1es§ (by a factor of two)
than that deduced from observational data by Weiss and Roether (1980).
Weiss and Roether, however, employed a number of questionable assumptions,
and it it therefore difficult to evaluate the tracer water model's perfor-
mance on the basis of their analysis. Chapter 3 also provided a brief
overview of a tracer water model simulation of stable water isotope

distributions, as performed by Jouzel et al (1987).
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6.1.2 Hydrological Implications of Model Results

Chapter 4 presented some further applications of the tracer water
model. One set of simulations, for example, determined the relative
contributions of large-scale evaporétive sources on the globe to the
precipitation at each GCM grid square. As expected,_midlatitude
continental regions in the model were found to be a more important source
of continental precipitation water during summer than during winter. 1In
fact, the results indicate a fair degree of continental water recycling
during summer in midlat;tudes. In some tropical land regions of the
Northern Hemisphere, on the other hand, continental moisture sources were
more important iq winter than in summer.

The strong water recycling indicated at times in both
midlatitudes and the tropics is contrary to the c¢onclusions of various
studies in the literature that stress the dominance of oceanic evaporative
sources for continental precipitation (e.g., Benton et al., 1950; Budyko,
1974; MéDonald, 1962). These latter studies, remember, rely on
simplifying assumptions of water vapor transport and precipitation
formation, since water recycling in the real world cannot be measured -
directly. In some ways, the results of the tracer water model are moré
reliable, since the model is more complete. For example, only the tracer
water model accounts explicitly for the formation of convective
precipitation from recently evaporated, near-surface continental water
vapor. On the other hand, the accuracy of the tracer water model results
are necessarily constrained by the accuracy of the GCM climate_itself and

by the suitability of the GCM's internal parameterizations. The
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parameterizations for moist convection and surface evaporatisn, for
example, were (to an extent) tuned to produce reasonable total water
transports and were not originally designed to transport specific tracer
water masses.

The tracer water model constitutes one obvious way of using the GCM
to examine the hydrological interconnections existing between land
regions. The model results must be interpreted properly, though.
Consider, for example, the simulation using the tracer source region
situated in the Mississippi Valley. (See Section 4.1 and Figure 4-1.)

The simulation results suggest that for the model climate, roughly 1 mm of
the 30-day July precipitation in parts of New England is derived from
evaporated Mississippi Valley water. Suppose now that to simulate a
large-scale irrigation project in the Mississippi Valléy, evaporation from
the grid square was artificially increased by 10%. The simulation results
do not imply that the contribution to the New England precipitatios will
increase to 1.1 mm/30-days. Changing the evaporation rate can change the
model climate in unpredictable ways. This must be remembered when using
the model to examine the effects of modifying an evaporative source region
in the real world.

Again, although it is tempting to accept the model results as
representative of nature, it must be remembered thst they only reflect
hydrological transport within the inherent model climate. The poor
performance of the GISS GCM in reproducing realistic climate patterns at
small spatial scales deserves special consideration; it would be wrong,

for example, to infer more than a general direction and rough
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characteristic travel distance from Figure 4-1 for water evaporating from
th; Mississippi Valley.

The fact thét the computed hydrological transports are relevant ;o
the GCM climate does, however, suggest that the tracer water model can
serve potentially as a GCM diagnostic and thus can be used to improve the
GCM. Consider, for example, the fact that the Giss GCM currently produces
too much precipitétion over Greenland. The "origins of precipitation”
simulations discussed in Section 4.2 determined the evaporative sources of
Central Greenland :precipitation for each season. During the season in
which simulated Greenland precipitation is especially excessive, the.
surface conditions in the important evaporative sources could be checked
for accuracy and possibly corrected.

As the GISS GéM becomes further developed and improved, the traéer
water model results will increasingly reflect the movement of specific
'evaporated water masses in the real world. Nevertheless, the tracer water
model (and other models like it, such as that of Joussaume et al, 1986) at
the éresent time constitutes the most comprehensive (and possibly most

accurate) method available for quantifying the lateral scales of

hydrological transport.

6.1.3 Future Research with the Tracer Water Model

Certain aspects of the tracer transport parameterizations could be
improved. As discussed .in Section 2.3.1, for example, the linear slopes
scheme used in calculating tracer advection occasionally produces small

negative tracer amounts. GISS personnel are currently developing a
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"parabolic slopes scheme" that is inherently more accurate and prevents
the formation of negative tracer. Other features that could be
incorporated into the model include the rise of tracer condensate within
moist convective plumes and a more appropriate interpretation of upward
and downward tracer vapor flux at the ocean surface.

Sensitivity studies can be used to determine which features of the
tracer water model are essential and which are probably unnecessary. One
such study has already been performed. The tracer water model followed
water evaporating from the Southeast Asia grid square under the assumption
thét during moist convective events, falling tracer condensate experiences
complete equilibration with the tracer vapor in the surrounding air. As
discussed in Section 2.3.2, the tracer water model standardly assumes that
only half of the falling condensate equilibrates with the surrounding
vapor. The tracer precipitation contours produced by the sensitivity
siﬁulation are essentially the same as those produced by the control
simuiation, suggesting that the modeling of such tracer equilibration may
not be necessary.

The tracer water model simulation described in Section 4.3, which
investigated the importance of evaporative source temperature on the
deuterium content of Antarctic precipitation, demonstrates just one of the
model's many possible applications in studies of water isotope
geochemistry. Another water isotope study, currently being performed by
Dr. Jean Jouzel (of CEN in Paris, France), Randal Koster, and GISS
personnel, uses the tracer water model to evaluate various formulations

for water isotope behavior present in the literature. A typical
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sensitivity simulation might impose, for example, an alternative
formulation for kinetic fractionation during moist convective events. If
the formulation produces more realistic global fields of isotope
concentration, it might be considered superior to the formulation that is
standardly used. This not only would improve the structure of the tracer
water model, but also it would improve understanding of the behavior of
water isotopes in the real world. One of the sensitivity simulations was
already described in Section 3.4.3. In this simulation, the slopes scheme
for water isotope advection was replaced by an upstream weighting scheme,

resuiting in an excessive diffusion of isotopes to the poles.

6.2 Fractional Wetting of GCM Grid Squares

6.2.1 The 1-D Model Fractional Wetting Simulations

A one-dimgnsional model was constructed to study the resﬁonée of the
GCM climate to the imposition of a parameterization for fractional wetting
during precipitation events. As discussed in Section 5.2, most of the
formulations for the physical processes within the 1-D model were taken
directly from the GISS GCM. The abiiity of the 1-D model to adequately
predict GISS GCM sensitivities to changes in hydrological parameterization
was confirmed in Section 5.3.

The 1-D model simulétions discussed in Section 5.4.2 show that the
imposition of fractional wetting causes large changes in seasonal
precipitation, evaporation, and surface runoff rates. Changes in mean

annual precipitation and evaporation are also seen. These changes are
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related to changes in soil saturation, which is directly modified by
fractional wetting in two different ways. First, increased precipitation
depths c#use increased surface runoff in winter, resulting in lower soil
saturations. Second, increased spatial variations in soil moisture
“content seem to cause, under the GISS GCM formulation for soil moisture
diffusion, increased downﬁard diffusion rates in late summer.

The preliminary one-dimensional model simulations discussed in
Section 5.4.3 tested a simple fractional wetting parameterization. 1In
this parameterization, land surface conditions are homogenized at the
beginning'of every storm, and the land surface is then Aivided into only
two sections, one of which is wetted. The simulation results, when
icompared to reéults of simulations using the more detai}ed
parameterization, suggest that the simple'parameterization may allow a GCM
to more realistically account for the larger precipitation depths
associated with subgrid wetting.

As discussed in Section 5.5, however, a complete analysis would
require more work. It would be important to determine, for example, the
sensitivity of the 1-D m§del climate to the imposition of fractional
Qetting whén all model formulations are "retuned" to the fullest extent
possible. Work should’also be focused on improving the 1-D model's
ability to simulate GéM behavior. Fér example, the 1-D model's present
radiation écheme could be replaced by the scheme used in the GCM (see
Lacis and Hansen, 1974). Alsc, it is sensible to choose a representative
atmospheric column in the GISS GCM and to run a GCM simulation that

stores, at every time step, the convergences of moisture and heat into
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each layer of the column. These time series of moisture and heat conver-
gences can then be applied to the 1-D model in place of the sinusoidal

seasonal cycles of convergence calculated in Equations 5-1 and 5-2.

It would also be useful to study model response to fractional wetting.

.under different boundary conditions. The imposed seasonal cycles of in-
coming solar radiation and of heat and moisture convergence in Section 5.4
were derived from cycles observed over continents at 43°N. Perhaps the
model would respond differently if the imposed seasonal cycles represented
a warmer and dryer climate, such as that typica;‘over continents at 25°N.

One aspect qf the 1-D model that will eventually require modification
is the formulation of soil hydrology itself. The climate sensifivities to
wetted fraction size presented in Sectioh 5.4 are probably somewhat
specific to the imposed GISS GCM soil hydrology. The GISS GCM, however,
is presently evolving from the Model I;'version to a Model III vefsi;n,
which features a more complex soil hydrology. Model III will include, for
example, a formulation for a vegetation canopy and a nonlinear
relationship between soil saturation and evaporation. A 1-D model
analysis that relates to the improved GCM will require an equivalent
increase in the 1-D model's hydrological complexify.

Furthermore, the suggested "wet and dry fraction" parameterization for
fractional wetting could be improved. As hinted in Section 5.5, it could
be modified to allow the relative size of the fractions to vary with each
storm. This is possible because the moisture and heat in the two sections

are redistributed uniformly between them immediately before the storm
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water falls. The assigned areal coverage of a storm might be based in
part on the precipitation volume and in part on an assumed probability
distribution; the distribution might employ different parameters for moist

convective and nonconvective precipitation.

6.2.2 ofher Potential Uses of the 1-D Model

Certainly a very important feature of the preliminary fractional
wetting analysis presented in Chapter 5 is the development of the 1-D
model. This report will close with some speculations on the 1-D model's
further potential uses;

The 1-D model can perhaps play a unique role in developing the soil
hydrology formulation scheduled for the Model III version of the GISS
GCM. The 1-D model could initially be fitted, for example, with a
proposed formulation, and in a series of sensitivity studies, individual
components of the formﬁlation could be removed, modified, or added; An
insensitivity of model climate to an imposed change in a hydrological
component may indicate the non-essential nature of that component.

When applied in this way, the 1-D model acts as a screening model.
Presumably, compﬁnents essential for the soil hydrology in the 1-D model
will be essential for the hydrology in the GCM also. The approach allows
the evaluation of various components éf a proposed GCM soil hydrology
without performing numeroué costly GCM simulations.

The ability of:the 1-D model.to reproduce the GISS GCM climate

sensitivity to runoff coefficient, as described in Section 5.3, suggests

that perhaps the 1-D model can even be used to help "tune" the Model III
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soil hydrology formulations. GCM simulations, however, would also be
necessary in this phase of model development.

Potential uses of the 1-D model go beyond the study of GCM sensitivi-
ties. Since the 1-D model is designed to approximate the GiSS GCM, and
since the GISS GCM is designed to approximate the real world, it is
perhaps possible to apply the 1-D model to real world hydrological
problems. Irrigation development in the real world, for example, could
perhaps be simulated by artificially increasing the so0il saturation in the
upper soil layer of the 1-D model during the growing season. The model
would produce aséociated changesAin evaporation and precipitation rates.

The 1-D model simulation results presented in Chapter 5 by themselvés
suggest sensitivities that might be inherent in real-world soil
hydrology. Consider, for example, the fractional wetting simulation
results presented in Figures 5-8 through 5-12. It would be difficult toi~
infer much from the strong correlation between precipitation and
evaporation sensitivities, since these are necessarily 1inked-by the
assignment of moisture convergence in the column. Notice, however, that a
reduction in average soil saturation during the warmer part of the year is
always associated with a reduction in evaporation rate, whereas near the
winter solstice, differing soil saturations produce roughly the same
evaporation rates. Perhaps soil moisture conditions can only affect
qlimate during warq periods in the real world, also. The relatively minor
sensitivity of surface température to changes in evaporation and
precipitation rates is also significant; perhaps surface temperatures in

the real world are essentially controlled only by the incoming radiation
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and the convergences of moisture and heat in the overlying atmospheric

column.

Assuredly, general circulation models are better equipped to study
such real-world climate sensitivities. The 1-D model, however, does

provide for quick and convenieni preliminary studies.
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Appendix A

-Processing the GISS GCM and GFDL Vapor Flux Data

Values of time-averaged vertically integrated vapor flux were deter-
mined during a two year GISS GCM simulation for each 8° X 10° grid square
shown in Figure 2-1. A corresponding data set was derived from_ten years
of observations provided by the Geophysical Fluid Dynamic Laboratory
(GFDL) of NOAA at Princeton University (Oort, 1983). The present section
describes the processing required to bring the two data sets to a

consistent form.

'A.1 The GISS GCM Data
Figure A-1 will help deséribe the GCM water transport computations.

In the figure, APjjg is the préssure difference between the top and

the bottom of the grid box at column i, row j, and level ¢, dijg is

the specific humidity there, and Ui and vijg represent the

local zonal and meridional velocities, respectively} .Noticé that the

pressﬁre difference.and the specific humidity are defined at the center of

the box, whereas the velocities are defined at the southeast corner. The

GCM produces values for these quantities at every time step and computes

Q) and Q¢ as:
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Figure A-1 GCM variables used in calculations of vertically-

integrated horizontal water vapor transports.
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Thus, Qxij is defined at the center of the eastern side of grid square
i,j, with eastward flow being positive, and Q¢ij is defined at the
center of the southérn side, with northward flow being positive.
Acéumulating the water transports n, times during the season and then
dividing by n, produces the desired time average.

The GISS GCM vapor flux data was produced during the final two years
of Model Rﬁn 882. A_small error in the storage of the meridional vapor

flux was corrected.

A.2 The GFDL Data
The observed data required a substantial amount of processing to be
put into the same form as the GCM data. GFDL ﬁerformed the first step;
they transformed several years of wind and vapor measurements at
irreqularly-spaced stations into a convenient gridded form before offering
the data for general use. 'Thus, the‘initial data consisted of E; E;.;,
ETE', and ET;T values for eleven pressure levels at each node of a fine
horizontal grid, with ETET and ET;T being the transient horizontal eddy
,vépor fluxes in the zonal and meri&ionaL directions, respectively. The
overbars indicate seasonal means.,
The next step in processing the data involved transforming the values

over GFDL's finer grid to values over the grid in Figure 2-1. This was
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achieved through simple area-weighted averaging, as illustrated in Figure
A-2. The larger square in the figure represents a GCM-size grid square,
and GFDL vapor fiux values are provided in each of the smaller squares.
If Ay represents the area of intersectioh of the large square and the
kth smaller square, and if Xxy represents the observed value of quantity
X (at some level Q) over the kth smaller square, then the assigned coarse

grid value of X (at level Q) is calculated as

E K2 :
XR- = —Z—Ak— » (A-3)

k

The determination of the total water.transport field naturally
required vertical integration over the pressure levels. The gridded GFDL
data set used in this study incluaed values at such pressure levels as
1000 mb and 950 mb for all grid squares and thus contained spurious data
for grid squares with low surface pressuré. It was therefore deemed
necessary, béfore integrating over pressure, to assign typical values of
surface pressure to the lower limit of integration.

. Typical values of surface pressure were obtained for each season from
a GISS GCM simulation. Time-averaged equivalent sea level pressures Pgj,
were stored during Model Run 682; over continents, these are surface

pressures Pg cofrected for topographic height Z:

' g/RB .
_ Bz (A-4)
P = Ps(l + T )
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_—GCM grid square

GFODL values
assigned to
each smaller
square

Square k,
with flux
valuye ng
Z Xie Ay
X¢ for GCM grid square = T Ay
k
Figure A-2

Area weighting used in Processing GFDL data.
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In the equation, T; is the surface temperature, g is Qravitational
acceleration, R is the gas constant, and B is an assumed uniform vertical
température gradient, assiéned the value -0.0065 °K/m. The global
distribution of surface pressure is thus obtained directly from the stored
distribution of equivalent sea level pressure. Surfacevpressure contours
constructed from the GCM data sets roughly follow the continental
topography and do not show great seasonal variation.

The vertical integrals were estimated as follows:

11

1
= CioliLo +qlul 0 © (A-5
3 221 (@ 508559 * Q"0 5500 B4 (A-5)

i3

1

(
1

1 L} ]
s == s 2oV . s P,
¢1] g qllelJX tavw 132) 4 1j (A-6)

| &1

L

The AP's;are-pressure intervals associated with measurement pressure
levels; a measurement at 300 mb, for éxample, was assigned to all points
between 350 mb and 250 mb, and AP for this level was thus 100 mb. (It
éhould be kept in mind that the roughly exponential form of vertical
specific humidity profiles in nature may limit tﬂe accuracy of assigning
constant specific humidities throughout a pressure interval.) The grid
square's surface pressure determined the magnitudes of AP for the lowest

measurement levels.
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The resulting values of 1% and Q¢ were defined in the centers of
the 8° X 10° grid squares. A slightly revised set of wvalues was then
created by simple interpolation between the values in adjacent grid
squares; these new values are completely consistent with the corresponding

GCM values, which are defined on the sides of squares.
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Appendix B

Supplemental Flux Data From Tritium Simulations

Table 3-3 presented flux data for certain tritium sensitivity simula-
tions. The corresponding data-for the remainder of the tritium simulations

is presented below. See Section 3.3.2(a) for an explanation of the table.

A}

Median Water Fluxes Trit{um/Hydrogen Tricium Fluxes

Lat. kg/m2 Ref to 51°N Ocean % of total
: Cont. Ocean Ocean Cont. Ocean Ocean Cont. Ocean Ocean
°N Precip. Precip. Vapor Precip. Precip. Vapor Precip. Precip. Vapor

Simulation T4 Injection Over Continents S1°N
74 41 38 110 2.23 .. 1.26 0.21 7.22 1.25 0.62
66 69 56 119 1.59 1.16 0.18 13.48 2.25 0.75
59 68 55 138 1.28 1.42 0.23 10.78 6.463 2.66
51 80 59 114 1.01 1.00 0.27 11.63 6.17 3.21
43 87 55 151 0.79 0.54 0.18 9.59 L4.44 4,11
35 68 86 273 0.33 0.14 0.09 3.09 2.28 4.33
S 27 68 115 231 0.23 0.03 0.02 2.22 0.60 1.27
20 106 112 258 0.08 0.00 0.01 1.01 0.08 0.52
TOTAL : 59.02 23.51 17.47
Simulation T5 Injection Over Oceans S1°N
74 - 41 38 110 1.59 1.66 0.26 6.77 2.16 1.01
66 69 56 119 1.06 1.26 0.23 11.74 3.20 1.21
59 68 S5 138 0.74 0.99 0.24 8.18 5.88 3.54
51 80 59 114 0.61 1.00 0.34 9.22 8.10 5.32
43 87 55 151 0.30 0.45 0.26 4.68 4.83 7.82
3s 68 86 273 0.14 0.11 0.12 1.77 2.27 7.43
27 68 115 231 0.08 0.03 0.03 1.03 0.80 2.06
20 106 112 258 0.04 0.00 0.01 0.71 -0.02 0.28
TOTAL 44,10 27.22 28.68
Simulation T7 Injection just above ocean 30°N
74 41 38 110 0.18 0.31 0.15 0.53 0.29 0.41
66 69 -56 119 0.15 0.52 0.21 1.18 0.93 - 0.80
59 68 55 138 0.13 0.58 0.21 0.98 2.45 2.18
51 80 59 114 0.12 1.00 0.50 1.29 5.71 5.48
43 87 55 151 ' 0.11 0.99 0.61 1.23 7.58 12.68
35 68 86 273 0.05 1.01 Q.72 0.46 14,87 33.86
27 68 115 231 0.01 0.07 0.12 0.06 1.58 S.14
20 106 112 258 0.01 0.00 0.01 0.07 0.00 0.25
TOTAL 3.8C 33.4: 60.79
Simulation T15 Upstream weighting for tracer transport*

74 W 44 108 1.57 1.34 .23 4.29 1.34 0.56
66 65 57 144 1.28 1.26 0.17 8.79 2.15 0.71
59 . 65 57 137 1.10 1.09 0.18 7.56 4,41 1.78
51 9} 49 102 0.92 1.00 0.26 10.43 4,40 2.38
43 93 64 149 0.69 0.69 0.24 7.65 5.73. 4,467
35 75 79 249 0.42 0.36 0.15 3.75 4.58 E.12
27 69 105 224 0.32 0.19 0.10 2.70 3.55 4,22
20 98 120 239 0.19 0.10 0.07 1.86 2.64 3.71
TOTAL . ) _ 47.04 28.80 24,14
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Median Water Fluxes Tritium/Hydrogen Trici{um Fluxes
Lat. kg/o Ref to S1°N Ocean % of total
Cont. Ocean Ocean Cont. Ocean Ocean Cont. Ocean Ocean
°N Precip. Precip. Vapor Precip. Precip. Vapor Precip. Precip. Vapor
Simulation T16 Tritium mixed in lowest 3 lavers
74 40 44 108 1.18 0.79 0.16 5.37 1.31 0.64
66 65 57 144 0.98 0.92 0.13 11.21 2.62 0.92
59 65 57 137 0.79 0.94 0.20 9.03 6.33 3.15
51 91 49 102 0.58 1.00 0.33 10.92 7.30 5.00
43 93 64 149 0.37 0.53 0.22 6.81 7.24 7.08
35 75 79 249 0.14 0.14 0.08 2.09 2.93 5.03
27 69 105 224 0.11 0.02 0.03 1.50 0.58 1.90
20 98 120 239 0.02 0.01 0.01 0.28 0.26 . 0.49
TOTAL 47.20 28.58 24,22
Simulation T19 Tritium mixed into surface boundary laver
74 41 38 110 1.61 1.12 0.33 5.63 1.20 1.04
66 69 56 119 1.13 0.92 0.36 10.26 1.92 1.60
59 68 S5 138 " 0.93 1.12 0.45 8.38 5.50 5.57
S1 80 59 114 0.73 1.00 0.47 9.09 6.65 6.0!
43 87 55 151 0.55 0.60 0.33 7.12 5.29 8.06
35 68 86 273 0.29 0.15 0.12 2.89 2.63 6.41
27 68 115 231 0.16 0.04 0.03 1.63 0.92 1.47
20 106 112 258 0.05 0.00 0.00 0.62 0.10 0.01
TOTAL 45.62 24,20 30.18
Simulation T20  Total equilibration in moist convection
74 41 38 110 1.60 1.15 0.18 6.24 1.37 0.63
66 69 56 119 1.14 1.00 0.16 11.65 2.33 0.78
59 68 55 138 0.91 1.21 0.23 9.25 6.64 3.11
51 80 59 114 0.72 1.00 0.31 9.97 7.43 4,36
43 87 55 151 0.52 0.55 0.22 7.62 5.43 6.08
35 68 86 273 0.28 0.14 0.09 3.09 2.66 5.82
27 68 115 231 ! 0.16 0.03 0.03 1.89 0.81! 1.73
20 106 112 258 0.05 0.00 0.01 0.77 0.00 Q.33
TOTAL 50,49 26.68 22.83
Simulation T21 No equi{libration {n moist convection
74 41 38 110 1.37 1.03 0.14 6.49 1.50 0.60
66 69 56 119 0.91 0.86 0.13 11.26 2.44 0.77
59 68 55 138 0.72 1.01 0.17 8.84 6.74 2.92
51 80 59 114 0.53 1.00 0.23 8.95 9.04 4.05
43 87 55 151 0.40 0.61 0.17 7.06 7.34 5.71
35 68 86 273 0.21 0.11 0.08 2.89 2.47 5.78
27 68 115 231 0.12 0.02 0.02 1.76 0.53 1.80
20 106 112 258 0.04 0.00 0.01 0.65 0.03 0.38
TOTAL 47.89 30.09 22.02
Simulation T22 Down drafts in moist convection
74 48 40 86 1.29 1.01 0.17 5.36 1.17 0.39
66 63 55 131 1.34 0.94 0.10 11.19 1.93 0.49
59 74 T 66 140 1.41 1.20 0.14 13.77 6.98 1.83
51 75 59 120 1.17 1.00 0.19 13.81 6.68 2.46
43 66 50 162 0.65 0.52 0.15 6.44 4.23 3.94
35 127 87 244 0.31 0.23 0.07 5.92 3.97 3.45
27 71 63 326 0.23 0.02 0.02 2.49 0.26 1.32
20 130 63 340 0.05 0.01 0.01 0.88 0.25 0.80
TOTAL 59.86 25.47 14.67
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Median Water Fluxes Tritium/Hydrogen Tritium Fluxes

Lat. kg/w Ref to S1°N Ocean % of total
Cont. Ocean Ocean Cont. Ocean -~ Ocean Cont. Ocean Ocean
TN Precip. Precip. Vapor Precip. Precip. Vapor Precip. Precip. Vapor

Simulation T23 Moist convective plume size reduced

74 41 37 96 1.59 1.05 0.18 7.47 1.46 0.62
66 52 S4 98 1.05 0.86 0.14 9.62 2.29 0.71
59 66 64 176 0.82° 1.15 0.14 9.44 8.67 2.90
51 74 62 140 0.51 1.00 0.21 7.83 9.19 4,36
43 83 48 174 0.39 0.52 0.15 6.45 5.30 5.43
35 100 92 338 0.19 0.16 0.07 3.77 3.80 5.81
27 61° 102 239 0.12 0.02 0.02 1.50 0.51 1.45
20 108 106 - 258 0.04 0.00 0.01 0.68 0.17 0.58
TOTAL 46,76 31.38 21.86
Simulation T24 Spurious precip. formed above 600 mb removed
74 40 4 108 1.02 0.73 0.14 4.61 - 1.22 0.58
66 65 © 52 144 0.94  0.85 0.12 10.74 2.40 0.85
59 65 57 137 0.77 0.87 0.18 8.77 ~-5.83 2.96
S1 91 49 102 0.62 1.00 0.33 11.61 7.30 4,93
43 93 64 149 0.37 0. 64 0.21 6.86 8.81 6.70
as 75 79 249 0.16 0.18 0.08 2.35 3.85 5.45
27 69 105 224 0.10 0.02 0.02 1.36 0.59 1.33
‘20 98 120 239 0,02 = 0.00 0.01 0.29 0.19 0.44
TOTAL 46.58 30.18 23.24
Simulation T25 Control run under winter conditions .
74 34 104 0 3.54 1.63 - 6.74 1.40 0.53
66 40 123 206 3.42 1.43 0.40 11.29 2.26 1.07
59 39 98 151 3.48 1.51 0.39 10.92 6.35 2.58
51 40 102 181 .47 1.00 0.28 12.31 6.36 3.08
43 56 113 216 1.60 0.58 0.19 7.56 5.96 3.76
3s 81 108 294 0.94 0.20 0.11 6.35 2,46 3.66
27 63 93 365 0.16 0.07 0.06 0.89 0.82 2.49
20 53 115 402 0.06 0.00 0.01 0.23 0.03 0.92
TOTAL 56.27 25.63 18.09

*The water fluxes in Simulations T15, T16, and T24 are slightly different
ffom those in Simulation T1, even though the imposed changes in these
simulations affected only tritium transport. The changes in the

water fluxes are due to minor changes in the computer system between
simulations and should not affect the inherent model climate or the
resulting tritium input ratio.
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Appendix C
Approximations Applied in the 1-D Model Radiation Algorithms

The I-b model uses the algorithms provided by‘Held, Linder, and
Suarez (1981) and Held and Suarez (1978) to compute the net radiative
heating and cooling in each ‘atmospheric layer. The use of the algorithms
requires certain approximations, however, since they assume a simpler

atmospheric structure than that produced by the 1-D model.

C.1 Form of the Vertical Temperature Profile

Both the shortwave and the longwave radiation algoxrithms assume a
vertical temperature profile that is linear in log (Pg/P), where Pg is
the surface pressure and P is the pressure at a given atmospheric level.
For both algorithms, the profile must be specified by providing
model-generated temperatures at 250 mb and 750 mb.

To make use of the radiation algorithms, then, the more complicated
vertical temperature profile produced by the 1-D model is approximated by
a linear profile. At each time step of a simulation, the 1-D model
produces a temperature value at 206 mb (layer 7) and 329 mb (layer 6); a
value at 250 mb is estimated by interpolating between these two
temperatures, assuming a locally linear relationship between temperature

vand log(Pg/P). A 1-D model temperature at 750 mb is estimated in the

same way. The estimated 250 mb and 750 mb temperatures are assumed to
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define the approximate linear temperature profile in the 1-D model

atmosphere. They are fed directly into the radiation algorithmé.

C.2 Solar Radiation

As input, the solar radiation algorithm requires the 250 mb and
750 mb temperatures and the zenith angle. As output, the algorithm
estimates the fraction of incoming solar radiation that is reflected to
space by molecular scattering, the fraction that reaches the 500 mb level,
the fraction reflected to space by clouds, and the fraction reaching the
ground surface. The algorithm also computes the fraction of ground-re-
flected radiation that is absorbed in the lower atmosphere. Combining
these terms allows one to calculate the net shortwave heating of the
ground surface and of the atmosphere above and below 500 mb.

To distribute the shortwave heating of the atmosphere among the
atmospheric layers, the layers are divided into three sets. The heat
designated for the atmosphere below the 500 mb level is distributed among
those layers with average pressures above 500 mb, under an assumed uniform
heating per unit air mass. The heat designated for the atmosphere above
the 500 mb level is distributed among those layers with average pressures
between 200 mb and 500 mb, using a.different uniform heating per. unit air
mass. Layers with avefage pressures below 200 mb do not receive solar
heating.

For simplicity, the 1-D model always uses the algorithm coefficients
provided for a zenith angle cosine of 0.4. This should cause no major

problem; the coefficients provided for various zenith angle cosines show

314



only slight variation. For exahple, given a dry adiabatic lapse rate in
the atmosphere and a surface. temperature of 300°K, the fraction of solar
radiation reaching the ground surface varies from .481 at a zenith angle

cosine of 0.1 to .525 at a zenith angle cosine of 0.7.

C.3 Longwave Radiation

In addition to the temperatures at 250 mb and 750 mb, the longwave
radiation algorithm requires the model-generated temperature at the
earth's surface. As output, the algorithm produces the outgoing longwave
radiation flpx at the top of the atmosphere, the net upward longwave
radiation flux at 500 mb, and the downward longwave radiation flux at the
earth's surface. Coefficients for the algorithm are provided by both ﬁeld
and Suarez (1978) and Held, Linder and Suarez (1981); the 1-D model
employs those of the latter publication.

‘The downward longwave radiative flux at the earth's surface can be
combined with the upwardAlongwave radiative flux there (see Equation 5-15)
to produce a net upward flux at the surface. Thus, with the longwave
radiation algorithm, a net upward longwave radiation flux is computed at
the earth's surface, at 500 mb, and at the top of the atmosphere. The net
upward fluxes at the top and bottom of each atmospheric layer in the 1-D
model are computed by interpolation on these values. The interpolation
assumes that the net upward flux between the surface and 500 mb varies
linearly with log (Pg/P), as does the net upward flux between 500 mb and
200 mb. Above 200 mb, the upward flux at each level is assumed to equal

the flux out the top of the atmosphere.
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Suppose H1w-bot(1) is the interpolated net upward longwave
radiation flux at the lower boundary of layer 2, and suppose HXW-top(R)
is the interpolated flux at the top boundary. The lonéwave heating of
layer £ during a time step At is calculated as

T(l)new = Told + (le_bot(l) - le_top(l))/c(l) (C-])

where C(2) is the heat capacity of the layer.

C.4 Adjustment of Eddy Temperatures

Naturally, the vertical temperature profiles generated by the, 1-D
model will not be as simple as the linear profiles assumed in the
shortwave and longwave radiation algorithms. Suppose the temperature T(R)
~at level 2, for example, was higher than the temperature Tprof(l)
estimated from fhe linear fit to the temperatures at 250 mb and 750 mb.
One might expect that this level would radiate more and cool faster than
predicted by the longwave radiation algorithm. To account for this, the
difference between the actual and the linear profile temperature at level
% is considered to be an eddy temperature Toqgy(l), to be damped

linearly at every time étep according to

At
Teddy

T(R.)new = T(l)old - Teddy(l) b (C-Z)

where

Teddy(g) = T(R)o1d - Tprof(R) (c-3)
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The parameter Teddy is a radiative decay time, Rormally chosen to be 20
days,
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APPENDIX D
FORTRAN CODE FOR 1-D MODEL

The computer code for the 1-D model, as presented herein, is designed
to run on a VAX/VMS computer operating system. Running the program on a
different system should only require appropriate changes in file definitioms

and i/o statements.
Each simulation requires an input command file and an input data file.
Samples of these files are presented after the body of the code. Appendix

D concludes with a listing of the corresponding output file.
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Cote st ste 2k
Coake sk sk
Caekkek
(o232 23
Cote ke ke sk
Cote sk sk sk
Cte e
Ckeoke ek
Cote sk e
Coeskeakek
O ke sk e
Cote sk ke sk
Coeskien
Cote she ke
C ok sk ok
[
ok ok sk ke
(o F T2
Cokerkee ke
Cake sk e e
Cte shesie ke
Coickoke
C e sk ke ke
C ke shesie e
C ok sk ke ke
Cokeske ke e
(e T L T
Coke sk ske e
Cokake ke e
Cakkskk
ke sk e ke
C e sk ke e
C ok sk ke ke
Ceokeskeske
O ok ke ke ke
Cokeskek ok
Ckete sk %
ok ok sk ke
Coakekoke
Coteskesk
Ceskee e
Cote ke ke
Cestekeske
Cokese ek
Coteste ke ke
Cokeskaek
Ckeste ek
Coteskek
Cote ek %
Cote sk ke 3
Coe ek ok
Ck sk ke e
Cokeste sk ok
Cokee ke 5
C e st e ke
Coktesek
Qe e sk
Cste s ke ke
Cok sk sk

PROGRAM TMJ

FORTRAN CODE FOR THE 1-D MODEL, A SIMPLIFIED, ONE-DIMENSTIONAL
VERSION OF THE NASA/GISS GCM. ALL VARIABLES ARE IN MKS UNITS.

BACKGROUND ON THE MODEL FORMULATIONS CAN BE FOUND IN CHAPTER 5
OF THE TECHNICAL REPORT WRITTEN BY RANDAL KOSTER AND PROF. PETER
S. EAGLESON ENTITLED, ’TRACER WATER TRANSPORT AND SUBGRID
PRECIPITATION VARTATION IN ATMOSPHERIC GENERAL CIRCULATION
MODELS’ (RALPH M. PARSONS LABORATORY, MIT).

COMMON BLOCK VARIABLES:

ATJ
ATJAVE
AHEAT
ATRM
AL1VW
AL2W
AL3W
ASOIL
AXCONS
AREA
BXCONS
BYTF
CONVW
DSIG
DTSTEP
EVAP
EvVOUuT
FPLUME
FREEVA

FREEVB

FSECT
GRAV
GROW
HCONVA

HCONVM

HCONVO
HC1DE
HLWINT
HLWOTT
HSWINT
IDACC
KAPA
KGWRUN
KRAND
KSEED
KTSTEP
KTZERO
KTTOT
KWET
LHE
LHX

DIAGNOSTIC ARRAY

DTAGNOSTIC ARRAY

DIAGNOSTIC ARRAY

ATR MASS IN GRID BOX

LONGWAVE RADIATION WEIGHTING FUNCTION

LONGWAVE RADIATION WEIGHTING FUNCTION

LONGWAVE RADIATION WEIGHTING FUNCTION

DIAGNOSTIC ARRAY

CLAUSITUS-CLAPEYRON EQUATION PARAMETER

AREA OF -LAND SURFACE

CLAUSTUS-CLAPEYRON EQUATION PARAMETER

RECTPR(OCAL OF FREEZING POINT TEMPERATURE

WEIGHTING FUNCTION FOR HEAT AND MOISTURE CONVERGENCES

FRACTION OF COLUMN ATR MASS BELOW PTOP CONTAINED IN LAYER

LENGTH OF TIME STEP

EVAPORATION

EVAPORATION DIAGNOSTIC

FRACTION OF GRID BOX ATR MASS BECOMING MOIST CONV. PLUME

FRACTION OF GRID BOX THAT FALLING DROPLETS REEVAPORATE
INTO ABOVE CLOUD BASE

FRACTION OF GRID BOX THAT FALLING DROPLETS REEVAPORATE
INTO BELOW CLOUD BASE

FRACTION OF LAND SURFACE REPRESENTED BY EACH SECTION

GRAVITATIONAL ACCELERATION

LOGICAL PARAMETER; TRUE DURING GROWING SEASON

SEASONAL AMPLITUDE OF VERTICALLY~INTEGRATED CONVERGENCE
OF HEAT IN COLUMN

MEAN ANNUAL VERTICALLY-INTEGRATED CONVERGENCE OF HEAT
IN COLUMN

VERTICALLY-INTEGRATED CONVERGENCE OF HEAT IN COLUMN

HEAT CAPACITY OF UPPER SOIL LAYER WHEN DRY

LONGWAVE RADIATION DIAGNOSTIC

LONGWAVE RADIATION DIAGNOSTIC

SHORTWAVE RADIATION DIAGNOSTIC

DIAGNOSTIC COUNTING ARRAY

LAPSE RATE PARAMETER

PARAMETER SPECIFYING USE OR DISUSE OF LOWER SOIL LAYER

PARAMETER DEFINING THE FRACTIONAL WETTING ASSIGNMENT USED

RANDOM NUMBER

CURRENT TIME STEP

TIME STEP AT WHICH DYAGNOSTICS MUST BE ZERDED

TOTAL NUMBER OF TIME STEPS

INDEX SPECIFYING SECTION THAT GETS WETTED

LATENT HEAT OF EVAPORATION

LATENT HEAT OF EVAPORATION OR SUBLIMATION
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Cotee e ke
Cokese e ke
Coteste ke e
Coke e e e
[of T ¥
Chaicake sk ake
Cateskeskek
Ok oo ke e
Coateske e ske
Cakerieokexk
[oF T
Cote ke ke e
Cateste sk ke
C ote ke ke ke
Cote e e ke
Cote ke ok %k
Cote e ke
C ke ok e e
Corsees
Chskesteske ke
Choke ke ek
Cate ke ek
Cote ke ke ke
Coteste oke 3k
Cote ke e ke
Cote sk ok 3k
C ot vk ke ke
Cokske sk k
Coese stk
Coke e e ok
Coke ok sk ke
C ok ke ke ke
Cok ok ke sk
Coesekxk
C e ke vk 3k
Chokesk ek
Chokske ke ke
C ke ke e ke
Cok stk k
Coeshesterk
C ot ke ske sk
[oF 223
C ot ke ke ke
Coke ke ke
Coeore sk e
Cote sk sk ke
C ok ek sk
Cokese ks
O ot sk ok
Coke sk ke k¢
Ce stk
C ke ok 2k ke
Cte sk she e
Coke sk ke ok
Coke s ok e

LM
LMM1
LSTRAT
MCCONT
MPLUME
NDIV
NLMAX
NONLIN
P
PPROB
PRECIP
PRPREV
PSURF
PTOP
P250W
P750W
QBIN
QCONVA

QCONVM

QCONVO
QINTOT

QM
QSWiw
QSwaw
RGAS
RCOEF
RUNO
SAMP
SDEPTH
SHA
SHOUT
SHW
SIG
SIGE
SMEAN
SRAD
STATSO
STORM
STRANS
T

TB
TBIN
TG1
TNEIBR
TR

TS
WFC1
WFC2
WORIG
WTR1
WTR2

NUMBER OF ATMOSPHERIC LAYERS

NUMBER OF ATMOSPHERIC LAYERS MINUS ONE

LOWEST LAYER IN STRATOSPHERE

DIAGNOSTIC FOR RISE OF MOIST CONVECTIVE PLUME

MASS OF MOIST CONVECTIVE PLUME

NUMBER OF LAND DIVISIONS

DIAGNOSTIC FOR RISE OF MOIST CONVECTIVE PLUME

PARAMETER SPECIFYING EVAPORATION FUNCTION

AVERAGE PRESSURE IN GRID BOX

PROBABILITY THAT A GIVEN FRACTION GETS WETTED

PRECTPITATION

PRECIPITATION IN PREVIOUS TIME STEP

SURFACE PRESSURE

PRESSURE BELOW WHICH SIGMA COORDINATES ARE DEFINED

WEIGHTING FUNCTION FOR 250 MB TEMPERATURE

WEIGHTING FUNCTION FOR 750 MB TEMPERATURE

INITIAL MOISTURE CONTENT IN GRID BOX

SEASONAL AMPLITUDE OF VERTICALLY-INTEGRATED
CONVERGENCE OF MOISTURE IN COLUMN

ANNUAL MEAN VERTICALLY-INTEGRATED CONVERGENCE OF
MOISTURE IN COLUMN

_VERTICALLY-INTEGRATED CONVERGENCE OF MOISTURE IN COLUMN

VARTABLE USED IN VAPOR FLUX CONVERGENCE DIAGNOSTIC
MOISTURE CONTENT IN GRID BOX

SHORTWAVE HEATING WEIGHTING FUNCTION
SHORTWAVE HEATING WEIGHTING FUNCTION

GAS CONSTANT

RUNOFF COEFFICIENT

SURFACE RUNOFF

SEASONAL AMPLITUDE OF SOLAR RADIATION FLUX
DEPTH OF UPPER SOIL LAYER

SPECTIFIC HEAT OF AIR

SENSIBLE HEAT DIAGNOSTIC

SPECIFIC HEAT OF WATER

- SIGMA COORDINATE FOR CENTER OF GRID BOX

SIGMA COORDINATE FOR INTERFACE BETWEEN GRID BOXES
MEAN ANNUAL SOLAR RADIATION FLUX

SOLAR RADIATION FLUX

LOGICAL PARAMETER USED IN CALCULATING STORM STATISTICS
LOGICAL PARAMETER INDICATING OCCURRENCE OF STORM
PARAMETER FOR USE IN TRANSIENT STUDIES
TEMPERATURE IN GRID BOX

TIME BETWEEN STORMS DISTRIBUTION ARRAY

INITTAL TEMPERATURE IN GRID BOX

TEMPERATURE OF UPPER SOIL LAYER

TEMPERATURE THAT CAN BE USED IN INITTALIZATIONS
STORM DURATION DISTRIBUTION ARRAY

TEMPERATURE AT TOP OF SURFACE LAYER

FIELD CAPACITY OF UPPER SOIL LAYER

FIELD CAPACITY OF LOWER SOIL LAYER

TOTAL WATER ORIGINALLY IN SYSTEM

WATER CONTENT OF UPPER SOIL LAYER

WATER CONTENT OF LOWER SOIL LAYER

COMMON SIG(S),SIGE(10),ATRM(9),P(9),T(9),QM(9) ,TBIN(9) ,QBIN(9),
« AIJ(7),ALJAVE(Z,9) ,AHEAT(4) ,DSIG(9) ,EVAP (20) ,PRECIP,
« LM,LMM1,LSTRAT,GRAV,LHE ,RGAS,KAPA , MPLUME, SHA , SHW,

L]

PTOP, PSURF , AREA, TNEIBR, WORIG, STRANS , RCOEF ,
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LR IR R R BE BE NS BN

Ceskerkeoke
C e e ok

(e 221

100

Creskenesk

C sk e e
Cesieske s
Ceskokk
C ke e ok
Cte ke sk

Cioke ke sk
Cokskeokek
Cokskesk ok

R B R 3R B 2R BE K R N

QINTOT,WFC1, SDEPTH,HC1DE, TG1 (20) ,PRPREV,RUNO,

FPLUME, FREEVA, FREEVB, TR (50) , TB(50) , NLMAX, MCCONT,

AXCONS , BXCONS , BYTF , LHX, DTSTEP , KRAND , KSEED , KWET , KGWRUN,
NONLIN,FSECT,WTR1(20) ,ASOIL(2,20) ,PPROB(20) ,SAMP,

WTR2 (20) , WFC2, EVOUT, TS (20) ,

P250W (9) , P750W (9) ,AL1W (10) , AL2W (10) , AL3W (10) ,QSW1W (9) ,QSW2W(9)
SRAD, SMEAN , HSWINT , HLWINT , HL.WQTT, SHOUT,

QCONVO , HCONVO, QCONVM, QCONVA , HCONVM , HCONVA , CONVW (9)

IDACC(3) ,KTSTEP ,KTZERO,KTTOT, NDIV, STORM, STATSO , GROW

REAL LHE,KAPA,LAT,LHX,LIQD,MPLUME,MCLOUD, ML, MNEW .-

LOGICAL STORM, STATSO; GROW

CALL
CALL

DO 100 KTSTEP=1,KTTOT

CALL
CALL
CALL
CALL
CALL
CALL
CALL
CALL
CALL
CALL
CALL
CALL
CALL
CALL
CALL
CALL

INPUT
CHECKT (1)

TRTIME
DYNAM
CHECKT (2)
MSTCNV
CHECKT (3)
CONDSE
CHECKT (4)
PSTATS
RAIN
CHECKT (5)
SURFCE
CHECKT (6)
GROUND
CHECKT (7)
RADIA
CHECKT (8)

CONTINUE

CALL
STOP
END

OUTPUT

/////////////////////////////////////////////////////////////////

SUBROUTINE INPUT

THIS SUBROUTINE INITTALIZES THE SIMULATION VARIABLES

COMMON SIG(9),SIGE(10),ATRM(9),P(9),T(8),QM(9),TBIN(9) ,QBIN(9),
ATJ(7) ,ATJAVE (2,9) ,AHEAT (4) ,DSIG(S) ,EVAP (20) ,PRECIP,
LM,LMM1,LSTRAT, GRAV, LHE ,RGAS , KAPA , MPLUME , SHA , SHW,
PTOP,PSURF, AREA , TNEIBR, WORIG , STRANS ,RCOEF
QINTOT,WFC1,SDEPTH,HC1DE, TG1 (20) , PRPREV, RUNO,

FPLUME , FREEVA ,FREEVB, TR (50) , TB (50) , NLMAX , MCCONT,
AXCONS , BXCONS , BY'(F ,LHX, DTSTEP , KRAND , KSEED , KWET , KGWRUN,
NONLIN,FSECT,WTR1(20) ,ASOIL(2,20) ,PPROB(20) , SAMP,

WTRZ (20) , WFC2 ,EVOUT, TS (20) ,

P250W (9) , P750W(9) , AL1W (10) ,AL2W(10) ,AL3W(10) ,QSWIW(9) ,QSW2W(9),
SRAD , SMEAN,, HSWINT , HLWINT , HLWOTT , SHOUT,
QCONVO , HCONVO , GCONVM , QCONVA , HCONVM , HCONVA , CONVW (9) |
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= IDACC(3) ,KTSTEP,KTZERO,KTTOT,NDIV,STORM, STATSO, GROW
REAL LHE,KAPA,LAT,LHX,LIQD,MPLUME, MCLOUD, ML , MNEW
DIMENSION RTDIFO(2),SIGO(9),SIGE0(10),CHI1 (20)
LOGICAL STORM,STATSO,GROW
CHARACTER*80 TITLE,TJUNK,FILEIN,FILQUT
CHARACTER%*20 TDATE, TTIME,TJ20
DATA SIGO/O.974264,.907372,.796957,.640124,.470418,.318899,
= ,195759,.094938, .016897/
DATA SIGEO/ 1.,.948665,.866530,.728953,.554415,.390144,
= .251540,.143737,.061802,0./
Coteskske
Cate st e ke e
Cxxxx SET CONSTANTS
C ook sk e
LM=9
LMM1=LM-1
LSTRAT=8
GRAV=9.81
LHE=2500000.
LHX=LHE
RGAS=287.
KAPA=0.286
AXCONS=ALOG(6.1071)
BXCONS=0.622/RGAS
TF=273.16
BYTF=1./TF
PTOP=10.
PSURF=1000.
SHA=RGAS/KAPA
SHW=4185.
PORSTY=0.3
KSEED=1234567
Cokekk
DO 30 L=1,LM
SIG(L)=SIGO (L)
SIGE(L)=SIGEO (L)
30 CONTINUE
SIGE(LM+1)=SIGEO(LM+1)
Cokeskekok
AREA=1.E12
SAMP=162.
SMEAN=325.
TNEIBR=273.
SRAD=SMEAN-SAMP
Coteske ek
Cxsx INITTALIZATIONS
GROW=.TRUE.
STATSO=.FALSE.
STORM=.FALSE.
PRPREV=0.
PRECIP=0.
NLMAX=0
MCCONT=0

Coteskeke sk
DO 55 K=1,50
) TR(K)=0.
55 TB(K)=0.
Cote ks

DO 56 K=1,7
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56

57

68
60

Cokokeske

70
Coteke e sk
Cakeokeoke ok
Citeskese sk
Cosesre
Coksieske sk
Cokeok ek

Cokeske ke ke

Coerkeokeok
Cokeskek ke

72
Coteskesie sk
Cke sk ke

73
Coksk sk e
Cokeoske ek

74

Cokekoke

ATJ(K)=0.

DO 67 K1=1,2

DO 57 K2=1,9
ATJAVE (K1,K2)=0.
DO 58 K1=1,2

DO 58 K2=1,20
ASOIL (K1,K2)=0.
DO 60 K=1,3
IDACC (K) =0

DO 70 L=1,LM
DSIG(L)=SIGE (L)-SIGE (L+1)

ATRM (L) =100 . «PSURF+AREA+DSIG (L) /GRAV
P (L) =PSURFSIG (L) +PTOP

CONTINUE

WEIGHTING FUNCTIONS FOR HEAT AND MOISTURE CONVERGENCE
PSURF=SURFACE PRESSURE, PEXT=PRESSURE AT CONVERGENCE EXTREMUM,
P1BYE=PRESSURE AT WHICH CONV. FALLS TO 1/e OF VALUE AT PEXT.

PEXT=800.
P1BYE=500.

DUM1=EXP (-1 . «PEXT/ (PEXT-P1BYE))
DUM2=(PEXT-P1BYE) = (1 . ~-DUM1)
DUM3=0 . 5+ (PSURF-PEXT)
CEXT=1. / (DUM2+DUM3)

INITIALIZE WEIGHTS:
DO 72 L=1,LM
CONVW (L)=0.

ASSIGN WEIGHTS ABOVE PEXT:
DO 73 L=1,LM

PUPPER=PSURF+SIGE (L+1)
PLOWER=PSURF+SIGE (L)

IF (PUPPER.GT.PEXT) GOTO 73

IF (PLOWER .GT.PEXT) PLOWER=PEXT

DUM1=EXP (-1 .+PEXT/ (PEXT-P1BYE) )

DUM2=EXP (PLOWER/ (PEXT-P1BYE) )

DUM3=EXP (PUPPER/ (PEXT-P1BYE))
CNVADD=CEXT+DUM1 % (PEXT-P1BYE) + (DUM2-DUM3)
CONVW (L) =CONVW (L) +CNVADD

CONTINUE

ASSIGN WEIGHTS BELOW PEXT:
DO 74 L=1,LM

PUPPER=PSURF +SIGE (L+1)
PLOWER=PSURF+SIGE (L)

IF (PLOWER.LT.PEXT) GOTO 74

IF (PUPPER .LT.PEXT) PUPPER=PEXT
DUM1=1. / (PSURF-PEXT)

DUM2= (PLOWER-PUPPER) *PSURF

DUM3=0. 5*(PLDWER*PLOWER—PUPPER*PUPPER)
CNVADD=CEXT+DUM1 * (DUM2-DUM3)

CONVW (L) =CONVW (L) +CNVADD

CONTINUE
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Cohmk e e e e e —
Cx*#» COMPUTE WEIGHTING FUNCTION FOR 250 AND 750 MB HEIGHTS
Cxx#+ (FOR USE IN SUBROUT. RADIA)
Cote s ok s
DO 33 L=1,LM
P250W(L)=0.
33 P750W(L)=0.
Cote she ske ¢
P250=L0G (PSURF /250.)
DO 35 L=1,LMM1 B
IF(250.LT.P(L+1).0R.250.GT.P(L)) GOTO 35
PLNL=L0OG (PSURF/P (L))
PLNLP1=L0G (PSURF /P (L+1))
P250W (L) =(PLNLP1-P250) / (PLNLP1-PLNL)
P250W(L+1)=1.-P250W (L)
35 CONTINUE
Cte sk s e
P750=L0G (PSURF/750.)
DO 36 L=1,LMM1
IF(750.LT.P(L+1) .0R.750.GT.P(L)) GOTO 36
PLNL=LO0OG (PSURF/P (L))
PLNLP1=L0G (PSURF/P (L.+1))
P75OW(L)=(PLNLP1-P750)/(PLNLPI—PLNL)
P750W(L+1)=1.-P750W (L)
36 CONTINUE
Cokeske ek
Chst = — = = = — = = & = = = - = - - e . - - .=~
Cxxxx CALCULATE WEIGHTING FUNCTIONS FOR LONGWAVE COOLING RATES.
Cx%xxx (FOR USE IN SUBROUT. RADIA.)
Coteskerere
LMP1=LM+1
DO 38 L=1,LMP1
AL1W(L)=0.
AL2W(L)=0.
38 AL3W(L)=0.
P200=L0G (PSURF/200.)
P500=L0G (PSURF /500.)
Coteoke e e
DO 44 L=1,LM
PL*LOG(PSURF/(SIGE(L)*PSURF))
IF ((SIGE (L) *PSURF) .LT.500. ) GOTO 40
Cokosk sk
C+*#* LEVEL LIES BELOW 500 MB, SO INTERPOLATE BETWEEN L2 AND L3:
AL2W (L) =PL/P500
AL3W(L)=1.-AL2W(L)
GOTO 44
Coaesese e
40 CONTINUE
Cxxx* LEVEL LIES ABOVE 500 MB, SO INTERPOLATE BETWEEN L1 AND L2:
AL2W(L)= (PL-PZOO)/(PSOO—PZOO)
AL1W(L)=1.-AL2W(L)
IF ((SIGE (L) *PSURF) .LT.200.) AL2W(L)=0.
IF((SIGE(L)*PSURF) .LT.200.) AL1IW(L)=1.
44 CONTINUE
AL2W (LMP1)=0.
AL1W(LMP1)=1.
Chkskrk = — = = = = o = o m = . = m e e e m e = = = = o - o -
Cxxx#% CALCULATE WEIGHTING FUNCTIONS FOR SHORTWAVE HEATING RATES:

Coteskese e
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46

C ok sk

48

[eX T Y

50
Coteskeske ke
Ciateske e e
Cooke e e k¢
Coke e ke e

2200

2120
Coksrskek
Cokoreskek

75

80

Coke s s sk

2100
2101
2102
2103
C e ke sk ke
(o T T T

Cokeseskn
Coiesie e s
C ke ke e

Cteoie sk
Coke sk ke ke

Cote sk sk ke
C she e ke
Coke ke e e

DO 46 L=1,LM
QSW1W(L)=0.
QSW2W(L)=0.,

SUMAR1=0.
SUMAR2=0.

LTROP=LSTRAT-1

DO 48 L=1,LTROP

IF(P(L) .LT.500) SUMAR1=SUMAR1+ATRM(L)
IF (P(L) .GE.500) SUMAR2=SUMAR2+ATRM(L)
CONTINUE

DO 50 L=1,LTROP
IF(P(L) .LT.500.) QSW1W(L)=ATIRM(L)/SUMAR1
IF(P(L) .GE.500.) QSW2W (L)=ATIRM(L)/SUMAR2
CONTINUE

OPEN INPUT AND OUTPUT FILES; WRITE DATE AND TIME
WRITE INPUT FILE:
PRINT =, ’ENTER NAME OF INPUT FILE:’
READ (5,2200) FILEIN
PRINT =, 'ENTER NAME OF OUTPUT FILE:’
READ (5,2200) FILOUT
FORMAT (A80)
OPEN (UNIT=80 , FILE=FILEIN,READONLY, STATUS="0LD’ ,RECL=80)
OPEN (UNIT=92 , FILE=FTILOUT, STATUS="NEW’ , RECL=80)
CALL DATE (TDATE)
CALL TIME(TTIME)
WRITE (92,2120) TDATE, TTIME
FORMAT (/1X, 2A20)

WRITE INPUT FILE DIRECTLY INTO OUTPUT FILE
WRITE (92,2102)

READ (90,2100, END=80) TJUNK

WRITE (92,2101) TJUNK

GOTO 75

CONTINUE

WRITE (92,2103)

FORMAT (AS0)

FORMAT (1X,A79)

FORMAT (1X, 18(*====") , /1X, *INPUT FILE USED:’,/1X)
FORMAT (/1X, 18 (====") , /1X)

READ VARIABLE PARAMETERS:
REWIND 90
READ (90,2001) TITLE

INTEGER VARIABLES:
READ TOTAL NUMBER OF TIME STEPS:
READ (90,2001) TJUNK

READ (90,2050) TJ20,KTTOT

READ TIME STEP AT WHICH TRACER DIAGNOSTICS ARE ZEROED:
READ(90,2050) TJ20,KTZERO -

READ TYPE OF EVAPORATION FUNCTION USED
(O=LINEAR IN SOIL MOISTURE, 1=NONLINEAR)

325




Coesere e
Coteste e 3k
Cresee sk

Corokskek

Coteoterk
Cotesteshe sk

2050
[ T
Ok sk ke 3k

2001

2002

2003

Coeskskek
Cke sk e sk

20056

90

Cokeske e

2010

Cokesteoiese

2015

3
Coteskeste e
Coterkeopere

94
Cokeske e e
Coeskestere

READ (80,2050) TJ20,NONLIN

READ NUMBER SPECIFYING USE (OR DISUSE) OF SUBROUT. GROUND:
(0=DON’T USE 2ND SOIL LAYER, 1=USE 2ND SOIL LAYER)
READ (90,2050) TJ20, KGWRUN

READ NUMBER DESCRIBING WETTING ASSIGNMENT USED:
(0=NON-RANDOM ASSIGNMENT, 1=RANDOM ASSIGNMENT)
READ (90,2050) TJ20,KRAND

FORMAT (1X,A20,110) A

REAL VARIABLES (EMPTYO, EMPTY1, ETC. CURRENTLY NOT USED):

READ (90,2001) TJUNK

FORMAT (A50)

READ (90,2002) FPLUME,FREEVA,FREEVB, QCONVM, QCONVA HCONVM , HCONVA
FORMAT (1X,7F10.3)

READ (90,2001) TJUNK

READ (80,2003) EMPTYO,DTSTEP,EMPTY1,SDEPTH, EMPTY2, STRANS ,RCOEF
FORMAT (1X,7F10.3)

READ INITIAL T(L), Q(L) AND WTR1(K),TG1(K) :
READ (90,2001) TJUNK
DO 90 LPRIME=1,LM
L=LM+1-LPRIME
READ (80,2005) TBIN(L),QBIN(L)
FORMAT (1X, 2F13.5)
TBIN(L)=TNEIBR« ( (P (L) /P (1)) *+KAPA)
IF (L.GE.LSTRAT) TBIN(L)=TNEIBR*((P(LSTRAT-1)/P (1)) ++KAPA)
T(L)=TBIN(L)
GBIN (L) =GBIN (L) »ATRM(L) *QSAT (TBIN(L) ,P(L))
QBIN(L)=QBIN(L)*0.001+ATRM (L)
QM (L) =QBIN (L) »ATRM (L) »QSAT (TBIN(L) ,P (L))

READ (90,2001) TJUNK
READ (90,2010) NDIV
FORMAT (1X,I13) '
ANDIV=NDIV
FSECT=1./ANDIV

READ (90,2001) TJUNK

PRBTOT=0.

DO 93 K=1,20

READ (80,2015) KJUNK,TG1 (K) ,CHI1 (K) ,PPROB(K)
FORMAT (1X,I13,3F13.5)

IF (CHI1(K) .LT.0.) CHI1(K)=0.

IF (CHI1(K) .GT.1.) CHI1(K)=1.

IF (K.GT.NDIV) CHI1(K)=0.

IF (K.LE.NDIV) PRBTOT=PRBTOT+PPROB(K)
CONTINUE

ESTABLISH SOIL WATER CONTENTS, SET FURTHER CONSTANTS
WFC1=SDEPTH+AREA+PORSTY~1000.

WFC2=5 . »WFC1

HC1DE=SDEPTH+AREA*1129950.

DO 94 K=1,NDIV

WTR1 (K) =CHI1 (K) «WFC1+FSECT

WTR2 (K) =CHI1 (K) «+WFC2+FSECT

NORMALIZE PROBABILITIES
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96
(o2 L 23
Cote s sk e

97
98

Ceieskesk
1000

Coteke sk e
Gt o ke ke

7449

DO 96 K=1,NDIV
PPROB (K) =PPROB (K) /PRBTOT

ORIGINAL WATER CONTENT
WORIG=0.

DO 97 K=1,NDIV
WORIG=WORIG+WTR1 (K) +WTR2 (K)
DO 98 L=1,LM
WORIG=WORIG+QM (L)

WRITE (92,1000) TITLE
FORMAT(///1X,10(°/////’) ,/1X,A79,/1X,10(°/////’) , /1X)

CHECK CONVERGENCE WEIGHTING:
SCONVW=0. ~

WRITE (92,7449)

FORMAT (//1X, *WEIGHTINGS USED FOR HEAT AND MOISTURE CONVERGENGE :

* ,/1X)

7450
745
7451

C ke ke ke ke

Cokeske ke ke
Coteok ke ke
Coteshe ke e
Cote ke e ke

Coke ok ke ke
C ok ok ke ke
Coke sk e ke
C e ok ke ke

(o T 2 2
(oL 2.1

DO 745 L=LM,1,-1
CONVWN=CONVW (L) +AREA /ATRM (L)

WRITE (92,7450) L,CONVW(L) ,CONVWN,P (L)

FORMAT (1X, 'L =’ 13 * CONVW(L) =’,F8.3,” (BY MASS: °’,
« 1P,E13.5,’) P =’,0P,F10.2)

SCONVW=SCONVW+CONVW (L)

WRITE (92,7451) SCONVW

FORMAT (/1X, *SUM OF WEIGHTS =’,F10.3,/1X)

RETURN
END )

LI111170011170007711111111177000111777111711177777117717771777777°

SUBROUTINE TRTIME

THIS SUBROUTINE RESETS SPECIFIED VARTABLES AT EACH TIME STEP AND ALSQO
RESETS DIAGNOSTIC QUANTITIES TO ZERO AT A SPECIFIED TIME.

COMMON SIG(9),SIGE(10),ATIRM(9),P(9),T(9),QM(8),TBIN(9),QBIN(9),
ATJ(7) ,ATJAVE(2,9) ,AHEAT (4) ,DSIG(9) ,EVAP (20) , PRECIP,
LM,LMM1,LSTRAT, GRAV,LHE , RGAS , KAPA , MPLUME , SHA , SHW,

PTOP,PSURF , AREA, TNEIBR , WORIG , STRANS , RCOEF,
QINTOT,WFC1,SDEPTH,HC1DE, TG1 (20) , PRPREV, RUNO,

FPLUME , FREEVA,, FREEVB, TR (50) , TB (50) , NLMAX , MCCONT,

AXCONS , BXCONS, BYTF , LHX, DTSTEP , KRAND , KSEED , KWET , KGWRUN ,
NONLIN,FSECT, WTR1 (20) ,ASOIL (2, 20), PPROB(ZO) SAMP,

WTR2 (20) , WFC2, EVOUT, TS (20) ,

P250W (9) , P750W (9) , AL1W(10) , AL2W (10) , AL3W (10) , QSW1W (9) , aswaw (o),
SRAD , SMEAN , HSWINT , HLWINT , HLWOTT, SHOUT,

QCONVO, HCONVO,, QCONVM, QCONVA , HCONVM , HCONVA , CONVW (9) |

IDACC (3) ,KTSTEP ,KTZERO ,KTTOT, NDIV, STORM, STATSO , GROW

REAL LHE,KAPA,LAT,LHX,LIQD,MPLUME, MCLOUD, ML , MNEW

LOGICAL STORM,STATSO,GROW

DIMENSION QREL(9)

DIURNAL AND SEASONAL CYCLES
THOUR=KTSTEP+DTSTEP /3600 .
THOUR=MOD (INT (THOUR+0.5) , 365%24)
JDAY=1+INT (IHOUR/24.)

LR R R K NE B A AN X
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FYEAR=IHOUR/ (365.%24.)
COSFAC=C0S (FYEAR%2 .%3.14159)
C ok o ke ok
Cx*%x* COMPUTE SEASONAL CONVERGENCE OF HEAT AND MOISTURE:
QCONVO=QCONVM+QCONVA*COSFAC
HCONVO=HCONVM+HCONVA*COSFAC
Gkt e e
Cx=x* LENGTH OF DAY, AS FRACTION OF UNITY
DAYMEN=0.5
DAYAMP=2.8/24.
DAYLEN=DAYMEN-DAYAMP*COSFAC
Coheske e 2k
Cx*+% CORRECT SOLAR RADIATION FOR DIURNAL CYCLE
IDHOUR=MOD (THOUR, 24)
DAYFAC=(3.14159/ (2 .«DAYLEN) ) %
* COS ((IDHOUR-12.)*2.%3.14159/ (48.+DAYLEN) ) -
IF (DAYFAC.LT.0.) DAYFAC=0.
SRAD=SMEAN-SAMP+COSFAC
SRAD=SRAD*DAYFAC
C ke e -
Cx*%» DETERMINE WHETHER TIME STEP LIES WITH GROWING SEASON
GROW=.FALSE.
IF(JDAY.GE.121.AND.JDAY.LE.243) GROW=.TRUE.
Cote ke e sk
Cxxx* ADD QUANTITIES INTO °*AVERAGE VALUE’ DIAGNOSTIC ARRAYS
Coteskeoke sk
20 CONTINUE
DO §0 L=1,LM
RELHUM= (QM(L)/AIRM(L))/QSAT(T(L) P(L))
ATJAVE(1,L)=ATJAVE (1,L)+RELHUM
50 ATJAVE (2,L)=ATJAVE (2,L)+T (L)
IDACC(I):IDACC(1)+1 ’

C e sk she e
DO 65 K=1,NDIV
ASOIL(1, K)—ASUIL(I K)+WTR1(K)
55 ASOIL (2,K)=ASOIL(2,K) +TG1 (X)
IDACC(2)=IDACC(2)+1
Coteseresk
Coeserkerk
Cokeske o e .
Cxxx% RESET VALUES AT KTZERO
IF (KTSTEP.NE.KTZERO) GOTO 400

Coerkerkex

STATSO=.FALSE.
DO 80 K=1,50

TR(K)=0.
80 TB(K)=0.
[T T
NLMAX=0
MCCONT=0
Cokeoeske e
DO 100 K=1,7
100 ATJ(K)=0.
Ckeskeske ok

DO 150 K1=1,2
DO 150 K2=1,9

150 ATJAVE (K1,K2)=0.
DO 152 K1=1,2
DO 152 K2=1,20
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152
156
160

otk e ok

Cieskserk
Cokeske ek
Coteoke sk

170
Coteokes e
Cokoieserke

300
Cakekk

330
340

Cakssten

Cokokesken
1000
1001
1002

(e TS

400

Cokesesen
Cesieste
Cote e
Coeksken

Coterkere
Clote skt ok
Cokere e
Cokeskeske e

K E X X E K KX R RN

ASOIL (K1,K2) =0.
DO 155 K=1,4
AHEAT (K) =0

DO 160 K=1,3
IDACC (K) =0

IF(STRANS.LT.0.) GOTO 300
RESET CONDITIONS FOR TRANSIENT EXPERIMENTS IF O<STRANS

RCOEF=STRANS

DO 170 K=1,20

TG1 (K) =TNEIBR

WTR1 (K) =WFC1+FSECT

CONTINUE

WORIG=0.
DO 330 K=1,NDIV
WORIG=WORIG+WTR1 (K) +WTR2 (K)
DO 340 L=1,LM
WORIG=WORIG+QM (L)

WRITE (92,1002)
WRITE (92, 1000)
WRITE(92,1001) KTSTEP
WRITE (92, 1000)
WRITE(92,1002)

FURMAT(IX,’*********Q*****************************************’)
FORMAT (1X, > *xsuxx** STEP =’,I5,’: DTAGNOSTICS ZERQED sk’
FORMAT(1X,’ ) )

CONTINUE
RETURN
END

///////////////////////////////////////-///////////////;//////////

SUBROUTINE DYNAM

THIS SUBROUTINE ADJUSTS THE HEAT AND MOISTURE IN EACH ATMOSPHERIC
LAYER ACCORDING TO THE ASSIGNED CONVERGENCES.

COMMON SIG(9),SIGE(10) ,ATRM(Q),P(9),T(9),QM(9) ,TBIN(9) ,QBIN(9),
ATJ(7) ,ATJAVE(2,9) ,AHEAT (4) ,DSIG(9) ,EVAP (20) , PRECIP,
LM,LMM1 ,LSTRAT, GRAV,LHE ,RGAS , KAPA, MPLUME , SHA , SHW,
PTOP,PSURF, AREA , TNEIBR, WORIG,, STRANS , RCOEF,
QINTOT,WFC1 , SDEPTH, HC1DE, TG1 (20) ,PRPREV,RUNO,
FPLUME , FREEVA , FREEVB, TR (50) , TB(50) , NLMAX, MCCONT,
AXCONS , BXCONS , BYTF , LHX, DTSTEP , KRAND , KSEED , KWET , KGWRUN ,
NONLIN,FSECT, WTR1 (20) ,ASOIL (2, 20) ,PPROB(20) , SAMP,
WTR2 (20) , WFC2,EVOUT, TS (20) ,
P250W (9) , P750W (9) ,AL1W (10) , AL2W (10) , AL3W (10) , QSW1W(S) , GSW2W(9) ,
SRAD , SMEAN , HSWINT , HLWINT, HLWOTT , SHOUT, )
QCONVO , HCONVO , QCONVM , QCONVA , HCONVM , HCONVA , CONVW (9) ,
IDACC(3) ,KTSTEP,KTZERO,KTTOT, NDIV, STORM, STATSO, GROW
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REAL LHE,KAPA,LAT,LHX,LIQD,MPLUME,MCLOUD,ML ,MNEW
LOGICAL STORM,STATSO,GROW

C ke st
QINTOT=0. -
Cote s
Cx*»* COMPUTE CONVERGENCES OF MOISTURE AND HEAT:
Craokree

DO 100 L=1,LM
QCONV=QCONVO+CONVW (L)
QM (L) =QM (L) +QCONV+AREA«DTSTEP
 QINTOT=QINTOT+QCONV+AREA+DTSTEP
HCONV=HCONVO=CONVW (L)
T (L) =T (L) +HCONV+AREA*DTSTEP/ (SHA=ATRM (L) )
100 CONTINUE

Cote sk sk .
ATJ(5)=ATJ(5)+QINTOT
(o TT T
RETURN
_ END
Ceskokak

g**** LILLILLLIIIILLI007070000707707770717777777777717777777/
SUBROUTINE MSTCNV

Coteseseok
Cxxxx THIS SUBROUTINE COMPUTES PRECIPITATION CAUSED BY MOIST
Cxx%x*x CONVECTIGN. IT HAS THE SAME BASIC STRUCTURE AS THE
C+#%* CORRESPONDING SUBROUTINE IN THE GISS GCM.
[of 3" .
COMMON SIG(Q),SIGE(IO),AIRM(Q),P(Q),T(Q),QM(Q),TBIN(Q),QBIN(Q),
AIJ(7) ,A1JAVE(2,9) ,AHEAT(4) ,DSIG(9) ,EVAP (20) ,PRECIP,
LM,LMM1,LSTRAT, GRAV,LHE ,RGAS ,KAPA , MPLUME , SHA , SHW,
PTOP,PSURF, AREA , TNEIBR , WORIG, STRANS ,RCOEF, -
QINTOT,WFC1,SDEPTH,HC1DE, TG1 (20) , PRPREV,RUNO,
FPLUME , FREEVA , FREEVB, TR (50) , TB (50) , NLMAX, MCCONT,
AXCONS , BXCONS, BYTF ,LHX ,DTSTEP , KRAND ,KSEED , KWET , KGWRUN,
NONLIN,FSECT,WTR1(20) ,ASOIL(2,20) ,PPROB(20) , SAMP,
WTR2 (20) ,WFC2,EVOUT, TS (20),
P25OW(9),P750W(9),ALlW(lO),AL2W(10),AL3W(10),QSWIW(Q),QSWZW(Q),'
SRAD , SMEAN, HSWINT , HLWINT, HLWOTT, SHOUT,
QCONVO,HCONVO, QCONVM, QCONVA , HCONVM , HCONVA, CONVW (9) ,
IDACC(3) ,KTSTEP,KTZERO,KTTOT,NDIV,STORM, STATSO, GROW
REAL LHE,KAPA,LAT,LHX,LIQD,MPLUME ,MCLOUD, ML, MNEW
DIMENSION WATER(9),QMOLD(9) ,TOLD (9)
CHARACTER=50 TITLE1l,TITLEZ2,TXAXIS,TYAXIS
LOGICAL STORM,STATSO,GROW
DATA TF/273.16/,TI/233.16/,IFIRST/1/,TLS/248.16/,TFREEZ/263.16/
Cotesteste sk
Csemk = e e e e e e e
Cote sk sk ke
DO 7 L=1,LM
WATER (L) =0.
QMOLD (L) =QM (L)
7 TOLD(L)=T(L)
Cte sk s
PRPREV=PRECIP
PRECIP=0.
PRCPMC=0.

* % K Kk * ¥ ¥ ¥ K ¥ X ¥

C e ke e e

Cxx#x START MOIST CONVECTION
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Coakeoke ok -——— — ——
LMIN=0
Cokoske ke
200 LMIN=LMIN+1
IF (LMIN.EQ.LM) GOTQ 900
Cokeoke e ok
Cxx*+ CREATE A PLUME IN THE BOTTOM LAYER
MPLUME=FPLUME*ATRM (LMIN)
QMP=QM (LMIN) «FPLUME
QM (LMIN) =QM (LMIN) -QMP
TPLUME=T (LMIN)
[of TS T
Coskke -
Cx*%#% START L LOOP
DO 400 LMAX=LMIN,LMM1
L=LMAX+1
Coeerese :
Cx»x»x TEST TO SEE IF CONVECTION PROCEEDS FOR ANOTHER LEVEL.
Cxx»#»* FIRST HEAT PLUME DRY ADTABATICALLY, THEN HEAT BY CONDENSING
Cx#+x MOISTURE, IF NECESSARY.
LHX=LHE
QNEW=QMP
TNEW=TPLUME=* (P (L) /P (LMAX) ) *»*KAPA
QNEWS=QSAT (TNEW, P (L.) ) *MPLUME
IF (QNEW.LT.QNEWS) GO TO 250
Coteste e e

Cx##+% (CONDENSE MOISTURE, USING ITERATION)
CALL FINDT (TNEW,QNEW,MPLUME,L)

C e e ke e
250 IF(TNEW.LT.T(L)) GOTO 410
Cesesksk
Cxxx% CONVECTION OCCURS
WATER (L) =QMP-QNEW
QMP=QNEW
TPLUME=TNEW
Caerteskeske
400 CONTINUE
LMAX=LM

(o T T
Cxx*xx SUBSIDENCE AND MIXING
410 CONTINUE
Coeese sk
C+x*x RESTORE PLUME WATER TO ORIGINAL LEVEL IF NO CONVECTION
IF (LMAX.GT.LMIN) GQTO 415 .
QM (LMIN) =QM (LMIN) +QMP
GOTO 200
(o T3
Cx#xxx MIXING IN LOWER LEVELS
415 CONTINUE
TF(LMIN.EQ.1) NLMAX=NLMAX+LMAX
IF (LMIN.EQ.1) MCCONT=MCCONT+1
Cokeokeske e
LMAXM1=LMAX-1
DO 420 L=LMIN,LMAXM1
FNEW=MPLUME /ATRM (L)
FORIG=1-FNEW -
TSBSID=T(L+1)*(P(L)/P(L+1))**KAP
T (L) =FORIG*T (L) +FNEW«TSBSID
QABOVE=QM(L+1)*(MPLUME/AIRM(L+1))
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420
Ceste e e
Coesese

C e st sbe e
Cote s st e
Coteste ke e

C e ot e e
Cote s e

Coaekoren

Cootese sk

Coteske sk ke

QORIG=FORIG=QM (L)
IF (L.EQ.LMIN) QORIG=QM(L)
QM (L) =QORIG+QABOVE
CONTINUE

MIX PLUME INTO TOP LAYER INVOLVED IN CONVECTION, LMAX
FNEW=MPLUME /ATRM (LMAX)

FORIG=1-FNEW

T (LMAX) =FORIG«T (LMAX) +FNEW+TPLUME

QM (LMAX) =FORIG+QM (LMAX) +QMP

REEVAPORATION OF FALLING WATER
PRCP=WATER (LMAX) 4

START L LOOP:
DO 700 LPRIME=1,LMAXM1

L=LMAX-LPRIME

FREEV=FREEVA

IF(L.LE.LMIN) FREEV=FREEVB
MCLOUD=FREEV*ATRM (L)

(EVAPORATE ALL WATER INTO SECTION OF BOX)
EVAPMC=PRCP

PRCP=0.

CLW=QMOLD (L) «FREEV+EVAPMC

HEAT=LHE«EVAPMC
TNEW=TOLD (L) -HEAT/ (SHA+MCLOUD)
WATER (L+1)=0.

QNEW=CLW
QNEWS=QSAT (TNEW, P (L) ) *MCLOUD

- IF(QNEWS.GT.CLW) GOTO 590

Cok sk ke

580

Coteokerrene

Cote s e sk
700
Cobeose s e
C b ke e e
760
Corsmen

800
Cree e

Cote st ke e

Cote s

SECTION BECOMES SATURATED:
CALL FINDT (TNEW,QNEW,MCLOUD,L)
PRCP=CLW-GNEW :

CONTINUE
T(L)=T (L) - (EVAPMC—PRCP) «LHE / (SHA+ATRM (L) )
QM (L) =QM (L) +EVAPMC-PRCP

PRCP=PRCP+WATER (L)
CONTINUE

PRCPMC=PRCPMC+PRCP
WATER (1) =0.

DO 760 L=1,LM
TOLD (L) =T (L)
QMOLD (L) =QM (L)

GOTO 200
CONTINUE

PRECIP=PRECIP+PRCPMC

RETURN
END
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Coke sk e ke
C e ke sk ke

Cokeeskeoke

SUBROUTINE FINDT(TNEW,QNEW,ARMASS, L)

Cxx%x* THIS SUBROUTINE FINDS THE FINAL TEMPERATURE AND MOISTURE CONTENT
Cx**% OF A SUPERSATURATED AIR PARCEL.

Cokekrke

Cote sk ke ke
Cote sk sk ke

Cokoke sk

220

Ciokeok ki

1000

Cokokk
Cote e e sk

230

Cote ek

Cokokseoke
Cote sbe s e
Cokeske sk

Cokeskosk ke
Cokese ke
Cokeosteske sk
Cote e ke

E 3

L BE R BE BE B R R 2 2

COMMON SIG(S),SIGE(10),AIRM(S),P(9),T(9),aM(9),TBIN(9),QBIN(9),

AIJ(7) ,ATJAVE(2,9) ,AHEAT (4) ,DSIG(9) ,EVAP (20) ,PRECIP,
LM,LMM1,LSTRAT, GRAV,LHE ,RGAS , KAPA , MPLUME, SHA , SHW, -
PTOP, PSURF, AREA , TNEIBR , WORIG , STRANS , RCOEF ,

QINTOT, WFC1,SDEPTH, HC1DE, TG1 (20) , PRPREV,RUNO,

FPLUME , FREEVA , FREEVB, TR (50) , TB (50) , NLMAX , MCCONT,

AXCONS , BXCONS , BYTF , LHX , DTSTEP , KRAND , KSEED , KWET , KGWRUN,,
NONLIN  FSECT, WTR1 (20) , ASOIL (2, 20) , PPROB(20) SAMP,

WTR2 (20) , WFC2 , EVOUT, TS (20) ,

P250W (9) , P750W (9) , AL1W(10) ,AL2W(10) , AL3W(10) , QSW1W(S) , GSW2W (9) , -
SRAD, SMEAN , HESWINT , HLWINT, H WOTT, SHOUT,

QCONVO , HCONVO , QCONVM , QCONVA , HCONVM , HCONVA , CONVW (9) ,
IDACC (3) ,KTSTEP ,KTZERO,KTTOT,NDIV, STORM, STATSO , GROW

REAL LHE,KAPA,LAT,LHX,LIQD,MPLUME,MCLOUD, ML , MNEW
LOGICAL STORM,STATSO,GROW

ITER=0
QNEWS=QSAT (TNEW, P (L) ) *ARMASS

THETAQ=0.5

CONTINUE

ITER=ITER+1

IF (MOD (ITER,100) .EQ.0) THETAQ=THETAQ/2.
IF (ITER.LT.1000) GOTQ 230

WRITE(92,1000) KTSTEP
FORMAT(///1X, ’PROGRAM TERMINATES:’, /1X,

E

?>1000 ITERATIONS IN FINDT AT KTSTEP =’,I7)

STOP

ASSUME THAT AN AMOUNT THETAQ+(QNEW-QNEWS) IS CONDENSED.
HEAT=LHE+THETAQ* (QNEW-QNEWS)

TNEW=TNEW+HEAT/ (SHA+ARMASS)

QNEW=QNEW-THETAQ~ (QNEW-QNEWS)
QNEWS=QSAT (TNEW, P (L) ) *ARMASS

IF (ABS ( (QNEW-QNEWS) /QNEWS) .GT. .001) GOTO 220

FUNCTION QSAT(TM,PR)

THIS FUNCTION RETURNS THE SATURATED SPECIFIC HUMIDITY AT
TEMPERATURE TM AND PRESSURE PR.

>
Y

COMMON SIG(S),SIGE(10) ,ATRM(9),P(9),T(9),QM(9),TBIN(9),QBIN(9),
CIP,

ATJ(7) ,ATJAVE(2,9) , AHEAT (4) ,DSIG(9) , EVAP (20) , PREC
LM,LMM1 ,LSTRAT , GRAV, LHE , RGAS , KAPA, MPLUME , SHA | SHW,
PTOP, PSURF, AREA, TNEIER, WORIG , STRANS , RCOEF ,
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Coke sk

C e e ke ok
C ke ok ke 3
Chokeke e s

Cokresienke
Coeoteste ke
Cokese ek
Cokeskeskese
Chotereste s

Cote sk ke e
Cokeske e sk

Choieskerkske
Cokeskerkede

C ke sk e ke

Ciobeskee sk
Coteokenkeske

QINTOT, WFC1 , SDEPTH, HC1DE, TG1 (20) , PRPREV, RUNO,

FPLUME , FREEVA , FREEVB, TR (50) , TB(50) , NLMAX , MCCONT,
AXCONS , BXCONS , BYTF , LHX, DTSTEP , KRAND , KSEED , KWET , KGWRUN,
NONLIN,FSECT, WTR1 (20) , ASOIL (2,20) ,PPROB(20) , SAMP,

WTR2 (20) , WFC2, EVOUT, TS (20) ,

P250W (9) ,P750W (9) ,AL1W (10) ,AL2W (10) ,AL3W(10) ,@SW1W(9) ,QSW2W(9),
SRAD , SMEAN , HSWINT , HLWINT , HLWOTT, SHOUT,

QCONVO , HCONVO , QCONVM , QCONVA , HCONVM , HCONVA , CONVW (9) ,
IDACC(3) ,KTSTEP ,KTZERO ,KTTOT,NDIV,STORM, STATSO, GROW
REAL LHE,KAPA,LAT,LHX,LIQD,MPLUME ,MCLOUD, ML , MNEW
LOGICAL STORM,STATSO,GROW

LR BN R B B 3R 2R 2K

QSAT=0.622+EXP (AXCONS +LHX+BXCONS+ (BYTF-1. /TH) ) /PR

SUBROUTINE CONDSE

THIS IS A SIMPLIFIED VERSION OF SUBROUTINE CONDSE IN THE GISS GCM.
IT COMPUTES THE PRECIPITATION FORMED DURING LARGE-SCALE,
NON-CONVECTIVE STORMS.

COMMON SIG(9),SIGE(10),ATRM(9),P(9),T(9),QM(9) ,TBIN(9), QBIN(9),
ATI(7) ,ALJAVE (2,9) , AHEAT (4) ,DSIG(9) , EVAP (20) . PRECTIF,,
LM,LMM1 ,LSTRAT, GRAV, LHE , RGAS ,KAPA , MPLUME , SHA , SHW,
PTOP, PSURF , AREA, TNEIBR , WORIG, STRANS , RCOEF,
QINTOT, WFC1, SDEPTH, HC1DE, TG1 (20) , PRPREV,RUNO,
FPLUME , FREEVA , FREEVB, TR (50) , TB(50) , NLMAX , MCCONT,
AXCONS , BXCONS , BYTF , LHX , DTSTEP , KRAND , KSEED , KWET , KGWRUN ,
NONLIN,FSECT,WTR1 (20) ,ASOIL(2,20) ,PPROB(20) , SAMP,
WTR2 (20) , WFC2,EVOUT, TS (20) ,
P250W (9) ,P750W(9) ,AL1W(10) ,AL2W(10) ,AL3W(10) ,QSW1W(9) , SW2W(9),
SRAD , SMEAN , HSWINT , HLWINT , HLWOTT, SHOUT,
QCONVO , HCONVO , QCONVM, QCONVA , HCONVM , HCONVA , CONVW(9) ,
IDACC(3) ,KTSTEP, KTZERO, KTTOT , NDIV, STORM, STATSO , GROW
REAL LHE,KAPA,LAT,LHX,LIQD,MPLUME, MCLOUD , ML , MNEW
LOGICAL STORM,STATSO,GROW

LR S K BE EE BE B BE 3R 3R 3

LOOP FROM TOP TO BOTTOM
DO 500 LPRIME=1,LM
L=1+LM-LPRIME

PRCP=0.

CHECK FOR CONDENSABLE MOISTURE IN GRID BOX
QNEWS=QSAT (T (L) ,P (L)) ~ATRM (L)
IF (QNEWS.GT.QM(L)) GOTO 500

QOLD=QM (L)

QNEW=QOLD

TNEW=T (L)

AMASS=ATRM (L) _ -
CALL FINDT (TNEW,QNEW,AMASS,L)
PRCP=QOLD-QNEW

QM (L) =QNEW

T (L) =TNEW

ADD PRECIPITATION TO VAPOR IN NEXT LOWER GRID BOX
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(e TT T
500

Cokeskekex

Cokeskeske s

Cokske e e
Coeokeoke s
Cote sk ok

C ot ok ke e
Coesieene
Coiese s

Cokete sk e
Cote sk sk 3
Ceokeskak

Cote sk e e

C e skeske e
Csesie e 3k
50

Cote skt

Cke sk
Cte sk ke ke
Cote e e ke

IF(L.EQ.1) GOTO 500
QM (L-1)=QM (L-1) +PRCP
T(L-1)=T(L-1)-PRCP+LHE/ (SHA*ATRM (L-1))

CONTINUE
PRECIP=PRECIP+PRCP

ALJ(1)=ATJ(1)+PRECIP

LK K BE BE BE 3R 3K 3 2K 2B 2R

SUBROUTINE PSTATS
THIS SUBROUTINE PROCESSES THE PDF’S OF STORM DURATION AND TIME
BETWEEN STORMS.

COMMON SIG(9),SIGE(10),ATRM(9),P(9),T(9),QM(9),TBIN(9),QBIN(9),

ATJI(7) ,ATJAVE(Z2,9) ,AHEAT (4) ,DSIG(9) ,EVAP (20) ,PRECIP,
LM,LMM1,LSTRAT, GRAV,LHE , RGAS , KAPA , MPLUME , SHA , SHW,
PTOP, PSURF, AREA, TNEIBR, WORIG, STRANS , RCOEF,
QINTOT,WFC1, SDEPTH,HC1DE, TG1 (20) , PRPREV, RUNO,

FPLUME, FREEVA, FREEVB, TR (50) , TB(50) , NLMAX, MCCONT,
AXCONS , BXCONS, BYTF , LHX, DTSTEP , KRAND , KSEED , KWET , KGWRUN,
NONLIN,FSECT,WTR1(20) ,ASOIL(2,20) ,PPROB(20) , SAMP,

WTR2 (20) , WFC2, EVOUT, TS (20) ,

P250W (9) ,P750W(9) ,AL1W(10) , AL2W (10) ,AL3W(10) , QSW1W(9) , QSW2W (9) ,
SRAD , SMEAN , HSWINT , HLWINT , HLWOTT , SHOUT,

QCONVO , HCONVO,, QCONVM , QCONVA , HCONVM , HCONVA , CONVW (9) ,
IDACC(3) ,KTSTEP,KTZERO,KTTOT, NDIV, STORM, STATSO, GROW

REAL LHE,KAPA,LAT,LHX,LIQD,MPLUME ,MCLOUD, ML , MNEW
LOGICAL STORM,STATSO,GROW

THROW AWAY PARTIAL INFORMATION AT START OF PERIOD

IF (STATSO) GOTO 50

IF (STORM.AND .PRECIP.EQ.0.) STATSO=.TRUE.
IF (PRECIP.GT.0.) STORM=.TRUE.

IF (PRECIP.EQ.O.) STORM=.FALSE.

IF (STATSO) KDRYST=KTSTEP

GOTO 800 '

CONTINUE

IF(.NOT.STORM.AND.PRECIP.EQ.0.) GOTO 900
IF (STORM.AND .PRECIP.GT.0.) GOTO 900
IF (.NOT.STORM) GOTO 200

STORM ENDS
NHOUR=KTSTEP-KWETST

TF (NHOUR.GT.50) WRITE(92,1000) NHOUR
IF (NHOUR.GT.50) NHOUR=50

TR (NHOUR) =TR (NHOUR) +1

KDRYST=KTSTEP

STORM=.FALSE.
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GOTO 800
Coemeese
1000 FORMAT (1X, *STORM DURATION OF ’,IS5,° HOURS TOO LARGE’)
Cerkerheon
C=»%» DRY PERIOD ENDS
200 NHOUR=KTSTEP-KDRYST ?
IF (NHOUR.GT.50) WRITE(92,1001) NHOUR
. IF (NHOUR.GT.50) NHOUR=50
TB (NHOUR) =TB (NHOUR) +1
KWETST=KTSTEP
STORM=.TRUE.
GOTO 900
1001 FORMAT (1X, °DRY DURATION OF ’,15,’ HOURS TOO LARGE’)
(o T T
Ckeske ek

900 RETURN

[of L T Y
Cote sk ke
Coeseserke

SUBROUTINE RAIN

Cx*x*» THIS IS A VERY SIMPLIFIED VERSION OF SUBROUTINE PRECIP OF THE
Cxwkx NASA/GISS GCM, WITH ADDITION OF WETTED FRACTION CALCULATIONS.
Cx»x% IT COMPUTES SURFACE RUNOFF AND INFILTRATION DURING PRECIPITATION
Cx*xw EVENTS.

Coke ke e ke )

COMMON SIG(9),SIGE(10) ,AIRM(9),P(9),T(9),QM(9),TBIN(9) ,QBIN(9),
AIJ(7) ,ATJAVE(2,9) ,AHEAT(4) ,DSIG(9) ,EVAP(20) ,PRECIP,
LM,LMM1,LSTRAT,GRAV,LHE,RGAS, KAPA ,MPLUME, SHA, SHY,
PTOP,PSURF,AREA, TNEIBR,WORIG, STRANS ,RCOEF,
QINTOT,WFCl,SDEPTH,HC1DE, TG1 (20) , PRPREV,RUNO,
FPLUME,FREEVA ,FREEVB, TR (50) , TB (50) , NLMAX, MCCONT,

AXCONS , BXCONS, BYTF ,LHX,DTSTEP ,KRAND ,KSEED,KWET , KGWRUN,
NONLIN,FSECT,WTR1 (20) ,ASOIL (2,20) ,PPROB(20) ,SAMP,

WTR2 (20) ,WFC2,EVOUT, TS (20),
P250W(9),P750W(9),ALlW(lO),AL2W(10),AL3W(10),QSW1W(9),QSW2W(9),
SRAD , SMEAN, HSWINT , HLWINT ,HLWOTT, SHOUT,
QCONVO,HCONVO, QCONVM , QCONVA , HCONVM , HCONVA, CONVW (9) ,

IDACC(3) ,KTSTEP,KTZERQ,KTTOT,NDIV,STORM, STATSO, GROW

REAL LHE,KAPA,LAT,LHX,LIQD,MPLUME ,MCLOUD, ML , MNEW

DIMENSION CHI1 (20).

LOGICAL STORM,STATSO,GROW

Coke sk e

RUNO=0.
KWET=0
IF (PRECIP.EQ.0.) GOTO 900

C ok ke o ok

Cx»#% THE WAY RAIN IS ASSIGNED TO FRACTIONAL AREA DEPENDS ON VALUE

Cxx**x OF KRAND

IF (KRAND.EQ.0) GOTO 50
IF (KRAND.EQ.1) GOTO 300
WRITE (92,1000) KRAND
1000 FORMAT(///1X,’KRAND ERROR. KRAND =’,I10,/1X,
= STOPPING IN SUBROUTINE RAIN’)
STOP

LK B R B JNE B K R EE A 2R 4

C ok ke e sk
Gt sk e ——— _ -

C++*+ MAKE SOIL CONDITIONS HOMOGENEOUS AT BEGINNING OF STORM

Coeserese
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50 CONTINUE
IF (PRPREV.NE.0.) GOTO 100
[of 2 T T
C#+%* SMEAR PREVIQUS GROUND MOISTURE AND HEAT OVER GRID SQUARE IF
Coteskoke ke A NEW STORM HAS STARTED
WTRTOT=0.
AVETMP=0.
DO 60 K=1,NDIV
WTRTOT=WTRTOT+WTR1 (K)
60 AVETMP=AVETMP+TG1 (K) «FSECT
Coote ke ste e
DO 70 K=1,NDIV
WTR1 (K) =WTRTOT/NDIV
70 TG1 (K)=AVETMP
Coskeskak
Cx*x%x RUNOFF FORMS OVER WETTED SECTION (31, ALWAYS)
100 KWET=1
CHII(1)—WTR1(1)/(WFCl*FSECT+1 E-30)
RUNO=AMAX1 (PRECIP«RCOEF*CHI1 (1) ,PRECIP+WTR1 (1)~ (WFC1+FSECT) )
WTR1 (1)=WTR1 (1) +PRECIP-RUNO
ATJ(3)=AT1J(3)+RUNO
GOTO 900

Ceskertere
Cx**x ASSIGN STORM LOCATION RANDOMLY
Cseske ke sk
300 CONTINUE
Cototeese
Cx*%x% ASSURE THAT STORM OF DURATION > ‘1 HOUR FALLS ON SAME SECTION:
IF (PRPREV.NE.O.) KSEED=KSEEDO
KSEEDO=KSEED
A=RAN (KSEED)
IF((A.LT.0.).0R.(A.GT.1.)) WRITE(92,1001) A
1001 FORMAT(///1X, ’RANDOM NUMBER GENERATOR ERROR. A =’,1PE13.5)
IF ((A.LT.0.) .OR. (A.GE.1.)) STOP
Coke ke ke e
Cx#*x% DETERMINE WHICH SECTION GETS WETTED:
AHIGH=0.
DO 320 K=1,NDIV
ALOW=AHIGH
AHTIGH=AHIGH+PPROB (K)
IF ((ALOW.LE.A) .AND. (A.LT.AHTGH) ) KWET=K
320 CONTINUE
IF ((AHIGH.LT.0.9999) .OR. (AHIGH.GT.1.0001)) WRITE(92,1002) AHIGH
1002 FORMAT(1X, ’ERROR IN PRECIP PROBABILITY ASSIGNMENT: AHIGH =,
* 1PE13.5)
IF ((AHIGH.LT.0.9999) .OR. (AHIGH.GT.1.0001)) STOP
Coke stk e
Cxxx%x CALCULATE RUNQOFF:
CHI1 (KWET)=WTR1(KWET) / (WFC1+FSECT+1.E~-30)
RUNO=AMAX1 (PRECIP+RCOEF*CHI1 (KWET) ,
> PRECIP+WTR1 (KWET) - (WFC1xFSECT))
WTRI(KWET)—WTRI(KWET)+PRECIP-RUNO
ATJ(3)=ALJ(3) +RUNO
GOTO 900
Cokeshe sk ke - -
Cote ek .
900 RETURN
END

Cokeskokk .
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SUBROQUTINE SURFCE

THIS SUBROUTINE IS A VERY SIMPLIFIED VERSION OF SUBROUTINE
SURFCE IN THE NASA/GISS GCM. (SEE SECTION 2H OF GCM PAPER.)
IT COMPUTES EVAPORATION AND SENSIBLE HEAT FLUX FROM THE
EARTH’S SURFACE.

COMMON SIG(9),SIGE(10),ATRM(9),P(9),T(9),QM(9) ,TBIN(9),QBIN(S),
ATJ(7) ,ATJAVE(2,9) ,AHEAT (4) ,DSIG(9) ,EVAP (20) ,PRECIP,
LM,LMM1,LSTRAT, GRAV,LHE ,RGAS ,KAPA , MPLUME , SHA , SHW,

PTOP, PSURF , AREA , TNEIBR, WORIG , STRANS ,RCOEF,
QINTOT,WFC1, SDEPTH, HC1DE, TG1 (20) , PRPREV,RUNO,

FPLUME , FREEVA, FREEVB, TR (50) , TB(50) , NLMAX , MCCONT,

AXCONS, BXCONS , BYTF , LHX, DTSTEP , KRAND , KSEED , KWET , KGWRUN,,
NONLIN,FSECT,WTR1(20) ,ASOIL(2,20) ,PPROB(20) , SAMP,
WTR2(20) , WFC2, EVOUT, TS (20) ,

P250W(9) ,P750W(9) ,AL1W(10) ,AL2W (10) ,AL3W (10) ,QSW1W(9) ,QSW2w(9),
SRAD, SMEAN , HSWINT , HLWINT, HLWOTT , SHOUT,

QCONVO , HCONVO , QCONVM , QCONVA , HCONVM , HCONVA , CONVW (9) ,

IDACC(3) ,KTSTEP,KTZERQ,KTTOT,NDIV, STORM, STATSO , GROW

REAL LHE,KAPA,LAT,LHX,LIQD,MPLUME ,MCLOUD , ML , MNEW

LOGICAL STORM,STATSO,GROW

DIMENSION QG(20),QS(20),CHI1(20),CH(20) ,BETA(20)

NSURF=10 -
DTSURF=DTSTEP/NSURF
SHOUT=0.
EVOUT=0.

PERFORM CALCULATIONS NSURF TIMES’
DO 900 NSTEP=1,NSURF

DO 10 K=1,NDIV

QG (K) =QSAT (TG1 (K) , PSURF)

CHI1 (K)=WTR1 (K) / (WFC1«FSECT)

(CALCULATION OF BETA CAN BE LINEAR OR NONLINEAR)
DO 12 K=1,NDIV

BETA (K) = (1-NONLIN) «*CHI1 (K) +NONLIN# (CHI1 (K) ** . 27)

ASSUME ROUGHNESS LENGTH SO THAT LOG10(ZS/Z0)=2
7S=30.

20=0.3

CDN=(0.35/L0G (ZS/Z0) ) #*2

VS=2

21=500.
DELZ=Z1-ZS
DELU=2.
DELV=2.

C e st ke e

C ok ok e e
Cote ek ke

Cresere sk
Casen

DO 500 K=1,NDIV
TS (K)=0. 5T (1) +0. 5«TG1 (K)
TSO=TS (K) '
ITER=0

SIMPLE TEST FOR STABILITY:
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Cote ke e

IF(T(1) .LT.TG1(K)) GOTO 200

-

ATMOSPHERE IS STABLE WITH RESPECT TO THE GROUND.
ITERATE UNTIL A PROPER VALUE OF TS IS FOUND.

CONTINUE
TS (K) =0 . 5+ (TSO+TS (K) )

TSO=TS (K)

ITER=ITER+1
RIS=ZS+GRAVx (TS (K) ~TG1 (X)) / (TG1 (K) + (VS**2))

DUMMY1=11.2+90.*RIS
DM=1. /(1 .+DUMMY1+RIS)
CD=DM+CDN
CHBYCD=1.35/(1.+1.93*RIS)
CH (K) =CHBYCD*CD

_ DELT=T(1)-TS (K)

Coke sk e ke
Cokeske ek

Cokeskskeske
C e e ke ke

1000

C e oske e

Ctestesie ke

C e e e ke
ok ke ke ke
Cok ok ke 3k
Ce ek %k

200
Cokesiek %

220

[of T Tt

e

RI1=GRAV*DELT=*DELZ/ (T (1) * ( (DELU%#2) + (DELV*%2)))
AKEDC=60./(1.+50.*RI1)

OBTAIN NEW VALUE OF TS(K) (USING EQ. 54):
DUMMY1=CH (K) +VS

DUMMY2=AKEDC/ (Z1-ZS)

TS(K)= (DUMMYl*TGl(K)+DUMMY2*T(1))/(DUMMY1+DUMMY2)

TEST FOR CONVERGENCE
IF (ABS (TSO-TS (K) ) . GT.0.001.AND.ITER.LT.100) GOTO 20
IF (ITER.GE.100) WRITE(92,1000) KTSTEP,TSO,TS (K)

FORMAT(////IX 'PROGRAM STOPS IN SURFACE AFTER 100 ITERATIONS’,

« /1X,’TIME STEP =’,I10,’ TSO,TS(K) =’,2F10.2)

IF(ITER GE.100) STOP

IF (MOD (KTSTEP, 2400) .EQ.0.AND .NSTEP.EQ.1.AND.K.EQ.1)
WRITE(92,8000) ITER,TS(K),TG1 (K),T(1)

DUMMY1=CH (K) VS

DUMMY2=AKEDC/ (Z1-2S)

Q1SPEC=QM (1) /ATRM (1)

Qs (K)= (DUMMYl*QG(K)+DUMMY2*QISPEC)/(DUMMY1+DUMMY2)

GOTO 500

ATMOSPHERE IS UNSTABLE WITH RESPECT TO GROUND
ITERATE UNTIL A PROPER VALUE OF TS IS FQUND.
CONTINUE

CONTINUE
TS (K) =0. 5+ (TSO+TS (K) )

TSO=TS (K)

ITER=ITER+1
RIS=2S*GRAV* (TS (K) -TG1 (K) ) / (TG1 (K) * (VS+»2) )

DUMMY1=(1.-10.4+RIS)*(1.-0.845«RIS)
DUMMY2=1.-1.68+RIS

DM= (DUMMY1 /DUMMY2) «*0 .5

CD=DM+CDN
DUMMY1=(1.-0.81+RIS)/(1.-0.14+RIS)
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CHBYCD=1 . 35% (DUMMY1%*0.5)
CH (K) =CD+CHBYCD

DELT=T (1) -TS (K) -
DTBYDZ=DELT/DELZ
AKEDC=(80. -1 .156E+07*+DTBYDZ) / (1 .~1.752E+04*DTBYDZ)

OBTAIN NEW VALUE OF TS(K) (USING EQ. 54):
DUMMY1=CH (K) *VS

DUMMY2=AKEDC/ (Z1-ZS)

TS (K) = (DUMMY1+TG1 (K) +DUMMY2T (1) ) / (DUMMY1+DUMMY2)

TEST FOR CONVERGENCE

IF (ABS (TSO-TS(K) ) .GT.0.001.AND.ITER.LT.100) GOTO 220
IF (ITER.GE.100) WRITE(92,1000) KTSTEP,TSO,TS (K)

IF (ITER.GE.100) STOP

IF (MOD (KTSTEP, 2400) .EQ.0.AND .NSTEP.EQ.1.AND.K.EQ.1)

« WRITE(92,8000) ITER,TS(K),TG1(K),T(1)

8000

Cokootese e

500
Cteskeok sk
Catesteste e

540
Coteskeske sk

560

Cokoksie e

Coteskeshe e
C ok sk ke 3k

FORMAT (1X, *ITERATION’ ,I4,’ TS(XK),TG1(K),T(1) =’,0P,3F10.2)
DUMMY1=CH (K) »VS

DUMMY2=AKEDC/ (Z1-2S)

Q1SPEC=QM (1) /ATRM (1)

@S (K) = (DUMMY1 QG (K) +DUMMY2+Q1SPEC) / (DUMMY1+DUMMY2)

CONTINUE

RHOA=1 .20

DO 540 K=1,NDIV

EVAP (K) =BETA (K) «RHOA*CH (K) +VS (QG (K) - -GS (K) ) *DTSURF+FSECT+AREA
IF (EVAP (K) .LT.0.) EVAP(K)=0.

IF (EVAP (K) .GT.WTR1 (K)) EVAP (K)=WTR1 (K)

WTR1 (K) =WTR1 (K) ~EVAP (K)

CONTINUE

EVPTOT=0.
DO 560 K=1,NDIV
EVPTOT=EVPTOT+EVAP (K)

QM (1) =QM(1) +EVPTOT
* ATJ(4)=AIJ(4)+EVPTOT
EVOUT=EVOUT+EVPTOT

SENSIBLE HEAT FLUX
DO 700 K=1,NDIV
SHF—SHA*RHUA*CH(K)*VS*(TGI(K)—TS(K))*DTSURF*AREA*FSECT
SHOUT=SHOUT+SHF
AHEAT (3) =AHEAT (3) +EVAP (K) «LHE
AHEAT (4) =AHEAT (4) +SHF
HC1=HC1DE=FSECT+WTR1 (K) «SHW
TG1 (K) =TG1 (K) - (SHF+EVAP (K) «LHE) /HC1
T(1)=T (1) +SHF/ (SHA=ATRM (1)) :
NTINUE .

700 CO

C ke ke e e

900

C ok s ke ke

CONTINUE
RETURN
END
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Cotetee /////////////////////////////////////////////////////////////////

Coisksksh = e e e e e
Coeskerken
SUBROUTINE GROUND
Coe ke e
Cx=*%* THIS SUBROUTINE IS A SIMPLIFIED VERSION OF SUBROUTINE GROUND IN
C+#+*x%x THE NASA/GISS GCM. IT COMPUTES MOISTURE DIFFUSION BETWEEN SOIL LAYERS.
Coeskse
COMMON SIG(S) ,SIGE(10),ATRM(9),P(9),T(8),QM(9),TBIN(S) ,QBIN(S),
ATJ(7) ,AIJAVE(2,9) ,AHEAT (4) ,DSIG(9) ,EVAP (20) ,PRECIP,
LM,LMM1,LSTRAT, GRAV,LHE , RGAS ,KAPA , MPLUME, SHA , SHW,
PTOP,PSURF, AREA, TNEIBR, WORIG , STRANS , RCOEF,
QINTOT, WFC1, SDEPTH, HC1DE, TG1 (20) , PRPREV,RUNO,
FPLUME , FREEVA , FREEVB, TR (50) , TB (50) , NLMAX , MCCONT,
AXCONS, BXCONS, BYTF , LHX, DTSTEP, KRAND ,KSEED ,KWET , KGWRUN,
NONLIN,FSECT WTR1(20) ASOIL(2 20), PPRUB(ZO) SAMP
" WIR2(20) ,WFC2,EVOUT, TS (20) ,
P250W (9) , P750W () , AL1W(10) . AL2W(10) , AL3W(10) , QSW1W(9) , QSW2W(9),
SRAD, SMEAN HSWINT,HLWINT, HLWOTT SHOUT
QCONVO HCONVO QCONVM QCONVA HCUNVM HCDNVA,CONVW(Q),
IDACC(3) ,KTSTEP,KTZERO, KTTOT, NDIV, STORM, STATSO , GROW
REAL LHE,KAPA,LAT,LHX,LIQD,MPLUME,MCLOUD, ML , MNEW
LOGICAL STORM,STATSO,GROW
Cokeskeske e

IF (KGWRUN.EQ.0) GOTQ 500

L B N BE BE N S BN B

Chokeskese
C*x%% COMPUTE FLUXES BETWEEN FIRST AND SECOND LAYERS
Cxxx* (EQUATIONS 33,34 FROM MODEL PAPER)
F1BYF2=WFC1/WFC2
DO 480 K=1,NDIV
CHI1=WTR1 (X) / (WFC1*FSECT)
CHI2=WTR2 (K) / (WFC2+FSECT)
Cok koo
Cxxx%x CHECK TO SEE IF DIFFUSION IS UPWARD OR DOWNWARD
IF (CHI2.GT.CHI1) GOTO 300
Cokkerte = — = = = = = = = - — - = - - - - & - - - o~ -
Ca*xx DOWNWARD DIFFUSION
TAUD12=24.x3600. .
FLUX12=DTSTEPx (CHI2-CHI1) /TAUD12
Cxxxx TEST THAT FLUX IS NOT EXCESSIVE
TEST=CHI1+FLUX12
IF(TEST.GT.1.) FLUX12=1.-CHI1
IF (TEST.LT.0.) FLUX12=-1.*CHI1
TEST=CHI2-FLUX12xF1BYF2
IF(TEST.GT.1.) FLUX12=-1.x(1.-CHI2)/F1BYF2
IF(TEST.LT.0.) FLUX12=CHI2/F1BYF2
Coke ke sk ke
CHI1=CHI1+FLUX12
CHI2=CHI2-FLUX12%«F1BYF2
WTR1 (K) =CHI 1« (WFC1+FSECT)
WTR2 (K) =CHI 2« (WFC2+FSECT)
GOTO 480
Chkksk = — = = = = = — = = 0 - 4 o - e - - - - - -
C#*#* UPWARD DIFFUSION
Cxxx% FIRST CHECK TO SEE IF KTSTEP LIES IN GROWING SEASON
300 CONTINUE
IF (.NOT.GROW) GOTO 480
C ke ke e e

Cx*%» UPWARD DIFFUSION IS IMMEDIATE:
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WTR12=WTR1 (K) +WTR2 (K)
WFC12=WFC1+WFC2

WTR1 (K) =WTR12x* (WFC1/WFC12)
WTR2 (K) =WTR12+ (WFC2/WFC12)

CONTINUE
CONTINUE
RETURN
END

/////////////////////////////////////////////////////;;
SUBROUTINE RADIA '

THIS SUBROUTINE COMPUTES THE HEATING OR COOLING OF ATMOSPHERIC LAYERS

BY SHORTWAVE AND LONGWAVE RADIATION. IT ALSO ALLOWS SHORTWAVE
AND LONGWAVE RADITATION FLUXES TO ADJUST THE GROUND TEMPERATURE.

Caeskeskok -

Corskmsk

Cokeske sk ok
Coteoke ke ke
Coeske ke sk
Cokeske ke sk
Cokskesen
e s sk e

200
Gtk sk
C i ok ek

Coteske e e
Cokeskesie ok

COMMON SIG(9),SIGE(10),ATRM(9),P(9),T(9),QM(9),TBIN(S),QBIN(9),
ATJ(7) ,ATJAVE(2,9) ,AHEAT (4) ,DSIG(9) ,EVAP (20) ,PRECIP,
LM,LMM1,LSTRAT,, GRAV,LHE ,RGAS ,KAPA , MPLUME, SHA , SHW,

PTOP,PSURF , AREA, TNEIBR ; WORIG , STRANS , RCOEF,
QINTOT,WFC1,SDEPTH, HC1DE, TG1 (20) , PRPREV,RUNO,

FPLUME , FREEVA , FREEVB, TR (50) , TB (50) , NLMAX, MCCONT,

AXCONS , BXCONS , BYTF , LHX, DTSTEP , KRAND , KSEED , KNET , KGWRUN,
NONLIN,FSECT, WTR1 (20) ,ASOTL (2, 20) , PPROB(20) , SAMP,

WTR2 (20) , WFC2, EVOUT, TS (20)’,

P250W (9) , P750W(9) , AL1W(10)", AL2W(10) , AL3W (10) , GSW1W(9) ,QSW2W (9) ,
SRAD, SMEAN , HSWINT , HLWINT, HLWOTT , SHOUT,

QCONVO , HCONVO , QCONVM, QCONVA , HCONVM , HCONVA,, CONVW () ,

IDACC(3) ,KTSTEP,KTZERO,KTTOT ,NDIV, STORM, STATSO , GROW

REAL LHE,KAPA,LAT,LHX,LIQD,MPLUME,MCLOUD,ML , MNEW

LOGICAL STORM,STATSO,GROW

DIMENSION QFRAC(9),ALWNET (10)

DATA D2,D3,D4,D5/0.847,0.189,0.513,0.502/

DATA E2,E3,E4,ES5/-.0008,-.00039,-.00149,-.00154/

DATA F2,F3,F4,F5/.00005,.00015,.00104, .00124/

X X X X F K X X K X X ¥

SIGMA=S5.67E-08
ALBD0G=0.15

COMPUTE LONGWAVE COOLING OF ATMOSPHERE.
(SEE HELD, LINDER, AND SUAREZ, 1981)

CALCULATE TEMPS AT 250 AND 750 MB:
T250=0.

T750=0.

DO 200 L=1,LM -
T250=T250+P250W (L) =T (L)
T750=T750+P750W (L) =T (L)

CONTINUE

POTENTTAL TEMPERATURES AT 250 AND 750 MB:
TH750=T750% (PSURF /750) »+KAPA
TH250=T250* (PSURF /250) »*KAPA

CALCULATE ATMOSPHERIC TEMP. AT SURFACE AND SLOPE OF PROFILE:
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P250=L0G (PSURF /250.)

P750=L0G (PSURF/750.)
PRATI0=P250/P750
TATMSU=(T750*PRATIO—T250)/(PRATIO—I.)
SLOPE=(T750-T250) / (P750-~-P250)

Chkksh = — = = = = = = — = — = ~ — — -

C+x** CALCULATE THETA-BAR, THETA-HAT, AND DELTA T:
THBAR=0. 5% (TH250+TH750)
THHAT=0 . 5% (TH250-TH750) -

TG1AVE=0.
DO 205 K=1,NDIV

205 TGlAVE=TG1lAVE+TG1 (K) «FSECT
TDELT=TG1AVE-TATMSU

Crhkkh — = — = = — = = = = = @ = - -~ -

Cx#*xx CALCULATE THE VALUES OF L1, L2, AND L3:

CALL LWFLUX(THBAR, THHAT, TDELT,6AL1,AL2,AL3)

Chkohksth = — = — = = = = = = = = = — — ~

Cx*xx DISTRIBUTE RADIATIVE COOLING:

RAD1UP=SIGMA* (TG1AVE**4.)
AL3UP=RAD1UP-AL3
LMP1=LM+1
DO 210 L=1,LMP1
210 ALWNET (L) =AL1W(L) *AL1+AL2W (L) =AL2+AL3W (L) +AL3UP

Coke ke e e

Chkshrk = = — — = = — = = = — — — - ~ -

Cx*»x FIRST DAMP EDDY TEMPERATURES (USE 20-DAY TIME SCALE):
TAURAD=3600. %24 .%20.

DO 250 L=1,LM
TCURVE=TATMSU+SLOPE=LOG (PSURF /P (L))
IF (L.GE.LSTRAT) TCURVE=TATMSU+SLOPEx*LOG (PSURF/200.)
TEDDY=T (L) -TCURVE
250 T(L)=T(L)-(TEDDY/TAURAD) *DTSTEP
Coeskesbe
Cohktkk — — = = = = = = = = — — = = — —
LSM1=LSTRAT-1
DO 280 L=1,LSM1
280 T(L)=T(L)+ (ALWNET (L) -ALWNET (L+1) ) *AREA*DTSTEP/ (ATRM (L) »SHA)

Cokskerkesk

G oo s she sk
C*x%+ SHORTWAVE HEATING OF ATMOSPHERE. (SEE P. 1925-1926 OF HELD
Cxxx%x AND SUAREZ, 1981.)
Ctete e e
S2=D2+ (THBAR~300) #E2+THHAT*F2
S3=D3+ (THBAR—-300) »E3+THHAT=*F3
S4=D4+ (THBAR-300) *E4+THHAT*F4
S$5=D5+ (THBAR~300) »E5+THHAT*F5
C e sk ke ke ‘
QSW1=SRAD=* (0.9-S2) «DTSTEP*AREA
QSW2=SRAD=* (S2-S3-S4x (1 .-ALBD0OG) -S5+«ALBD0G) «DTSTEP*AREA
PO 300 L=1,LM
HEAT=QSW1=QSW1W (L) +QSW2+QSW2W (L)
T(L)=T (L) +HEAT/ (ATRM (L) «SHA) -
300 CONTINUE
Cakeakeske ok
Chkskek = = = = = = = = = = - - ~ — —_ e, - - - - - - - - -
C»x»+ HEAT SOIL. GROUND ALBEDO IS SET TO 0.15.
Coe ket

HSWINT=0.
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HLWINT=0.
HLWOTT=0.
DO 100 K=1,NDIV
HSWIN=SRAD*S4x* (1.-ALBDOG) «xDTSTEP*AREA*FSECT
HLWIN=AL3*DTSTEP*AREA*FSECT
HLWOT=SIGMA~ (TG1 (K) *%4) «*DTSTEP*AREA*FSECT
HSWINT=HSWINT+HSWIN
HLWINT=HLWINT+HLWIN
HLWOTT=HLWOTT+HLWOT
AHEAT (1) =AHEAT (1) +HSWIN+HLWIN
AHEAT (2)=AHEAT (2) +HLWOT
HC1=HC1DE~*FSECT+WTR1 (K) »SHW
100 TG1 (K)=TG1 (K) + (HSWIN+HLWIN-HLWOT) /HC1
IDACC(3)=IDACC(3)+1
Cokse ke
RETURN
END
Crcsesierk

g**** [1177777777771777777771777777777777171177777777/77777777
SUBROUTINE LWFLUX(THBAR, THHAT, TDELT,AL1,AL2,AL3)

Choe ek ke
Cx#*x* THIS SUBROQUTINE CALCULATES VALUES OF RADIATION CONSTANTS USING
Cx*#x THE TABLE PROVIDED BY HELD, LINDER AND SUAREZ, JOURNAL.OF THE
Cxxx+ ATMOSPHERIC SCIENCES, 38, P.1911-1927, 1981. (SEE PAGE 1925.)
Cokskrkok

DIMENSION THTAB(21)

DIMENSION Al(21),B1(21),C1(21),A2(21),B2(21), Cc2(21) ,A3(21), B3(21)

Cokeskeskke

DATA THTAB/ -30., -25., -20., -15., -10., -5.,
- 0., 5., 10., 15., 20., 25.,
- 30., 35., 40., 45., ©50., 55.,
- 60., '65., 70./

DATA A1/ 109.0, 118.0, 127.4, 136.9, 146.8, 156.8,
- 167.2, 177.6, 188.3, 1989.2, 210.0, 221.0,
- 232.1, 243.2, 254.2, 265.0, 275.6, 286.1,
- 296.2, 306.0, 315.6/

DATA B1/ -1.10, -1.16, -1.22, -1.26, -1.30, -1.34,
- -1.37, -1.40, -1.42, -1.43, -1.44, -1.44,
- -1.43, -1.41, -1.39, -1.35, -1.30, -1.24,
- -1.16, -1.08, -0.98/

DATA C1/ 1.00, 1.01, 1.01, 1.0i, 1.01, 1.01,
« 1.01, 1.01, 0.99, 0.97, 0.95, 0.92,
- 0.88, 0.83, 0.77, 0.68, 0.59, 0.48,
« 0.39, 0.30, 0.24/

DATA A2/ 121.3, 131.0, 140.8, 150.8, 160.0, 168.3,
" 176.4, 183.7, 190.6, 197.0, 202.8, 208.1,
- 213.1, 217.6, 221.7, 225.0, 227.8, 230.2,
N 231.9, 233.0, 233.8/

DATA B2/ -2.18, -2.29, -2.38, -2.47, -2.52, -2.55,
- -2.60, -2.64, -2.68, -2.72, -2.74, -2.75,
- -2.76, -2.75, -2.73, -2.69, -2.65, ~2.60,
- -2.53, -2.45, -2.38/

DATA C2/ 1.26, 1.25, 1.25, 1.25, 1.26, 1.26,
- 1.26, 1.25, 1.24, 1.21, 1.18, 1.15,
- 1.10, 1.04, 0.96, 0.85, 0.74, 0.61,
- _ 0.48, 0.37, 0.29/

DATA A3/ 104.3, 119.1, 134.7, 150.9, 167.8, 185.7,
- 204.9, 225.7, 248.1, 271.9, 297.1, 323.6,
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* 351.8, 382.4, 415.7, 452.0, 491.4, 533.7,

- 578.3, 624.7, 672.2/

DATA B3/ -1.72, -2.08, -2.37, -2.65, -2.91, -3.17,
- -3.44, -3.74, -4.06, -4.40, -4.74, -5.08,
- -5.45, -5.85, -6.32, -6.85, -7.43, -8.04,
" -8.68, -9.25, -9.79/

FIRST DETERMINE TEMPERATURE FOR INTERPOLATION

THBARC=THBAR-273.15
DO 50 N=1,21

IF (THBARC LT . THTAB(N) .OR . THBARC. GE. THTAB(N+1)) GOTO 50
NLOW=N

NHIGH=N+1
FHIGH—(THBARC—THTAB(N))/(THTAB(N+1)—THTAB(N))
FLOW=1.-FHIGH

CONTINUE

CALCULATE INTERPOLATED COEFFICIENTS:
A1I=FLOW#A1 (NLOW) +FHIGH#A1 (NHIGH)
B1T=FLOW«B1 (NLOW) +FHIGH«B1 (NHIGH)
C1I=FLOW+C1 (NLOW)+FHIGH+C1 (NHIGH)
A2I-FLOW+A2 (NLOW) +FHIGH+A2 (NHIGH)
B2I=FLOW=B2 (NLOW) +FHIGH*B2 (NHIGH)
C2I=FLOW+C2 (NLOW) +FHIGH+C2 (NHIGH)
A3I=FLOW+A3 (NLOW) +FHIGH+A3 (NHIGH)
B3I=FLOW=B3 (NLOW) +FHIGH+B3 (NHIGH)

NOW CALCULATE L1, L2, AND L3:
AL1=A1T+B1I*«THHAT+C1I%TDELT
AL2=A2T+B2TI+«THHAT+C2I+TDELT

" AL3=A3I+B3I«THHAT

[of T T

Coeskkx
Cke sk sk ke
Cokokskk

Cokeake e 5k

Cokese ek
Cote sk

Coteske e e

RETURN
END

L11717177777777771777777777777777777777777//77777/7//777/
SUBROUTINE OUTPUT

THIS SUBROUTINE PRINTS OQUT FINAL SIMULATION RESULTS.

COMMON SIG(9),SIGE(10),ATRM(9),P(9),T(9),QM(9), TBIN(S) ,QBIN(9),
ATJI(7) ,ATJAVE(2,9) ,AHEAT (4) ,DSIG(8) ,EVAP (20) ,PRECIP,
LM,LMM1 , LSTRAT, GRAV, LHE , RGAS , KAPA, MPLUME,, SHA , SHW,
PTOP, PSURF , AREA, TNEIER, WORIG , STRANS , RCOEF ,
QINTOT, WFC1, SDEPTH, HC1DE, TG1 (20) , PRPREV, RUNO,
FPLUME , FREEVA , FREEVB, TR (50) , TB(50) , NLMAX , MCCONT,
AXCONS , BXCONS , BYTF , LHX, DTSTEP , KRAND , KSEED , KWET , KGWRUN,
NONLIN,FSECT,WTR1 (20) ,ASOIL (2,20) , PPROB(20) , SAMP,
WTR2 (20) , WFC2, EVOUT, TS (20) ,
P250W (9) ,P750W(9) ,AL1W(10) ,AL2W (10) ,AL3W(10) ,QSW1W(9) ,QSW2W(9) ,
SRAD , SMEAN , HSWINT , HLWINT , HLWOTT, SHOUT,
QCONVO , HCONVO , QCONVM, QCONVA , HCONVM , HCONVA , CONVW (9) ,
IDACC(3) ,KTSTEP,KTZERQ,KTTOT, NDIV, STORM, STATSO , GROW
REAL LHE,KAPA,LAT,LHX,LIQD,MPLUME , MCLOUD, ML , MNEW
LOGICAL STORM,STATSO,GROW
DIMENSION QREL () ,QJUNK(9)

WRITE (92,1010) KTTOT

LEE SR BE BE BE BE BE BE BE B 2
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1010 FORMAT(///1X, 20(’———’),/1X
* *CONDITIONS AFTER ’,I6,’ TIME STEPS’)
WRITE (92,1015)
1015 FORMAT(ISX,’T’,SX,’Q REL’)
DG 80 LPRIME=1,LM
L=LM+1-LPRIME )
QREL (L) ~QM (L) / (ATRM (L) «GSAT(T(L) , P (1))
80 WRITE(92,1017) T(L),QREL(L)
1017 FORMAT(IX 2F13.5)
WRITE (92,1018)
1018 FORMAT(1X,°’ NDIV?)
WRITE (92,1019) NDIV
1019 FORMAT (1X,I13)
WRITE (92,1020)
1020 FURMAT(lax ’K?,7X, *TG1 (K) ’,6X, *CHI1(K),6X, CHIZ(K) )
DO 82 K=1,20
SAT—WTRl(K)/(WFCl*FSECT)
SAT2=WTR2 (K) / (WFC2xFSECT)
62 WRITE(82,1021) K,TG1l(K),SAT,SAT2
1021 FORMAT(1X,I13,3F13.5)
Ck sk ok
Chtestee sk
Cokeok skt
SCALE=100./ATIJ(5)
SECS=(KTTOT-KTZERQ) *DTSTEP
YRSEC=365.%x24.%3600.
ADVMM= ( (AIJ (5) /AREA) /SECS) «YRSEC . :
WRITE(92,1022) AIJ(5),ADVMM ‘ )
1022 FORMAT(//1X, *TOTAL WATER ADVECTED IN =’,1PE13.5,
= ' (’,0PF9.2,’ mm/yr)’)
Coeske ek
PRSCL=AIJ (1) «SCALE
PRMM=(ATJ (1) /AREA) « (YRSEC/SECS)
WRITE (92,1023) PRSCL, PRMM -
1023 FORMAT(IX 'SCALED TOTAL PRECIP =’ ,F7.2,° (’,F9.2,’ mm/yr)’)
C ke ske ke 3k
EVSCL=AI1J(4) «SCALE
EVMM=(ATJ(4) /AREA) = (YRSEC/SECS)
WRITE(92,1035) EVSCL,EVMM
1035 FORMAT (1X, *SCALED TOTAL EVAP =?,F7.2,’ (’,F8.2,”> mm/yr)’)
Gtk ek
QFLXIN=ATJ(5) *SCALE
QFINMM=(ATIJ(5) /AREA) = (YRSEC/SECS)
QFLX0T=ATJ(2) *SCALE
QFOTMM=(ATJ (2) /AREA) » (YRSEC/SECS)
RUNFLX=AI1J(3) «SCALE
RUNMM= (ATJ (3) /AREA) = (YRSEC/SECS)
WRITE (92,1040) QFLXIN,QFINMM,QFLXOT, QFOTMM RUNFLX, RUNMM

73

1040 FORMAT(/IX ’Q ADVECTED IN (SCALED) =',F7. 2 > (’ F9.2,
* ! mm/yr) ,/1X,’Q ADVECTED OUT (SCALED) =’ ,F7.2,° ),
= F9.2,’ mm/yr)’,/1X,’ RUNOFF (SCALED) =’,F7.2,° ¢,
* F9.2,’ mm/yr) ’)

Coteskeoke ok

RELHUM=ATJAVE (1,1) /IDACC(1)
WRITE (92,1052) RELHUM
1052 FORMAT(/1X, 'AVERAGE RELATIVE HUMIDITY IN BOTTOM LAYER =’ ,F8.4)
RATIO=AIJ(3)/(AIJ(1)+1.E-30)
. WRITE(92,1053) RATIO
1053 FORMAT (1X, ’RUNOFF/PRECIP RATIO =’,F7.4)
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Coemexk
WRITE (92,1055)
1055 FORMAT(/1X, ’AVERAGE SOIL CONDITIONS:’)
DO 65 K=1,NDIV
TAVE=ASOIL (2,K) /IDACC(2)
SAT=(ASOIL(1,K)/IDACC(2))/(WFCI*FSECT)
65 WRITE(92,1057) K TAVE SAT
1057 FORMAT(1X,’K =’ I4 GROUND TEMP =’,F8.2,° SAT =’,F8.4)
Coteshske ke
IF (AHEAT(3) .EQ.0.) GOTO 68
RATIO=AHEAT (4) /AHEAT(3)
WRITE (92,1060) RATIO
1060 FORMAT(/1X, ’SENSIBLE-TO-LATENT HEAT TRANSFER RATIO =’,1PE10.2)
RATLW=AHEAT (2) «100. /AHEAT (1)
RATLH=AHEAT (3) *100 . /AHEAT (1)
RATSH=AHEAT (4) *100. /AHEAT (1)
WRITE (92,1065) RATLW,RATLH,RATSH
1065 FORMAT(lX ’% OF HEAT OUT: LW =’,F8.3,
* LH =’,F8.3,° SH =’,F8.3)
Cokesie sk ke
68 QTOT=0.
DO 69 K=1,NDIV
69 QTOT=QTOT+WTR1 (K)+WTR2 (K)
DO 70 L=1,LM
70 QTOT=QTOT+QM (L)
DIFQ=(QTOT-WORIG) =SCALE
WRITE (92,1070) DIFQ
1070 FORgAT§/1X,'SCALED CHANGE IN WATER STORAGE (SINCE BEGINNING) .=,
* F7.2
DIFQP=(AIJ(5)-ATIJ(2)-A1J(3))*SCALE
WRITE(92,1080) DIFQP
1080 FORMAT (1X, ’CHANGE PREDICTED FROM WATER BALANCE: ’,
* F7.2
Coke stk )
Cx*»*x COMPUTE MEANS FROM. TR, TB PDF’S:
NWET=0.
NDRY=0
DO 80 K=1,50
NWET=NWET+TR (K)
80 NDRY=NDRY+TB(K)
Coeske s e
TRMEAN=0.
TBMEAN=0.
DO 90 K=1,50
TRMEAN=TRMEAN+K«+TR (K) / (NWET+1 .E-20)
90 TBMEAN=TBMEAN+K«TB(X)/ (NDRY+1.E-20)
Coteerk ke
WRITE (92,1090) NWET, TRMEAN,NDRY, TBMEAN
1090 FORMAT(/1X,I5,’ WET PERIODS MEAN LENGTH =?,F6.2,' TIME STEPS’,
c * /1x,Is,’ DRY PERIODS: MEAN LENGTH =’,F6.2,’ TIME STEPS’)
e e ok e
DUM=MCCONT
ALMAX=NLMAX/ (DUM+1 .E-20)
WRITE(92,1092) ALMAX
1092 FORMAT(/1X, °MC CHARACTERISTICS: AVE. LMAX =’,F8.2,
- /1X,? WHEN LMIN = 1°)
Coke e e e _
RETURN
END
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Coresmke

Cotewne ///////////////////////////////////////////////////////

C**** - —_—— e —_———
SUBROUTINE CHECKT (NCHK) -
Cox sk
Cxx%% THIS SUBROUTINE IS CALLED AFTER EACH OTHER SUBROUTINE AND HAS BEEN
Cxx#+% USED IN THE PAST TO DEBUG THE MODEL. PRESENTLY IT IS BEING USED TO
Cxx**x INTEGRATE MODEL VARIABLES OVER TIME.
Cokeske e e
COMMON SIG(9),SIGE(10),ATRM(9),P(9),T(9),QM(9) ,TBIN(9),QBIN(9),
AIJ(7),AIJAVE(Z,Q),AHEAT(4),DSIG(9),EVAP(ZO),PRECIP,
LM,LMM1,LSTRAT,GRAV,LHE,RGAS ,KAPA ,MPLUME , SHA, SHW,
PTOP,PSURF, AREA , TNEIBR , WORIG, STRANS ,RCOEF,
QINTOT,WFC1,SDEPTH,HC1DE, TG1 (20) ,PRPREV,RUNO,
FPLUME, FREEVA FREEVB TR(50) TB(SO) NLMAX MCCONT
AXCONS ,BXCONS, BYTF, LHX DTSTEP KRAND KSEED KWET KGWRUN
NONLIN FSECT WTR1(20) ASUIL(2 20), PPROB(ZO) SAMP
WTR2(20),WFCZ,EVUUT,TS(20),
P250W (9) ,P750W(9) ,AL1W(10) ,AL2W(10) ,AL3W(10) ,QSW1W(9) ,QSW2wW(9),
SRAD, SMEAN, HSWINT ,HLWINT, HLWOTT, SHOUT,
QCONVO ,HCONVO , QCONVM, QCONVA , HCONVM, HCONVA , CONVW (9) ,
IDACC(3) ,KTSTEP,KTZERO,KTTOT,NDIV,STORM, STATSO, GROW
REAL LHE,KAPA,LAT,LHX,LIQD,MPLUME,, MCLOUD, ML , MNEW
LOGICAL STORM,STATSO,GROW E
DIMENSION QREL(9)
C ke sk ke ke
IF (NCHK.NE.8) RETURN
C o skesde e
Cxxkx INITIALIZE SUMS IN FIRST TIME STEP:
IF (KTSTEP.NE.1) GOTO 50 -
CHISUM=0.
CH2SUM=0.
TMPSUM=0.
EVPSUM=0.
RUNSUM=0.
PRCSUM=0.
SHSUM=0.
QSUM=0.
Q1SUM=0.
QGSUM=0.
DEFSUM=0.
Q1SSUM=0.
T1SUM=0.
SENSUM=0.
HSWSUM=0.
HLWSUM=0

FEEE R R E R R KR

Coteokeske e

Chkkk = = = = = = = = = = o m - - = o e m e m — - = - o

Cxxx+x NOW ADD TO SUMS AT EACH TIME STEP
WTOT=0.
W2TOT=0.
AVETMP=0.
DO 170 K=1,NDIV
WTOT=WTOT+WTR1 (K)
W2TOT=W2TOT+WTR2 (K)

170 AVETMP—AVETMP+TG1(K)*FSECT

CHIAVE=WTOT/WFC1
CH2AVE=W2TOT/WFC2
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Cakkre

SHTQT=0.

QTO0T=0.

DO 180 L=1,LM

SHTOT=SHTOT+T (L) ATRM (L) «SHA
180 QTOT=QTOT+QM (L)

Ckekeokne

Cxx+x (CALCULATE TEMP OF LAYER 1 PARCEL WHEN RAISED TO LEVEL 2)
T1T02=T (1) * (P(2) /P (1)) *+KAPA

Cote ke e
CHISUM=CHISUM+CHIAVE
CH2SUM=CH2SUM+CH2AVE
TMPSUM=TMPSUM+AVETMP
EVPSUM=EVPSUM+EVOUT
RUNSUM=RUNSUM+RUNO
PRCSUM=PRCSUM+PRECIP
SHSUM=SHSUM+SHTQT
QSUM=QSUM+QTQT
Q1SUM=Q1SUM+QM(1)

c Q1SUM=Q1SUM+QM (1) /ATRM (1)
QGSUM=QGSUM+QSAT (AVETMP , PSURF)
DEFSUM=DEFSUM+ (QSAT (AVETMP , PSURF) - (QM (1) /ATRM (1) ))
Q1SSUM=Q1SSUM+QSAT (T1T02,P(2) ) *ATRM (1)
T1SUM=T1SUM+T (1) :

SENSUM=SENSUM+SHQUT
HSWSUM=HSWSUM+HSWINT
HLWSUM=HLWSUM+HLWINT-HLWOTT

Chkkrhk = — — = = = o = = = = = = = = = == —_ —_ — - — . —- —

Cteokste ke
KFLAG=0
IWRITE=240
IF (KTSTEP.GT.4800.AND.KTSTEP.LE.5040) IWRITE=1
IF (MOD (KTSTEP,IWRITE) .EQ.0) KFLAG=1
TINT=IWRITE

(e 2 Y

IF (KFLAG .EQ.0) RETURN

Cok ek
Cxx#*% SPECIAL DIAGNQOSTICS
Cateodeske e
CHISUM=CHISUM/TINT
CH2SUM=CH2SUM/TINT
TMPSUM=TMPSUM/TINT
EVPSUM=EVPSUM/TINT
RUNSUM=RUNSUM/TINT
PRCSUM=PRCSUM/TINT
SHSUM=SHSUM/TINT
QSUM=QSUM/TINT
Q1SUM=Q1SUM/TINT
. QGSUM=QGSUM/TINT
DEFSUM=DEFSUM/TINT
Q1SSUM=Q1SSUM/TINT
T1SUM=T1SUM/TINT
SENSUM=SENSUM/TINT
HSWSUM=HSWSUM/TINT
HLWSUM=HLWSUM/TINT
HEVSUM=EVPSUM*LHE
Coke s ske s
KWRITE=IWRITE=*10
IF (MOD (KTSTEP ,KWRITE) .EQ.0) WRITE(92,1200)
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1200 FORMAT(/1X,’
*
0
ax

[eYoXoXoXoNoXoYoNoloXoNeNoNo!

C ok ok ke 5k

»

STEP SAT1. SAT2 TEMP LAT HEAT’,

! PRECIP SEN HEAT  SW HEAT RUNOFF’ ,

/1X,’

ouUT’,
OUT IN ")

WRITE (92,1201) KTSTEP,CHISUM,CH2SUM, TMPSUM,HEVSUM,
PRCSUM, SENSUM , HSWSUM , RUNSUM
1201 FORMAT(1X,’'=’,16,F6.3,F6.3,F10.2,1P,5E10.2)

1200 FORMAT(/1X,’
* PRECTIP

STEP SAT TEMP EVAP.  RUNOFF’,
Q1SSUM Q1SUM T1SUM?)

WRITE(92,1201) KTSTEP,CHISUM, TMPSUM,EVPSUM,RUNSUM, =
= PRCSUM, Q1SSUM, Q1SUM, T1SUM

1201 FORMAT(1X,I6,F6.3,F7.2,1P5E10.2,0P1F10.3)
1200 FORMAT(/1X,’
. 2 PRECIP

STEP SAT TEMP EVAP RUNOFF’,
DEFSUM QGSUM Q1SUM?’)

WRITE (92,1201) KTSTEP,CHISUM, TMPSUM,EVPSUM, RUNSUM
= PRCSUM,DEFSUM, QGSUM, Q1SUM

1200 FORMAT(/1X, ’
’ PRECIP

E

STEP SAT TEMP EVAP RUNUFF’,
SHTOT QSUM Q1SUM*)

WRITE (92,1201) KTSTEP,CHISUM,TMPSUM, EVPSUM,RUNSUM,
« PRCSUM,SHSUM, QSUM, Q1SUM

TMPSUM=0

EVPSUM=0.
RUNSUM=0.
PRCSUM=0.
DEFSUM=0.

QGSUM=0.
Q1SUM=0.
SHSUM=0.
QSUM=0

Q1SSUM=0.

T1SUM=0.

SENSUM=0.
HSWSUM=0.
HLWSUM=0.
HEVSUM=0.

1201 FORMAT(1X,I6,F6.3,F7.2,1P6E10.2)
CHISUM=0.
CH2SUM=0.

Cxxx+ STORE TIME STEP IN TEMPORARY FILE

OPEN (UNIT=983,FILE=’ [KOSTER] TSTEP .DAT’ , STATUS="NEW’ ,RECL=80)
WRITE (93,3000) KTSTEP

C 3000 FORMAT(/IX 'PROGRAM TMJ: CURRENT TIME STEP IS’,I110)

C
C

C

Cokerres

C ok sk ke ke
Cok ok ke

CLOSE (UNIT=93)

RETURN

END
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INPUT COMMAND FILE

The command file is specific to the VAX/VMS computer operating system.
The program reads from the command file the names of the input and output :
files, in this case being [KOSTER.TMJ]TQ_TMJ9.DAT AND [KOSTER.TMJ]OUT_TMJ9.DAT,
respectively. The command file need not be used when running the program on

some other computer system, as long as the data file names are specified
in some other way. . ’

$ SD [KOSTER.TMJ]

$ SET VERIFY

$ SET NOON

$ RUN TMJO .
[(KOSTER . TMJ] TQ_TMJO .DAT
[KOSTER.TMJ]OUT TMJ9.DAT
$ EXIT :
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SAMPLE INPUT FILE

The first line of the input file provides the title for the simulation.
The next five lines describe how the simulation will be run, specifying
respectively the total number of time steps, the time step at which diagnostics
are zeroed, the evaporation function used, the use or disuse of the lower
soil layer, and the method used to assign storm water to a specific land
section. The "EVAP FUNCTION" is O if evaporation is to be linearly related
to soil saturation and 1 if a nonlinear relationship is to be used. Under
"2ND SOIL LAYER", a value of 1 indicates that the simulation employs the
lower soil layer, while a value of O allows only one layer to represent
the soil. A ‘"FRAC WETTING" value of 1 specifies the use of the Section 5.4.1
fractional wetting parameterization, while a value of O specifies the simpler
parameterization described in Section 5.4.3.

Various model parameters are set on the following four lines. Their
definitions can be found at the beginning of the program listing. EMPTYO,
EMPTY1, and EMPTY2 are currently not used by the program. STRANS, a transient
studies parameter, is used only when it is given a positive value. RCOEF
corresponds to the coefficient 1/2 in Equation 5-5. . .

The columns of numbers below the headings T and § REL indicate initial
values for the temperatures and relative humidities in the atmospheric column,
ordered so that the first row listed represents the top layer. Presumably,
these values can be quite arbitrary, since the model climate will lose
all memory of its initial conditions. As the program currently stands, the
initial temperature values are reassigned anyway, so that the temperatures
in the input file are not used at all.

After specifying the number of sections into which the land surface
is divided (or, for the simplified fractional wetting parameterization, the
reciprocal [an integer] of the wetted fraction size), the input file assigns
the initial temperatures and soil saturations of each section. Twenty
sections are listed even if only one is assumed. The probabilities listed on
the far right are relative; they are normalized within the program.
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SAMPLE RUN

FPLUME FREEVA
0.500 0.250
EMPTYO DTSTEP
0.000 3600.000
. T
218.46000 o
238.83000 o
254.13000 0
265.24000 o]
280.70000 o
289.91000 0]
293.24000 (0]
286.64000 o
297.92000 o
NDIV
1
1 293.
2 293.
3 293.
4 293.
5 293
6 293.
7 293.
8 293.
9 293.
10 293.
11 293.
12 293.
13 283
14 293
15 293.
16 293.
17 293.
18 293.
19 293.
20 293

TIME STEPS:

ZEROING:
EVAP FUNCTION:
2ND SOIL LAYER:

FRAC WETTING:

17520

8760

0

1

1

FREEVB

0.500

EMPTY1

0.000
Q@ REL
.70000
.70000
.80000
.80000
.80000
.80000
.80000
.95000
.95000

TG1 (K)
00000
00000
00000
00000
.00000
00000
00000
00000
00000
00000
00000
00000
.00000
.00000
00000
00000
00000
00000
00000
.00000

B e e ek el el el b e e b e e e e e

QCONVM

9.20E-6

SDEPTH
0.100

SAT (K)
.00000
.00000
.00000
.00000
.00000
.00000
.00000
.00000
.00000
.00000
.00000
.00000
.00000
.00000
.00000
.00000
.00000
.00000
.00000
.00000

353

QCONVA
6.83E-6
EMPTY2 .

0.000

PPROB(K)

Pho b P b b e e ek et ek ek e e e e e e e e

.00000
.00000
.00000
.00000
.00000
.00000
.00000
.00000 .
.00000
.00000
.00000
.00000
.00000
.00000
.00000
.00000
.00000
.00000
.00000
.00000

HCONVM

-34.0
STRANS
-0.500

HCONVA
39.8
RCOEF
0.500



SAMPLE OUTPUT FILE

The sample output file first lists the date and time of the run and
then shows the input file used, in its entirety. The assumed heat and moisture
convergence profile is presented.

Time series of simulation data then begin. The file lists time-integrated
values of soil saturation (for both the upper and the lower soil layers), upper
soil layer temperature (in degrees K), latent heat released from the surface,
precipitation, sensible heat released from the surface, incoming shortwave
radiation, and surface runoff. These values are average hourly values for
a land surface area of 10712 square meters. The time integration normally
proceeds over 10 days; for a certain ten-day period in the first simulation
year, however, values are listed for each simulation hour.

This particular data file corresponds to the uniform wetting simulation
that was compared to the fractional wetting simulations in Section 5.4.
Diagnostics were zeroed after one year. Annual mean values of the climate
variables computed during the second year are presented at the end of the
data file. Water fluxes are expressed in mm/year and also relative to the
net water convergence in the atmospheric column.
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11-DEC-87

18:56:44

INPUT FILE USED:

SAMPLE RUN

TIME STEPS:
ZEROING:
EVAP FUNCTION:
2ND SOIL LAYER:

FRAC WETTING:

FPLUME  FREEVA
0.500 0.250
EMPTYO  DTSTEP

0.000 3600.000 .

. T Q REL

218.46000 0.70000

238.83000 0.70000

254.13000 0.80000

265 .24000 0.80000

280.70000 0.80000

289.91000 0.80000

293.24000 0.80000

- 206.64000 0.95000

297 .92000 0.95000

NDIV
1

TG1 (K)

1 293.00000

2  293.00000

3 293.00000

4  293.00000

5  293.00000

6  293.00000

7  293.00000

8  293.00000

9  293.00000

10  293.00000

11 293.00000

12 293.00000

13 293.00000

14  293.00000

15  293.00000

16  293.00000

17  293.00000

18  293.00000

19  293.00000

20  293.00000

SAT (K)
.00000
.00000
.00000
.00000
.00000
.00000
.00000
.00000
.00000
.00000
.00000
.00000
.00000
.00000
.00000
.00000
.00000
.00000
.00000
.00000

L T ) Ty ) W g r g WP

QCONVA
6.83E-6

EMPTYZ2.
0.000

PPROB (K)

T S T ) Ty Ty S N

.00000
. 00000
.00000
.00000
.00000
.00000
.00000
.00000
.00000
.00000
.00000
.00000
.00000
.00000
.00000
.00000
.00000
.00000
.00000
.00000

HCONVM

-34.0
STRANS
-0.500

HCONVA
39.8
RCOEF
0.500

///é%{é/}/{é{l/////////////////////////////)///////
II111771171711771717171771771717171171777771117717
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WEIGHTINGS USED FOR HEAT AND MOISTURE CONVERGENCE:

356

L= 9 CONVW(L) = 0.017 (BY MASS: 2.74086E-05) P = 26.90
L= 8 CONVW(L) = ©0.027 (BY MASS: 3.28285E-05) P = 104.94
L= 7 CONVW(L) = 0.048 (BY MASS: 4.16786E-05) P = 205.76
L= 6 CONVW(L) = 0.080 (BY MASS: 5.882486E-05) P = 328.90
L= 5 CONVW(L) = 0.139 (BY MASS: 8.31448E-05) P = 480.42
L= 4 CONVW(L) = 0.226 (BY MASS: 1.27103E-04) P = 650.12
L= 3 CONVW(L) = 0.263 (BY MASS: 1.87194E-04) P = 806.96
L= 2 CONVW(L) = 0.169 (BY MASS: 2.01868E-04) P = 917.37
L= 1 CONVW(L) = 0.032 (BY MASS: 6.17398E-05) P = 984.286
SUM OF WEIGHTS = 1.000
+ 240 0.998 1.000 262.35 4.24E+16 8.44E+10 3.47E+16 2.78E+17
+ 480 0.999 1.000 260.20 2.95E+16 7.00E+10 2.95E+16 2.87E+17
* 720 0.999 1.000 250.20 3.20E+16 7.01E+10 3.76E+16 3.03E+17
+« 960 0.999 1.000 258.71 4.02E+16 7.07E+10 4.82E+16 3.26E+17
« 1200 0.999 1.000 258.79 4.73E+16 6.99E+10 6.47E+16 3.54E+17
= 1440 0.999 1.000 259.67 6.46E+16 7.28E+10 7.79E+16 3.92E+17
+ 1680 0.997 1.000  261.19 8.54E+16 7.67E+10 9.34E+16 4.33E+17
« 1920 0.990 1.000 263.18 1.10E+17 8.20E+10 1.08E+17 4.75E+17
= 2180 0.944 1.000 265.53 1.39E+17 8.82E+10 1.22E+17 5.16E+17
ITERATION 15 TS(K),TG1(K),T(1) = 272.63 265.98 272.63
STEP SAT1 SAT2 TEMP LAT HEAT  PRECIP SEN HEAT SW HEAT
ouUT ouT IN
* 2400 0.855 1.000  268.30 1.69E+17 9.46E+10 1.36E+17 5.59E+17
= 2640 0.738 1.000 271.70 1.99E+17 1.02E+11 1.51E+17 6.02E+17
« 2880 0.613 1.000  275.20 2.26E+17 1.06E+11 1.69E+17 6.41E+17
«. 3120 0.896 0.893 278.07 3.03E+17 1.33E+11 1.26E+17 6.74E+17
« 3360 0.831 0.828 280.67 3.33E+17 1.42E+11 1.30E+17 7.01E+17
« 3600 0.762 0.759 283.15 3.61E+17 1.49E+11 1.34E+17 7.26E+17
« 3840 0.694 0.690 285.71 3.81E+17 1.54E+11 1.38E+17 7.44E+17
« 4080 0.627 0.621 288.02 3.95E+17 1.57E+11 1.43E+17 7.56E+17
« 4320 0.561 0.556 200.08 4.05E+17 1.57E+11 1.46E+17 7.59E+17
« 4560 0.501 0.496 201.77 4.05E+17 1.58E+11 1.51E+17 7.56E+17
ITERATION 18 TS(K),TG1(K),T(1) = 293.38 288.22 293.38
STEP SAT1 SAT2 TEMP LAT HEAT  PRECIP SEN HEAT SW HEAT
QUT ouUT IN
+ 4800 0.451 0.444  293.19 3.99E+17 1.59E+11 1.53E+17 7.46E+17
= 4801 0.420 0.420 286.58 -1.02E+14 0.00E+00 -4.53E+14 0.00E+00
= 4802 0.420 0.420 285.87 -1.06E+14 0.00E+00 -3.74E+14 0.00E+00
* 4803 0.420 0.420  285.22 -1.03E+14 O0.00E+00 -3.19E+14 O.OOE+00
= 4804 0.444 0.420  284.71 -5.30E+13 ©.67E+11 -3.64E+14 O.0OE+00
+ 4805 0.443 0.420  285.05 -5.97E+13 0.00E+00 -3.27E+14 1.36E+17
= 4806 0.442 0.420 287.70 -5.89E+13 0.00E+00 -3.84E+14 5.35E+17
« 4807 0.441 0.420  292.26 1.65E+14 O.00E+00 -8.67E+14 O.10E+17
+ 4808 0.438 0.421 297.36 1.65E+17 0.00E+00 5.45E+15 1.24E+18
« 4809 0.429 0.421 299.60 6.72E+17 0.00E+00 2.50E+17 1.52E+18
STEP SAT1 SAT2 TEMP LAT HEAT  PRECIP SEN HEAT SW HEAT
OUT ouT -~ IN
= 4810 0.420 0.420  301.52 8.18E+17 O0.00E+00 3.48E+17 1.73E+18
+ 4811 0.418 0.418  303.05 9.23E+17 0.00E+00 4.13E+17 1.85E+18
"= 4812 0.430 0.418  302.77 1.19E+18 1.08E+12 5.27E+17 1.89E+18
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.00E+0C
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.O0E+0C
.26E+11
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50E+17

SEN HEAT

OouT

.30E+17
.87E+17
.23E+17
.30E+17
.11E+17
.25E+16
.87E+15
.12E+15
.24E+15
.45E+14

SEN HEAT

-8.
-5.
-4.
-3.
-3.
-2.
-3.
-6.
-5.

2.

ouT
32E+14
02E+14
17E+14
57E+14
14E+14
81E+14
O1E+14
44E+14
34E+15
58E+17

SEN HEAT

GO 0D WO O b b

ouT

.08E+17
.08E+17
.46B+17
.50E+17
.32E+17
.87E+17
.24E+17
.30E+17
.11E+17
.23E+16

SEN HEAT

-5.
-2.
-1.
-8.
-6.
-5.
-4.
-3.
-3.
-2.

outT
58E+15
13E+15
24E+15
S50E+14
37E+14
O7E+14
21E+14
B81E+14
17E+14
84E+14

SEN HEAT

.51E+18
.72E+18
.84E+18
.89E+18
.84E+18

b pd b e

SW HEAT

IN
.71E+18
.50E+18
.23E+18
.93E+17
.18E+17
.20E+17
.O0E+00
.00E+00
.00E+00
.00E+00

QOOO K (N0 M =

SW HEAT

IN
.0O0E+00
.O0E+00
.Q0E+Q0
.00E+00
.00E+00
.19E+17
.19E+17
.95E+17
.23E+18
.51E+18

HHONHOOOOO

SW HEAT

IN
.71E+18
.84E+18
.88E+18
.84E+18
.71E+18
.50E+18
.22E+18
.89E+17
.14E+17
.17E+17

b G100 b gt b b b b

SW HEAT

IN
.O0E+00
.00E+00
.00E+00
.00E+00
.COE+0Q0
.00E+00
.00E+00
.0O0E+00
.O0E+00
.16E+17

HOO0OO0OOOOO0OO0O

SW HEAT

[oNeNeoNeoNoNoNoRoNoNo] COO0OO0OOHOOKO NOONO

OOOHONOON

[eYoJeNeNoNoNoNoNoNol

.00E+0C
.23E+11
.00E+00
.Q0E+0Q
.15E+11

RUNCFF

.00E+00
.70E+11
.O0E+00
.O0E+0C
.65E+11
.O0E+0C
.00E+0C
.O0E+00
.O0E+00
.O0E+0C

RUNOFF

.00E+00
.00E+00
.00E+0Q
.00E+00
.00E+0C
.0O0E+0¢C
.00E+0¢
.O0E+0C
.00E+0C
.00E+00

RUNOFF

.12E+11
.O0E+0C
.00E+00
.07E+11
.O0E+0C
.64E+11
.Q0E+0C
.O0E+0C
.80E+11
.00E+QC

RUNOFF

.00E+0C
.Q0E+00
.00E+00Q
.00E+0C
.O0E+0Q
.O0E+0Q
.O0E+00
.O0E+00
.O0E+0C
.O0E+00

RUNOFF
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LK I R B K IR 2 2R 2

LK BE BE IR R N

4950
4951
4952
4953
4954
4955
4956
4957
4958
4959

STEP

4960
4961
4962
4963
4964
4965
4966
4967
4968
4989

STEP

4970
4971
4972
4973
4974
4975
4978
4977
4978
4979

STEP

4980
4981
4982
4983
4984
4985
4986
4987
4988
4989

STEP

4990
4991
4992
4993
4994
4995

.400
.399
.399
.394
.383
.412

000000000

O b OO
000
W0

0.391
SAT1

.402
.393
.380
.390
.380
.414
.413
.412
.411
:410

OCO0O0O00O0O0OO00

SAT1

.410
.409
.408
. 407
. 407

.404
.395
.391
.38¢

[eNeNoNoRoNoRoNoNo o]

SAT1

. 406
.392
.401
.389
.387
.400
.393
.389
.389
.389

[eNeNoNoNoNoRoNoNoNeo]

SAT1

. 389
.389
.389
.38¢
.389
.389

[eJoNoNoNeXeo]

.395
.395
.395
.394
.393
.393
.393
.383
.393
.391

O00000O0COO0

SAT2

.391
.391
.390
.380
.390
.390
.390
.390
.391
.391

OCO0O0000O0O00O0

SAT2

.391
.391
.391
.391
.392
.392
.392
.392

[eNoNoNoNoRoNeoNoNo o]

.389
SAT2

.389
.389
.389
.389
.387
.387
.387
.387
.387
.387

[eNeloNoRoRoRoRoNoN o]

SAT2

0.387
0.387
0.387
0.387
0.387
0.387

287.
292.
2908.

98
56
37

300.
302.
302.
304.
303.
303.
302.

72
85
88
04
24
33
75

TEMP

299.99
298.37
.26
293.77
292.30
291.07
290.03
289.11
288.27
287.52

TEMP

286.
286 .
285.
285.
288.
292.
298.
300.
302.
303.

TEMP

303.
304.
302.
302.
301.086
297.85
295.76
293.27
291.
290.

49
14
71

71
TEMP

289.67
288.73
287.88
287.12
286.43
285.80

ouT
~-8.93E+13
-7 .16E+13
.37E+16
.18E+17
.75E+17
.08E+18
.O1E+18
.20E+18
.02E+18
9.36E+17

HH 00

LAT HEAT

out
.02E+18
.84E+17
.84E+17
.45E+17
.36E+16
.95E+16
.52E+15
.99E+14
.19E+14
.03E+13

QRPN N

LAT HEAT

ouT
-1.85E+13
-4.89E+13
-6.28E+13
-6.90E+13
-7.08E+13
.60E+13
.36E+17
.40E+17
.87E+17
.97E+17

NP -

LAT HEAT

ouT
.18E+18
.03E+18
.18E+18
.43E+17
.20E+17
.58E+17
.94E+17
.64E+17
.51E+16
1.40E+15

=N 00 00 O bt b=t pd

LAT HEAT

ouT
2.50E+14
-1.85E+12
-7.29E+13
-9.35E+13
-9.74E+13
-9.55E+13

360

e XeXeXoX XeXeXoXoks)

OO0OVOHOOOOO

[eNoNeoNoNoNoReNoNeoNeoi

[eXeloNoN cNoNoX oNol i

[eNeNeNoNeoXeo]

.00E+00 -3.
.00E+00 ~6.
.00E+00 -5.

ouTt
04E+14
51E+14
29E+15

.00E+00
.O0E+00
.30E+12
.00E+00
.32E+11
.O0E+00
.0O0E+00

PRECIP

.53E+11
.O0E+00
.0O0E+00
.00E+00
.00E+00
.59E+11
. O0E+00
.O0E+00
.O0E+00
.OOE+00

PRECIP

.0O0E+00
.O0OE+00
.0OOE+00
.00E+00
.0O0E+00
.O0E+00
.00E+00
.O0E+00
.0O0E+00
.O0E+00

PRECIP

.24E+12
.0O0E+00
.37E+11
.00E+00
.00E+00
.21E+11
.00E+00
.00E+00
.O0E+00
.00E+00

PRECTIP

.O0E+00
.00E+00
.O0E+00
.O0E+00
.Q0E+00
.O0E+00

.B7E+17
.80E+17
.87E+17
.40E+17
.44E+17
.34E+17
.87E+17

Wkt hwN

SEN HEAT

ouT
4.26E+17
2.30E+17
1.27E+17
2.66E+16
.61E+15
.58E+15
.12E+15
.28E+15
.90E+14
.74E+14

SEN HEAT
ouT
~5.40E+14
~-4.51E+14
-3.88E+14
~-3.41E+14
-3.63E+14
-8.25E+14
1.79E+15
2.54E+17
3.55E+17
4.18E+17

SEN HEAT

ouT
.42E+17
.51E+17
.34E+17
.92E+17
.18E+17
.30E+17
.29E+17
.88E+16
-5.60E+15
-1.89E+15

N=WWwWwORA®N

SEN HEAT

ouT
-1.10E+156
-7 .49E+14
-5.60E+14
-4 .46E+14
-3.71E+14
-3.18E+14

IN
.158E+17
.91E+17
.23E+18
.50E+18
.71E+18
.84E+18
.88E+18
.83E+18
.71E+18
.50E+18

b bk ek i ik ek b et OO O

SW HEAT

IN
.22E+18
.86E+17
.11E+17
.13E+17
.00E+00
.00E+00
.O0E+00
.00E+00
.O0E+00
.00E+00

CQOOOOH MM

SW HEAT

IN
.00E+00
.00E+00
.00E+00
.12E+17
.11E+17
.87E+17
.22E+18
.50E+18
.71E+18
.84E+18

R0 000

SW HEAT

IN
.88E+18
.83E+18
.70E+18
.49E+18
.22E+18
.81E+17
.O7E+17
.09E+17
.00E+00
.00E+00

OO U0 = = 1=t 4

SW HEAT

IN
.00E+00
.00E+00
.00E+00
.00E+00
.00E+00Q
.00E+00

[eXeoNeNoNoNo]

[eXoNoNoNoNoNeNoleNol OCO0OO0OOHOOQOOOH OOHONOOOOO

OO0OO0O0OHOOrHON

000000

.00E+00
.00E+00
.00E+00Q
. O0E+00Q
.00E+0Q
.65E+11
.00E+00
.86E+11
.O0E+00
.00E+00

RUNOFF

.86E+11
.00E+00
.00E+00
.O0E+00Q
.00E+00
.87E+11
.00E+00
.O0E+00
.O0E+00 .
.0O0E+0Q

RUNOFF

.00E+00
.00E+00
.00E+00Q
.00E+00
.00E+0C
.00E+0C
.00E+0Q
.00E+0C
.00E+00Q
.0O0E+00

RUNOFF

.41E+11
.O0E+0OC
.83E+11
.O0E+00
.00E+0C
.78E+11
.O0E+0C
.00E+0C
.00E+00
.00E+0C

RUNOFF

.0O0E+00
.00E+0Q
.O0E+0C
.00E+0C
.O0E+0Q
.O0E+0C

ks
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LR K B BE BE B BE EE 3

4996
4997
4998
4999

STEP

5000
5001
5002
5003
5004
5005
5008
5007
5008
5009

STEP

5010
5011
5012
5013
5014
5015
5016
5017
5018
5019

STEP

5020
5021
5022
5023
5024
5025
5026
5027
5028
5029

STEP
5030
5031
5032
5033
5034
5035
5036
5037

5038
5039

STEP

0.388
0.388
0.416
0.415

SAT1

.412
.403
.392
.387
.399
.386
.384
.396
.385
.383

O00000O0O00O0

SAT1
.398
.384
.393
.393
.392
.392
.392
.391
.391
.391

[eNeNoNoRoReRoRoRoN o]

SAT1

.390
.390
.380
.380
.389
.384
.400
.387
.382
.394

[sNoNoNoNoNeNoNoNoXo)

SAT1

.382
.389
.381
.380
.379
.397
.396
.386
.3956
.394

O00O0OO000O0O00O0

SAT1

0.387
0.387
0.387
0.388

SAT2

.388
.388
.388
.387
.387
.386
.384
.384
.384
.383

[eNeNoNoNoNoRoReNoNeol

SAT2

.383
.383
.383
.383
.383
.383
.384
.384
.384
.384

[eXoNoNeNoXoNoNoNo ol

SAT2

.384
.384
.384
.384
.384
.384
.384
.384
.382
.382

[sNoNeoRoReNoNoNoNeoNeo)

SAT2

.382
.382
.381
.380
.379
.379
.379
.379
0.379
0.380

QOOO00000

SAT2

285.22
285.35
287.96
292.52

TEMP

297.
300.
302.
303.
303.
304.
304.
301.
300.
299.

TEMP

295.
293.
291.
290.
289.
288.
287.
287.
286.
285.

285.
285.
288.
292.
298.
301.
301.
303.
304.
303.

TEMP

303.
301.
300.
298.
206.
292.
2981.
290.
289,
288.

TEMP

-8.17E+13
-8.75E+13
~5.85E+13

9.14BE+13

LAT HEAT

ouT
.20E+17
.55E+17
.03E+17
.Q7E+17
.16E+18
.03E+18
.98E+17
.14E+18
.30E+17

DOHOMHHEOWNOMD

.61E+13

LAT HEAT

ouT
.57E+13
.36E+13
.75E+13
.50E+13
3.02E+16
6.00E+17
8.25E+17
9.22E+17
9.84E+17
1.20E+18

361

.66E+17 -

[l N e¥e]

HOOKHOOOOO0OO [eNeNoNoRoNoReoNoNoX o OCO=OO+HOOOO

[oNeNoRok cNoRoNeoX: Ne)

.00E+00
.O0E+00
.07E+12
.00E+Q0

PRECIP

.00E+00
.00E+00
.O0E+00
.0O0E+00
.04E+12
.O0E+00
.00E+00
.01E+12
.O0E+00
.00E+00

PRECIP

.08E+11
.Q0E+00
.O0E+00
.00E+00
.O0E+00
.00E+00
.00E+00
.O0E+00
.00E+00
.O0E+00

PRECIP

.O0E+Q0
.O0E+00
.00E+00
.O0E+00
.O0E+00
.Q0E+00
.09E+12
.Q0E+00
.O0E+00
.05E+12

PRECIP

.00E+00
.21E+11
.00E+00
.00E+00
.00E+0Q0
.34E+11
.00E+00
.00E+00
.Q0E+Q0
.0O0E+00

PRECTP

-2.80E+14
-2.51E+14
-3.38E+14
-7.61E+14

SEN HEAT

guT
.59E+15
.47E+17
.48E+17
.16E+17
.34E+17
.B5E+17
.32E+17
.01E+17
.16E+17
.27E+17

D000 01 T WO N

SEN HEAT

ouT
2.15E+17
2.96E+16
-5.59E+15
-2.01E+15
-1.19E+15
~-8.14E+14
~6.12E+14
-4 .88E+14
-4;:07E+14
~3.49E+14

SEN HEAT

ouT
-3.07E+14
-2.76E+14
~-2.90E+14
-5.99E+14
-5.49E+15
2.48E+17
4.11E+17
4.10E+17
4.48E+17
5.57E+17

SEN HEAT

ouT
4.36E+17
4.91E+17
3.25E+17
2.30E+17
1.22E+17
9.35E+16
.58E+15
.12E+15
.26E+15
.66E+14

SEN HEAT
ouT

0.00E+QC
1.08E+17
5.07E+17
8.83E+17

SW HEAT

IN
.22E+18
.50E+18
.70E+18
.83E+18
.87E+18
.83E+18
.70E+18
.49E+18
.21E+18
.78E+17

00 b=t 4= bk b pod pd pd ot Pl

- 8W HEAT

IN
.03E+17
.O5E+17
.00E+00

.O0E+00
.00E+00
.O0E+00
.O0E+00
.O0E+00
.00E+00

[eNoReoNoNoNoNoNol 3|

SW HEAT

IN
.00E+00
.03E+17
.03E+17
.80E+17
.22E+18
.49E+18
.70E+18
.83E+18
.87E+18
.83E+18

P b et b gt 00 O O

SW HEAT

IN
.70E+18
.49E+18
.21E+18
.7T4E+17
.99E+17

.00E+00
.00E+00
.O0E+0Q0
.O0E+00

QOO0 KKK

SW HEAT
IN

. O0E+00"

000000000 H

.00E+17 .

oNQOo

OOHOONOQOOO

QOO0OOOOOHO

NOONOOOOOO

.Q0E+QC
.Q0E+0OC
.08E+11
.00E+0C

RUNOFF

.Q0E+0C
.O0E+0C
.O0E+0Q
.00E+0C
.02E+11
.Q0E+0C
.Q0E+0C
.93E+11
.O0E+0C
.00E+0C

RUNOFF

.7T4E+11
.00E+00C
.Q0E+0C
.O0E+00
.Q0E+0¢C
.O0E+00
.O0E+0C
.O0E+0C
.O0E+0C
.0O0E+0C

RUNOFF

.00E+0C
.00E+0C
.00E+0C
.O0E+0C
.00E+0C
.0O0E+0C
.08E+11
.O0E+0C
.O0E+0C
.QO0E+11

RUNOFF

.00E+0C
.57E+11
.Q0E+QC
.00E+0C
.00E+0OC
T7E+11
.00E+0C
.00E+0C
.Q0E+0C
.00E+0C

RUNQFF
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5040
5280
5520
5760
6000
6240
6480
6720
6960

TERATIO

STEP

7200
7440
7680
7920
8160
8400
8640

o
o
o
0o
o
0.
o
o
o
N

.394
.372
.348
.334
.327
333
.352-
.379
.411
16

SAT1

[eXoReRoReRoRo)

. 447
.487
.529
.575
.624
.673
.720

8880 0.764
9120 0.806
9360 0.844

ITERATION 15

STEP SAT1
9600 0.877
9840 0.904
10080 0.925
10320 0.938
10560 0.941
10800 0.924
11040 0.862
11280 0.768
11520 0.653
11760 0.713
TERATION 15
STEP SAT1
12000 0.817
12240 0.754
12480 0.690
12720 0.627
12060 0.564
13200 0.505
13440 0.452
13680 0.405
13920 0.370
14160 0.343
TERATION 15
STEP SAT1

0.380  287.95 1.18E+13
0.364  294.80 3.72E+17
0.340 204.93 3.52E+17
0.326  294.71 3.30E+17
0.323  294.15 3.05E+17
0.329 293.12 2.81E+17
0.344 = 291.67 2.53E+17
0.367  289.63 2.25E+17
0.396  287.49 1.97E+17
TS(K) ,TG1(K),T(1) =

SAT2 TEMP LAT HEAT
OUT

0.430 285.07 1.69E+17
0.468  282.30 1.42E+17
0.509 279.20 1.13E+17
0.554  275.93 8.89E+16
0.601 272.87 6.67E+16
0.849 260.86 4.82E+16
0.697  267.09 3.78E+16

wknonnkx STEP = 8760:

0.743  264.89 3.38E+16 7.
0.786  263.12 3.23E+16 7.
0.826 261.84 3.30E+18 7.
TS(X) ,TC1(X) ,T(1) =
SAT2 TEMP LAT HEAT
QUT
0.861 261.03 4.05E+16
0.891 260.65 - 5.10E+16
0.915 260.97 6.14E+16
0.932 262.04 8.01E+18
0.940  263.63 1.03E+17
0.941 265.64 1.31E+17
0.941 268.00 1.58E+17
0.941 271.03 1.87E+17
0.941 274.34 2.16E+17
0.900  277.368 2.83E+17
TS(K) ,TG1(X) ,T(1) =
SAT2 TEMP LAT HEAT
ouUT
0.814  279.93 3.17E+17
0.752 282.29 3.45E+17
0.687  284.82 3.69E+17
0.622 287.19 3.85E+17
0.558 289.39 3.98E+17
0.499 201.18 4.02E+17
0.446  202.68 3.99E+17
0.400  293.91 3.91E+17
0.363  204.77 3.77E+17
0.335 205.14 3.50E+17
TS(X) ,TG1(X),T(1) =

SAT2

TEMP LAT HEAT
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DIAGNOSTICS ZERQOED seskskskoksiesk®

ke s e o e s e e o e s e o 3 3 b o o o 3 e e e o ok s 3 e e e o o o e e e o e o o o sk e e e e o o e ok

.O0E+00 -6.53E+14

.55E+11 1.55E+17
.52E+11 1.52E+17
.48E+11 1.48E+17
.48E+11 1.39E+17
.44E+11 1.28E+17
.38E+11 1.15E+17
.38E+11 1.01E+17
.29E+11 8.88E+18
.93  280.32
PRECIP SEN HEAT
ouT
.21E+11 7.61E+16
.11E+11 8.42E+16
.05E+11 5.38E+16
.82E+10 4.45E+16
.08E+10 3.82E+18
.45E+10 3.53E+16
.70E+10 3.20E+16
54E+10 2.86E+16
31E+10 3.01E+16
24E+10. 3.55E+16 2.
75 258.83
PRECIP SEN HEAT
ouT
.17E+10 4.16E+16
.42E+10 5.13E+16
.35E+10 6.75E+16
.70E+10 8.18E+16
.14E+10 9.66E+16
.79E+10 1.10E+17
.32E+10 1.26E+17
.95E+10 1.41E+17
.06E+11 1.59E+17
.19E+11 1.50E+17
.99 276.53
PRECIP SEN HEAT
ouT
.37E+11 1.31E+17
.44E+11 1.36E+17
.52E+11 1.40E+17
.54E+11 1.45E+17
.56E+11 1.40E+17
.87E+11 1.54E+17
.58E+11 1.587E+17
.58E+11 1.80E+17
.54E+11 1.59E+17
.51E+11 1.58E+17
.77 289.29
PRECIP SEN HEAT

DR AMUIOOONO
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.Q0E+00
.Q7E+17
.78E+17
.48E+17
.15E+17
.78E+17
.38E+17
.96E+17
.59E+17
.94

SW HEAT

IN

.21E+17
.84E+17
.49E+17
.21E+17
.00E+17
.84E+17
.T7T5E+17

.T3E+17
.78E+17

91E+17

.75
SW HEAT

IN

.11E+17 .
.386E+17
.70E+17
.10E+17
.52E+17
.94E+17
.35E+17
.T8E+17
.21E+17
.56E+17
.99

SW HEAT

IN

.87E+17
.13E+17
.35E+17
.80E+17
.58E+17
.58E+17
.52E+17
.38E+17
.19E+17
.93E+17
.78

SW HEAT

NNONMDNNNDNO

WwNN NN

AOWhROWWWW
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.O0E+0C
.82E+10
.58E+10
.42E+1C
.33E+10C
.31E+10
.33E+1C
.52E+1C
.55E+1C

RUNOFF

.B63E+1C
.64E+10C
.72E+1C
.78E+10C
.80E+10C
.82E+10
.75E+10

.87E+10
.94E+1C
.O5E+1G

RUNOFF -

.14E+1C
.35E+1C
.39E+1C
.61E+1C
.83E+1C
.05E+1C
.0O0E+1C
.79E+1C
.44E+1C
.32E+1C

RUNOFF

.58E+1C
.39E+1C
.20E+1C
77E+1C
.34E+1C
.92E+1C
.52E+1C
.18E+1C
.78E+1C
.53E+1C

RUNOFF



ouUT ouT
+ 14400 0.326 0.317 295.07 3.38E+17 1.49E+11 1.53E+17
« 14640 0.318 0.310  294.66 3.16E+17 1.48E+11 1.45E+17
« 14880 0.318 0.314  293.81 2.90E+17 1.44E+11 1.37E+17
«. 15120 0.332 0.326  292.59 2.66E+17 1.44E+11 1.24E+17
« 15360 0.357 0.348  290.81 2.38E+17 1.33E+11 1.09E+17
« 15600 0.388 0.373  288.67 2.10E+17 1.33E+11 9.56E+16
+ 15840 0.422 0.405 286.42 1.81E+17 1.25E+11 8.20E+16
* 16080 0.460 0.442 283.78 1.55E+17 1.19E+11 7.09E+16
« 16320 0.502 0.482 280.88 1.27E+17 1.06E+11 5.91E+16
« 16560 0.547 0.525 277.58 1.01E+17 1.03E+11 4.89E+16
ITERATION 15 TS(X),TG1(K),T(1) = 278.70  270.39 27
STEP SAT1 SAT2 TEMP LAT HEAT  PRECIP SEN HEAT
OUT , ouT
« 16800 0.585 0.572 274.42 7.75E+16 9.42E+10 ‘4.14E+16
+ 17040 0.644 0.620 271.15 5.66E+16 8.81E+10 3.88E+16
+ 17280 0.692 0.669 268.36 4.23E+16 7.97E+10 3.35E+16
+ 17520 0.738 0.717 265.97 3.57E+16 7.68E+10 2.96E+16
CONDITIONS AFTER 17520 TIME STEPS
T Q REL
193.17999 1.00187
193.50723 1.00172
191.42118 1.00272
213.50026 1.002886
227.61467 1.00447
245.25359 1.00787
258.70245 - 0.86423
266.92749 0.74010
271.48877 0.79227
NDIV
1
K TG1 (K) CHI1 (K) CHI2 (K)
1 262.25720 0.75825 0.73930
2 293.00000 0.00000 0.00000
3 293.00000 0.00000 0.00000
4 293.00000 0.00000 0.00000
5 293.00000 0.00000 0.00000
6 293 .00000 0.00000 0.00000
7 293.00000 0.00000 0.00000
8 293.00000 0.00000 0.00000
9 293.00000 0.00000 0.00000
10 293.00000 0.00000 0.00000
11 293 .00000 0.00000 0.00000
12 293.00000 0.00000 0.00000
13 293.00000 0.00000 0.00000
14 293 .00000 0.00000 0.00000
15 293 .00000 0.00000 0.00000
16 293 .00000 0.00000 0.00000
17 293.00000 0.00000 0.00000
18 293 .00000 0.00000 0.00000
19 293 .00000 0.00000 0.00000
20 293.00000 0.00000 0.00000

1363

IN
.63E+17
.32E+17
.Q7E+17
.58E+17
.16E+17
7T7E+17
.40E+17
.02E+17
.66E+17
.34E+17
.70

VWWhhAhOONOOOD

SW HEAT

IN
3.10E+17
2.92E+17
2.79E+17
2.73E+17

[SECEMESESESESCRESE SN

NN NN

.37E+1C
.28E+1C
.20E+1¢C
.31E+10
.27E+1¢C
.48E+10
.55E+10
.67E+10C
.61E+1C
.77E+1C

RUNOFF

.7T6E+1C
.81E+10
.74E+10
.82E+10




TOTAL WATER ADVECTED IN = 2.90189E+14 ( -290.19 mm/yr)

SCALED TOTAL PRECIP = 349.76 ( 1014.98 mm/yr)

SCALED TOTAL EVAP = 249.81 ( 724.93 mm/yr)

Q ADVECTED IN (SCALED) = 100.00 ( 290:19 mm/yr)

Q ADVECTED OUT (SCALED) = 0.00 ( 0.00 mm/yr)
RUNOFF (SCALED) = 100.22 (  290.81 mm/yr)

AVERAGZ RELATIVE HUMIDITY IN BOTTOM LAYER = 0.7749
RUNGFF /PRECIP RATIO = 0.2865

AVERAGE SOIL CONDITIONS:

K= 1 GROUND TEMP = 278.83 SAT = 0.8221
SENSIBLE-TO-LATENT HEAT TRANSFER RATIO = 4.98E-0O1

% OF HEAT OUT: LW = 79.727 LH = 13.551 SH =’ 6.751
SCALED CHANGE IN WATER STORAGE (SINCE BEGINNING) =

CHANGE PREDICTED FROM WATER BALANCE: -0.22

1137 WET PERIODS: MEAN LENGTH
1137 DRY PERIODS: MEAN LENGTH

1.66 TIME STEPS
6.03 TIME STEPS

MC CHARACTERISTICS: AVE. LMAX = 5.30
WHEN LMIN = 1

- 364

-0.21





