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ABSTRACT
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I.0 INTRODUCTION

The purpose of this report is to document research to develop strategies for concurrent processing of complex algorithms in data driven architectures. The problem domain consists of decision-free algorithms having large-grained, computationally complex primitive operations. The anticipated multiprocessor environment is assumed to contain between two and twenty computing elements for concurrent execution of the various primitive operations. Each computing element or functional unit is a processor having local memory for program storage and temporary input and output data containers. The functional units have a common global data memory, and functional unit activity is coordinated by a graph manager. The global memory and graph manager may be either centralized or distributed. The authors have proposed a new graph theoretic model to provide a basis for establishing rules for relating a decomposed algorithm to its execution in a data flow environment. The model is identified by the acronym ATAMM which represents Algorithm To Architecture Mapping Model. The availability of the ATAMM model is important because it provides a context in which to investigate algorithm decomposition strategies, it provides a basis for predicting and improving time performance, and it identifies the data flow and control flow required of any data flow architecture which implements the algorithm.

During an earlier grant period, May 16, 1986 to May 15, 1987, the authors formulated the ATAMM model for representing the implementation of a decomposed algorithm in a data flow architecture. In addition, a simulation tool was developed to display data flow and control flow for algorithms operating according to the ATAMM rules. During the present grant period, May 16, 1987 to May 15, 1988, the ATAMM model was used to determine analytically performance bounds for task computational time and system throughput
time. An operating strategy which achieves optimum time performance was
developed. In addition, a new diagnostic software tool was developed for
use with the simulation tool. The diagnostic tool monitors detailed system
operation and displays global system performance indicators and measures.
Also, a new multiprocessor operating system based on the ATAMM specifica-
tions is being constructed to validate the ATAMM rules and to provide a
testbed for further experimentation. It is the purpose of this report to a
detailed description of the research performed during the present grant
period.

In Section II, a overview of research performed during the period May
16, 1987 to May 15, 1988 is presented. This overview consists of summaries
of work to develop strategies for optimum time performance, diagnostic soft-
ware tools, and a testbed operating system. In Section III, the development
of strategies for optimum time performance is described. The new diaganos-
tic software tools are explained and illustrated in Section IV. Recommen-
dations for continuing and future research are briefly outlined in Section V.
Two papers describing recent research efforts are included as
appendices.
II. RESEARCH OVERVIEW

In this section, a summary of research activity conducted during the period May 16, 1987 through May 15, 1988 is presented. A more detailed description of this work, as well as illustrative examples, is given in the following sections and the appendices.

II.1 Modeling and Performance

The development of a new graph theoretic model for describing data and control flow associated with the execution of large-grained algorithms in a special distributed computing environment is presented. The model is identified by the acronym ATAMM which represents Algorithm To Architecture Mapping Model. The purpose of such a model is to provide a basis for establishing rules for relating an algorithm to its execution in a multiprocessor environment. Specifications derived from the model lead directly to the description of a data flow architecture. The availability of the ATAMM model is important for at least three reasons. First, it provides a context in which to investigate algorithm decomposition strategies without the need to specify a specific computer architecture. Second, the model identifies the data flow and control dialog required of any data flow architecture which implements the algorithm. Third, the model provides a basis for calculating analytically performance bounds for computing speed and throughout capacity.

The problem domain of the ATAMM model consists of decision free algorithms with computationally complex primitive operations which are assumed to be implemented in a dedicated data flow environment. The algorithms are such as may be found in (but not limited to) large scale signal processing and control applications. The anticipated multiprocessor environment is
assumed to consist of two to twenty processing elements for concurrent execution of the various algorithm primitives.

The development of new computer architectures based upon distributed, multiprocessor organizations [1], [2] is motivated mainly by the requirement for increased speed and greater throughput capability in complex signal processing applications [3]. Recent advances in the production of high-density microelectronics [4] has made possible the construction of parallel architectures consisting of identical, special purpose computing elements [5]. A number of models for describing the behavior of algorithms in this setting have been developed [6] - [8]. However, these models represent only the data flow and do not adequately display the complex issues of communication and control flow which must occur in any realization of the model. For this reason, it has been difficult to investigate how to effectively match the decomposition and scheduling of algorithms to the structure and control of parallel architectures. The importance of better understanding the relationship between algorithms and architectures is only now becoming recognized [9].

A new model useful for understanding the relationship between decomposed algorithms and data flow architectures has been presented. Named ATAMM for Algorithm To Architecture Mapping Model, the model consists of Petri net marked graphs called the algorithm marked graph, the node marked graph, and the computational marked graph. After establishing that the computational marked graph is live, safe and consistent, graph time performance measures of time between input and output (TBIO), task time (TT), and time between outputs (TBO) are defined. Then lower bounds for the performance measures are calculated analytically from the modified algorithm
graph and the computational marked graph. A design strategy for achieving optimum time performance is proposed and illustrated with a design example.

II.2 Diagnostic Tool Development

Although the ATAMM model is not complicated in principle, the execution of a system modelled with it becomes hardly tractable when both the number of nodes as the number of resources increase. Therefore, it is necessary to have Diagnostic Tools to explore the execution of a given algorithm. One of the important parameters necessary to observe is concurrency. Concurrency is a measure of the number of resources that work at the same time for a specified length of execution of an algorithm. Other parameters include TBIO (Time Between Input and Output), TBO (Time Between Outputs), and TBI (Time Between Inputs). These parameters refer to the time performance of the system: the elapsed time between when input data is read and its corresponding output data is written (TBIO), the time elapsed between repetitive output writings (TBO), and the time elapsed between repetitive inputs data readings (TBI). Another necessary measurements are the time the system takes and the different states it goes through to reach steady state.

The Analyzer, a computer program, provides measurement of the items denoted above. The input to the program is a file containing a sequential account of the execution of a concurrent system. It displays the activity of the individual nodes of a graph. This display is drawn on a common time axis for easy reading of the concurrent execution of nodes. An alternate display is the plotting of the activity of the resources versus time. The program also displays the function of concurrency versus time which is now called Total Resource Utilization Envelope. For individual data packets, the program displays the values of TBIO, TBO and TBI. It also reports
general statistics of the transitions per node. This program is primarily to be used for post-execution detailed analysis of the execution of an algorithm.

Another computer program, the Graph Simulation/Analyzer, provides not only simulation of the execution of an algorithm but also analysis of data immediately after execution. It generates the sequential files containing firing of transitions in the CMG (Computational Marked Graph) to be analyzed by the Analyzer, the program described above. It also generates files with average values of TBO, TBI and TBIO. The simulation module has been improved so that it may include random variables as the values of the transitions in the CMG. It accepts as input an ASCII file containing a description of the topology of a graph, transition time assignments, priority assignment, initial marking, number of resources, etc.

II.3 Testbed Development

A multiprocessor operating system has been developed based on the ATAMM specifications. It is the third prototype system to have been built in the past two years. The motivation for this is to give further credibility to ATAMM through system validation and to provide a testbed experimentation. This discussion is divided into three design phases. In the system partitioning the ATAMM model is divided into logical components. Combined, these logical components must fully represent the ATAMM description. The next phase is the hardware mapping in which the logical components are mapped into a target architecture. Necessary inter-module communications and control dialogue paths must also be specified. The multiprocessor operating system implementation is the final design phase and will be referred to briefly.
Three logical components have been isolated in the ATAMM partition; the Graph Manager (GM), Functional Unit (FUN), and Global Memory (GLM). The Graph Manager is responsible for implementing the state transitions of the processes. It must monitor all token movement within the CMG required to determine the fireability of a process. When a process can fire the Graph Manager must assign the first available Functional Unit to that process. The Functional Unit will then execute all three NMG transitions for that particular process. It must also, via interrupt, update all important token movement within the NMG to the Graph Manager. As a Functional Unit can be assigned to any process, it must also have the code available for the computation of every process in the AMG. The Global Memory is the final logical component in the partition and is responsible for storing data associated with all Output Full edges in the CMG. Because of this the it must have a communications path to all Functional Units for both the reading and writing of data.

The three prototype multiprocessor operating systems previously mentioned have all had different hardware mappings. Each new mapping was guided through observations made in the development of the previous mapping. In the current mapping all three logical components are distributed within each hardware module. The hardware modules chosen are IBM PC/AT's and are connected on an Ethernet Local Area Network. This mapping presents two advantages over the previous two in which the logical components were not completely distributed. First, the redundancy of all logical components provides a greater degree of fault tolerance. Secondly, a reduction of inter-module communications, the major bottleneck in multiprocessor design, is expected as the logical components all reside in the same hardware module.
The final step in the design process is to develop a multiprocessor operation system to implement the logical components as designated by the hardware mapping. In addition to the hardware modules, a Sink/Source node module was designed for the system initialization and monitoring. It is also responsible for injecting input data into the system and for receiving output data. The resulting multiprocessor has been successfully developed and is currently undergoing tests for ATAMM validation. Initial results are positive and all tests should be completed by the end of August.
III.0 OPTIMUM TIME PERFORMANCE

III.1 Introduction

The development of a new graph theoretic model for describing the relation between a decomposed algorithm and its execution in a data flow environment is presented. Performance measures of computing speed and throughput capacity are defined. Lower bounds for these performance measures are established. In Subsection III.2 of this report, the modeling process to describe algorithms in data flow architectures, ATAMM, is presented. The model consists of three Petri net marked graphs called the algorithm marked graph (AMG), the node marked graph (NMG), and the computational marked graph (CMG). In Subsection III.3, the operating characteristics of these graphs are investigated. A state variable description is presented and used to establish the graph properties of reachability, liveness and safeness. Time performance measures for concurrent processing are defined in Subsection III.4. The ATAMM model is used as the basis for calculating analytically lower bounds for these performance measures. Then in Subsection III.5, an operating strategy which achieves optimum time performance is developed. Several examples are presented to illustrate these concepts.

III.2 ATAMM Model Development

In this subsection the ATAMM model to describe concurrent processing of decomposed algorithm is presented. The model consists of a set of Petri net marked graphs which incorporate general specifications of communication and processing associated with each computational event in a data flow architecture. First, a detailed description of the problem context is stated. This is followed by the definition of the ATAMM model consisting of
the algorithm marked graph, the node marked graph, and the computational
is assumed in this presentation.

The problems of interest are decision-free, computationally complex
problems as are often found in signal processing and control applications.
A problem description normally results in the definition of a function given
by the triple \((X,Y,F)\). The set \(X\) represents the set of admissible inputs,
the set \(Y\) represents the set of admissible outputs, and \(F:X\rightarrow Y\) is the rule
of correspondence which unambiguously assigns exactly one element from \(Y\) to
each element of \(X\). Associated with a computational problem is one or more
algorithms. An algorithm is an explicit mathematical statement, expressed
as an ordered set of primitive operations, which explains how to implement
the rule of correspondence \(F\). In general, a given problem can be decomposed
by several different primitive operator sets. Also, for a given primitive
operator set, there are often different orderings of primitive operations
which can be specified to carry out the problem. Of special interest are
algorithm decompositions in which two or more primitive operations can be
performed concurrently. For such decompositions, the potential exists for
decreasing the computational time required to solve the problem by increas-
ing the computational resources which implement the primitive operations
program storage and temporary input and output data containers.

The hardware environment for executing the decomposed algorithms is
assumed to consist of \(R\) identical processors or functional units (FUNs)
where \(R\) has a value in the range of two to twenty. This range of resources
is suggested for practical reasons due to the large-grained aspect of the
algorithm decomposition and the need to maintain small communication times
relative to process times. Each FUN is a processor having local memory for
program storage and temporary input and output data containers. Each FUN can execute any algorithm primitive operation. The FUNs share a common global memory (GLM) which may be either centralized or distributed. The coordination of FUNs in relation to data and control flow is directed by the graph manager (GRM). The GRM also may be centralized or distributed. Output created by the completion of a primitive operation is placed into global memory only after the output data containers have been emptied. That is, outputs must be consumed as inputs to successor primitive operations before allowing new data to fill the output locations. Assignment of a functional unit to a specific algorithm primitive operation is made by the GRM only when all inputs required by the operation are available in global memory and a functional unit is available.

An algorithm marked graph is a marked graph which represents a specific algorithm decomposition. Vertices of the algorithm graph are in a one-to-one correspondence with each occurrence of a primitive operation. The algorithm graph contains an edge \((i,j)\) directed from vertex \(i\) to vertex \(j\) if the output of primitive operation \(i\) is an input for primitive operation \(j\). Edge \((i,j)\) is marked with a token if an output from primitive operator \(i\) is available as an input to primitive operator \(j\). When constructing an algorithm graph, vertices (primitive operations) are displayed as circles, and edges (input-output signals) are displayed as directed line segments connecting appropriate vertices. The presence of a token on an edge is indicated by a solid dot placed on the edge. Source transitions and sink transitions for input and output signals are represented as squares. Sources for constants are not usually included in the algorithm marked graph; however, triangles are used for this purpose when necessary.
To illustrate the construction of an algorithm marked graph, consider the problem of computing the output of a discrete linear system given a sequence of inputs to the system. Let the system be described by the state equation
\[ x(k) = Ax(k-1) + Bu(k) \]
and output equation
\[ y(k) = Cx(k). \]
where \( x \) is \( p \)-vector, \( u \) is an \( m \)-vector, and \( y \) is an \( r \)-vector. The primitive operations are defined as matrix multiplication and vector addition, and the natural algorithm decomposition resulting from the state equation description is selected. The algorithm marked graph for this decomposed algorithm is shown in Fig. 1. The initial marking indicates that initial condition data are available.

The algorithm marked graph is a useful tool for representing decomposed algorithms and for displaying data flow within an algorithm. However, the algorithm graph does not display procedures that a computing task. In addition, the issues of control, time performance, and resource management are not apparent in this graph. These important aspects of concurrent processing are included in the ATAMM model through the definition of two additional graphs. The node marked graph (NMG) is defined to model the execution of a primitive operation. The computational marked graph, obtained from the AMG and the NMG by a set of construction rules, integrates both the algorithm requirements and the computing environment requirements into a comprehensive graph model. These additional marked graphs are defined in the following.

The NMG is a Petri net representation of the performance of a primitive operation by a functional unit. Three primary activities, reading of input data from global memory, processing of input data to compute output data,
and writing of output data to global memory, are represented as transitions (vertices) in the NMG. Data and control flow paths are represented as places (edges), and the presence of signals is notated by tokens marking appropriate edges. The conditions for firing the process and write transitions of the NMG are as defined for a general Petri net, while the read transition has one additional condition for firing. In addition to having a token present on each incoming signal edge, a functional unit must be available for assignment to the primitive operation before the read node can fire. Once assigned, the functional unit is used to implement the read, process, and write operations before being returned to a queue of available FUNs. The initial marking for an NMG consists of a single token in the "process ready" place. The NMG model is shown in Fig. 2.

A computational marked graph (CMG) is constructed from the AMG and the NMG by the following rules.

1. Source and sink nodes in the algorithm marked graph are represented by source and sink nodes in the CMG.
2. Nodes corresponding to primitive operations in the algorithm marked graph are represented by NMGs in the CMG.
3. Edges in the algorithm marked graph are represented by edge pairs, one forward directed for data flow and one backward directed for control flow, in the CMG. The initial marking for the edge pair consists of a single token in the forward-directed place if data are available, or a single token in the backward-directed place if data are not available.

The play of the CMG proceeds according to the following graph rules.

1. A node is enabled when all incoming edges are marked with a token. An enabled node fires by encumbering one token from each incoming
edge, delaying for some specified transition time, and then depositing one token on each outgoing edge.

2. A source node and a sink node fire when enabled without regard for the availability of a FUN.

3. A primitive operation is initiated when the read node of an NMG is enabled and a FUN is available for assignment to the NMG. A FUN remains assigned to an NMG until completion of the firing of the write node of the NMG.

In order to illustrate the construction of a computational marked graph, the CMG corresponding to the algorithm marked graph of Fig. 1 is shown in Fig. 3. The computational marked graph is useful because it clearly displays the data and control flow which must occur in any hardware implementation of the model process, and because it clearly displays the data and control flow which must occur in any hardware implementation of the model process, and because it provides a hardware independent context in which to evaluate process performance.

The complete ATAMM model consists of the algorithm marked graph, the node marked graph, and the computational marked graph. A pictorial display of this model is shown in Fig. 4. In the next subsection, important operating characteristics of the ATAMM model are investigated.

III.3 Model Characteristics

In the previous subsection, a marked graph model consisting of the AMG, the NMG, and the CMG is defined as a means to describe concurrent processing of decomposed algorithms. In this subsection the ATAMM model is studied analytically to determine important graph operating characteristics. First, a state description which expresses the next graph marking as a function of
the present marking and a vector indicating which transition is to be fired is developed. Then, the marked graph properties of reachability, liveness, and safeness are considered for the CMG. Two excellent papers by Murata [11], [12] on properties of marked graphs are the source for much of the material presented in the subsection.

Let G be a marked graph consisting of m places and n transitions. The m-vector $M_k$ denotes the marking vector for G resulting from the firing of some sequence of k transitions. The following two definitions are necessary to develop the state description of the CMG.

**Definition 1: Complete Incidence Matrix.** The complete incidence matrix for a marked graph G is the (nxm) matrix $A = [a_{ij}]$ having rows corresponding to transitions, columns corresponding to places, and where

$$a_{ij} = \begin{cases} +1 & \text{if place } j \text{ is incident at transition } i \\ -1 & \text{if place } j \text{ is not incident at transition } i \\ 0 & \text{if place } j \text{ is not incident at transition } i \end{cases}$$

**Definition 2: Elementary Firing Vector.** An elementary firing vector $u_k$ is an n-vector having all zero entries except for the ith component which is 1 denoting that transition i is the kth transition to fire in some transition firing sequence.

To gain insight to the state equation description, it is helpful to consider the firing of transition k. If $a_{ki} = -1(+1)$, place i is an input (output) place to transition k. Therefore, transition k is enabled if $M(i) = 1$ for each input place. When transition k fires, one token is removed from each input place and one token is added to each output place. These observations lead to the following next state description for a marked graph.
Property 1: Next State Description. For a marked graph \( G \) with present marking vector \( M_{k-1} \) and elementary firing vector \( u_k \), the next marking vector is given by

\[
M_k = M_{k-1} + A^T u_k.
\]

The next state description can be used to express the graph marking resulting from the application of sequences of elementary firing vectors. This is done in the next definition and property.

Definition 3: Firing Count Vector. Let \( (u_1, u_2, \ldots, u_d) \) be a sequence of elementary firing vectors taking a marked graph \( G \) from an initial marking \( M_0 \) to a destination marking \( M_d \). The firing count vector \( x_d \) for this firing sequence is defined by

\[
x_d = \sum_{k=1}^{d} u_k.
\]

Property 2: State Equation Description. For a marked graph \( G \) with initial marking vector \( M_0 \), the marking vector resulting from the application of elementary firing vector sequence \( (u_1, u_2, \ldots, u_d) \) is given by

\[
M_d = M_0 + A^T x_d.
\]

Using the state description of a marked graph as a basis, the property of reachability is investigated. Necessary and sufficient conditions for a CMG marking vector to be reachable from an initial marking are established.
and it is shown that the number of tokens contained in any directed circuit of the CMG is invariant under transition firings.

**Definition 4: Reachability.** A marking $M_d$ is reachable from an initial marking $M_0$ if there exists a sequence of elementary firing vectors that transforms $M_0$ to $M_d$.

The following definition is required to state the reachability conditions for a CMG.

**Definition 5: Fundamental Circuit Matrix.** Let $T$ be a tree of a connected marked graph $G$. The set of $(m-n+1)$ circuits, each uniquely formed by appending one cotree edge to the tree, is called the set of fundamental circuits of $G$ for tree $T$ [13]. The fundamental circuit matrix for $G$ for tree $T$ is the $(2(m-n+1) \times m)$ matrix $B_f = [b_{ij}]$ having rows corresponding to fundamental circuits, columns corresponding to places, and where

$$b_{ij} = \begin{cases} +1 & \text{if place } j \text{ is contained in f-circuit } i \text{ and the place and circuit directions agree} \\ (-1) & \text{if place } j \text{ is contained in f-circuit } i \text{ and the place and circuit directions disagree} \\ 0 & \text{if place } j \text{ is not contained in f-circuit } i \end{cases}$$

**Property 3: Reachability in the CMG.** In a computational marked graph $G$, a marking $M_d$ is reachable from an initial marking $M_0$ if and only if $B_f M_d = B_f M_0$, where $B_f$ is a fundamental circuit matrix for $G$.

Proof. It is shown in [11] (Theorem 3) that the property is true for marked graphs containing no token-free directed circuits. By the construction rules for the CMG, directed circuits occur in exactly four ways. First, each NMG consists of a directed circuit which contains an initial marking token in the "process ready" place. Second, a directed circuit is formed each time an NMG is linked to another NMG. Since one of the two linking
places contains an initial marking token and both places are contained in the circuit, this circuit is never token free. Third, directed circuits exist in the CMG corresponding to interconnected feedforward paths in the algorithm marked graph. Each such circuit contains one or more backward-directed control edge containing one initial marking token. Fourth, directed circuits exist in the CMG corresponding to directed circuits in the algorithm marked graph. Each such circuit contains exactly one forward-directed edge containing one initial marking token representing initial condition data. Therefore, the CMG contains no token-free directed circuits and the property follows.

As a direct consequence of the reachability property of the CMG, it can be shown that the number of tokens in any directed circuit is constant. This characteristic is stated as Property 4.

**Property 4: Token Count Invariance.** In a CMG, the number of tokens contained in a directed circuit is invariant under transition firing.

**Proof.** Consider a directed circuit C of a CMG. The entries in the row of a circuit matrix B corresponding to C are ±1 in columns representing edges in C and are 0 otherwise. If M is a marking vector, the component of BM corresponding to C is equal to the number of tokens in directed circuit C under marking M. Therefore, if M_d is any marking reachable from an initial marking M_0, it follows from Property 3 that BM_d = BM_0. That is, the number of tokens in directed circuit C under initial marking M_0 is equal to the number of tokens under any marking M_d reachable from M_0. This completes the proof.

Next, liveness and a closely related property called consistency are considered. It is shown that the CMG is live and consistent.
Definition 6: Liveness. A marked graph \( G \) is said to be live for a marking \( M \) if, for all markings reachable from \( M \), it is possible to fire any transition of \( G \) by progressing through some transition firing sequence.

Property 5: Liveness in the CMG. The computational marked graph is live for all appropriate initial marking vectors.

Proof. It is shown in [12] (Property 2) that a marked graph \( G \) is live for a marking \( M \) if and only if \( G \) contains no token-free directed circuits in marking \( M \). As stated in the proof of Property 3, for all appropriate initial markings \( M_0 \), the CMG contains no token-free directed circuits. Therefore, the property follows.

Definition 7: Consistency. A marked graph \( G \) is said to be consistent if there exists a marking \( M \) and a transition firing sequence \( S \) from \( M \) back to \( M \) such that every transition occurs at least once in \( S \).

Property 6: Consistency in CMG. A connected computational marked graph \( G \) is consistent. In addition, each transition of \( G \) occurs an equal number of times in a firing sequence from a marking \( M \) back to \( M \).

Proof. From Property 2, if a CMG is consistent, then there exists a marking \( M_d = M_0 \) and a firing count vector \( x_d > 0 \) such that \( A x_d = 0 \). The converse is also true. The incidence matrix for a marked graph \( G \) is an \((n \times m)\) matrix \( A \). If \( G \) is connected, then it is known [13] that the rank of \( A \) is \( n-1 \), and thus the null space of \( A^T \) has dimension one. It is observed that each row of \( A^T \) has one \((1)\), one \((-1)\), and all remaining terms are \((0)\). Therefore, if \( C_j \) denotes the \( j \)th column of \( A^T \), it follows that

\[
\sum_{j=1}^{n} C_j = 0.
\]
Thus, there exists a vector \( x_d = [k \ k \ ... \ k]^T \), \( k > 0 \), which uniquely satisfies \( A^T x_d = 0 \). This completes the proof.

The final graph property considered in this section is safeness. This property is first defined, and then it is shown that CMG is safe.

**Definition 8: Safeness.** A marked graph \( G \) is said to be safe for marking \( M \) if, for all markings reachable from \( M \), no place contains more than one token.

**Property 7: Safeness in the CMG.** The computational marked graph is safe for all appropriate initial marking vectors.

**Proof.** By Property 4, the token count for each directed circuit of the CMG is invariant under transition firing. Therefore it is sufficient to show that each edge of the CMG belongs to at least one directed circuit containing a single token. By the construction rules for the CMG, all CMG edges can be classified into two groups, NMG edges and linking edges. NMG edges occur in groups of three and always form a directed circuit containing one token. Linking edges occur in pairs, one forward directed and one backward directed, and also form a directed circuit with the forward directed edges of the NMG. One of the linking edges, but not both, always contains one token while the forward directed edges of the NMG contain no tokens. Therefore, each edge of the CMG is contained in a directed circuit with one token, and the property follows.

### III.4 Performance Analysis

The importance of the ATAMM model is that it establishes a context in which to investigate the performance of decomposed algorithms in multiprocessor data flow architectures. In this subsection, performance measures indicating computing speed and throughput capacity are defined. Bounds for
these quantities are calculated analytically from the algorithm marked graph and the computational marked graph. This information is essential for efficiently matching algorithm decompositions with architecture implementations. The work presented in this subsection is an interesting application and extension of recent investigations of the performance of Petri Nets [14], [15] and marked graphs [16].

It is assumed that a decomposed algorithm is implemented in a multiprocessor architecture containing R computing resources or functional units. Each functional unit is capable of performing any of the primitive operations whose sequence defines the decomposition. A computational task consists of completing the algorithm for one frame of data and is initiated when an input data token from the source node is encumbered. Task output occurs when a corresponding output data token is deposited at the output sink node. A task is completed when all computing associated with the task is completed. It should be noted that task output and task completion do not always coincide. In many iterative signal processing algorithms, computing to generate initial conditions for the next iteration often occurs after an output has been calculated. Task completion is usually indicated in the AMG or CMG by the return of the graph to some steady-state initial marking. To facilitate measurement of throughput capacity, it is assumed that tasks are repeated periodically with new input data sets. New data sets are available continuously as input tokens from the input source node. Included in this problem class are iterative algorithms where the present task requires as inputs data from previous task calculations.

Concurrency in this problem setting occurs in two ways. First, different functional units may perform simultaneously several primitive operations belonging to a single task. This type of concurrency is referred to as
Vertical concurrency. Vertical concurrency has a direct effect on task computing speed. It is limited by the number of primitive operations that can be performed simultaneously in a given algorithm decomposition, and by the number of functional units available to perform the primitive operations. Second, different functional units may perform simultaneously primitive operations belonging to different tasks sequentially input to the computing system. Called horizontal concurrency, this type of concurrency has a direct effect on throughput capacity. It is limited by the capacity of the graph to accommodate additional task inputs, and by the number of functional units available to implement the tasks. In the following it is shown that the process of algorithm decomposition imposes bounds on the amount of vertical concurrency and horizontal concurrency possible in a given problem. If sufficient computing resources are available, operation at these bounds can be achieved. If the number of computing resources is limited, the bounds cannot be reached simultaneously and trade-offs between the amount of vertical concurrency and horizontal concurrency are possible.

Three performance measures for concurrent processing are defined. The first two parameters, TBIO and TT, are indicators of computing speed and reflect the degree of vertical concurrency. The third parameter, TBO, is a measure of throughput capacity and thus reflects the degree of horizontal and vertical concurrency.

Definition 9: TBIO. The performance measure TBIO is the computing time which elapses between a task input and the corresponding task output.

Definition 10: TT. The performance measure TT is the computing time which elapses between a task input and the completion of all computation associated with that task.
Definition II: TBO. The performance measure TBO is the computing time which elapses between successive task outputs when the graph is operating periodically in steady-state.

The remainder of this section is devoted to developing lower bounds for these performance measures.

Let G denote an algorithm marked graph representing as decomposed algorithm. The lower bound for TBIO is the shortest time required for a data token from the data input source to propagate through the graph to the data output sink. Similarly, the lower bound for TT is the shortest time required to complete all computing activity initiated by the injection of a data input source. These shortest times are the actual performance times when only a single task is active in the graph during any time interval (no horizontal concurrency), and as many computing resources as are required are available (maximum vertical concurrency). Under these operating conditions, lower bounds for TBIO and TT are calculated by identifying certain longest paths in a graph obtained from the algorithm marked graph. This new graph, called the modified algorithm graph \( G_M \), is defined and then used to determine lower bounds for TBIO and TT.

Definition 12: Modified Algorithm Graph. Let \( p_i \) be a place of G, directed from transition \( t_r \) to transition \( t_s \), which contains a token of the initial marking. The modified algorithm graph \( G_M \) is obtained from the graph G by the following construction rules.

1. Place \( p_i \) is deleted from G.
2. A new place \( p_{i1} \), directed from the data input source to transition \( t_s \), is added to G.
3. A new output sink \( s_i \) different from all other output sinks, and a new place \( p_{i2} \), directed from transition \( t_r \) to \( s_i \), are added to G.
4. The above rules are repeated for each place of G containing a token of the initial marking.

Lower bounds for TBIO and TT are presented in Theorem 1 and Theorem 2 respectively.

Theorem 1: Lower Bound for TBIO. Let $P_i$ be the $i^{th}$ directed path in $G_M$ from the data input source to the data output sink, and let $T(P_i)$ denote the sum of transition times for transitions contained in $P_i$. Then,

$$TBIO_{LB} = \max \{ T(P_i) \},$$

where the maximum is taken over all paths $P_i$ in graph $G_M$.

Proof. Without loss of generality, let $t_f$ be the last transition in all paths $P_i$ directed from the data input source to the data output sink. Transition $t_f$ is enabled when each input place for $t_f$ contains a token. Since by assumption a computing resource is available, $t_f$ fires as soon as it becomes enabled. Let $p_q$ be the last input place for $t_f$ to acquire a token, and let $t_g$ be the input transition for place $p_q$. Continuing this labeling procedure results in a backward path construction process. This process is repeated, first at $t_g$, and then at each succeeding transition until the data input source is reached, identifying a path $p_j$. By the construction process for the path, it is clear that $T(P_j) = \max \{ T(P_i) \}$, where the maximum is over all paths $P_i$ in $G_M$. It is also clear that $TBIO_{LB}$ can be no shorter than $T(P_j)$ so that $TBIO_{LB} \geq T(P_j)$. Since a computing resource is available when each transition in $P_j$ is enabled, the time between input and corresponding output can be no longer than $T(P_j)$ so that $TBIO_{LB} \leq T(P_j)$. Therefore, $TBIO_{LB} = T(P_j) = \max \{ T(P_i) \}$, where the maximum is over all paths $P_i$. 
Theorem 2: Lower Bound for TT. Let $P_i$ be the $i^{th}$ directed path in $G_M$ from the data input source to any output sink, and let $T(P_i)$ denote the sum of transition times of transitions contained in $P_i$. Then,

$$TT_{LB} = \max \{ T(P_i) \}$$

where the maximum is taken over all paths $P_i$ in graph $G_M$.

Proof. By the construction rules for graph $G_M$, a task is initiated when input data tokens are input from the data input source, and is completed when all output sinks have accepted tokens. Therefore, TT is the time which elapses from injection of input tokens to the arrival of a token at the last fired output sink. Let $T(P_t) = \max \{ T(P_i) \}$, $P_i$ in $G_M$, be the longest path time of paths from the data input source $s_I$ to any output sink, say $s_t$.

Since a token must reach sink $s_t$ before a task is completed, it follows that $TT_{LB} \geq T(P_t)$. Since a resource is available for each transition to fire when enabled, and since $P_t$ is the longest path in $G_M$, it also follows that $TT_{LB} \leq T(P_t)$. Therefore, $TT_{LB} = T(P_t) = \max \{ T(P_i) \}$, where the maximum is over all paths $P_i$ in $G_M$. This completes the proof.

To illustrate the application of Theorem 1 and Theorem 2, $TBIOLB$ and $TT_{LB}$ are computed for the algorithm graph shown in Fig. 1. For this example, the following transition times are assumed: $T(1) = 4$, $T(2) = 1$, $T(3) = 5$, and $T(4) = 6$. The modified algorithm graph corresponding to Fig. 1 is shown in Fig. 5. The modified algorithm graph contains two paths directed from the data input source $s_I$ to the data output sink $s_0$. Path $P_1$ consists of edge set $\{1, 2, 3, 4\}$ with $T(P_1) = 10$, and path $P_2$ consists of edge set
With \( T(P_2) = 6 \). Therefore, since \( T(P_1) > T(P_2) \), path \( P_1 \) determines the lower bound for \( \text{TBIO} \) and \( \text{TBIO}_{LB} = 10 \). The modified algorithm graph contains two additional directed paths from the data input source \( s_I \) to the output sink \( s_5 \). Path \( P_3 \) consists of edge set \( \{1, 2, 6, 5-2\} \) with \( T(P_3) = 11 \), and path \( P_4 \) consists of edge set \( \{5-1, 6, 5-2\} \) with \( T(P_4) = 7 \). Since \( T(P_3) > T(P_1) > T(P_4) > T(P_2) \), path \( P_3 \) determines the lower bound for \( TT \) and \( TT_{LB} = 11 \).

Next a lower bound for the performance measure \( \text{TBO} \) is presented. Let \( G \) be a computational marked graph representing a decomposed algorithm. It is assumed that operating conditions for \( G \) are set to maximize horizontal concurrency. That is, data tokens are continuously available at the data input source, and as many computing resources as needed can be called to perform primitive operations. With these conditions, the graph plays periodically in steady-state, and \( \text{TBO}_{LB} \) is the shortest time possible between successive outputs.

**Theorem 3: Lower Bound for \( \text{TBO} \).** Let \( G \) be a computational marked graph and let \( C_i \) be the \( i \)th directed circuit in \( G \). The notation \( T(C_i) \) denotes the sum of transition times of transitions contained in \( C_i \), and \( M(C_i) \) denotes the number of tokens contained in \( C_i \). Then,

\[
\text{TBO}_{LB} = \max \left\{ \frac{T(C_i)}{M(C_i)} \right\},
\]

where the maximum is taken over all directed circuits in \( G \).

**Proof.** Without loss of generality, let \( t_f \) be the output transition in \( G \) so that an output is produced each time \( t_f \) completes the firing. Then \( \text{TBO}_{LB} \) is the minimum firing period of transition \( t_f \). By Property 6, \( G \) is consistent so that all transitions of \( G \) fire periodically with minimum period \( \text{TBO}_{LB} \).
It is shown in [12] (pp. 58-60) that the minimum firing period of each transition of a marked graph is given by \( \text{Max}\{T(C_i)/M(C_i)\} \), where the maximum is taken over all directed circuits \( C_i \) in \( G \). Therefore, the theorem follows.

The computational marked graph shown in Fig. 3 is used to illustrate Theorem 3. This CMG contains many directed circuits. However, the directed circuit which contains all NMG nodes of transitions 2 and 4 contains only one token and maximizes the ratio \( T(C_i)/M(C_i) \). Therefore, the shortest time possible between successive outputs in this graph is \( T_{BO} = 7 \). In the next subsection, a strategy for achieving optimum time performance is investigated.

III.5 Strategy for Optimum Time Performance

A model describing decomposed algorithms for implementation in a distributed data flow architecture is described in Subsections III.2 and III.3, and performance measures are defined in Subsection III.4. An important problem remaining is to develop an operating strategy for the ATAMM model which achieves optimum time performance with a minimum number of computing resources. Unfortunately, this problem is equivalent to a class of scheduling problems which is known to be NP-complete. Thus, there exists no algorithm for obtaining an optimum solution which is better than enumerating all possible solutions and then choosing the best one. However, an important suboptimal operating strategy which achieves optimum time performance, but possibly requires more than the minimum number of computing resources, has been developed. This strategy is presented and illustrated by example in this subsection.

When presented with continuously available input data sets, the natural behavior of a data flow architecture results in operation where new data sets are accepted as rapidly as the available resources permit. That is,
the architecture naturally operates at high levels of horizontal concurrency with the possible loss of capability for achieving high levels of vertical concurrency. This results in performance characterized by high throughput rates, \( \text{TBO} = \text{TBO}_{LB} \), but relatively poor task computing speed so that \( \text{TBIO} > \text{TBIOLB} \) and \( \text{TT} > \text{TT}_{LB} \). In many signal processing and control applications, it is important to achieve both high throughput rate and high task computing speeds. Often, designers are willing to provide extra hardware to realize optimum time performance. The suboptimal operating strategy presented in this section results in performance having the following characteristics.

1. When \( R > R_{\text{Max}} \), operation achieves \( \text{TBIOLB} \) and \( \text{TBO}_{LB} \). \( R_{\text{Max}} \) is computed in implementing the strategy, and represents the minimum number of resources which insures maximum horizontal concurrency and maximum vertical concurrency under this strategy.

2. When \( R_{\text{Max}} > R > R_{\text{Min}} \), operation achieves \( \text{TBIOLB} \) and \( \text{TT}_{LB} \), but \( \text{TBO} > \text{TBO}_{LB} \). The strategy preserves task computing speed or vertical concurrency at the expense of throughput rate or horizontal concurrency. \( R_{\text{Min}} \) is also computed in implementing the strategy, and represents the minimum number of resources needed to maintain vertical concurrency with limited horizontal concurrency.

3. When \( R_{\text{Min}} > R > 1 \), operation continues but performance degrades so that \( \text{TBIO} > \text{TBIOLB} \), \( \text{TT} > \text{TT}_{LB} \), and \( \text{TBO} > \text{TBO}_{LB} \).

Implementation of the operating strategy is illustrated in Fig. 6. All that is required is to limit the rate at which new input data are presented to the CMG. This is accomplished by adding a control transition connected in a directed circuit with the data input source. The control transition imposes a minimum delay of \( D \) time units between inputs. Delay \( D \) is chosen according to the following rule:
TCE denotes the total computing effort required to complete the task, and TBO, R_{\text{Min}}, R_{\text{Max}}, and R_{\text{Min}} are computed as part of the strategy design procedure.

The operating strategy design process consists of five steps. These steps are presented and explained in the remainder of this subsection. An operating strategy is developed for the example algorithm graph shown in Fig. 7 to illustrate each step as it is presented.

**Step 1.** Choose a convenient transition firing rule. A rule to determine when an enabled transition in the CMG fires must be specified. A natural rule is to specify that enabled transitions fire when a computing resource is available. If conflict exists, such as when there are more enabled transitions than computing resources, then firing occurs according to a priority ordering of the transitions. For the example algorithm graph, the highest to lowest priority ordering of the transitions is chosen as (5,4,3,-7,2,6,1).

**Step 2.** Determine TBO_{LB}. The performance bound TBO_{LB} is found from the computational marked graph by application of Theorem 3. The CMG corresponding to the example algorithm graph is shown in Fig. 8. The directed circuit identified in this figure contains 6 transition time units and 2 tokens, and maximizes the ratio T(C_{i})/M(C_{i}) for all directed circuits. Therefore, TBO_{LB} = 3.

**Step 3.** Determine the resource utilization envelope of a single task required for maximum vertical concurrency at steady-state with TBO = TBO_{LB}.
The purpose of this step is to determine the number of computing resources required as a function of time to achieve maximum vertical concurrency in a single task. The envelope is determined by playing the graph assuming unlimited resources and an input rate of TBO_{LB} until steady-state operation is reached. The resource utilization envelope is obtained by counting the number of computing resources used for a single task during each time interval. The play of the example algorithm graph under these conditions is shown in Fig. 9, and the resulting resource utilization envelope is shown in Fig. 10.

**Step 4.** Stabilize the resource utilization envelope by adding control places as necessary. If the time between inputs to the CMG is increased above TBO_{LB}, the resource utilization envelope may change from that observed in Step 3. Since knowledge of the envelope is required to calculate the number of required resources, additional places are appended to the AMG and the CMG to freeze the shape of the envelope. For example, the play of the example algorithm graph of Fig. 8 with an injection time of 4 is shown in Fig. 11. At this slower injection rate, transition 6 fires one time unit earlier. To prevent time movement of transition 6, a control place directed from transition 2 to transition 6 is added. This place prevents the firing of transition 6 until transition 2 has completed firing. Thus the resource utilization envelope computed for an input period of TBO_{LB} is the envelope for all input periods TBO > TBO_{LB}.

**Step 5.** Compute R_{Max}', R_{Min}', and TBO_{Min}(R) using the resource utilization envelope. R_{Max}' is determined by overlaying resource utilization requirements, each delayed by TBO_{LB} with respect to the previous one, as shown in Fig. 12 for the example. R_{Max}' is equal to the largest resource requirement.
during any time interval within the steady state operating period. $R_{\text{min}}$ is the minimum number of resources necessary to insure maximum vertical concurrency with no horizontal concurrency. This number is equal to the maximum resource requirement indicated in the resource utilization envelope for a single task. For the example problem, $R_{\text{max}} = 5$ and $R_{\text{min}} = 3$. The value of $TBO_{\text{min}}$ for each resource number $R$ between $R_{\text{max}}$ and $R_{\text{min}}$ inclusive, is determined by increasing the delay between overlapping resource utilization envelopes until the maximum resource requirement is $R$. $TBO_{\text{min}}$ is the smallest input delay to produce this resource requirement. For the example, the calculations of $TBO_{\text{min}}$ for $R = 4$ and $R = 3$ are illustrated in Fig. 13 and Fig. 14 respectively. The results of these calculations are $TBO_{\text{min}}(4) = 3.5$ and $TBO_{\text{min}}(3) = 4$.

The performance of the example algorithm graph is summarized in Fig. 15. Optimum time performance of $TBO_{\text{LB}} = TT_{\text{LB}} = 7$ and $TBO_{\text{LB}} = 3$ is achieved for $R > R_{\text{max}} = 5$. At $R = 4$, $TBIOLB$ and $TT$ remain at the optimum values and $TBO_{\text{min}}$ decreases to 3.5. At $R = 3$, $TBIOLB$ and $TT$ again remain at the optimum values and $TBO_{\text{min}}$ decreases to 4. For values of $R$ below $R_{\text{min}}$, time performance generally degrades. However, in this example $TBIOLB$ and $TT$ remain at 7 for $R = 2$, while $TBO_{\text{min}}$ decreases to 6. Finally, at $R = 1$, performance degrades to $TBIOLB = TT = TBO = TCE = 10$. Another perspective of algorithm performance is shown in Fig. 16. This figure displays throughput rate, $(1/TBO)$, as a function of the number of functional units $R$. The peak height of each bar indicates the maximum throughput rate which can be achieved with the indicated number of processors. The bars also indicate more clearly that operation at any throughput rate less than maximum is possible for a given number of functional units. This design procedure is easily applied.
to much larger algorithm graphs more representative of actual signal processing and control problems.
IV.0 DIAGNOSTIC TOOL DEVELOPMENT

IV.1 Analyzer Development

IV.1.1 Introduction

Concurrent processing is the capability of a computer system to execute two or more tasks at the same time. For example, a processor may execute a given computation at the same time that an I/O coprocessor performs an I/O operation. There are new computer architectures that organize processors in a parallel fashion requiring customized algorithms to take advantage of the parallelism of the systems. However, the models developed to describe these architectures do not adequately model the issues of scheduling, coordination, and communication (Ref. 17). On the other hand, the strategy proposed by Stoughton and Mielke (Ref. 17-19) addresses these particular issues. The strategy uses timed Petri nets (Ref. 20) to model processor behavior for each computational node of an algorithm graph.

Detailed data are needed to evaluate and study the performance of a concurrent processing system. Data such as the function of concurrency with respect to time can be investigated. Therefore, a sophisticated evaluation of the concurrent system can be performed. To achieve this objective, it is indispensable that data, such as when the processing of a data packet is initiated and when it is terminated, be available. Performance measures such as TBIO or TBO can be obtained from global information such as when an input is read by the graph and when its corresponding output is written. This kind of information can be obtained from an outside observer which monitors the system. The best information the system is able to provide is the firing of every transition of every node during execution. With these data, a more comprehensive study of a concurrent processing system can be done. Although the system itself is used to provide the information, it does not affect the
performance of the system due to the relatively low speed communication channels used in the prototype. Another method to probe the system should be devised if high speed communication channels are to be used. This chapter describes an analyzer system that yields the required evaluation. In Subsection IV.1.1, a prototype system and its communication events will be closely examined. What the Diagnostic Routines do in the Graph Manager and their effect in the overall performance is contained in Subsection IV.1.3. How information of internal events is recorded is presented in Subsection IV.1.4. In Subsection IV.1.5, generalities of the Analyzer program are examined, including what information is input to it and what is obtained as output data. In Subsections IV.1.6, IV.1.7 and IV.1.8, how the Analyzer program processes this output data to generate measurement information is presented. These measurements include TBIO (Time between Input and Output), TBI (Time between Inputs), TBO (Time between Outputs), concurrency of the computing system and general average process times. In the last two Subsections IV.1.9 and IV.1.10, a different tool is presented. This tool integrates the simulation of the system and the analyzer in one program.

IV.1.2 Prototype and its Communication Events

A prototype of a concurrent processing system was developed. It was used to prove some of the theories of the graph representation of such systems and to establish a basis for comparison of the simulation program to its hardware counterpart. The block diagram of the prototype, which was originally presented in (Ref. 17), is shown in Fig. 17.

The system consists of several S-100 units using Intel 8088 microprocessors. Each unit has I/O boards to communicate with the external world as well as 32k of random access memory (RAM). For test purposes, there are three
units acting as processing elements or Functional Units, one as the Graph
Manager and one that serves as Global Memory. The communication between them
is made through serial ports (Standard RS-232). An IBM Personal Computer XT
(IBM-PC/XT) is used to communicate with the Graph Manager. A communication
channel can be set through the Graph Manager to the Functional Units and the
Global Memory.

The Graph Manager is designed to monitor the graph execution and is
itself controlled by the data flow in the system. The Graph Manager keeps a
record of the places in the graph as well as which functional unit is per-
forming which process node. The Graph Manager "schedules" the assignment of a
functional unit to a process node according to the priority of the nodes,
functional units available and the process nodes that can be fired.

A serial communication link is set between the Graph Manager and every
Functional Unit. A link is also set between the Global Memory and every
Functional Unit. Serial communication between the IBM-PC/XT and the Graph
Manager is used for initialization, and for controlling and monitoring of the
system.

When a node which is found that can be fired, i.e., its input places are
full and its output places are empty (the last requisite for single node model
only), such node is assigned to a Functional Unit; i.e., that node is fired.

To fire a node, a communications protocol is initiated between the Graph
Manager and an available Functional Unit, as shown in Figure 18. This proto-
col begins with the code word D for Do; it is followed by a Task Number, the
Inputs places or labels, and the Output places. This communication event is
called Assign Task. This information, which is given to the Functional Unit,
is taken from the graph data that are in the Graph Manager's memory. In this
step a task or a node is said to be assigned to a Functional Unit.
The next piece of communication done between the assigned Functional Unit and the Graph Manager is the acknowledgement from the Functional Unit that the input places have been read (Acknowledge Input). The Functional Unit reads the data from the Global Memory using another protocol before Acknowledge Input is sent to the Graph Manager.

Process of data is started as soon as the input data are acknowledged by the Functional Unit. The unit communicates with the Graph Manager indicating that the process is finished when the process is done and that it is ready to place the output data in the Global Memory. The token information of the output places of the associated node is examined and it is verified that the output places are empty (the latter event is true only for the triple node model). The code for Outputs Empty is sent to the Functional Unit that is working on that node.

The data is written to the output places once the Functional Unit has clearance for writing. The Graph Manager is informed when the output is written and the Functional Unit is freed; i.e., the Functional Unit is in a wait state until the next task is assigned to it.

IV.1.3 **Graph Manager Diagnostic Routines**

The entire concurrent processing system is accessible to the Graph Manager; therefore, the Graph Manager is the most suitable subsystem to inform the outside world of what events are taking place in the concurrent system.

In order to keep a proper time record of the different events in the graph, an internal real-time clock is started simultaneously with the execution of the graph. As each event is recorded, the clock is read to register the time at which the event is taking place.
There are five different events that are recorded. These correspond to the communication events previously mentioned:

1. (F) Firing of a process node and binding to a Functional Unit.

"Assign Task".

2. (I) Input places read by the Functional Unit (process node).

"Acknowledge Input".

3. (P) Process done by the Functional Unit (process node).

4. (S) Output places empty. "Enable Outputs".

5. (O) Output places written by the Functional Unit (process node).

"Acknowledge Output".

It should be noted that after a node and a Functional Unit have been assigned to each other, they cannot be distinguished from each other. They become one entity and is the only time when either one, the node or the Functional Unit, is considered active.

Every event is recorded in the following format:

\[ T(\text{clock})N(\text{node number})(\text{event})(\text{functional unit number}) \]

where (event) can be any of the next letters:

- F (The node fires),
- I (The input data is read),
- P (The process is done),
- S (The output places are empty), and
- O (The output data is written).
The parameter of [functional unit number] is only written when (event) is equal to 'F.' To simplify the reading of the file, commas are inserted between every letter and number. The output file of the Simulation program (Ref. 21) does not require such an adjustment or addition since it is already provided with commas.

Any probe that is installed in a system for testing purposes introduces some error in the reading. The probe used here is no exception to the rule and, in order to minimize the error, a special interrupt driven routine was written. The diagnostic routines use a buffer to write the information of every graph event. This buffer is accessed every time the real-time clock is incremented and if the serial port to the IBM-PC is ready to send a character, this routine sends the next character in the buffer. If there are no characters in the buffer or the serial port is not ready the routine just increments the internal clock and exits without further action. To minimize the time that would take to write the commas to the output, a post-processor program was written that inserts the commas in their proper places. Due to the low speed communication channels, this scheme is good enough to minimize any delay introduced in the system by these Diagnostic Subroutines.

IV.1.4 Sequential Account for Concurrent Processing

All the events that are reported in the format explained in Subsection IV.3.3 are captured in a file that becomes what has been called the "ticker tape". This file contains all the necessary information to analyze the performance of the system. This file is called the FIPSO file because it accounts for Firing, Input, Process, OutStat and Output of every node in the graph. OutStat is the "enable outputs" signal sent by the Graph Manager to
the Functional Unit as shown in Fig. 18. A sample of a FIPSO file is presented in Fig. 19.

If the time between two different events is desired, the difference between the first and the last has to be computed. Or if the number of computers that were working at the same time during a certain interval is requested, the computations or procedures to obtain this number are much more complex, but not impossible to obtain.

With this kind of information, the encumbering and depositing of tokens can be monitored, although there is no direct information about these particular events. Knowing the graph topology, the depositing of tokens is done when a node writes data to its output places. The tokens are encumbered when a specific node is fired. Although it is not obvious, any type of event can be registered with this information. Getting the information can be a complex job but with the help of a specialized program this can be done rather easily.

IV.1.5 Analyzer Program

The Analyzer is a program that reads FIPSO files and obtains different data from the execution of the given graph (see Fig. 20). The data is processed to obtain such information as TBO and TBIO.

The file is read and the information is placed in a two-dimensional array, which for convenience is also called the FIPSO array. This array has fields defined as follows:
The clock field contains the value of the clock at the time of the event. The node field contains a code that indicates the event the node is in and, if in any, what functional unit is working on it.

The primary display of this program shows the activity of every node in the graph (see Fig. 21). The display is actually several plots aligned in time, i.e., all of them sharing the same time axis. In this way the activity of every node can be compared with the rest. For example, it can be determined if several nodes were active at the same time. Another display shows the activity of every functional unit instead of the nodes (see Fig. 22).

Among other data, the concurrency of the system can be extracted at any interval in time or for the entire graph execution. In this manner, there is a display of the concurrency as a function of time. Other data are obtained and are explained in detail in the following sections.

IV.1.6 Measurement of TBIO, TBO, TBI

To measure TBIO, TBO, and TBI of the system, there is the need to know which are the input and output nodes of the system. Since this cannot be reliably extracted from the obtained information, these are parameters that have to be supplied beforehand to calculate the desired data. After the
program determines which nodes are the input and the output of the system, it proceeds to search in the matrix for occurrence of

1) When input data is read by the input node, and
2) When output data is written by the output node.

These times are recorded in another matrix for further use. Every time an output is written by the output node the time from its corresponding input is calculated and stored in the same array.

After every output has been recorded, TBI and TBO are calculated. For TBI, this is done starting from the last input entry and going down to the second input entry, substituting the ith entry by the difference of the ith entry and the i-1st entry. Calculation of TBO is done similarly, except that the output data is used instead of the input data. This output difference calculation may be expressed by

\[ t_{Oi} = t_{Oi} - t_{Oi-1} \text{ for } i = n, n-1, n-2, \ldots 2 \]

where \( n \) is the number of outputs. The input difference calculation is similarly performed by

\[ t_{II} = t_{II} - t_{II-1} \text{ for } i = n, n-1, n-2, \ldots 2 \]

where \( n \) is the number of inputs.

The display yields such information as when the system reached steady state (see Figure 23). When TBI, TBO, and TBIO do not change from one data packet to the next the system is said to be in steady state.
IV.1.7 Concurrency Measurement

Concurrency is the property associated with the capability of a computing system of executing two or more tasks at the same time. The concurrency function or what has lately been called the "Resource Utilization Envelope" can be measured or displayed in a rather simple fashion.

To obtain the concurrency information, the FIPSO array is swept in its two dimensions. The array is swept along the "event" rows and along the clock and nodes columns (see Subsection 3.4). At every row in the array, every node is checked for activity and the sum of all active nodes is obtained for that time or row. This is done for every row in the array and the function of number of resources vs. time is plotted on the screen. This is the Concurrency Display (see Fig. 24).

There is a value that is also obtained. It is called Computing Power (CP). This value is equal to the area under the curve of the Concurrency Display or the "Resource Utilization Envelope". The units of this figure is "computer-seconds". The "Resource Utilization" can be obtained by

\[
RU = \frac{CP \times 100}{n \times TE}
\]

where RU is Resource Utilization (%), CP is Computing Power (computer-seconds), n is the number of resources (computers) and TE is Execution Time (seconds). These two quantities can be obtained for the entire execution or for a portion of it. The interval over which the evaluation is made is defined by the user.
A table showing percentages of numbers of resources concurrently used with respect to the execution time is displayed. Thus the maximum possible concurrency and its percentage with respect to the execution time can be determined.

IV.1.8 General Statistics

The different transition times have an exact value in the original simulation program (Ref. 21). However, in a hardware implementation there are some variations in these transition times. For example, a memory reading may take a longer or shorter time than expected.

There is a menu option that allows the user to get the average transition time for any node. The only parameter supplied is the node number. The program will scan the FIPSO array and calculate the average time to read the input data, process the data, wait for output place clearance and write the output data for the node indicated.

In a hardware implementation of this concurrent system, the different computers that serve as resources or functional units may have different main clocks, or can be totally different computers and of course have some differences in the time that they would take to either read, process or write data. This provides a way to obtain average time values of the activities in the system for any given node.

IV.1.9 Graph Simulation/Analyzer

The Analyzer program is an invaluable tool for the analysis of the FIPSO file of a single simulation. If the need for exploring the effect of parameter variation arises additional program support is needed. This program is
called Graph Simulation/Analyzer program. This program controls the simula-
tion and, immediately after execution, analyzes its data to obtain the
desired result or reading. Sometimes only a certain number of values are
required to be analyzed and then this specialized program is ideal for auto-
mated or batch simulation and execution analysis. An overview of its features
is presented in this subsection.

The Graph Simulation/Analyzer program contains basically the same simu-
lation kernel that the original Simulation program (Ref. 21). It has been
modified to provide the use of random variables as transition times.

The original Simulation program is not only a simulator but also a graph
creator, i.e., the graph need not be defined when the program is called, but
can be defined by the use of graphics commands. The Graph Simulation/Analyzer
needs to be supplied with a graph description and simulation control (GDSC)
file (see Fig. 25). This is a text file that can be created with any pure
ASCII word processor and the command syntax can be found in the manual of the
program in the appendix of this thesis.

The main purpose of this new program is to "schedule" a series of simu-
lations of a graph, change parameters, and collect specific output data such
as ATBIO (Average TBIO in steady state) or the usual FIPSO files. One of the
advantages over the former simulation program is that most of the program
setup can be in the GDSC file or, in short, the graph file. In this way,
setting up a simulation can be as quick as loading the graph file and typing a
few keystrokes. One of the disadvantages is that the execution of the graph
cannot be seen graphically. The only parameters that can be observed are the
clock and the number of outputs from the graph. Even the clock can be
suppressed from updating to reduce screen update overload. A notable differ-
ence with respect to the former simulation is the capability of adding random
variables to the different transition times in a graph. The range of variation is specified by the user in the graph file.

The new program is suitable to integrate a design tool for the concurrent processing systems under study. The automatic control of the simulation routine makes the program ideal to find, through iterations, some optimum performance parameters for a given graph.

The program provides on-line context-sensitive help. At every stage where user intervention is expected, the key FI can be typed and a window appears providing specific explanation of what the user may do at this part of the program. The help window information can be as simple as the statement of the purpose of the menu option or examples to illustrate the possible choices.

This program is expected to be changed in the future and to undergo a series of enhancements. This is the reason it was written in C language, a flexible and simple, yet powerful and easy-to-maintain language. The program can be easily expanded or modified to meet the future demands of the ongoing research.

IV.1.10 Output of the Graph Simulation/Analyzer

The Graph Simulation/Analyzer program generates only four kinds of files. These are Average Time Between Input and Output (ATBIO), Average Time Between Inputs (ATBI), Average Time Between Outputs (ATBO) and the FIPSO files. The "average" files collect data that is calculated once the system has reached the steady state. The computation of the steady state values is done by the use of a running average, in the following manner:

1. An average is computed for the first six outputs (TBIO, TBI or TBO) and stored in an average array.
2. The first of those outputs is then discarded and the seventh output is taken to form the next six outputs.

3. Another average is computed for the new six outputs and is stored in the next location of the average array.

4. This procedure is applied until there are no more outputs left to work with.

5. The next step is to find which of the computed averages is within a +/- 1% of its predecessor.

6. An overall average is calculated beginning with this predecessor up to the last average and this is the ATBIO, ATBI or ATBO.

The FIPSO files are obtained the usual way, that is, from the recording of every event, every event code is translated to text and the FIPSO file is created. This file contents can be examined in the Analyzer as explained in the last sections.

There are some instances when, although the steady state has been reached, the program will print "N/SS" (Non-Steady State) instead of the value sought. This usually occurs because the running average has too few outputs to work with and the reaching of steady state is hidden in one of the averages, i.e., the +/- 1% is too restrictive to detect it. Another error message that can be given is :"N/EO," meaning "Not Enough Outputs." The reason for this message is that there are less than nine outputs to work with and it makes it difficult to calculate the average.

The method of running averages is adequate to find when the graph reaches steady state. However, it requires many graph outputs which may create a great time burden in terms of simulation time. These computation factors
depend on the number of nodes of the graph, execution time and number of resources available.

V.0 EXPERIMENTAL RESULTS

V.1 Introduction

This Subsection presents the use of the Analyzer and the Graph Simulation/Analyzer programs to evaluate the performance of two different graphs. In Subsection IV.4.1, a graph with parallel paths is investigated. TBOLB and TBIOLB are calculated and a simulation of the system is performed. Analysis of the output data is used to obtain the minimum number of resources necessary to obtain maximum performance regardless of priority assignment. Subsection IV.4.2 is dedicated to investigate a graph with iterative loops. The same data are obtained as in Subsection IV.4.1. Subsection IV.4.3 presents two performance factors based upon TBOLB and TBIOLB.

V.2 Graphs With Parallel Paths

Graphs with parallel paths are important due to the possibility of high concurrency in the execution of tasks. Fig. 26 presents an example of a graph with three parallel paths. This example is used to illustrate the calculation of TBOLB and TBIOLB.

The first step to calculate TBOLB and TBIOLB is to choose a Node Marked Graph. The Single-Node model is selected because the resulting CMG is deadlock free. The second step is to obtain the CMG for the given graph. This is shown in Fig. 27. The third step is to obtain the circuit that takes the longest time to execute in order to obtain and get TBOLB. Fig. 28 shows the circuit with the longest time per token. TBOLB is equal to 1065 time units. As the fourth step, the path from the input to the output of the graph with
the longest time has to be located. This is shown in Fig. 29. This time is \( TBIOLB \) and is equal to 2240 time units. The fifth step is to calculate the data injection rate which is controlled by the input source node. The time that has to be associated with this node is equal to the inverse of the input injection rate. To obtain the effective input rate to the graph, it is necessary to consider the input read time of the input node. The source node will fire when a token is placed at its control edge. This is done when the input read time of the input node is over. Therefore, the source node write time is equal to

\[
\text{Write time} = TBIOLB - \text{Input read time (Input Node)}.
\]

The effective input rate to the graph is

\[ IR = \frac{1}{TBIOLB - tIN1} \]

where \( IR \) is the input rate, and \( tIN1 \) is the input read time of node 1. Since \( TBIOLB \) is 1065 and \( tIN1 \) is 140, the source node write time is 925.

V.2.1 Simulation

The simulation is performed with the calculated data for all possible number of resources. The simulation is executed for one resource, two resources and so on, up to seven resources. The data is input to the Graph Simulation/Analyzer by means of a Graph Description and Simulation Control file. The simulation is stopped when the graph has processed fifteen data packets. The GDSC file used to simulate the example is presented in Fig. 30.
Average TBO, Average TBIO and the FIPSO files are gathered for every simulation cycle. Resource Utilization (RU) and maximum number of resources concurrently used are obtained from these files.

The simulation was also run for another priority assignment. The former priority assignment tries to output as many data packets as possible; the latter tries to load the graph to its maximum before an output is written. The first priority assignment has its highest priorities toward the output of the graph, i.e., the closer to the output the higher the priority. In this way, the highest priority in the graph is to process and output data. The system tries to output data as soon as possible. The second priority assignment tries to input as much data as it can before data is output. The closer a node is to the input of the graph the higher is its priority.

V.2.2 Analysis of Output Data

The Graph Simulation/Analyzer and Analyzer data are tabulated in Tables 1 and 2. The computing power is about the same for every case since it is the total computing power required for processing fifteen data packets. The resource utilization decreases with the increase of number of resources. The resource utilization is almost the same for one and two resources. For three and more resources the resource utilization decreases more drastically for a change of one resource. For every resource added to the system the resource utilization is reduced by about ten percent.

TBOLB is closely achieved using more than four resources. The small difference is due to the overhead time introduced by the Graph Manager, or the Simulation, in the scanning and firing of the nodes of the graph. TBIOLB is obtained using more than two resources. Again, the difference with respect to the calculated value is due to the scanning of the graph.
This value of TBOLB was obtained for two different priority assignments. The value of TBOLB is not calculated based on priority assignment but on the transition times in the circuits of the graph. If it is obtained for a given number of resources, it should be maintained regardless of the priority assignment for at least the same number of resources.

The maximum number of resources used concurrently is five. After five resources there is no effect on adding resources except to lower the resource utilization. This graph can be executed at its optimum performance with five resources.

V.2.3 Minimum Number of Resources for Maximum Performance

Two important values are observed in Table 1. These are the minimum number of resources necessary to obtain TBOLB and the minimum number of resources necessary to obtain TBO\textsubscript{LB}. TBOLB is attained for at least five resources and TBO\textsubscript{LB} is attained for at least three resources. The minimum number of resources for maximum performance is five since with this number of resources TBOLB and TBO\textsubscript{LB} is obtained. This minimum number of resources coincides with the maximum concurrency in the graph. This value has been obtained, by theoretical means, by the ODU research team and has been called R\textsubscript{max}.

It is important to test if this minimum number of resources is independent of priority assignment. The simulation of this graph was run for five resources and for every possible priority assignment. It turned out that the maximum performance was obtained for every priority assignment. This test method is not recommended as a common practice since it requires too many hours of simulation execution. It was done here as an exercise. It was done
to test that this minimum number of resources is independent of priority assignment for this example.

The minimum number of resources at which the TBIOLB is preserved is not priority independent. A priority can be found at which, for this number of resources, TBIO is higher than TBIOLB. Table 3 shows the results for the same graph with a different priority assignment than the last two. The minimum number of resources at which TBIOLB is preserved is four instead of three as in the last two examples of priority assignments.

It should be noted that the first two simulations performed in the graph did not require more than thirty minutes, making the use of the Graph Simulation/Analyzer and the Analyzer a viable method to evaluate the performance of a given algorithm graph.

V.2.4 Graphs with Iterative Loops

Graphs with iterative loops belong to another class of graphs that is important to the ongoing research. These kinds of algorithm graphs are found primarily in applications such as digital signal processing or control systems, where data from predecessor cycles are needed for computation of a present data packet. Figure 31 presents an example of a graph with iterative loops.

The Single-Node model is also used in this example to model the nodes in the graph. Figure 32 shows the resulting CMG, using the Single-Node model, of the graph.

The circuit with the longest time per token in the CMG is located in either of the iterative loops, nodes 2 and 5, or nodes 3 and 6. Since there is only one token in the circuit, the value of TBO\textsubscript{LB} is 960 time units. The effective write time of the input source is equal to TBO\textsubscript{LB} less the read time.
of the input node. The value of the write time of the source node is 890 time units.

Following the procedure described in Section 2.8, nodes 5 and 6 are eliminated to calculate TBIOLB. The value of TBIOLB is equal to the sum of the times from the input source to the output sink. This value is 1600 time units.

V.2.5 Simulation

The simulation is performed with the calculated data for all possible numbers of resources. The simulation is executed for one resource, two resources and so on, up to six resources. The data is input to the Graph Simulation/Analyzer by means of a Graph Description and Simulation Control file. The simulation is stopped when the graph has processed fifteen data packets. The GDSC file used for this example is presented in Fig. 33.

Average TBI, Average TBO, Average TBIO and the FIPSO files are gathered for every simulation cycle. Resource Utilization (RU) and maximum number of resources used concurrently are obtained from these files.

The simulation was run for two priority assignments. This difference in priority assignments was explained in Subsection IV.4.1.1.

V.2.6 Analysis of Output Data

The Graph Simulation/Analyzer and Analyzer data are tabulated in Tables 4 and 5. $R_{\text{max}}$ is equal to three for this graph with iterative loops. Both TBO and TBIO degrade for numbers of resources less than $R_{\text{max}}$. This is different from the case of the example of Subsection IV.4.1 in which only TBO degrades below $R_{\text{max}}$ (in the mentioned example TBOLB is also attained for one and two resources below $R_{\text{max}}$). For the first priority assignment TBIOLB is still
obtained for two resources, but for the second it degrades. This behavior indicates that, for this graph, TBIO is priority dependent below R_{\text{max}}.

There is a difference of ten or eleven time units between ATBI and ATBO which is not expected since ATBI and ATBO should be equal for the conditions of the simulation. There is also an increase in the average of TBIO with respect to ATBIO for two resources in the first priority assignment. A more detailed observation of the execution in the Analyzer reveals that the difference between TBO and TBI is being added to TBIO at every data packet. Every time a data packet is injected in the graph, it takes ten more time units to arrive to the output than the precedent data packet. This is the reason of ATBIO to be much higher than expected. The reason of the difference between ATBI and ATBO can be observed in the Analyzer. The critical circuit, nodes two and five, takes more time than calculated due to the scanning of the nodes in the graph. This increase is directly applied to TBO, but TBI continues being the same that was calculated theoretically.

The source write time was incremented to 900 and the simulation was run again. The results are as expected: ATBI is 975, ATBO is 975, and ATBIO is 1620 for R_{\text{max}}.

The increase in the source write time is an experimental adjustment to obtain the best possible performance. This yields an expression for a lower bound TBO adjusted to compensate for system overhead during the execution:

$$\text{TBO}_{\text{LBA}} = \text{TBO}_{\text{LB}} + E$$

where TBO_{LBA} is the adjusted lower bound for TBO, and E is the adjustment factor obtained from the simulation of the graph, or in the case of a hardware system, the one obtained by executing the graph.
It should be noted that this adjustment factor, $E$, was not necessary for the example of Subsection IV.4.1. The two graphs of the examples are from two different classes of graphs. The graph of Subsection IV.4.1 belongs to a class that has its input circuit directly "coupled" to the critical circuit (the circuit with the longest time per token in the CMG). Two circuits are coupled when they have a transition in common. The graph of this section is from a class that has its input circuit "uncoupled" from the critical circuit, i.e., they are connected through other circuits in the graph. The graph of section 4.1 is not as sensitive to variations in the time of the critical circuit as the graph of this section. Since this subject is not in the scope of this thesis, there will be no further analysis of these classes.

Without the help of the Simulation and the Analyzer, this adjustment could not be made in such a short period of time. These adjustments sometimes can be predicted, but the Analyzer is a required tool to discover these realization differences in performance.

V.3 Performance Factors

There is a need for an absolute time independent performance factor to classify the graphs by their performance. The absolute time in a given graph is not as critical as the relative amount of time each node has with respect to each other. If each and every transition time in any of the graphs evaluated in this chapter are multiplied by a constant, the resultant graph has the same critical circuit as the former graph. The difference is in the absolute value of the computations. If the appropriate injection rate is applied at the input, the same resource utilization is obtained.
The TBO performance factor (PFTBO) is obtained by

\[ P_{TBO} = \frac{TBO_{LB}}{TBO_m} \]

where TBO\(_m\) is the measured TBO of the system.

The TBIO performance factor (PFTBIO) is obtained by

\[ P_{TBIO} = \frac{TBIO_{LB}}{TBIO_m} \]

where TBIO\(_m\) is the measured TBIO of the system.

It should be noted that the maximum possible value of these factors is 1.0. The value of the performance factors for the graphs of Sections 4.1 and 4.2 are presented in the Tables 6 and 7, respectively.
VI.0 FURTHER RESEARCH

During the grant period, the ATAMM model was used as the basis for determining analytically bounds for task computational time and system throughput. An operating strategy which achieves optimum time performance was developed. In addition, a new diagnostic tool was developed with which to evaluate performance and functional unit behavior. The diagnostic tool provided monitoring of detailed system operations and the displaying of global system performance indicators and measures.

Continuation of the present effort includes the development of a new multicomputer test bed. The operating system and communication processes are to obey the ATAMM model and to exhibit a completely distributed graph manager operating system. The operating system is to allow for continuously assigned functional units. This system is to be composed of personal computers communicating over a local area network.

The ongoing research has established ATAMM as a viable basis for the specification of data flow multicomputer systems. Further research should proceed in several directions. An outline of these activities is presented below.

1. Fault Tolerance. Due to the inherent nature of the ATAMM model to allow continuous assignment of the functional units, the soft-fail nature of an ATAMM defined multicomputer system is evident in terms of hardware failure. That is, the algorithm may be expected to continue executing, though with degraded performance, with elimination of functional resources. However, additional effort needs to be directed towards recovery strategies associated with error in the data. One applicable method is triple modular redundancy (TMR),
which involves the triplication of the node processes and majority voting. The TMR strategy needs to be investigated with respect to both performance and the preservation of the ATAMM model.

2. An important part of the ATAMM research program is to enhance the understanding of the relationship between performance measures such as TBIO, TBO, and TT with respect to the algorithm graph characteristics and the availability of functional resources. On the basis of recent observations, research is to be directed toward the improvement of the performance measures as a result of modifying the algorithm graph by the addition of nonexecutable features such as control edges and "dummy" nodes. Present investigations suggest that these graph augmentations may alter and improve certain aspects of performance without changing the underlying algorithm.

3. Overhead. Research should be continued toward the refinement of the node marked graph (NMG) representation. This refinement should better model the time associated with communication overhead and other system overhead in relation to node process time. A goal of this modeling would be to determine limits on algorithm decomposition in view of graph complexity and increased communication overhead.

4. Advanced Hardware. An appropriate step in the ATAMM development is the infusion of the processing rules to advanced technology multicomputer hardware for avionic or space-bourne applications. An appropriate environment would include VHSIC technology such as the MIL-STD-1750A processor as the processing element.

5. Theoretical Advancements. So far the ATAMM model has been used
under somewhat restricted conditions. Further research should include such issues as multiple graphs, nonhomogeneous functional units, reliability, fault recovery strategies, and system architecture which takes advantage of the ATAMM model.
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TABLE 1. Results from first experiment, first priority assignment.

<table>
<thead>
<tr>
<th>Resources</th>
<th>Computing Power Utilization</th>
<th>Resource Average</th>
<th>Average TBO</th>
<th>TBO Average</th>
<th>Maximum Concurrency</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>43818</td>
<td>39.11%</td>
<td>3243.0</td>
<td>3235.0</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>50068</td>
<td>37.67%</td>
<td>1623.0</td>
<td>2592.0</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>43486</td>
<td>80.73%</td>
<td>1294.9</td>
<td>2265.0</td>
<td>3</td>
</tr>
<tr>
<td>4</td>
<td>49639</td>
<td>68.50%</td>
<td>1136.0</td>
<td>2265.0</td>
<td>4</td>
</tr>
<tr>
<td>5</td>
<td>50002</td>
<td>57.34%</td>
<td>1083.0</td>
<td>2265.0</td>
<td>5</td>
</tr>
<tr>
<td>6</td>
<td>50002</td>
<td>47.78%</td>
<td>1083.0</td>
<td>2265.0</td>
<td>5</td>
</tr>
<tr>
<td>7</td>
<td>50002</td>
<td>40.96%</td>
<td>1083.0</td>
<td>2265.0</td>
<td>5</td>
</tr>
</tbody>
</table>

TABLE 2. Results from first experiment, second priority assignment.
TABLE 3. Results from first experiment, third priority assignment.


Table 4. Results from second experiment, first priority assignment.

Table 5. Results from second experiment, second priority assignment.
Table 6. Performance factors for graph of Section 4.1.

<table>
<thead>
<tr>
<th>Resources</th>
<th>PFTBO</th>
<th>PFTBIO</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.322399</td>
<td>0.692426</td>
</tr>
<tr>
<td>2</td>
<td>0.656579</td>
<td>0.867544</td>
</tr>
<tr>
<td>3</td>
<td>0.914843</td>
<td>0.989562</td>
</tr>
<tr>
<td>4</td>
<td>0.887500</td>
<td>0.887562</td>
</tr>
<tr>
<td>5</td>
<td>0.983379</td>
<td>0.983362</td>
</tr>
<tr>
<td>6</td>
<td>0.983379</td>
<td>0.983362</td>
</tr>
</tbody>
</table>

Table 7. Performance factors for graph of Section 4.2.

<table>
<thead>
<tr>
<th>Resources</th>
<th>PFTBO</th>
<th>PFTBIO</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.370084</td>
<td>0.617399</td>
</tr>
<tr>
<td>2</td>
<td>0.737893</td>
<td>0.991325</td>
</tr>
<tr>
<td>3</td>
<td>0.984615</td>
<td>0.987564</td>
</tr>
<tr>
<td>4</td>
<td>0.984615</td>
<td>0.987564</td>
</tr>
<tr>
<td>5</td>
<td>0.984615</td>
<td>0.987564</td>
</tr>
<tr>
<td>6</td>
<td>0.984615</td>
<td>0.987564</td>
</tr>
</tbody>
</table>
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Figure 1. Algorithm marked graph for discrete system equation.
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## FIPSO file

<table>
<thead>
<tr>
<th>Event Code</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>T.72,N.1,F.1</td>
<td>Node 1 is fired at time 72 and assigned to FU1</td>
</tr>
<tr>
<td>T.116,N.1,1</td>
<td>Node 1 read the input places at time 116</td>
</tr>
<tr>
<td>T.249,N.1,P</td>
<td>Node 1 finished the process at time 249</td>
</tr>
<tr>
<td>T.250,N.1,S</td>
<td>Node 1 got clearance to output data at time 250</td>
</tr>
<tr>
<td>T.276,N.1,O</td>
<td>Node 1 wrote the output data at time 276</td>
</tr>
<tr>
<td>T.276,N.2,F.2</td>
<td>Node 2 is fired at time 276 and assigned to FU2</td>
</tr>
<tr>
<td>T.322,N.2,i</td>
<td>Node 2 read the input places at time 322</td>
</tr>
<tr>
<td>T.322,N.1,F.3</td>
<td>Node 1 is fired at time 323 and assigned to FU3</td>
</tr>
<tr>
<td>T.367,N.1,i</td>
<td>Node 1 read the input places at time 367</td>
</tr>
<tr>
<td>T.455,N.2,P</td>
<td>Node 2 finished the process at time 455</td>
</tr>
<tr>
<td>T.456,N.2,S</td>
<td>Node 2 got clearance to output data at time 456</td>
</tr>
<tr>
<td>T.482,N.2,O</td>
<td>Node 2 wrote the output data at time 482</td>
</tr>
<tr>
<td>T.485,N.3,F.4</td>
<td>Node 3 is fired at time 485 and assigned to FU4</td>
</tr>
<tr>
<td>T.500,N.1,P</td>
<td>Node 1 finished the process at time 500</td>
</tr>
<tr>
<td>T.501,N.1,S</td>
<td>Node 1 got clearance to output data at time 501</td>
</tr>
<tr>
<td>T.527,N.1,O</td>
<td>Node 1 wrote the output data at time 527</td>
</tr>
<tr>
<td>T.661,N.3,l</td>
<td>Node 3 read the input places at time 661</td>
</tr>
<tr>
<td>T.663,N.2,F.5</td>
<td>Node 2 is fired at time 663 and assigned to FU5</td>
</tr>
<tr>
<td>T.707,N.2,i</td>
<td>Node 2 read the input places at time 707</td>
</tr>
<tr>
<td>T.708,N.1,F.1</td>
<td>Node 1 is fired at time 708 and assigned to FU1</td>
</tr>
<tr>
<td>T.752,N.1,i</td>
<td>Node 1 read the input places at time 752</td>
</tr>
<tr>
<td>T.840,N.2,P</td>
<td>Node 2 finished the process at time 840</td>
</tr>
<tr>
<td>T.841,N.2,S</td>
<td>Node 2 got clearance to output data at time 841</td>
</tr>
<tr>
<td>T.867,N.2,O</td>
<td>Node 2 wrote the output data at time 867</td>
</tr>
<tr>
<td>T.885,N.1,P</td>
<td>Node 1 finished the process at time 885</td>
</tr>
<tr>
<td>T.986,N.1,S</td>
<td>Node 1 got clearance to output data at time 886</td>
</tr>
<tr>
<td>T.912,N.1,O</td>
<td>Node 1 wrote the output places at time 912</td>
</tr>
<tr>
<td>T.1190,N.3,P</td>
<td>Node 3 finished the process at time 1190</td>
</tr>
<tr>
<td>T.1191,N.3,S</td>
<td>Node 3 got clearance to output data at time 1191</td>
</tr>
<tr>
<td>T.1295,N.3,O</td>
<td>Node 3 wrote the output places at time 1295</td>
</tr>
</tbody>
</table>

---

Figure 19. A sample FIPSO file.
Figure 20. Analyzer information flow.
Figure 21. Analyzer Node Activity Display.
Figure 22. Analyzer Functional Unit Display.
Figure 23. Analyzer Input/Output Display.
Figure 24. Analyzer Concurrency Display.
Figure 25. Graph Simulation/Analyzer information flow.
Figure 26. Graph with parallel paths.
Figure 27. CMG using Single Node model.
Figure 28. Circuit to obtain TBO 'LB'.
Figure 29. Path to obtain TBIO LB.
Graph Graph with parallel paths  TBOLB = 1065  TBOLB = 2240
Nodes 7  
Sources 1  
Sinks 1  
Places 10  
Resources -1  
Tokens 1  
Model Single  
input 1  
Output 5  
Times  
Read 70  
Process 210  
write 40  
  
Node 1  
inputs 1  
Outputs 2 7  
Time  
Read 140  
Process 420  
write 90  
  
Node 2  
inputs 2  
Outputs 3 9  
  
Node 3  
inputs 3  
Outputs 4  
  
Node 4  
inputs 4 10  
Outputs 5  

Figure 30. Graph Description and Simulation Control file used for the first experiment.
Figure 30. (Continuation).
Figure 31. Graph with iterative loops.
Figure 32. CMG of the graph in Figure 31 using Single Node Model.
**Figure 33.** Graph Description File for the second experiment.
Figure 3. (Continuation).
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ABSTRACT
An overview is presented of a model for describing data and control flow associated with the execution of large-grained, decision-free algorithms in a special distributed computer environment. Identified by the acronym ATAMM, which represents Algorithm to Architecture Mapping Model, the model provides a basis for relating an algorithm to its execution in a dataflow multicomputer environment. The ATAMM model features a marked graph Petri net description of the algorithm behavior with regard to both data and control flow. The model provides an analytical basis for calculating performance bounds on throughput characteristics which are demonstrated in the paper.

INTRODUCTION
The development of new computer architectures based upon distributed, multiprocessor organizations [1, 2] is motivated mainly by the requirement for increased speed and greater throughput capability in complex signal processing applications [3]. With the advent of high-density microelectronics the construction of parallel architectures consisting of identical, special purpose computing elements is now a reality [4, 5]. A number of models for describing the behavior of algorithms in this setting have been developed [6-8]. However, these models represent only the data flow and do not accurately display the complex issues of communication and control flow which must occur in any realization. Thus, it has been difficult to investigate how to effectively match the decomposition and scheduling of algorithms to the structure and control of parallel architectures. The importance of better understanding the relationship between algorithms and architectures is now being recognized [9].

This paper presents an overview of a graph theoretic model for describing both data and control flow associated with the concurrent processing of large-grained algorithms in a special-distributed computer environment. This model is identified by the acronym ATAMM which represents Algorithm to Architecture Mapping Model.

The purpose of the ATAMM model is important for three reasons. First, the model provides a hardware independent context in which to investigate the relative merits of different algorithm decomposition and implementation strategies. Second, the model defines the data flow and control flow which must be manifested by any dataflow computer architecture implementing the decomposed algorithm. Third, the model provides an analytical basis for performance evaluation.

The problem domain of the ATAMM model consists of large-grained, decision-free algorithms with computationally complex primitive operations which are assumed to be implemented in a dedicated distributed dataflow environment. The algorithms are such as may be found in (but not limited to) large scale signal processing and control applications. A potential multicomputer environment might consist of two to twenty processing elements composed of VHSIC technology.

ATAMM MODEL DEVELOPMENT
The composition of the algorithms of interest may be such that two or more operations can be performed concurrently. Thus, the potential exists for decreasing the computational time required to executing the algorithm by increasing the computational resources which process the large-grained primitive operations.

The hardware environment (Figure 1) for executing the decomposed algorithms is assumed to consist of R identical processors or functional units (FUNs) where R has a value in the range of two to twenty. This range of resources is suggested for practical reasons due to the large-grained aspect of the algorithm decomposition and the need to maintain small communication times relative to process times. Each FUN is a processor having local memory for program storage and temporary input and output data containers. Each FUN can execute any algorithm primitive operation. The FUNs share a common global memory (GLM) which may be either centralized or distributed. The coordination of FUNs in relation to data and control flow is directed by the graph manager (GRM). The GRM also may be centralized or distributed. Transaction rules provide that output created by the completion of a primitive operation is placed into global memory only after the output data containers have been emptied. That is, outputs must be consumed as inputs to successor primitive operations before allowing new data to fill the output locations. Assignment of a functional unit to a specific algorithm primitive operation is made by the GRM only when all inputs required by the operation are available in global memory and a functional unit is available.

The algorithms to be executed has its data flow represented in a directed graph termed the algorithm directed graph (ADG). The ADG provides a description of the operand data flow and operation sequence required by the algorithm decomposition. Vertices of the ADG are in a one-to-one correspondence with each occurrence of a primitive operation. The ADG contains an edge (i, j) directed from vertex i to vertex j if the output of primitive operation i is an input operand for primitive operation j. When constructing an algorithm graph
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NMG is a Petri-net representation of the
algorithm. According to the following rules:
1. Source and sink nodes in the AMG are rep-
ented by source and sink nodes in the NMG.
2. Nodes corresponding to primitive operations in
the AMG are represented by NMGs in the CMG.
3. Edges in the AMG are represented by edge
pairs, one forward directed for data flow and one
backward directed for control flow in the CMG.
The play of the CMG proceed according to
the following graph rules:
1. A node is enabled when all incoming edges are
marked with a token. An enabled node fires by encum-
bering one token from each incoming edge, delaying for some specified transition time, and then depositing one token on each outgoing edge.

2. A source node and a sink node fire when enabled without regard for the availability of a FUN.

3. A node operation is initiated when the read node of an NMG is enabled and when a FUN is available for assignment to the NMG and thus fires the read node. A FUN remains assigned to an NMG until completion of the firing of the write node of the NMG. Supervision of this logical assignment of the FUN is managed by the GRM.

For illustration, the CMG corresponding to the algorithm graph of Figure 2 is shown in Figure 4. The CMG is useful because it clearly displays the data and control flow which must occur in any hardware implementation of the model process, and because it provides a hardware independent context in which to evaluate process performance.

The ATAMM model consists of the algorithm marked graph, the node marked graph, and the computational marked graph, and the data flow architecture. A pictorial description of the ATAMM model is shown in Figure 5.

ATAMM MODEL GRAPH CHARACTERISTICS

The theoretical analysis of the CMG from the standpoint of marked graph theory is beyond the scope of this paper and may be found in [14]. However, several properties are noted below for clarity.

Let the CMG be a marked graph consisting of m places and n transitions. The m-vector M is the marking vector resulting from the firing of some sequence of k transitions. It may be shown that the number of tokens contained in any directed circuit of the CMG is invariant under transition firings.

The CMG is live for all appropriate initial marking vectors. That is, for a marking M if, for all markings reachable from M, it is possible to fire any transition of the CMG by progressing through some transition firing sequence.

The CMG is said to be consistent. That is, there exists a marking M and a transition firing sequence from M back to M such that every transition occurs at least once. In addition, each transition of G occurs an equal number of times in a firing sequence from a marking M back to M.

The CMG is said to be safe for marking M if, for all markings reachable from M, no place contains more than one token.

PERFORMANCE MEASURES

In this section, performance measures indicating computing speed and throughput capacity are defined. Bounds for these quantities are calculated analytically from the AMG and CMG. This information is essential for efficiently matching algorithm decompositions with architecture implementations. The work presented in this section is extension of recent investigations of the performance of Petri-nets [15],[16] and marked graphs [17].

Assume that R FUNs are available for the algorithm execution. A computational task is initiated when an input data token from the source node is encountered. Task output occurs when a corresponding output data token is deposited at the output sink node. A task is completed when all computing associated with the task is completed. However, task output and task completion do not always coincide as may be found in iterative signal processing algorithms in which initial conditions for the next iteration may occur after an output has been calculated. Task completion is usually indicated in the AMG or the CMG by the return of the graph to some steady-state initial marking. To facilitate measurement of throughput capacity, it is assumed that tasks are initiated periodically with new input data sets. New data sets are available continuously as input tokens from the input source node. Included in this problem class are iterative algorithms where the present task requires as inputs data from previous task calculations.

Concurrency, at any instant, falls into one of two categories. On one hand, different functional units (FUNs) may be performing simultaneously several primitive operations belonging to a particular task within the graph. This type of concurrency is referred to as vertical concurrency and has a direct effect on task computing speed. It is limited by the number of primitive operations that can be performed simultaneously in a given algorithm decomposition, and by the number of FUNs available. The second type of concurrency relates to FUNs which may be operating on different input tasks within the graph. This type of concurrency has a direct effect on throughput capacity. It is limited by the capacity of the graph to accommodate additional task inputs, and by the number of functional units available to implement the tasks. In the following, it is shown that the process of algorithm decomposition imposes bounds on the amount of vertical concurrency and horizontal concurrency possible in a given problem. If sufficient computing resources are available, operation at these bounds can be achieved. If the number of computing resources is limited, the bounds cannot be reached simultaneously and trade-offs between the amount of vertical concurrency and horizontal concurrency are possible.

Three performance measures for concurrent processing are defined. The performance measure T.BIO is the computing time which elapses between a task input and the corresponding task output. The performance measure T.T is the computing time which elapses between a task input and the completion of all computation associated with that task. The performance measure TBO is the computing time which elapses between successive task outputs when the graph is operating periodically in steady-state. The first two parameters, T.BIO and TT, are indicators of computing speed and thus reflect the degree of vertical concurrency. The third parameter, TBO, is a measure of throughput capacity and thus reflects the degree of horizontal concurrency, when compared to TT.

Lower bounds of these measures may now be outlined, and may be found in detail in [14]. Consider an AMG representing a decomposed algorithm. The lower bound for T.BIO is the shortest time required for a data token to propagate through the graph to the data output sink. Similarly, the lower bound for TT is the shortest time required to complete all computing activity initiated by the injection of a data token from the data input source. These shortest times are the actual performance times when only a single task is active in the graph during any time interval (no horizontal concurrency), and as many computing resources as are required are available (maximum vertical concurrency). Under these operating conditions, lower bounds for T.BIO and TT are calculated by identifying
certain longest paths in a graph obtained from the algorithm marked graph. This new graph, called the modified algorithm marked graph, MAMG, is defined and then used to determine lower bounds for TBO and TT.

The construction of the modified AMG proceeds by the following rules. Let \( p_i \) be a place of of the AMG, directed from transition \( t_i \) to transition \( t'_i \) which contains a token of the initial marking. Then the MAMG may be obtained from the original AMG by:

1. Deleting place \( p_i \) from the AMG.
2. Adding place \( p_{i1} \) directed from the data input source to transition \( t'_i \), is added to G.
3. Adding a new output sink \( s_i \) different from all other output sinks, and a new place \( p_{i2} \) directed from transition \( t'_i \), to \( s_i \), and
4. Repeating 1–3 for each place of the AMG containing a token of the initial marking.

Let \( P_i \) be the ith directed path in the MAMG from the data input source to the output sink. The lower bound for TBO is defined as:

\[
TBIOLB = \max \{ T(P_i) \}
\]

where the maximum is taken over all paths \( P_i \) in the MAMG and \( T(P_i) \) denote the sum of transition times for transitions contained in \( P_i \).

Let \( P_i \) be the ith directed path in the MAMG from the data input source to any output sink. The lower bound for TT is defined as:

\[
TTLB = \max \{ T(P_i) \}
\]

where \( T(P_i) \) denote the sum of transition times of transitions contained in \( P_i \) and the maximum is taken over all paths \( P_i \) in the MAMG.

To illustrate, TBO and TT are computed for the AMG shown in Figure 2 for which the following transition times are assumed: \( T(1)=1, T(2)=1, T(3)=5, \) and \( T(4)=6 \). The MAMG is shown in Figure 6. It may be easily shown that TBO = 10 and TT = 11.

A lower bound for the performance measure TBO is now determined from the CMG representing a decomposed algorithm. It is assumed that operating conditions are set to maximize horizontal concurrency. That is, data tokens are continuously available at the data input source, and as many computing resources as needed can be called to perform primitive operations. With these conditions, the graph plays periodically in steady-state, and TBO is the shortest possible time between successive outputs. Let \( C_i \) be the ith directed circuit in the CMG. The notation \( T(C_i) \) denotes the sum of transition times of transitions contained in \( C_i \), and \( M(C_i) \) denotes the number of tokens contained in \( C_i \).

Then:

\[
TBO = \max \{ T(C_i) / M(C_i) \}
\]

where the maximum is taken over all directed circuits in the CMG.

The CMG in Figure 4 has many directed circuits. However, the directed circuit which contains all NMG nodes of transitions 2 and 4 contains only one token and maximizes the ratio \( T(C_i) / M(C_i) \). Therefore, the shortest time possible between successive outputs in this graph is TBO = 7.

**STRATEGY FOR OPTIMUM TIME PERFORMANCE**

Of interest is the development of an operating strategy for the ATAMM model which achieves optimum time performance with a minimum number of computing resources. Unfortunately, this problem is equivalent to a class of scheduling problems which is known to be NP-complete. Thus, there exists no algorithm for obtaining an optimum solution which is better than enumerating all possible solutions and then choosing the best one. However, a suboptimal operating strategy which achieves optimum time performance, but possibly requires more than the minimum number of computing resources, has been developed and is illustrated in this section.

When presented with continuously available input data sets, the natural behavior of a data flow architecture results in operation where new data sets are accepted as rapidly as the available resources permit. That is, the architecture naturally operates at high levels of horizontal concurrency with the possible loss of capability for achieving high levels of vertical concurrency. This results in performance characterized by high throughput rates, TBO = TBO, but relatively poor task computing speed so that TBO > TBIOLB and TT > TTTLB. In many signal processing and control applications, it is important to achieve both high throughput rate and high task computing speeds. The suboptimal operating strategy presented in this section results in performance having the following characteristics:

1. When \( R > R_{Max} \), operation achieves TBO = TBO,
2. When \( R_{Max} > R > R_{Min} \), TBO < TBO, but TBO = TBO.
3. When \( R > R_{Min} \), the strategy preserves task computing speed or vertical concurrency at the expense of throughput rate or horizontal concurrency.

\( R_{Min} \) is also computed in implementing the strategy, and represents the minimum number of resources needed to maintain vertical concurrency with limited horizontal concurrency.

3. The rate at which new data is presented to the CMG must be limited. This is accomplished by adding a control transition connected in a directed circuit with the data input source. The control transition imposes a minimum delay of D time units between inputs. Delay D is chosen according to the following rule:

\[
TBO = \frac{R > R_{Max} \text{ for } D = TBO_{Min} < R > R_{Min} \text{ for } TCE = R_{Min} > R > 1.}
\]

TCE denotes the total computing effort required to complete the task, and TBO is computed as part of the operating strategy design procedure.
The operating strategy design process consists of five steps. These steps are presented and explained in the remainder of this section. An operating strategy is developed for the example algorithm graph shown in Figure 7 to illustrate each step as it is presented.

Step 1. Choose a convenient transition firing rule. For the example algorithm graph, the highest to lowest priority ordering of the transitions is chosen as (0.4.3.2.6.1).

Step 2. Determine TBOLB. The CMG corresponding to the example algorithm graph is shown in Figure 8. The directed circuit identified in this figure contains 6 transition time units and 2 tokens, and maximizes the ratio $T(C_i)/M(C_i)$ for all directed circuits. Therefore, $TBO_{LB}$ = 3.

Step 3. Determine the resource utilization envelope of a single task required for maximum vertical concurrency at steady-state with $TBO = TBO_{LB}$ under the assumption of unlimited resources. The plot of the example algorithm graph under these conditions is shown in Figure 9, and the resulting resource utilization envelope is shown in Figure 10. Stabilize the resource utilization envelope by adding control places as necessary. If the time between inputs to the CMG is increased above $TBO_{LB}$, the resource utilization envelope may change from that observed in Step 3. Since knowledge of the algorithm is required to calculate the number of required resources, additional places are appended to the AMG and the CMG to freeze the shape of the envelope. For example, the plot of the example algorithm graph of Figure 7 with an injection time of 4 is shown in Figure 11. At this slower injection rate, transition 6 fires one time unit earlier. To prevent time movement of transition 6, a control place directed from transition 2 to transition 6 is added. This place prevents the firing of transition 6 until transition 2 has completed firing. Thus the resource utilization envelope computed for an input period of $TBO_{LB}$ is the envelope for all input periods of $TBO>TBO_{LB}$.

Step 4. Compute $R_{Max}$, $R_{Min}$, and $TBO_{Min}(R)$ using the resource utilization envelope. $R_{Max}$ is determined by overlaying resource utilization requirements, each delayed by $TBO_{LB}$ with respect to the previous one, as shown in Figure 12 for the example. $R_{Max}$ is equal to the largest resource requirement during any time interval within the steady state operating period. $R_{Min}$ is the minimum number of resources necessary to insure maximum vertical concurrency with no horizontal concurrency. This number is equal to the maximum resource requirement indicated in the resource utilization envelope for a single task. For the example problem, $R_{Max}$ = 5 and $R_{Min}$ = 3. The value of $TBO_{Min}$ for each resource number $R$ between $R_{Max}$ and $R_{Min}$ inclusive is determined by increasing the delay between overlapping resource utilization envelopes until the maximum resource requirement is reached. $TBO_{Min}$ is the smallest input delay to produce this resource requirement. For the example, the calculations of $TBO_{Min}$ for $R$ = 3 are illustrated in Figure 13. The results of these calculations are $TBO_{Min}(2)$ = 4.

The performance degradation as a function of $R$ of the example algorithm graph is summarized in Figure 14 which shows the performance degradation as a function of $R$. Note that for the example, no improvement in throughput is available for $R > R_{Max}$.

CONCLUSION

The ATAMM model has been demonstrated to be a useful graph theoretic model for describing data and control flow associated with the execution of large, decision-free algorithms in a special distributed computer environment. The ATAMM model has been shown to provide an analytical basis for calculating performance bounds on throughput, characteristics, and suboptimum performance behavior. The ATAMM model leads directly to the communication and data flow specifications for a data flow architecture and thus becomes the basis of design for these structures.
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ABSTRACT

The development of a new graph theoretic model for describing the relation between a decomposed algorithm and its execution in a multiprocessor environment is presented. Called ATAMM, the model consists of a set of Petri net marked graphs which incorporates the general specifications of a data flow architecture. The model is useful for representing decision-free algorithms having large-grained, computationally complex primitive operations. Performance measures of computing speed and throughput capacity are defined. The ATAMM model is used to develop analytically lower bounds for these quantities.

I. INTRODUCTION

The development of a new graph theoretic model for describing data and control flow associated with the execution of large-grained algorithms in a special distributed computing environment is presented. The model is identified by the acronym ATAMM which represents Algorithm To Architecture Mapping Model. The purpose of such a model is to provide a basis for establishing rules for relating an algorithm to its execution in a multiprocessor environment. Specifications derived from the model lead directly to the description of a data flow architecture. The availability of the ATAMM model is important for at least three reasons. First, it provides a context in which to investigate algorithm decomposition strategies without the need to specify a specific computer architecture. Second, the model identifies the data flow and control dialog required of any data flow architecture which implements the algorithm. Third, the model provides a basis for calculating analytically performance bounds for computing speed and throughput capacity.

The problem domain of the ATAMM model consists of decision-free algorithms with computationally complex primitive operations which are assumed to be implemented in a dedicated data flow environment. The algorithms are such as may be found in (but not limited to) large scale signal processing and control applications. The anticipated multiprocessor environment is assumed to consist of two to twenty processing elements for concurrent execution of the various algorithm primitives.

The development of new computer architectures based upon distributed, multiprocessor organizations [1], [2] is motivated mainly by the requirement for increased speed and greater throughput capability in complex signal processing applications [4]. Recent advances in the production of high-density microelectronics [3] has made possible the construction of parallel architectures consisting of identical, special purpose computing elements [5]. A number of models for describing the behavior of algorithms in this setting have been developed [6]–[8]. However, these models represent only the data flow and do not adequately display the complex issues of communication and control flow which must occur in any realization of the model. For this reason, it has been difficult to investigate how to effectively match the decomposition and scheduling of algorithms to the structure and control of parallel architectures. The importance of better understanding the relationship between algorithms and architectures is only now becoming recognized [9].

In Section II of the paper, the modeling process to describe algorithms in data flow architectures, ATAMM, is presented. The model consists of three Petri net marked graphs called the algorithm marked graph (AMG), the node marked graph (NMG), and the computational marked graph (CMG). In Section III, time performance measures for concurrent processing are defined. The ATAMM model is used as the basis for calculating analytically lower bounds for these performance measures. An example is presented to illustrate these concepts, and the results of experimental runs on actual multiprocessor hardware are reported.

II. ATAMM MODEL DEVELOPMENT

In this section the ATAMM model to describe concurrent processing of decomposed algorithms is presented. The model consists of a set of Petri net marked graphs which incorporate general specifications of communication and processing associated with each computational event in a data flow architecture. First, a detailed description of the problem context is stated. This is followed by the definition of the ATAMM model consisting of the algorithm marked graph, the node marked graph, and the computational marked graph. Some familiarity with Petri nets [10] and marked graphs [11] is assumed in this presentation.

The problems of interest are decision-free, computationally complex problems as are often found in signal processing and control applications. A problem description normally results in the definition of a function given by the triple (X,Y,F). The set X represents the set of admissible inputs, the set Y represents the set of admissible outputs, and F:X→Y is the rule of correspondence which unambiguously assigns exactly one element from X to each element of Y. Associated with a computational problem is one or more algorithms. An algorithm is an explicit mathematical statement, expressed as an ordered set of primitive operations, which explains
how to implement the rule of correspondence E. In general, a given problem can be decomposed by several different primitive operator sets. Also, for a given primitive operator set, there are often different orderings of primitive operations which can be specified to carry out the problem. Of special interest are algorithm decompositions in which two or more primitive operations can be performed concurrently. For such decompositions, the potential exists for decreasing the computational time required to solve the problem by increasing the computational resources which implement the primitive operations.

The hardware environment for executing the decomposed algorithms is assumed to consist of R identical processors or functional units (FUNs) where R has a value in the range of two to twenty. This range of resources is suggested for practical reasons due to the large-grained aspect of the algorithm decomposition and the need to maintain small communication times relative to process times. Each FUN is a processor having local memory for program storage and temporary input and output data containers. Each FUN can execute any algorithm primitive operation. The FUNs share a common global memory (GLM) which may be either centralized or distributed. The coordination of FUNs in relation to data and control flow is directed by the graph manager (GRM). The GRM also may be centralized or distributed. Output created by the completion of a primitive operation is placed into global memory only after the output data containers have been emptied. That is, outputs must be consumed as inputs to successor primitive operations before allowing new data to fill the output locations. Assignment of a functional unit to a specific algorithm primitive operation is made by the GRM only when all inputs required by the operation are available in global memory and a functional unit is available.

An algorithm marked graph is a marked graph which represents a specific algorithm decomposition. Vertices of the algorithm graph are in a one-to-one correspondence with each occurrence of a primitive operation. The algorithm graph contains an edge \((i,j)\) directed from vertex \(i\) to vertex \(j\) if the output of primitive operation \(i\) is an input for primitive operation \(j\). Edge \((i,j)\) is marked with a token if an output from primitive operation \(i\) is available as an input to primitive operation \(j\). When constructing an algorithm graph, vertices (primitive operations) are displayed as circles, and edges (input-output signals) are displayed as directed line segments connecting appropriate vertices. The presence of a token on an edge is indicated by a solid dot placed on the edge. Source transitions and sink transitions for input and output signals are represented as squares. Sources for constants are not usually included in the algorithm marked graph; however, triangles are used for this purpose when necessary.

To illustrate the construction of an algorithm marked graph, consider the problem of computing the output of a discrete linear system given a sequence of inputs to the system. Let the system be described by the state equation

\[
x(k) = Ax(k-1) + Bu(k)
\]

and output equation

\[
y(k) = Cx(k),
\]

where \(x\) is a \(p\)-vector, \(u\) is an \(m\)-vector, and \(y\) is an \(r\)-vector. The primitive operations are defined as matrix multiplication and vector addition, and the natural algorithm decomposition resulting from the state equation description is selected. The algorithm marked graph for this decomposed algorithm is shown in Figure 1. The initial marking indicates that initial condition data are available.

- Figure 1. Algorithm marked graph for discrete system equation.

The algorithm marked graph is a useful tool for representing decomposed algorithms and for displaying data flow within an algorithm. However, the algorithm graph does not display procedures that a computing structure must manifest in order to perform the computing task. In addition, issues of control, time performance, and resource management are not apparent in this graph. These important aspects of concurrent processing are included in the ATAMM model through the definition of two additional graphs. The node marked graph is defined to model the execution of a primitive operation. The computational marked graph, obtained from the AMG and the NMG by a set of construction rules, integrates both the algorithm requirements and the computing environment requirements into a comprehensive graph model. These additional marked graphs are defined in the following.

A node marked graph is a Petri net representation of the performance of a primitive operation by a functional unit. Three primary activities, reading of input data from global memory, processing of input data to compute output data, and writing of output data to global memory, are represented as transactions (vertices) in the NMG. Data and control flow paths are represented as places (edges), and the presence of signals is noted by tokens marking appropriate edges. The conditions for firing the process and write transitions of the NMG are as defined for a general Petri net, while the read transition has one additional condition for firing. In addition to having a token present on each incoming signal edge a functional unit must be available for assignment to the primitive operation before the read node can fire. Once assigned, the functional unit is used to implement the read, process, and write operations before being returned to a queue of available FUNs. The initial marking for an NMG consists of a single token in the "process ready" place. The NMG model is shown in Figure 2.
A computational marked graph (CMG) is constructed from the AMG and the NMG by the following rules.

1. Source and sink nodes in the algorithm marked graph are represented by source and sink nodes in the CMG.

2. Nodes corresponding to primitive operations in the algorithm marked graph are represented by NMGs in the CMG.

3. Edges in the algorithm marked graph are represented by edge pairs, one forward directed for data flow and one backward directed for control flow, in the CMG. The initial marking for the edge pair consists of a single token in the forward-directed place if data are available, or a single token in the backward-directed place if data are not available.

The play of the CMG proceeds according to the following graph rules.

1) A node is enabled when all incoming edges are marked with a token. An enabled node fires by encumbering one token from each incoming edge, delaying for some specified transition time, and then depositing one token on each outgoing edge.

2) A source node and a sink node fire when enabled without regard for the availability of a FUN.

3) A primitive operation is initiated when the read node of an NMG is enabled and a FUN is available for assignment to the NMG. A FUN remains assigned to an NMG until completion of the firing of the write node of the NMG.

In order to illustrate the construction of a computational marked graph, the CMG corresponding to the algorithm marked graph of Figure 1 is shown in Figure 3. The computational marked graph is useful because it clearly displays the data and control flow which must occur in any hardware implementation of the model process, and because it provides a hardware independent context in which to evaluate process performance.

The complete ATAMM model consists of the algorithm marked graph, the node marked graph, and the computational marked graph. A pictorial display of this model is shown in Figure 4. In the next section, performance characteristics of the ATAMM model are investigated.

III. PERFORMANCE BOUNDS

The importance of the ATAMM model is that it establishes a context in which to investigate the performance of decomposed algorithms in multiprocessor data flow architectures. In this section, performance measures indicating computing speed and throughput capacity are defined. Bounds for these quantities are calculated analytically from the algorithm marked graph and the computational marked graph. This information is
It is assumed that a decomposed algorithm is implemented in a multiprocessor architecture containing \( R \) computing resources or functional units. Each functional unit is capable of performing any of the primitive operations whose sequence defines the decomposition. A computational task is initiated when an input data token from the source node is encumbered. Task output occurs when a corresponding output data token is deposited at the output sink node. A task is completed when all computing associated with the task is completed. It should be noted that task output and task completion do not always coincide. In many iterative signal processing algorithms, computing to generate initial conditions for the next iteration often occurs after an output has been calculated. Task completion is usually indicated in the AMG or the CMG by the return of a token to some steady-state initial marking. To facilitate measurement of throughput capacity, it is assumed that tasks are repeated periodically with new input data sets. New data sets are available continuously as input tokens from the input source node. Included in this problem class are iterative algorithms where the present task requires as inputs data from previous task calculations.

Concurrency in this problem setting occurs in two ways. First, different functional units may perform simultaneously several primitive operations belonging to a single task. This type of concurrency is referred to as vertical concurrency. Vertical concurrency has a direct effect on task computing speed. It is limited by the number of primitive operations that can be performed simultaneously in a given algorithm decomposition, and by the number of functional units available to perform the primitive operations. Second, different functional units may perform simultaneously primitive operations belonging to different tasks sequentially input to the computing system. Called horizontal concurrency, this type of concurrency has a direct effect on throughput capacity. It is limited by the capacity of the graph to accommodate additional task inputs, and by the number of functional units available to implement the tasks. In the following it is shown that the process of algorithm decomposition imposes bounds on the amount of vertical concurrency and horizontal concurrency possible in a given problem. If sufficient computing resources are available, operation at these bounds can be achieved. If the number of computing resources is limited, the bounds cannot be reached simultaneously and trade-offs between the amount of vertical concurrency and horizontal concurrency are possible.

Three performance measures for concurrent processing are defined. The first two parameters, TBIO and TT, are indicators of computing speed and thus reflect the degree of vertical concurrency. The third parameter, TBO, is a measure of throughput capacity and thus reflects the degree of horizontal concurrency.

**Definition 1: TBIO.** The performance measure TBIO is the computing time which elapses between a task input and the corresponding task output.

**Definition 2: TT.** The performance measure TT is the computing time which elapses between a task input and the completion of all computation associated with that task.

**Definition 3: TBO.** The performance measure TBO is the computing time which elapses between successive task outputs when the graph is operating periodically in steady-state.

The remainder of this section is devoted to developing lower bounds for these performance measures.

Let \( G \) denote an algorithm marked graph representing a decomposed algorithm. The lower bound for TBIO is the shortest time required for a data token from the data input source to propagate through the graph to the data output sink. Similarly, the lower bound for TT is the shortest time required to complete all computing activity initiated by the injection of a data token from the data input source. These shortest times are the actual performance times when only one task is active in the graph during any time interval (no horizontal concurrency), and as many computing resources as are required are available (maximum vertical concurrency). Under these operating conditions, lower bounds for TBIO and TT are calculated by identifying certain longest paths in a graph obtained from the algorithm marked graph. This new graph, called the modified algorithm graph \( G_M \), is defined and then used to determine lower bounds for TBIO and TT.

**Definition 4: Modified Algorithm Graph.** Let \( p_i \) be a place of \( G \), directed from transition \( t_r \) to transition \( t_s \), which contains a token of the initial marking. The modified algorithm graph \( G_M \) is obtained from the graph \( G \) by the following construction rules.

1. Place \( p_i \) is deleted from \( G \).
2. A new place \( p_\text{II} \), directed from the data input source to transition \( t_\text{s} \), is added to \( G \).
3. A new output sink \( s_i \) different from all other output sinks, and a new place \( p_\text{II'} \), directed from transition \( t_\text{s} \) to \( s_i \), are added to \( G \).
4. The above rules are repeated for each place of \( G \) containing a token of the initial marking.

Lower bounds for TBIO and TT are presented in Theorem 1 and Theorem 2 respectively.

**Theorem 1: Lower Bound for TBIO.** Let \( P_i \) be the \( i \)th directed path in \( G_M \) from the data input source to the data output sink, and let \( T(P_i) \) denote the sum of transition times for transitions contained in \( P_i \). Then,

\[
\text{TBIO}_\text{LB} = \max \{ T(P_i) \}
\]
where the maximum is taken over all paths \( P_i \) in graph \( G_M \).

Proof. Without loss of generality, let \( t_f \) be the last transition in all paths \( P_i \) directed from the data input source to the data output sink. Transition \( t_f \) is enabled when each input place for \( t_f \) contains a token. Since by assumption a computing resource is available, \( t_f \) fires as soon as it becomes enabled. Let \( p_q \) be the last input place for \( t_f \) to acquire a token, and let \( t_g \) be the output transition for place \( p_q \). Continuing this labeling procedure results in a backward path construction process. This process is repeated, first at \( t_g \), and then at each succeeding transition until the data input source is reached, identifying a path \( P_j \). By the construction process for the path, it is clear that \( T(P_j) = \text{Max} \{ T(P_i) \} \), where the maximum is over all paths \( P_i \) in \( G_M \). It is also clear that \( TBIOLB \geq T(P_j) \). Since a computing resource is available when each transition in \( P_j \) is enabled, the time between input and corresponding output can be no longer than \( T(P_j) \) so that \( TBIOLB \leq T(P_j) \). Therefore, \( TBIOLB = T(P_j) = \text{Max} \{ T(P_i) \} \), where the maximum is over all paths \( P_i \) in \( G_M \). This completes the proof.

Theorem 2: Lower Bound for \( TT \). Let \( P_i \) be the \( i \)th directed path in \( G_M \) from the data input source to any output sink, and let \( T(P_i) \) denote the sum of transition times of transitions contained in \( P_i \). Then,

\[
TT_LB = \text{Max} \{ T(P_i) \}
\]

where the maximum is taken over all paths \( P_i \) in graph \( G_M \).

Proof. By the construction rules for graph \( G_M \), a task is initiated when input data tokens are input from the data input source, and is completed when all output sinks have accepted tokens. Therefore, \( TT \) is the time which elapses from injection of input tokens to the arrival of a token at the last fired output sink. Let \( T(P_i) = \text{Max} \{ T(P_i) \} \). \( P_i \) in \( G_M \) be the longest path time of paths from the data input source \( s_t \) to any output sink, say \( s_t \). Since a token must reach sink \( s_t \) before a task is completed, it follows that \( TT_{LB} \geq T(P_i) \). Since a resource is available for each transition to fire when enabled, and since \( P_i \) is the longest path in \( G_M \), it also follows that \( TT_{LB} \leq T(P_i) \). Therefore, \( TT_{LB} = T(P_i) = \text{Max} \{ T(P_i) \} \), where the maximum is over all paths \( P_i \) in \( G_M \). This completes the proof.

To illustrate the application of Theorem 1 and Theorem 2, \( TBIOLB \) and \( TT_{LB} \) are computed for the algorithm graph shown in Figure 1. For this example, the following transition times are assumed: \( T(1) = 4 \), \( T(2) = 1 \), \( T(3) = 5 \), and \( T(4) = 6 \). The modified algorithm graph corresponding to Figure 1 is shown in Figure 5. The modified algorithm graph contains two paths directed from the data input source \( s_t \) to the data output sink \( s_0 \). Path \( P_1 \) consists of edge set \( \{1, 2, 3, 4\} \) with \( T(P_1) = 10 \), and path \( P_2 \) consists of edge set \( \{5, 3, 6\} \) with \( T(P_2) = 6 \). Therefore, since \( T(P_1) < T(P_2) \), path \( P_1 \) determines the lower bound for \( TBIOLB \). The modified algorithm graph contains two additional directed paths from the data input source \( s_t \) to the output sink \( s_5 \). Path \( P_3 \) consists of edge set \( \{1, 2, 6, 5, 2\} \) with \( T(P_3) = 11 \), and path \( P_4 \) consists of edge set \( \{5, 1, 6, 5, 2\} \) with \( T(P_4) = 7 \). Since \( T(P_3) > T(P_4) > T(P_2) \), path \( P_3 \) determines the lower bound for \( TT \) and \( TT_{LB} = 11 \).

![Figure 5. Modified algorithm graph for Figure 1.](image)

Next a lower bound for the performance measure \( TBO \) is presented. Let \( G \) be a computational marked graph representing a decomposed algorithm. It is assumed that operating conditions for \( G \) are set to maximize horizontal concurrency. That is, data tokens are continuously available at the data input source, and as many computing resources as needed can be called to perform primitive operations. With these conditions, the graph plays periodically in steady-state, and \( TBO_{LB} \) is the shortest time possible between successive outputs.

Theorem 3: Lower Bound for \( TBO \). Let \( G \) be a computational marked graph and let \( C_i \) be the \( i \)th directed circuit in \( G \). The notation \( T(C_i) \) denotes the sum of transition times of transitions contained in \( C_i \), and \( M(C_i) \) denotes the number of tokens contained in \( C_i \). Then,

\[
TBO_{LB} = \text{Max} \{ T(C_i) / M(C_i) \}
\]

where the maximum is taken over all directed circuits in \( G \).

Proof. Without loss of generality, let \( t_f \) be the output transition in \( G \) so that an output is produced each time \( t_f \).
The computational marked graph shown in Figure 3 is used to illustrate Theorem 3. This CMG contains many directed circuits. However, the directed circuit which contains all NMG nodes of transitions 2 and 4 contains only one token and maximizes the ratio \( T(C_i)/M(C_i) \). Therefore, the shortest time possible between successive outputs in this graph is \( TBO_{LB} = 7 \).

The optimum time performance for this example algorithm is described by the following characteristics. The algorithm accepts an input and issues an output every 7 time units. Each input requires a total of 11 time units of processing, and an output is issued 10 time units after the input is accepted. It can be shown by simulation that 3 functional units are required to achieve this performance. The addition of more functional units will not improve the computing speed or throughput rate for this algorithm decomposition.

IV. CONCLUSION

A new model useful for understanding the relationship between decomposed algorithms and dataflow architectures has been presented. Named ATAMM for Algorithm To Architecture Mapping Model, the model consists of Petri net marked graphs called the algorithm marked graph, the node marked graph, and the computational marked graph. Time performance measures of time between input and output (TBO), task time (TT), and time between outputs (TBO) were defined. Then lower bounds for the performance measures were calculated analytically from the modified algorithm graph and the computational marked graph. An example to illustrate these concepts was presented.

Simulation tools and an actual hardware prototype have been developed to test and validate the ATAMM model. The simulation software package [16] consists of a PC-based computer model of the CMG. Algorithms are entered to the package by specifying the algorithm marked graph, and simulation output consists of a graphical display of the movement of tokens. An accompanying diagnostic software package [17] automatically computes and displays performance measures and other performance data. A hardware prototype [18] has also been constructed to validate the ATAMM operating rules and to provide a benchmark for testing the simulation software. The architecture is shown in Figure 6 and is one of several candidates which could be used to perform concurrent operations according to the ATAMM rules. A primary motivation for this particular design was the availability of hardware. The system consists of 5-100 crates having an Intel 8088 CPU card, multiple serial I/O channels, and 32K memory. An IBM/XT is used to host the system and to down load algorithm graph descriptions to the system. A number of decomposed algorithms, including those presented here, have been investigated using these tools.

Continuing research is designed to generalize the ATAMM model and is focused in three main areas. The present model assumes that all functional units are identical and that each is able to perform all primitive operations. An important extension is to model the situation where there are two or more different groupings of processors where each group is able to perform only a subset of the required primitive operations. The present model represents only decision-free algorithms. Another important extension is to develop the capability to admit algorithms containing data-dependent branching points. Finally, methods for achieving optimum time performance are being studied in the context of the ATAMM model.
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