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COMPUTATIONAL FLUID DYNAMICS AND AEROTHERMODYNAMICS

{Development of Nonequilibrium Models Applicable to AOTV/AFE and
Superorbital Flight Regimes)

I. Introduction

This report summarizes the activities and accomplishments associated with
Texas A&M Research Foundation Project 5671 which was funded as a subportion of
NASA Grant No. NAG 9-192 from the NASA Johnson Space Center. This project
was awarded January 6, 1987 and actively continued until December 6, 1988, The
primary objective of this effort was the development of noneguilibrium radiation
and chemistry models suitable for engineering applications associated with the
flowfields about aero-assisted orbital transfer vehicles (AOTVs), the
aero—assosited flight experiment vehicle (AFE), and other vehicles operating at
superorbital velocities and very high altitudes.

II. Personnel

While the project was officially awarded in January 1987, the fiscal
paperworK was not completed for several months and actual work was not
permitted to start until mid-spring i1987. However, since that date did not
correspond to the beginning of an academic semester, the graduate students
planned for the project were not immediately available. In late spring, Mr. Glenn
J. Bobskill was assigned to the project as a research assistant; and in June 1987
Mr. Robert B. Greendyke joined the team, also as a research assistant. Both
students officially remained with the project thru May 198%, Both Mr. Greendyke
ard Mr. Bobskill used their research work on the project as the basis for their
master's theses; and both received their M.Sc. degrees in August 1988. In
addition, Mr. Thomas Gally, who is a doctoral student, worked on the project at
various times. At the present time, Mr. Gally is continuing the work initiated on
this project on a NASA Graduate Student Researcher Fellowship from the NASA
Johnson Space Center.

Originally, the work proposed for this effort was only supposed to last for one
vear. However, since paperwork delayed the effective start of the project until
June 1987, it was immediately extended until June {19&&. Subsequently, in order
1o allow the presentation of results at the AIAA Thermophysice, Plasmadynamics,
and Lasers Conference in June 1932 and to permit the development of final
versions of various computer codes, reports, etc., the project was extended until
December {92%. However, from a funding and accomplishments standpoint, almost
all work on the project was completed before the end of August 19&¢&.

‘The principal investigator for this project has been Dr. Leland A. Carlson,
Professor of Aerospace Engineering.

I11. Accomplishments

In this section the primary accomplishments and achievements of this project
will be briefly discussed and summarized. In most cases, complete details are
available in the various appendices of this report.
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The primary results of this project are contained in the following publications:

AIAA Paper No. 88-2672: Carlson, L. A., "Approximations for Hypervelocity
Nonequilibrium Radiating, Reacting, and Conducting Stagnation Regions,"
Presented at the AIAA Thermophysics, Plasmadynamics, and Lasers Conference,

June 27-29, 1988, San Antonio, Texas. Accepted for publication in the Journal of

Thermophveics and Heat Transfer.

AlAA Paper No. 88-2673: Carlson, L. A., Bobskill, G. J., and GreendyKe, R. B.,
"Comparison of Vibration Dissociation Coupling and Radiative Heat Transfer
Models for AOTV/AFE Flowfields", Presented at the AIAA Thermophysics,
Plasmadynamics, and Lasers Conference, June 27-29, 1988, SAn Antonio, Texas.
Scheduled for publication in the Journal of Thermophysics and Heat Transfer in
October 1989,

Master‘s Thesis: Bobskill, Glenn James, "A Comparative Study of Reaction Rate,
Species, and Vibration-Dissociation Coupling Models for an AQTV Flowfield,"
Master of Science Thesis, Aerospace Engineering, Texas A&M University, College
Station, Texas, August {988,

Master’s Thesis: Greendyke, Robert Brian, "A Parametric Study of Shock Jump
Chemistry, Electron Temperature, and Radiative Heat Transfer Models in
Hypersonic Flows," Master of Science Tehsis, Aerospace Engineering, Texas A&M
University, College Station, Texas, August 198§,

These AlAA papers and theses are contained in Appendices 1, 2, and 4 of this
report.

In addition the following paper, which is based upon work initiated under the
present project, will be presented next summer:

Carlson, L. A. and Gally, T. A., "The Effect of Electron Temperature and Impact
Ionization on Martian Return AOTV Flowfields," To be presented at the AIAA
24th Thermophysics Conference, June 12-15, 1949, Buffalo, New York.

Besides these publications, several computer programs have been developed
as part of this project. In general, these codes can be classified as either being
approximate or detailed. The approximate code, called RAPRQX, is designed to
provide rapid flowfield and heat transfer estimates for the staognation region of
vehicles in the 11-18& Km/sec range, and thru a series of approximations is
decigned to include the effects of thermal conduction, chemical nonequilibrium,
and nonequilibrium nongray radiative transfer. Predictions obtained with the
method show reasonable agreement with the Fire 2 flight experiment and with the
results of other investigators (Ref. 1). However, parametric studies conducted
with the method indicate that further studies of vacuum ultra-vioclet (VUW)
processes and radiation models is needed. This method is discussed in detail in
AIAA Paper 28-2672 (Re¥, 2) contained in Appendix 1. Further, user instructions,
a listing, and sample results, are presented in Appendix 5.

The detailed code is an inviscid nonequilibrium chemistry axisymmetric inverse
code based upon the work of Grosse (Ref. 3). However, it has been extensively
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modified to include a variety of vibration-dissociation chemistry options; and
models for radiative noneguilibrium effects, electron temperature, and radiative
heat transfer computations have been developed and included. Both
microcomputer and mainframe versions of the code have been created.
Fortunately, or unfortunately, depending upon viewpoint, this code has
experienced continual change as new phenomena were discovered and models
developed. Consequently, several different versions of the code currently exist.
These various versions, which differ primarily in reaction chemistry details and
electron temperature models, are presented and discussed in Appendix 5.

The primary results obtained with this code were presented in Ref. (4), which
is reprinted in Appendix {, and in the results presented in Appendices 2 thru 4.
The primary conclusions were:

{1) At the exit trajectory point for the AFE, simplified reaction schemes can yield
useful results at significant computational savings,; providing that ionized
species are not of interest.

(2) A modified coupled vibration dissociation vibration coupling scheme (MCVDW)
was shown to vield reasonable vibrational and electron temperature profiles as
well as species concentration variations.

(3) At entry and Max QG trajectory points for the AFE, detailed reaction systems
are required in order to properly predict the charged species affecting the
radiative heat transfer. Further, the results are sensitive to the electron impact
ionization rate; and further study to properly model ionization chemistry is
needed.

(4) Nonequilibrium siginifcantly affects the radiative heat transfer, and both
molecular and atomic nonequilibrium radiation correction factors are essential for
proper prediction. However, radiative cross-sections and absorption coeffricient
modeles based on equilibrium results can be used provided they are corrected for
nonequilibrium radiation phenomena.

(5) The treatment of line radiation at the low density AFE conditions needs
further study and refined radiation models suitable for engineering calculations
need to be developed.

As indicated above, the primary efforts on this project were completed during
the summer of 1933. However, a low level of effort has been continued by the
principal investigator and several interesting developments have occurred since
the last progress report.

First, results obtained with both the approximate model and the detailed code
indicated that of the radiation cross-section models studied, the eight step model
due to Olstad (Ref. 5) wae the best. In addition, during the summer of 193% a copy
of the detailed radiation transport model/code RADICAL, which was developed by
NASA Langley and based upon Ref. (6), was obtained. Consequently, comparison
studies between the eight-step model and RADICAL were conducted. These
studies revealed that the cross-sections predicted by the eight-step model for
the wavelength region 1130-1301 angstroms, which predominantly contains atomic



lines, were high. Subsequent investigation indicated that Olstad had multiplied
his original values for this region by a factor of 20 to account for revised f
numbers. However, examination of the various f numbers revealed that perhaps
an average increase of eight would have been more appropriate. Thus, the Olstad
values for the region in question were divided by 2.5 and new comparisons with
RADICAL computed. These new results agreed very well with RADICAL, and thus
the radiation models in RAPROX and the AFE codes were appropriately modified.

Second, during the fall of 1988 an electron temperature model based upon
guasi-equilibrium locally was developed and a preliminary version incorporated
into several of the AFE codes as an option. This new model determines the free
electron temperature and takes into account both elastic and inelastic collision
effects, including electron impact ionization. Thus, the new codes actually are
"three-temperature” in that they predict heavy particle or translational
temperature, free electron temperature, and vibrational temperatures for each
diatomic species. The versions discussed in Ref. (4) assumed that the electron
temperature was equal to the nitrogen vibrational temperature. It is believed
that this new model will be more valid than the previous version at velocities
above 1{1.5 Km/sec, where free electrons dominate the ionization chemistry and
the radiation.

Third, the validity of various electron impact ionization rates and models is in
the process of being studied. In particular, solutions have been obtained using
various proposed rates along with various electron temperature models. In
addition, the ionization model in the programs is in the process of being modified
to account for 2 two step process. In other words, it is assumed that ionziation
proceeds via collisional excitation to an excited state followed by subsequent
rapid ionization. The preliminary results indicate significantly different
flowfield predictions can result based upon which model is used. It is anticipated
that these studies will be presented at the next AIAA Thermophysics Meeting
along with comparisons of existing experimental data.

Fourth, in the MCVDV vibration diesociation coupling model used in the AFE

codes the vibrational relaxation time predicted by Millikan and White type of
correlations is corrected to prevent unrealistically short relaxation times, i.e.

T = v + -

6, = (1E-17) [ -—m-=memmmemm 1

is & good correlation for the vibrational excitation cross section. For the
nonequilibrium region immediately near the shock front, this expression will vield
values around SE-{7. However, ParKk (Ref. %) and others (Gnoffo, private
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communcation) -have previously used values as high as 1E-{é {for this cross
section. For the AFE flight regime, these differences can change the vibrational
relaxation time by an order of magnitude and signifcantly change the vibrational
temperature and subsequently the electron temperature and chemistry profiles.
In turn, the radiative heat transfer predictions can also be varied significantly.
Consequently, a series of preliminary studies have been conducted to investigate
this effect. Specifically, results have been obtained for several trajectory points
in which the leading coefficient in the 6 v equation has been either {E-17 or
{E-16.

Fifth, in spite of the effort in the present project, there is still considerable
uncertainty concerning the application and use of the present nonequilibrium
radiation model, or for that matter any nonequilibrium radiation model, in the
AFE {flight regime. At higher velocities, say {2 km/sec, where the degree of
ionization is large (i.e. electron mole fractions around 0.20), there are sufficient
electrons so that electron impact ionization dominates the chemistry and that a
computed free electron temperature has meaning. Under such conditions, the
presence of thermal and chemical nonequilibrium should significantly affect
populations in excited electronic states and the nonequilibrium radiation
correction factors developed in the present effort should be appropriate and
adequate.

However, at the AFE mayx Q trajectory point {2.915 Km/sec, 15.715 dynes/sq
cm, 197.101 K), the mole fraction of electrons is less than one percent. Under
these conditions there might be insufficient electrons for the excited states of
atoms to be in equilibrium with the ions and free electrons at the local free
electron temperature, and it might be more 1likely that the temperature
characterizing the electronic excited states of both atoms and molecules would be
tloser to the nitrogen vibrational temperature due 1o strong
vibrational-electronic coupling. This type of coupling is essentially what was
assumed in Ref. (4) when T, was assumed equal to T,y». Further, it might be
reasonably assumed that the atomic electronic states would be populated
according to a Boltzmann equilibrium distribution at the vibrationzal temperature.
It should be noted that this is not what was assumed in Ref. (4), where atomic and
molecular nonequilibrium correction factors were both used.

This latter possibility is borne out by some detailed nonequilibrium radiation
results presented by Park (Ref. 9) for a condition similar to the max Q. point. His
results indicate that the excited electronic states of nitrogen, particularly those
near the 3s4P level, essentially follow a Boltzman distribution at the assumed
electron temperature. On the other hand, Park’s corresponding predictions for the
nonequilibrium excitation of N2 molecules shows that the molecular electronic
states are not populated according to a Boltzman distribution and that typically
the numbers in each excited state are one or more orders of magnitude lower than
that predicted by a Boltzman distribution at T,, Thus, for engineering
calculations with methods like the AFE codes, it might be reasonable to assume
at the max-Q point that Te = Tynps that the electronic levels of the atomic
species are in Boltzmanian equilibrium (no atomic correction factors), and that
molecular species are in radiative nonequilibrium {(include molecular correction
factors).



The consequences of these uncertainties in reaction chemistry,
vibration-dissociation cut-off values, electron temperature models, and radiative
nonequilibrium models, significantly affects the predictions of radiative heat
transfer at trajectory points such as the max-Q points. Predicted values, all
ocbtained using the eight step radiative cross section model, are shown on Table I
for various assumptions.

TABLE 1 ~-- Results Obtained for Various Models
U= 8.915 km/sec, p infinity = 15.715 dynes/sq cm, 9 cm above stag. pt.

Lase Te Mode! v Rates Atom Rad Mol, Rad VN  W+tlLines VistIR  Total

1 TWN2 1E-146 RR3 Noneqg  Noneq .33 27 32 1.12
2 : ' : Equil  Noneg 3.43 2.32 2.80 8.55
3 ' ' ' Noneq  Equil 2.4 4.17 353.27 40.18
4 : * ' Equil ' 3.15 é.21  95.54  46.%0
3 11 ' : Noneq  Noneg .32 21 38 .85
4 ' ' ' Equil  Noneq 79.61 41,53  40.16 141.30
7 : * ' Noneq  Equjil 28.90  55.94 450.70 535.60
8 ' ' ' Equil  Equil 91.27  94.54 490.00 477.90
b T2 fE-17 Wilson  Noneq  Noneq .03 .03 05 10
10 ' ' * Equil  Noneg .36 .28 .92 1.14
i1 ! ' ' Noneq  Equil .24 A3 3.45 3.79
12 ' ' ' Equil  Equil .48 .38 5.92 8.77
13 . 1E-14 ' Equil  Noneq 4.17 2,84 3.40  10.40
14 113 1E-17 ' Noneq  Noneg .03 .02 .03 .08
15 ' ' ' Equil  Noneg 39.66 22.1%  23.83  B5.08
16 : ' ' Noneq  Equil 14.80  23.99 243.20 302.00
17 ’ ’ ' Equil  Equil 45,98  45.87 284.70 37B.40
18 ' {E-16 ' Noneq  Noneq .02 .02 .03 .07
NOTES
All radiative heating rates in watts/sq cm,
Number in 3rd column is leading constant in correlation for v.

GE -- T, determined by quasi-equilibrium free electron temperature.
TWN2 == T, assumed equal to Tyyo.
RR3 -- Reactions and rates from Ref. (4),
Wilson -- Dxygen ionization reaction in RR3 replaced by Dte=0+ + 2e
Rates for both electron impact nitrogen and oxygen ionization are based upon experiments of
Wilson (Ref. 10),

The species concentrations and vibrational temperatures used for the cases
marked "RR3" are shown on Fig. 17 of Ref. (4), while those for cases denoted
"Wilson" are shown on Figs. (1) and (2) in this report. In particular, notice on
Figs. (1) and (2) the significant differences in the vibrational temperature
profiles due to the differences in vibrational excitation cross section (1E-16 vs.
{E-17 leading coefficient). While not as obvious, the 1E-14 case also exhibits
faster relaxation and lower trancslational temperatures at corresponding
locations due to the shorter vibrational relaxation time and corresponding higher
vibrational temperatures, which enhance dissociation. In addition, these results
were all obtained on a microcomputer using only 20 streamlines. While in many
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cases that number is adequate, to be conservative these values should not be
considered "definitive" but should be used for comparison purposes. Further,
since the AFE codes are inviscid, the radiative heating values should be viewed
as the flux to the edge of the wall viscous layer. Since a considerable portion of
the VUV and UV radiation should be absorbed in the "cool" viscous layer, the
above values should be conservative. However, very little of the visible plus IR
will be absorbed in the viscous laver.

At first glance the results presented in Table I appear to be confusing,
particularly considering the wide range of values presented. However, by
comparing various cases the importance of individual phenomena can be
determined and insight into the uncertainty associated with various facets of the
problem can be ascertained. For example, the sensitivity to reaction systems and
rates can be determined for this trajectory point by comparing case (2) with (13)
and case (1) with (1&). These indicate that if atomic electronic states are in
Boltzmanian equilibrium then the radiation is not particularly sensitive to atomic
ionization chemistry., On the other hand, if radiative nonequilibrium exists for
both atomic and molecular species [1 vs 181, significant sensitivty exists,
although both predictions from these latter two cases are fairly small.

Likewise, the sensitivity to the method of computing the electron temperature
used in the radiation calculations can be observed by comparing cases (1-4) with
cases (0-8) respectively and (9-12) with (14-17). These results show that if any
of the electronic states, either molecular or atomic, are in Boltzman equilibrium
at T, that the radiative heating predictions are very sensitive to the T, model;
although, if radiative nonequilibrium is assumed for atoms and molecules, the
sensitivity to electron temperature modeling is considerably less.

Similarly, the dependence of the results on the leading constant in the
vibrational excitation correlation can be estimated by examining cases (10) and
(13) for the situation where atomic levels are assumed to be in radiative
equilibrium. These two results show about an order of magnitude difference,
indicating strong dependence upon vibrational and vibration-dissociation coupling
phenomena. On the other hand, cases (%) and (1&) state that when radiative
nonequilibrium is considered for all species, that the vibrational excitation cross
section effect is less and in the opposite direction.

By comparing case (1) with (2) and (9) with (10), the effect of assuming
radiative equilibrium or nonequilibrium in atomic species can be observed for the
situation where Ty = T, N»2; and the results indicate that atomic radiative
equilibrium leads to approximately a i-7 watts/sq cm increase in the radiative
heating predictions, depending upon the vibrational excitation cross section.
However, when Te is determined by a quasi-equilibrium electron temperature
model, cases (5) and (6) and (14) and (15) show that the existence of radiative
equilibrium among atomic states has the potential of increasing heating
predictions by 80 to 180 watts/sq cm, indicating extreme senstivity to electron
temperature modeling. '

Likewise, the sencsitivity to molecular radiative nonequilibrium is indicated by
cases (1) vs (3) and (9) vs (11) for Te = TyN2 8nd by (5) vs (7) and (14) ve (18) for
T, from quasi-equilibrium. In the latter case the existence of radiative



equilibrium for molecular species leads to extremely large, and hopefully
"incorrect”, radiative heating increases of 300 to 500 watts/sq cm; while in the
former case assuming molecular radiative equilibrium leads to smaller increases
ranging from 5 to 60 watts/sq cm.

Considering the wide range of predictions depending upon models and
assumptions selected the guestion arises Which prediction is the "best guess"?
As previously indicated, at the max~0Q. trajectory point the amount of ionization is
very low and there is evidence that atomic electronic states may be near Boltzman
equilibrium while molecular electronic states could have significant radiative
nonequilibrium. In addition, for this case temperatures over much of the shack
layer are fairly low (8000 - 10,000 K) and electronic vibrational coupling should be
significant. In fact, Ref. (11) states that the vibration-electronic relaxation time
for N2 is smallest (and hence coupling the greatest) at 7000 K. Further, this
author intuitively favors the vibrational temperature profiles for cases where
the vibrational excitation cross section leading coefficient is {E-{é. Thus, the
"best guess" cases for the max-Q trajectory point might be cases (2) and (13).
Interestingly, the radiative heating predictions in the visible and infrared from
these two cases is in reasonable agreement with the results of Ref. (11) when it
is realized that the present predictions are for a location nine cm above the axis.
O+ course, this "agreement" may be serendipity, especially when it is recognized
that cases (11) and (12) predict about the same values.

At higher velocities, the above assumptions would not be as correct and in
many cases would definitely be incorrect, By i2 Km/sec, the amount of ionization
would be significant, free electrons would dominate the ionization chemistry and
electronic level excitation, and dissociation would be very rapid. 1In those cases,
it probably would be better to assume radiative necnequilibrium for both atomic
and molecular speciecs and toc use as the electron temperature the value predicted
by an appropriate free electron equation model.

1V. Conclusion

As demonstrated above and in the appendices, considerable progress has been
made under the present grant in the development of nonequilibrium chemical and
radiative engineering models for AOTV/AFE high altitude flight regimes.
However, the present effort has also demonstrated that radiative heating
predictions for a typical AFE vehicle are very sensitive to the existence or
nonexistence of radiative nonequilibrium among the atomic electronic states and
to the values predicted for electron temperature. Thus, additional research work
is needed in the area of electron electronic energy equation modeling; and current
engineering approaches to modeling atomic radiative nonequilibrium phenomena
rneed to be refined. In addition, it would be desirable to establish both
experimentally and theoretically the existence and degree of molecular radiative
nonequilibrium at AFE conditions since molecular radiative equilibrium leads to
extremely high heating rate predictions.

10
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ABSTRACT

A Comparative Study of Reaction Rate, Species, and Vibration-
Dissociation Coupling Models for an AOTV Flowfield
(August 1988)

Glenn James Bobskill, B.S., Texas A&M University

Chairman of Advisory Committee: Dr. Leland A. Carlson

An analysis was conducted using various combinations of
reaction rates, species, and vibrational coupling models at
thfee different AOTV trajectory points. A comparative stud§
of the CVD, CVDV, cvDv-Preferential, and  Park-Like
vibrational coupling models combined with three reaction rate
sets were used to determine the best modeling combinations.
The conclusions obtained were that the results from the CVD
model were considered to be incorrect due to the model's
inability to compensate for the effects that dissociation and
recombination have on vibration, that additional reaction
rate studies were needed in order to ascertain the validity
of the electron impact rate coefficients, that the Park-Like
model produced a better representation of electron
temperature over a wider velocity range than the other
models, and the use of a smaller reaction rate set will

produce reasonable results with a substantial reduction in

computational time.
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NOMENCLATURE

Molecular velocity
Mass fraction of species i

Vibrational energy lost during single dissociation

Free energy at standard pressure

xi

Vibrational energy gained during single recombination

Heat of formation at standard pressure
Enthalpy

Backward reaction rate coefficient
Forward reaction rate coefficient
Molecular specie

Number of vibrational energy levels to dissociation
Avagadro's number

Number density

Pressure

Partition function

Universal gas constant

Radius of curvature

Translational temperature

Geometric average temperature

TT,/(T + T)

Vibrational temperature

Characteristic probability temperature

Component of velocity parallel and normal to shock
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NOMENCIATURE (CONTINUED)

Coefficient used in vibrational relaxation time
Temperature exponent, vibrational relaxation time
Vibrational energy

Characteristic vibrational temperature

Scale factor (1 - y)/Rc

Chemical potential

Molecular weight of species i

Stoichiometric coefficient

Mags density

Coefficient used in vibrational relaxation time
Collisional cross section

Vibrational relaxation time

Corrected vibrational relaxation time

Coupling factor )

Stream function

Rate of productlon of species n

n
X
w {?e} Anharmonic oscillator coefficients

Subscripts:

b - Body

s ~ Shock

® ~ Refers to local vibrational equilibrium or freestream
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INTRODUCTION

In recent years, there has been a renewed interest
within the aerospace industry to predict the chemical and
thermodynamic quantities in a hypersonic flowfield. At
present, the Aeroassisted Orbital Transfer Vehicle (AOTV)
represents one of the current and future applications of
hypersonic flowfield research within the aerospace community.
The AOTV performs an aerobraking maneuver, using atmospheric
drag to reduce kinetic energy, to enable the vehicle to
transition from a higher geosynchronous orbit to a lower
earth orbit without expending available energy resources.
From a practical standpoint, the use of this device Qould
decrease the cost and increase the payload size of future
missions in space. Some examples of various AO0TV
configurations are displayed in Figure 1. The velocity and
altitude range normally encountered during a geosynchronous
to a lower earth orbit maneuver is about 7 to 11 kilometers

per second at 70 to 100 kilometers, Furthermore, the maximum

' dynamic pressure point (Qmax or max-Q) encountered during

this manuever occurs at an altitude of approximately 75

kilometers.

These mission requirements, at their respective

altitudes and velocity ranges, have made apparent the need to

Format in accordance with the AIAA Journal
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Skirt
Main propulsion

Aerobrake

Experiment carrier

(2)

PAYLOAD
/

(b)

FIGURE 1. GENERIC AOTV CONFIGURATIONS
(Adapted from References 1 and 2)
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develop methods which would yield good engineering results
and at the same time be computationally efficieht. One
technique which fulfills these requirements is an inviscid
method developed by Maslen3. Maslen's approach involves the
solution of 'i:he. momentum and energy equations, within the
transformed von Mises plane, as functions of a given the x
shock coordihate and a stream function. The Maslen method is
an inverse formulation in which the shock shape is
mathematically specified in a two dimeﬁsional coordinate
system and the‘subsequent flow parameters and body shape are
then determined as part of the final solution. Later, Grose?
extended the Maslen type approach by including chemical and
thermal nonequilibrium effects and applying them to various
plaﬁetary atmospheres.

The rate at which chemical relaxation occurs behind a
strong shock wave strongly affects on all chemical and
thermodynamic gquantities in a high speed flowfield. These
chemical relaxation processes are governed primarily by
chemical reaction rates and the change in vibrational energy
for each diatomic species component during collisional
exchanges. This process of chemical-kinetic interaction
displays a continuogg energy exchange between the vibrational
modes of motion, the dissociation, and recombination
processes that take place within the region of relaxgtion.
Vibration—diésociation coupling models are used to describe
these energy exchanges. Thus, they significantly affect the

determination of the correct species concentration,

e
sk



vibrational temperature, and other thermodynamic quantities.
The objective of the research, as outlined witﬁin this
thesis, was to perform a comparative study of various
species, reaction rate models, and vibration-dissociation
coupling models within the proposed AOTV flight trajectories.
In addition, an analysis was performed to determine which
combinations of species, chemical reaction rates, and
vibrational coupling models were necessary to properly
describe the chemical and vibrational relaxation processes
for the AOTV. The program listed in Reference 4 was modified

to perform this study.



BACKGROUND

It has been revealed through previous experimental
studies that the précesses of vibrational relaxation,
dissociation, and fecombination do not occur independently;
but rather, each process influences the other through
continuous energy exchanges. Vibration-dissociation coupling
models which are used in an attempt to describe this kinetic
process are fundamentally based on the dissociation of a pure
diatomic gas as derived from thermochemical concepts. Several
past and present investigations have produced viable models
which are included within the present comparative study.

The first model 'used in this analysis 1is the
Coupled-Vibration—Dissociations.model (CVD) . The CVD model is

comprised of essentially two mathematical expressions which

are
dc ev - €v
v _ bad (1)
8t T i
-]
N T -7 [V}
1 1l -e v e Tv -1
$ = 6 E 5 (2)
AR NECIRT I | g
e Tv T e T -1



Equation (1) describes the rate at which the vibrational
energy changes due to collisions and also assumes that the
molecules can be represented as a system of simple harmonic
oscillators. This equation describes the rate of change of
vibrational energy at any instant as being linearly
proportional to the amount that the vibrational energy
differs from equilibrium at that instant. It should be noted
that no assumption was made concerning how the oscillators
were distributed over the available energy 1levels in the
original derivation of equation (1). 1In particular, the
standard assumption of a Boltzmann distribution was
neglected. The Boltzmann distribution assumes that at
sufficienfly high temperatures, the particles are distributed
over a wide range of permissible energy leveis and that the
distributions themselves can be described in the form of
partition functions.

Equation (2) is referred to as the coupling coefficient
or coupling factor which couples“the effects of vibrational
nonequilibrium to the dissociation process. The coupling
factor is defined as the ratio of the actual forward rate to
the- forward rate that would exist for 1local vibrational
equilibrium. The final form of equation (2) comes about from
the redefinition of the forward rate ratio in the form of
partition functions. The substitution of the vibrational
partition function into this manipulation redefines the Morse
energy curve into a system of harmonic oscillators cutoff

just prior to dissociation. The Morse <curve is a

7Y
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representation of changes in vibrational energy as a function
of intermolecular distance. As the distance changes,-due to
vibration, work must be done against the interatomic forces.
These forces are attractive at large distances and repulsive
at short distances. The CVD model also assumes that
dissociation can occur with equal probability from any
vibrational level. Details of this derivation are outlined in
the Appendix. It should also be noted that the program given
in Reference 4 already incofporates the CVD model and
therefore required no additional modification.

The second model that has been used in this study is the
Coupled—-Vibration-Dissociation-Vibration6’7 model (CVDV). The
vibrational rate equation for the CVDV model is comprised of

the following terms

8¢ v - v e Neo
= o - v - - £
at T [ by ] ( Nev] v
el Tp ) = el Tp) -1
1 an 1 1 dn
* T P R T s 8
n at 2 n it
f r

The CVDV model is similar to the CVD model to the extent that
they share the same basic assumptions and formulation, except
that equation (3) combines the vibrational rate equation of
the CVD model plus two additional terms. These additional

terms take into account the effect that dissociation has on

59



the average vibrational energy of molecules as previously
represented by a system of simple harmonic oscillators which
are cutoff just prior to dissociation. The second term, the
forward process, in equation (3) represents the average
energy lost from vibration due to a single dissociation,
while the third term, the reverse process, represents the
amount of average energy gained due to a single
recombination.

These additional terms were derived based on the
assumption that all vibrational levels are populated
according to a Boltzmann distribution and that a Boltzmann
distribution is maintained during dissociation energy losses.
To complete the CVDV model, a coupiing factor identical to
that of the CVD model is used. Like the CVD model, the
coupling coefficient is used as a correction factor. for the
forward rate constant when the vibrational mode of motion is
not in equilibrium.

The third model used in this study is the
Coupled--vibration-Dissociation-vibration7’8 model with
preferential dissociation (CVDV-Preferential). There are
important differences between fhe CvD, CVDV, and the CVDV-
Preferential models_.which arise from the changes in the
initial assumptions. The first assumption states that the
mechanism of vibrational relaxation progresses to a 'final
Boltzmann distribution, based on an equilibrium temperature,
and that it occurs through a series of Boltzmann

distributions. The second assumption was that - the

Lo
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dissociation processes occur with equal probability from any
vibrational 1level. The final assumption |is that the
vibrational energy system is modeled as a series of simple
harmonic oscillators cutoff prior to dissociation.

In order to present a more physically correct
representation of a physical system, it would be natural to
change any assumptions that are based on ideal situations.
Therefore, the second and third assumptions have been changed
for the CVDV-Preferential model. The resulting model is

comprised of the following expressions

?f_‘i A . [E(T,Tv)-ev) an
3t T n at
: f
[G(T) = €] an
- A4 (4)
n dt
r
k.(T,T,) Q(T)Q(T, )
- f v _ m
® T Xm0 T Ta(T,0(-0) (5)

The individual terms depicted 1in equation .(4) are
defined in the same manner as for the CVDV model except that
a greater probabiliéy of dissociation has been assigned to
the higher vibrational energy 1levels. This preferential
treatment and control of the higher energy leveis is
accomplished in the following manner. First, the Morse

vibrational energy curve is replaced by an anharmonic

L\
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oscillator and mathematically represented by the following

. . 9
Taylor series expansion

2 3
Ev = we(cv + 1/2) = wexe(sv + 1/2)° + weye(cv + 1/2)

- wz (e, + 1/2)* ‘ (6)

The expansion coefficients 1in equation (6) have been
determined experimentally and are listed in Reference 9 for
most monatomic, ionic, and diatomic species of air. The final
step in preferential «control is the selection of a
characteristic probability temperature, which is located in
the denominator of equation (5). A typical valle of this
temperature is assumed to be approximately one third to one
sixth of the ideal dissociation temperatures. It should be
noted that as the characteristic probability temperature
approaches infinity, an equal probability of dissociation is
assigned to each energy level. This condtion corresponds to
the previous assumptions of the CVD and CVDV models.

The final vibrational coupling model used in this study
is the two-temperature chemical-kinetic model (TTV) developed
by Parklo. The 'I"I‘v model assumes that the rotational
temperature is charaéterized by, or in equilibrium with, the
translational temperature and that the electronic and
electron temperatures are in equilibrium with the vibrational
temperature. The total rate of change of vibrational energy,

as described by -Park, is the summation of four individual

v
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components. These components include the contributions of
heavy particle and electron collisions as well as the.removal
of vibrational energy due to dissociation. Park also assumed
a change in the functional dependency of the forward reaction
rates. Since the TTv model is based on two temperatures, the
forward reaction rates with a general collision partner were

based on a geometric average temperature
T = Vv TT (7)

After several unsuccessful attempts of trying to
incorporate the original Park model into the present computer
algorithm, a Park-Like model was creaFed for this study.
These unsucessful attempts were characterized by an inability
to conserve mass at points in the flowfield, which appeared
to be related to the use of Ta in the the forward reaction
rates. The resulting Park-Like model contained the first term
of the TT, vibrational rate expression with its limited
collisional cross section and diffusion modification, plus
the second and third terms of the CVDV model in accordance
with the description in Reference 10. The geomeﬁric~average
temperature located in the forward rates was replaced by the
CVDV coupling factof. This substitution gave an equivalent
effect similar to the average geometric temperature by
slowing the forward dissociation processes. The Park-Like

model yielded the following expressions

L3
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. . (s - 1)
de v, - v T - Tv
vV = + (CVDV), + (CVDV) (8)
at T T - T 3
L s vs
(-5000/T_)
S = 3.5 e (9)
‘CL = T + Tc
T, = 1/ (nCev) (10)
o, = 10 17(s0000/T)?

Equation (8), which in the present study has only been
applied to nitrogen, represents the vibrational rate equation
of the CVD model, but with a correction factor on the first
term to compensate for the non-linear behavior of the
vibrational energy near the shock front at extreme
temperétures. This phenomenon resembles a diffusion process:
therefore, the coefficient is sometimes referred to as a
diffusion factor. Equation (9) i;.referred to as a bridging
formula since it connects the diffusion correction to the
linear behavior of vibrational energy as originally derived
by Landau-Tellert?. Similarly, the set of expressions
depicted in equation (10) are corrections to the vibfational
relaxation timelz. These expressions arise from the fact that
the correlation formulas presented in Reference 12 do not
limit, at high temperatures, the collisional cross section

for vibrational relaxation process. Therefore, a limiting

collisional cross section term 1is introduced in order to

L
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ensure reasonable vibrational relaxation times.

The determination of accurate experimental déta for
vibrational relaxation times as a function of temperature is
a crucial part of vibrational coupling model evaluation.
Since some theories contain gross approximations, which have
led different investigators to reach opposing conclusions, it
became necessary to compare existing vibrational relaxation
data and to make an appropriate selection. In order to select
a reliable set of vibrational relaxation data, a comparison
has been made between the experimental data of Blackman13,
Millikan and Whitelz, and the data listed in Reference 2. The
data in Reference 2 used the functional form of equation

(11), which is the standard representation of vibrational

relaxation time as predicted by classical - Landau-Teller

theory,
B (¢ T3
a T e
T = ' (11)
p[ 1 - e(78,/T )]
while that in References 12 and 13 were of the form
. B (¢ T /3
Pt = a T e (12)

These experimental time <correlations for nitrogen

vibrational relaxation have been plotted using the standard

Landau-Teller representation of log(pt) versus T-l/3 and are

Id

Lo
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presented in Figure 2. Both the vibrational relaxation data
of Reference 2 and Blackman display non-linear behavior over
the entire temperature range due to their functional forms,
while the Millikan and White experimental data shows a linear
behavior due to the fact that B in equa£ion (12) is assumed
to be zero. As can be seen, the Millikan and White.data has a
greater rate of change with temperatures than the data of
References 2 and 13. Nevertheless, after reviewing these
correlations and experimentsl4, it was felt that the Millikan
and White representation of vibrational data was the most
accurate; therefore, it was subsequently used for this

comparative study.

vb
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CHEMICAL KINETICS

Many mathematical representations can be wused ¢to
describe a system of chemical reactions within a‘flowfield:
however, such descriptions must reflect a céupli_ng of the
chemical reactions and species to thg changing flowfield
quantities. The nonequilibrium chemistry formulation, used in
Reference ¢4, treéted the forward and backward reactions as
separate forward reactions during computation and required
the specification of both the forward and backward reaction
rate coefficients. For a given reaction, chemical rate data
is not always available for both directions; and therefore,
it became necessary to modify the present program so that one
rate could be specified and the other could be determiﬁed
based on the equilibrium coefficient of the reaction. Since
the chemical formulation presented in Reference 7 had this
capability of dual selection, its algorithm was incorporated
into the present research program.

A physical system undergoing change, due to collisional
exchanges, can be represented or described by a - set of
chemical reactions and species. These collisional exchanges

can be expressed mathematically by the following expression,

ns k S
- f = ’
1i=1 r 1=1
Lo
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where i = 1,2,....,ns indicates the number of species and j =
1,2,....,nr indicates the number of reactions within é given
system. The left and right sides of equation (13) represent
the reactants and the products respectively. The
stoichiometric coefficients (v) indicate the number of
molecules of species M for both the products and the
reactants.

For a condition of equilibrium to exist, the number of
depleting collisions must equal the number of incoming
collisions within a defined system. The collision rates, as
represented by a specific reaction, can be determined by the
forward and backward reaction rate coefficients which are
related tgrough an equilibrium constant. The term "constant"
is frequently used because reaction chemistry is often
studied experimentally at a fixed translational temperature.

The equilibrium constant, with its subsegquent reaction

rate expressions, is usually represented mathematically as

kfm
ey = T (14)
) a 7B o (7E/T) (15)

X(g,p) "

In turn, the equilibrium constant can be expressed in terms
of partial pressures through the change in free energy of the
given chemical reaction; and this redefinition of- the

Li
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equilibrium constant leads to
(-AF: /RT)

xk, = e I (16)
P
J

(Vi jl' Vi ])
eq, = Xp,(RT) ‘ (17)
J ] A

Equations (16) and (17) are general forms of the law of mass
action for mixtures of a thermally perfect gas. The
J thermodynamic state variable F°, known as the Helmholtz free
energy, is normally defined as the difference between the
total and irreversible energies of a macroscopic system.
Using the statisical thermodynamic definition of free energy,
the chemical system can also be expressed in the form of
| chemiéal potentials summed over all species for a specific

reaction. Therefore, the free energy can be represented as

AFj - , a My
1=1
where
By -
T = " In Quians TP Qo T In Q. iy ~ 17 Quec
+ 1n No + hi (19)

Equation (19) represents the chemical potentials of a

0
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Equation (19) represents the chemical potentials of a
microscopic system in the form of factored pértition
functions for each molecular mode of motion. The standard
heat of formation term in equation (19) is included in order
to reference each species component to a common energy state.

The final phase in describing a physical gas system is
the representation of the chemical production rates, which
are customarily expressed in terms of the concentrations of

individual species. This mathematical representation is based

‘on collision theory which is in the form of a genéral

expression derived from the law of mass action. This
representation also requires that the rate of production of a
given species be directly proportional to the product of the
concentrations of ﬁhe reacting species raised to the power
equal to its stoichiometric coefficient. Therefore, .the law
of mass action is applied to equation (13) and results in the

following rate expression for general production

), oy '

p (vi . =U, L) ns v_ . ns v .

——= %3 1,3 [k 6 7 o(x) M3 x (x) 3 ] (20)
dat p fm ngl - .bm,g=l

where the notation is that of Reference 7. Since the solution
method that was used for this study is a function of a given
X shock coordinate and stream function, equation (20) must be

altered accordingly to

9\
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SOLUTION METHOD AND ANALYSIS

The solution technique that was chosen for this study is
an inverse method which was first derived by Masle?.n3 and
later modified by Grose? to include chemical nongquilibrium
processes. The Maslen method is formulated in a
shock-oriented or curvilinear coordinate system which is
shown in Figure 3. The governing egquations for continuity,
momentum, and energy are then transformed into the Von Mises
plane. The governing equations in the non-transformed

coordinates are

Continuity:
3 (pur) 8 (pvAr) _
5w + —ay 0 _ (22)
Momentum:
au du _ uv 1 3p _
u¥ o+ w4 u? + A8 - (24)
ax 3y Rc p 8y
Energy:
2 2
h + —g_ + —g— = constant (25)
Rate egn: :
acn acn
u 35 + AV 57 = Awn(p,p,cl,cz,..,cn) (26)

Equation of state:

h = h(p,p,Cq,Cpyr--/Cp) (27)

73
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The Von Mises transformation allows the governing
equations to be redefined so that the independent vériables
become x, distance along the shock, and the stream function
Y. The actual transformation equations can be derived from
the partial derivative of the stream function as defined from
the continuity equation. As given in Reference 4, these

equations are

8y _
5% = PVIA (28)
sy
3y = ~Pur (29)
[ 8 _ 8 AV 8 :
[’a"f'] = & tTu sy (30)

By using equation (30), the transformed expressions for the

momentum and rate equations become

au) _ v Avr (8p ~ 1 (3p) _

[ax]w Rt W [a_i]x'*' Fu [&]w— 0 (31)
8_2] P S Ar[g—E] = 0 (32)
[ax " R, %), 3

N cn Awn

Again, by using the relationship in equation (30) and the
transformed momentum equations, the energy equation can be

obtained in the (x,y¥) plane. The final form can be obtained

15
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by differentiating equation (25) and combining it with

equations (23) and (24) which yields
[;x y p 8% "

By ufilizing the thin shock layer approximation, which
assumes that the flow 1is almost parallel to the shock, a
simplified version of the transformed lateral momentum
equation can be obtained. Thus, equations (32) and (33) can
be simplified by assuming that Egg¢ is small and that the
scale factor A is equal to one. The effect of these
approximations is to uncouple the lateral momentum equation
from the remgining equations so that an expréssion for
pressure iindependent of the flowfield chemistry can be
obtained. Equation (32) can then be integrated on a 1line
normal to the shock to obtain the pressure as a function of
the specified shock geometry and flow values immediately
behind the shock. This leads to éhe following approximation
first derived by Maslen

_ us(x) .
POLY) S PeN) * pmemm | YT Ys(0 | (99)

Notice that equation (35) is a function only cof the shock
geometry and shock Jjump chemistry. In a related study on
shock jump chemistry performed by Greendykels, oxygen, or

oxygen and nitrogen were assumed to immediately dissociate to

b
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equilibrium concentrations at the shock front, and the
consequences of these assumptions on computational efficiency
and flow properties were investigated.

From the requirement of energy conservation, the
velocity at any point in the flowfield can subsequently be
determined based on the parallel shock flow approximation of

(v2 - vz) << u2

u = 2By -h (36)

As with any numerical method, ﬁhe proper specification
of boundary conditions is essential. Since the Maslen method
is an initial value problem, the specification of -all
starting values at the shock front are determined by shock
geometfy, assumed shock Jjump chemistry, and freestream
conditions. In addition, the stream function values

associated with the shock and the body are
(37)
= 0 (38)

The final step in this method is the transformation from
the curvilinear coordinates (x,¢) back to the physical (z,r)
space. By inspecting Figure 3, one can deduce three important

transformations from trigonometry. These relations are

17
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r = rs(x) - Yy cos es(x) (39)
z = zs(x) + vy sin es(x) (40)
us(x) = cos es(x) _ (41)

where equation (41) is a reiteration of the parallel shock
flow assumption. The final form of the physical space
transformation equation is obtained by first inverting
equation (29) and then integrating with respect to ¢. The

resulting equation obtained after the substitution into

equation (39) is

s
r = [rg - 2usJ %] ©(42)

19
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SOLUTION PROCEDURE

An inverse method is a techinque in which an initial

quantity, other than a body-type boundary condition, is
specified. From an initial description of a shock shape using
an analytical expression of the form

s

r = rs(z) ‘ (43)

The 1local shock angle, radius of curvature, and distance

along the shock can be determined by the following

expressions
-1 drs
es = tan dz - (44)
drs 2 3/2
2+ [&] ]
R, = (45)
c d2r
__ s
d22
r
s ar
X = —_ (46)
. s:.nes

Initiation of the solution begins with the determination of
these geometric shock values at all streamline points, which

are located by user selected values of delta-x and maximum z.

19
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In addition, preselected freestream values of temperature,
pressure, velocity, and gas composition are used tobcompute
the freestream density, molecular weight, and internal
energy. The following mathematical expressions are used in

conjunction with a constraint to calculate these freestream

gquantities
Hn Py
[
Po = RT (47)
oW
Imax c -1
- i
K = (48)
meo [ }-‘ : #m. J
1=1 1
Imax
} c; = 1 (49)
i=1
max
e = } c;ey (50)
i=1

The next step within the computer algorithm is the
determination of the thermocdynamic state of the gas
immediately behind the shock wave, which is sﬁmetimes
referred to as the shock Jjump condition. This condition
usually assumes an instantaneous equilibration of the
translational, rotational, and electronic contributions +to
the internal energy of the gas at some translational

temperature T - The vibrational contribution to the internal

90
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energy can be treated as being in equilibrium with the
translational mode or as being in vibrational nonequilibrium
as modeled through a vibrational coupling model. In addition,
the species concentrations across the shock are assumed to
remain constant at their’freestream values, which is referred
to as frozen flow. .

In orde; to calculate the translational temperature
across the shock front, an iterative procedure is required to
solve the oblique shock relations. These relations as
expressed from the conservation of mass, momentum, and energy

are

A(x) = PV, Sin es (51)
2 .2
2Qx) = p, *+ PV .~ sin es : (52)
P, V;z sin2 6
8(x) = e+ N + 5 (53)

With an initial estimate of Ts’ values of internal energy and
temperature across the shock front can be calculated using
equation (50) and the following relation

1/2

2u_ (5 - es)[rz2 - 2A%(5 - es)]
T = s (54)

© R{Q + [92-21\2(5 - e,) }1/2}

Equation (54) can then be iterated using a Newton's method

3
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until subsequent values of TS differ by 1less than a
preselected tolerance. Upon convergence, the shock Jump

values of pressure, density, enthalpy, and velocity are

evaluated by

p, = [n2 - 2A%(s - e.) ]1/2 (55)
ps“m°°
Pg = *§5;- (56)
Pg
hy = e, + ;; (57)
u, = V; cos es . - (58)

The next step in the solution procedure - 1is the
determination of the pressure and the pressure gradient for
the entire flowfield. First, the pressure is evaluated in the
(x,¥) plane using equation (35). Then, the value of the
pressure gradient, which is used primarily to evaluate the
change in enthalpy along a given streamline, is computed
through second order finite difference representations. This
step, as well as the aforementioned stepé) provide a set of
initial conditions which are necessary for a stepwise
evaluation of the rate of change associated with species
concentrations, vibrational energy, and enthalpy élong
streamlines.

The next, and most important, part of the solution

gL



- NI BN BN BN BEE- BN BN - B BB BB BB BN B BN . BN .

31

algorithm is the evaluation of the partial derivatives along
a given streamline, and the obtaining of the fiowfield
properties through numerical integration. Unfortunately,
there is an undesirable characteristic associated with the
governing equations which model chemically reacting flows.
This characteristic corresponds directly to the so called
"stiff behavior" of the chemical rate equations, which are
extremely sensitive to step size. The physical reason for
this behavior is the rapidity at which a set of chemical
reaction rates can change during dissociation, recombination,
and ionization processes.

Grose4 conducted a study to determine which numerical
integration technique would minimize the unstable and stiff
behavior associated with a chemically reacting system. For
his analysis, he selected the fourth order Runge-Kutta,
Adams-Moulton, and Treanor16 methods. The Treanor method was
chosen because of its significant reductions in computational
times, its ability to efficiently handle stiff systems, and
automatically alter step size. This latter feature reduced
the chance of divergence through a series of internal checks.
As the flow approached chemical equilibrium, this method
automatically increa§ed the integration step size in order to
increase the rate of convergence and reduce the necessary
computational time. The Treanor integration formula is based
upon approximating dy . f(x,y) and is comprised of the

ax

following expression,

g3
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y = h {lel + [ -3(f, + Py)) + 2(f, + Py,) + 2(f; + Py,)
- (f4 + Py4) ] F2 + 4 [ (fl + Pyl) - (f2 + Pyz)
- (5 + Pyy) + (£, + Py | Fy | (59)

where h is the Ax interval of integration and the functions

Fn and related constants are defined by

fi = f(xi'yi) (60)
I xl = X ’ Yl =Y ]
=~ ~ 61
x, =x, +B/2, y, =y, + (h/2)f, (61)
Xy = X, D T S (h/2)f2
L X4=Xl+ﬁ ’ Y4=yl+ (E)f3 J
£, - £
3 2
P = — (62)
Y; = Y3
_ _-Ph
Fo = e (63)
1
F -1
Fn"= n-1 ~(n-l)! (64)
-Ph

It should be noted that as P approaches zero, equation (59)
reduces to the fourth order Runge-Kutta method.

The integration step is then accomplished in the

g4
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following manner. First, an initial integration is performed
in accordance with a preselected delta-x valué. This
integration step corresponds to é new point on the chosen
streamline at which the new streamline point is at the new x
value and along a y coordinate perpendicular to the shock
front. The values of pressure and pressure gradient are then
determined for <that point, and at the midpoint of the
interval, through the use of interpolation. The value of
internal energy is then evaluated, using an initial estimate
for translational temperature and interpolated pressure, at
the initial point of the interval by a Newton iterative
procedure. After convergence, the partial derivatives
associatgd with spécies concentrations, vibrational energy,
and enthalpy are evaluated at the start of the integration
interval. This procedure, starting with the pressure
interpolation, is then repeated twice at the middle and once
at the end of the interval, as part of a fourth order
Runge-Kutta technique, in order to obtain the necessary
coefficients wused in the Treanor numerical integration
algorithmls. These coefficients reach their final values
after the prescribed integration step has passed through a
series of internal checks. If for any reason the step has
produced an invalid result, such as a negative species
concentration, the step size is reduced and the procedure is
then repeated. After a successful completion of a step, the
flowfield values are updated at the new point, whereby the

vibrational temperature is computed for all diatomic species

71
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based on their current values of vibrational energy. The
overall procedure is repeated until each streamline has been
integrated to an x-value which corresponds to the preselected
maximum z-value.

While the above paragraph describes the method of
solution for the entire flowfield, a special problem occurs
when the chemical and thermodynamic quantities are initially
evaluated for the body streamline (¢ = 0). The problem takes
place since x and ¢y both approach zero near the z-axis and
cause the equations to become ill-behaved. The body-
streamline integration is accomplished by dividing the
initial delta-x step, within the stagnation region, into a
set of subintervals. Each subihterval streamline is
integrated in accordance with the flowfield algorithm until
the x value is equal to the initial delta-x value. At which
point, all the thermodynamic and chemical quantities are
stored. Final evaluation for the body point is accomplished
by the extrapolation of all stored quantities to the y = 0
body point. The normal algorithm then proceeds from there
using the extrapolated quantities for initial values.

The final step in the soiution procedure -is the
determination of the physical space coordinates for the body
and flowfield streamiines. These coordinates are obtained by
integrating equation (42) from the given streamline to the
shock using interpolated delta-psi and (1/pu) values along

lines of constant x. The flow chart for the complete solution

algorithm is depicted in Figure 4.
8b
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INTERNAL ENERGY MODEL

Since the AOTV flowfield is assumed to be composed of
perfect gases, which implies that the intermolecular forces
surrounding a particle are negligible, the molecular activity
within the system can be represented as a series of elastic
particle <collisions. Further, the assumption that the
collisional - activity at sufficiently high temperatures
distributes the particles over a wide range of permissible
energy states, is the basic foundation of a reacting gas
model. This distribution is ‘referred to as a Boltzmann
distribution, and it allows the energy states within a given
system to be represented in terms of partition functions
which depict how the particles are distributed or partitioned
among the various energy states. It is conﬁienent to express
these partition functions in terms of energy levels instead
of energy states. An energy level 'is defined as consisting of
all energy states having identical values of energy. A level
containing more than one state is defined as a degenerate
level. The internal energy within a given set of levels can
also be subdivided into its modes of motion using partition
functions. These ﬁsdes can include contributions from
translation, rotation, vibration, and electronic excitation.
Thus, the internal energy can be represented as a summation
of each molecular mode over a range of energy states and the

internal energy for the ith species is

87
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e. = e + e + e + e + Ah; /pm (65)
i i i i i
where the last term, the standard heat of formation, is
included in order to reference all species to a common state.
The internal energy per unit mass, as derived from

statistical thermodynamicsl7, can be expressed as

2
_RT 8(1ln Q)
e = n [ 3T ] (66)

where the @partition functions for the translational,

rotational, vibrational, and electronic modes are

3/2 :
_ 2nmnkT
rans. = Vm [ ~2 ] (67)
h
2
_ 8n°IKT
Qot. = - n2 (68)
m .
Qip. = 1(-e /T) (69)
: 1 - e v/ TV
L
— — . T
Qelec. g, e( el’yl) (70)
. =i i,¢

where k is the Boltzmann constant, m is the mass of the
molecule, Vm is the specific volume and ﬁ is Planck's
constant. In addition, I represents the molecular moment of

inertia, o is a symmetry factor, and g, is the degeneracy
gq
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The substitution of these molecular partition functions

into equation (66) yields the following expressions

e - _3 [RT]
t. 2 u
i m,
N
i m,
. _ fiRei
Vi 1 l e(ei/Tv.) - 1 J
m. i
i
L.
i
- (-e; ,/7T)
}_ 9i,0%5,¢ & ¢t
e _ R =1
€i “mi Li
- (=e; ,/7T)
E- gi’£ e i,¢
=1

(71)

(72)

(73)

(74)

The total internal energy at a given point is then obtained

by substituting eguation (65) into equation (50).

qo
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RESULTS AND DISCUSSION

For this discussion, the basic AOTV mission profile has
been divided into three areas of interest, which are referred
to as the entry, max-Q, and exit trajectory points. The
values of freestream pressure, temperature, and velocity for
éacb point are displayed in Table 1. A flowfield analysis at
each point has been made with each vibration-dissociation
coupling model using three specific reaction chemistry sets.
This analysis, which consisted of forty five separate
computations, has been followed by a comparison study of all
vibration-dissociation coupling models. The study has been
further discretized into an analysis of the three chemical
reaction rate sets at each trajectory point for individual
vibration-dissociation coupling models. The chemical reaction
systems and their respective rate coefficients are depicted
in Tables 2, 3, and 4.

The comparative studies have been conducted in order to
determine which combination of species, reaction rates, and
vibration coupling models is most representative of the AOTV

flowfield as well as having the additional advantage of

computational efficiency. For completeness, vibrational

equilibrium results have been included for discussion
purposes even though they were not part of the actual
comparative study. In addition, all shock jump conditions

have been based on the assumption that the species

q\




Table 1. AOTV Trajectory Points

Point Press.(dynes/cmz) Temp. (K) Vel. (cm/sec)
Entry 10.35 180.65 1000000
Max Q 15.715 197.101 891500
Exit 10.35 180.65 771000
Table 2. Reaction Rate Set 1 (RR1)
Reaction - A B E Dir.
N, + M e 2N + M 5.0E+19 -1.5 0.0 Xy,
02'+ M es 20 + M 1.19E+21 -1.5 59380 e
NO+ M e N+ O+ M 5.18E+21 -1.5 75490 X
N + 0, « NO + 0 1.0E+12 0.5 3120 X
O+ N, e NO + N 5.0E+13 0.0 38016 K
N+ 0 e NO™ + e 1.8E+21 -1.5 0.0 Xy,
Table 3. Reaction Rate Set 2 (RR2)
Reaction A B E Dir.
All of RR1
N+N o N; + e 1.40E+13 0.0 67800 ke
0O+M <=0 +e + 2.77E+12 0.5 157800 Ke
N + N e 28T+ e~ 2.34E+11 0.5 120000 X
N+N o N +e + 2.34E+11 0.5 120000 ke
N + e- & NT + 2 4.16E+13 0.5 120000 K¢

a1

40
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Table 4. Reaction Rate Set 3 (RR3)

Reaction A B E Dir.
All of RR1

N+ N o N; + e 1.40E+13 0.0 67800 X
O+ M e 0 + e 2.77E+12 0.5 157800 X,
N + N o 28T+ e 2.34E+11 0.5 120000 ke
N+ N e N +e 2.34E+11 0.5 120000 X
N + e- = N + 2e 1.10E+32 -3.14 169000 ke

q3
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concentrations remained constant across the shock. This
assumption is referred to as "frozen flow", and thesé frozen
concentrations were used as starting conditions for each
streamline calculation.

Since each of the forty five analyses involved 23
streamlines, only a small portion of the results can be
represented. Specifically, the present discussion will
concern only the streamline which crossed the shock front 1.5

cm. above the centerline. In addition, the mathematical

function of

S S

‘2 1/2
r ={2rZS-BsZ } (75)

where r = 230 and B, = -4, has been used to répresent the
shock shape in order to obtain a 60 degree blunt cone as seen

in Figure 1(a).
Reaction Rate Set 1.

Reaction rate set 1 (RRl)7 has been used as the primary
air model for describing the processes of dissociation within
the AOTV flowfield. The (RR1l) set contains seven species and
six reactions with (M) being the symbol for an arbitrary
collision partner. For (RR1l), the fourth reaction ( O + N2 =
NO + N) has been considered to be the primary dissociating
reaction for this  mission profile. In addition, the

ionization effects have been taken into account with the

14
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inclusion of the sixth reaction (N + O = Nvot + e ). Since it
is known from previous studies that ionization cannot be
modeled entirely by one simple reaction for this type of
flowfield, the main theme behind this reaction rate set has
been to compare its results with the larger sets of reactions
in order to possibly Jjustify a savings in computational
effort. The reaction rate coefficients on Tables 2-4 are of
the Arrhenius form [k = A TP e("E/T)y, and it should be noted
that many of these coefficients were determined at
temperatures lower than those which would exist in the AOTV
shock layer. Nevertheless, it has been assumed that these
coefficients are still reasonably accurate when used at
higher temperatﬁres.

The concentraﬁion and temperature profiles for
vibrational equilibrium, CVD, CVDV, CVDV-Preferential, and
the Park-Like models are displayed in Figures 5-9 at the
entry point of 10 km/sec. In addition, comparision plots of
the various vibrational coupling models for single flowfield
variables are displayed in Figures 10-13.

For the vibrational equilibrium case, the vibrational
enerqgy component, used to compute the translationai
temperature across the shock, has been assumed to be equal to
the translational energy mode. This assumption produces an
instantaneous equilibration of translational and vibra;ional
temperatures which in turn produces a higher rate of
dissociation for various species due to an increase in

vibrational energy. This trend can be seen in the N,, O,y and

0
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NO concentration profiles when they are compared against the
results obtained from the various vibrational éoupling
models. In addition, the concentrations of N, NO+, and e
predicted by the vibrational equilibrium model were very
similar to those predictediby the other models.

As shown in Figufe 6(b), the CVD model predicts that the
N, vibrational temperature overshoots the translational
temperature near the shock front. This phenomenon 1is a
classic example of the consequences of not including the
effects that dissociation and recombination have on the
vibrational energy in a vibration-dissociation model. By

examining Figure 10(b), it can be seen that the vibrational

temperature of N, for CVD is higher than in the other models.

2
The additional vibrational energy within the physical system
tends to enhance the dissociation bf the diatomic species and
causes a more rapid increase in monatomic concentrations as
compared to the other models. These trends can be seen in
Figures 10(a) and ll(é).

On Figure 7(b), it can be seen that the CVDV model

predicts a lower N, vibrational temperature profile than the

2
translational temperature because it includes the changes in

vibrational energy due to the effects of dissociation and

recombination. These additional effects not only change the
N2 vibrational temperature profile, as seen in Figure 10(b),
but also decrease the N2 and O2 dissociation rates [Figures
10(a), 11(b)]. This decrease in N2 and 02 dissociation delays

the production of N [Figure 11(a)], but shows little effect
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on the concentrations of the remaining species. From these
trends, it can be concluded that the changes in concentration
and temperature along a streamline are, for the (RR1) system,
directly tied and sensitive to the N2 vibrational energy and
the vibration-dissociation coupling model.

Since the CVDV-Preferential model only allows the upper
vibrational energy levels to easily dissociate, and since
these 1levels are 1less populated than the 1lower ones, it
predicts a rate of dissociation even slower than the
aforementioned models. This preferential coupling effect
along with the corresponding decrease in N, dissociation, and
the subsequent decrease in N production is very apparent on
Figures 10(a), 11(a), and 11(b). The CVDV-Preferential model
also displays a subsequent increase in the NO+.and electron
concentrations when compared to thé CVD and CVDV models. This
increase is depicted in Figures 13(a) and 13(b).

The results using the Park-Like model (Figure 9) show
some interesting and significantly different trends when
compared to the previously discussed models. As can be seen
from Figures 9(b) and 10(b), the Park-Like model has an N2
vibrational temperature profile which gradually rises to a
peak wvalue, that |is approximately one third of the
translational shock“jump temperature, followed by a slow
decrease to a constant or pseudo-equilibrium value. In
addition, as shown on the concentration plots, the Park;Like
model closely follows the concentration profiles associated

with the CVDV-Preferential model for most of the species in
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question. The only species component which shows
non-preferential treatment near the shock front is Oé: but,
as depicted in Figure 11(b), it equilibrates with the
CVDV-Preferential model for the latter two thirds of the
streamline. This correspondence is an unexpecfed result
considering that the Park-Like model only modifys the N,
vibration-dissociation interaction. Apparently, the modified
Landau-Teller term, coupled with the additional CVDV terms,
provides an additional mechanism similar to preferential
control.

The final area of discussion for this trajectory point
and reaction rate set is the geometric orientation of the
shock, streamline, and body coordinates. These coordinates
are depicted in Figure 14 for each vibration-dissociation
coupling model. All of the vibrational coupling models
basically show the same  body shape. and streamline
orientation. As can be seen from Figure 14, the Maslen method
breaks down near the stagnation region in its prediction of
the body shape. This failure is due to the fact that the
method assumes a small change in v-velocity with respect to
X, which of course breaks down in the stagnation region.

Nevertheless, the results for the streamline depicted in
Figure 14 are valid. Another noticeable trend in the figure
is the change in shock standoff distance between models,
which shows that as dissociation processes are reduced, the
shock standoff distance increases. This trend makes sense

because as the dissociation processes are slowed down, the

107



(R)

(R)

CvVD

A
- 0.0 5.0 : 10.0 15.0
(z)
(2)
°
D
CVDV-P @
P |
‘ !
ju]
| !
:. 53]
f 3 QZ
0
r
° 0
& o
qlh .Ei
¢ i
o4 ul
° 0.0 5.0 10.0 16.0 20.0
(Z)
(c)

(R)

(R)

4.0
r

10.0

s

CVvDV

o g—O—8—8—8—8—8

0.0

5.0

(z)
(b)

10.0

15.0

PARK-L

O—eog—qn
S8—8=n

¥ oo §
o

[
L)

0.0

10.0

(z)
(@)

FIGURE 14. COORDINATES, V=10 Km/s, RR1

108

o| p—8®

1

20.C

56



“._.-.-_!1@-4-4-.-.-;-4!.1-1-)_-_&-1

57

translational temperature decreases and the density increases
at a slower rate. Therefore, the standoff distance must
increase in order to maintain mass flux conservation.

An analysis of concentration and temperature profiles
for the various vibration coupling model§ has also been
conducted at the max-Q and exit trajectory points.
Interestingly, all aforementioned trends for each species,
temperature, and vibrational coupling model are the same. It
appears that the trends in temperature and species
concentration are relatively independent of freestream
velocity for this reaction rate set. In addition, the
streamline and body coordinates for both trajectory points

maintained their orientation and body shape.

Reaction Rate Set 2.

Reaction rate set 2 (RR2) contains the primary
dissociation reactions of the first reaction rate set plus
five additional chemical reactions?®/1%., fThese additional
reactions are included in order to further describe the
ionization processes that take place within the shock layer.
The physical system for (RR2) has been modeled by the ten
species N,, 0,, N, 0, No, No¥, &7, N,*, 87, ana o%. In this
set, the nitrogen ionization reaction rate coefficients18 are
based on experimental data and assume that the ioniéation

proceeds from the initial N ground state to the intermediate

354P excited state followed by rapid ionization. It is. also
|0t
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assumed that the.five additional reaction rate coefficients
are reasonably accurate when extrapolated to températures
beyond their 'e#perimental range. In addition, for the
electron impact reaction (N + e e N + 2e”), the rate
coefficient is assumed to be governed by electron temperature
instead of heavy particle or translational temperature. In
this program, this reactioﬁ is actually controlled by the N2
vibrational temperature since the electron temperature has
been modeled by Tvnz in the present study.

The concentration and temperature profiles for each
vibration coupling model are plotted and displayed at the
entry trajectory point in Figures 15-19. 1In addition, a
comparative study has again been made - concerning the
vibration coupling model effects on vibrational temperature
and species concentrations as depicted in Figures 20-25.

As can be seen in Figure 15, the vibrational equilibrium
case exhibits a temperature profile similar to that seen with
the first reaction rate set. Since the first reaction rate
set contains only one ionization reaction, the No' and e~
concentrations are always in equilibrium with each other due
to the conservation of mass. The additional ionization
reactions in (RR2), however, produce an increase in the
amount of electrons; which leads to considerable changes in
the ion species concentrations.

Figure 16 shows that, for this reaction set, tﬂe CVD
model exhibits an N2 vibrational temperature overshoot of the

translational temperature, which is similar to the improper
110
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behavior observed with the previous reaction rate set. Also,
the predicted initial electron production for the CVD model
is slightly greater than that of the vibrational equilibrium
case. But as seen in Figure 23(a), the electron concentration
is significantly greater than that predicted by the other
vibrational coupling models. Furthermore, it can be seen from
the model comparison plots that the CVD model predicts a
greater concentration of N' ions and a subsequent decrease in
other ion formations as compared to the aforementioned
models.

The CVDV model results, which are plotted on Figure 17,
display a rapid increase in N, vibrational temperature near
the shock front followed by a gradual decrease that parallels
the translational temperature. This vibraticnal temperature
profile exhibits the same trend as predicted by the previous
reaction rate model. Interestingly, the CVDV model displays a
significant decrease in electron production as compared to
the CVD model (Figure 23). This decrease 1in electron
production is accompanied by a corresponding decrease in the
NT concentration and an increase in the NO+, N2+, and 0"
concentrations. Considering that the atomic nitrogen
concentration prediction from the CVDV model is higher than
the CVD prediction,'as shown in Figufe 21(a), these charged
species results are somewhat surprising. These trends
indicate a significant interaction between vibration-
dissociation coupling processes and the ionization reactions.

For the CVDV-Preferential model, the temperature profile
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of Figure 17(b) shows a similar pattern to that predicted by
the first reaction rate model. The electron production is
slightly greater than that of the CVDV model for the same
reaction rate model; and therefore, the preferential results
also depicts similar changes in ion concentration. As
expected, with the exception of the 02 species, tbe rates of
dissociation are slightly slower than that predicted by the
CVDV model. The O. species displays significant reductions in

2
initial dissociation due to preferential treatment and

control.

The temperature and concentration results from the
Park-Like model are shown in Figure 19 are similar to those
obtained by the first reaction rate model. Again, as shown in
Figures 20-22, the dissociation process and concentration
profiles for the non-ionized species closely follow the
concentrations predicted by the CVDV-Preferential model.
However, the ionization profiles on Figures 23-25 are
different than those obtained with the <¢VD, CVDV, and
CVDV-Preferential models. Since the electron impact reaction
rate (N + e N+ + 2e”) is controlled by Tona’ which is
shown as being lower for the Park-Like model [Figure 20(b)],
the production of Nt is significantly reduced. This reduction
in the amount of NT is accompanied by subsequent increases in

+ . .
N, , NO+, and O+ when compared to the other vibrational

2
coupling models. Surprisingly, the increase in the electron

production rate is significant enough to allow a greater mole
fraction concentration of O over that of N'. The Park-Like
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model is the only model to display this characteristic for
this trajectory point.

For this trajectory point and reaction rate set, the
shock, streamline, and body coordinates, which are shown on
Figure 26, display the expected changes in shock standoff
distance due to vibration-dissociation coupling model
differences. In additien differences become apparent, when
comparing (RR1) to (RR2), with the same vibrational coupling
model. The standoff distances for (RR2) are actually less for
each model even though the trends between the models remain
the same. Apparently, the additional species and ionization
reactions of (RR2) increase the amount of ionization, and
decrease the temperature, which in turn leads to an increase
in density and a.shorter standoff distance.

Results have also been obtaihed with this reaction rate
model at the max-Q and exit trajectory points. While the
aforementioned temperature, dissociation, and ionization
trends remained the same for both points, the results did, of
course, show a reduction in temperature and production rates
associated with the reductions in freestrean velocity. The
only distinguishable trend that was different from the entry
trajectory point was a greater concentration of oF over that
of N for all vibrétional coupling models. This trend was
coupled to an order of magnitude reduction in electron
concentration and a decrease in the vibrational temperature
of nitrogen. It would appear that sufficient magnitudes of

both electron concentration and N, vibrational temperature
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are necessary conditions for a dominant Nt population to

exist.

Reaction Rate Set 3.

Reaction rate set 3 (RR3) also includes ten species with
the six primary reactions of the first reaction rate set plus
the five additional ionization reactions. The five additional
reactions are the same as those described in the second
reaction rate set, except that the reaction rate coefficients

20 have been changed. While

for the electron impact reaction
the electron impact reaction rate is still being controlled
by the electron temperature (or vibrational temperature of
Nz), it is based on a one step process instead of a assumed
two step intermediate segquence as previously discussed with
the second reaction rate set. In addition, the updated
electron impact reaction rate is considerably faster than the
previous impact rate. Again, this reaction rate set is
assumed to be reasonably accurate when extrapolated to higher
temperatures. As with the previous reaction rate sets, the
results for the entry trajectory point are plotted and
displayed in Figures 27-37.

The vibrationalwequilibrium case, as shown in Figure 27,
depicts a faster rate of eéuilibration than the CVD, CVDV,
CVDV-Preferential and Park-Like models. Also, it can be'seen

that the usage of the faster electron impact ionization rate

produces a very rapid increase 1in electron concentration

12k
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immediately near the shock front. This ionization, in the
vicinity of the shock front, is rapid enough to temporarily
deplete the amount of nitrogen and reduce the N2+ and No%
concentrations several orders of magnitude. However, as the
streamline distance increases, the ionizatioﬁ of N stabilizes
enough to allow an increase in the concentrations of N, N2+,
and No'. This phenomenon of electron avalanche is the
dominant feature in the (RR3) results and is responsible for
many unusual trends in the species profiles.

The CVD model, portrayed in Figure 28, shows a rapid
decrease in translational temperature near the shock front.
In addition, the N2 vibrational temperature overshoot is far
more extensive than previous CVD model results, which
intuitively seems incorrect. Thié increase in vibrational
temperature, coupled with the electron avalanche . effect,
produces abrupt changes in N2+ and NO+ productions. These
rapid changes indicate early electron recombinations of N2+
and Not into atomic nitrogen  and oxygen. This early
recombination is followed by a short period of rapid ion
formation, and then, by a gradual approach to equilibrium.
This type of abrupt change, due to fofward and reverse
processes, can also seen to’ a lesser degree in the
concentration profile of NO.

The CVDV mcdel results, which are shown in Figure 29,
also depict a rapid decrease in translational temperaturé due
to the increase in electron production as previously

discussed for the vibrational equilibrium and CVD models.
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As expected, the translational-vibrational temperature
equilibration rate is slower than that of the CVD model. The
CVDV model also displays an uncharacteristic N, vibrational
temperature overshoot which, in itself, indicates the
magnitude of the electron avalanche effect and the subsequent
cooling effect on the translational temperature. The
concentration profiles for Nz+ and NoO' display the same
changes due to ionization as observed for the CVD model. As
shown in Figure 33(a), the rapid Nt production rate again
produces a depletion of N followed by a slower approach
towards equilibrium as compared to CVD. This slower N

production rate, coupled with a significant decrease in O2

dissociation, lowers the peak NO concentration and leads to

the smooth transition shown in Figure 34 (a).

The CVDV-Preferential modei (Figure 30) displays a
decrease in the dissociation rates of N2 and 02 as compared
to the CVDV model and are shown in Figures 32(a) and 33(b).
Also, the concentration profile for the electrons [Figure
35(a)] shows a slight decrease in the initial rate of
ionization due to electron avalanche, when compared to CVD
and CVDV. Finally, the CVDV-Preferential temperature
profiles, which are shown in Figure 30(b), do not depict any

N, vibrational temperature overshoot of the transla