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PREFACE 

The l a s t  major Transonic Syniposiuni was held a t  NASA Ames Research Center 
in February 1981. 
hardware, theoretical and computational methods, appl i cat i  ons, experimental 
f a c i l i t i e s ,  and tes t ing techniques. 
done, these advances now provide us with capabi l i t ies  in the transonic regime 
which we hardly envisioned 7 years ago. 
a r t  in transonic flow disciplines and t o  glimpse a t  future directions,  
the NASA Langley Research Center held a Transonic Syniposiuni on April 19-21, 
1988. Emphasis was placed on steady, three-dimensional external, transonic 
flow and i t s  simulation, both numerically and experiiiieritally. 

Since then, significant advances have been made in computer 

Although much research remains t o  be 

In  order t o  assess the s ta te  o f  the 

Papers were presented by researchers from NASA, industry, and 
universit ies.  The symposium included technical sessions on wind  tunnel and 
f l i g h t  experiments; computational f luid dynamics appl ications (industry over- 
views and configuration analysis design) ; inviscid methods and grid generation; 
viscous methods and boundary-1 ayer s tabi l  i t y ;  and wind  tunnel techniques 
and wall interference. 

The proceedings are published i n  two volumes as follows because of the 
range of  c lass i f icat ions:  

Volume I ,  Unclassified (Parts 1 and 2 )  
Volume 11, Unclassified, FEDD Restricted 

A l i s t  o f  attendees i s  included i n  t h i s  document. 

General Chairman: P.  J .  Bobbitt 
Organizing Committee: M. D. Salas 

L. E .  Putnam 
J .  T. Foughner 

Technical Committee Chairman: 
Theory and Computational J .  L. Thomas 
Applications E .  G .  Waggoner 
Experiments L .  W .  McKinney 
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Computational Fluid Dynamics 
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St. Louis, Missouri 

INTRODUCTION 

The technology of Computational Fluid Dynamics (CFD) is becoming an important 
tool in the development of aircraft propulsion systems. 
CFD analysis methods are gaining the versatility and reliability needed for 
engineering applications. 

This is largely because 

Two of the most valuable features of CFD are: 

- 

- 
Acquisition of flowfield data in days rather than months. 

Complete description of flowfields, allowing detailed investigation of 
interactions. 

Current analysis methods complement wind tunnel testing by: 

- Screening proposed test parametrics, increasing the productivity of wind 
tunnel programs. 

Assisting in determining the type and location of wind tunnel 
instrumentation. 

Providing means to assess wind tunnel wall and support interference. 

Helping to interpret wind tunnel data and analyze problems. 

- 

- 
- 

This discussion is focused on CFD methods. However, aircraft design studies 
need data from both CFD analysis and wind tunnel testing. 
complements the other. 

Each approach 

NOMENCLATURE 

Butt line 
Computer-Aided Design 
Computational Fluid Dynamics 
Pressure Coefficient (P-Pm)/qm 
Fuselage Station 
McDonnell Aircraft Company 
Pressure 
Dynamic pressure 
Water 1 ine 
Angle of Attack 
Angle of Sideslip, Yaw 

Subscripts 

t Total (stagnation) state 
m Freestream state 
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GOALS 

Several characteristics of an ideal engineering CFD capability can be 
identified: 

- A set of grid generation and flowfield prediction codes applicable to the 
full range of geometry and flow conditions. 

- A database of validated predictions, compared with wind tunnel or flight 
data, demonstrating that the attainable results are satisfactory for 
engineering studies and how the results should be adjusted (if 
appropriate). 

- An experience base, defining the steps to be followed in obtaining best 
results. 

- An affordable cost of obtaining solutions -- in terms of both computing 
resources and engineering labor. 

- A system that is easy to learn. 

- Rapid turnaround of geometric or flowfield parametric variations. 

- Suitable tools to assist the user in preparing and verifying geometric 
and flowfield input data. 

- Suitable tools to assist the user in examining results, and extracting 
engineering data from CFD results. 

- Communication interfaces to reformulate CFD results for input to other 
codes (e.g., structural, loads, or thermal analyses). 

Omission of any of these characteristics can reduce the usefulness of a CFD 
system for engineering analysis. 
than a description of our current methods. Improvement is needed. Our efforts 
have been guided by several general policies. 

These items are a statement of objectives rather 

We have chosen to: 

- Develop methods to be used by engineers without special training in CFD. 

- Develop a limited number of multi-purpose codes, rather than a large 
number of specialized codes. 

- Use a common database format for CFD results. 

These objectives represent our interpretation of the best manner to inject CFD 
into the engineering environment. These goals will be discussed later in this 
sect ion. 
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Most engineers and scientists who develop CFD methods are amazed at the 
reductions in computing costs which have occurred over the past decade, and are 
continuing to occur. At the same time, however, there has been a sharp increase in 
the quantity and complexity of CFD analyses. The computer time per job which marks 
the limit of engineering capability is, in our experience, on the order of 30 
minutes to two hours on whatever computers are available. 
that a CFD engineer considers attractive and inexpensive today is usually seen as 
extremely expensive by a project engineer. 

However, the capability 

A key consideration at MCAIR has been the need to streamline the operation of 
CFD codes to the point where non-CFD engineers can use these methods effectively 
with minimal support from specialists. This approach has, in a sense, been forced 
by the lack of adequate numbers of CFD specialists. 
occurred because some classified projects require a dedicated engineering staff. 

Also, this situation has 

The application of new CFD capability passes through several evolutionary 
stages at MCAIR: 

Initial development and validation, up to the point where the CFD 
engineer believes the code can be used for an engineering purpose by 
someone else. 

Application by other technology engineers to problems of interest, with 
continuous support by the original code developer. In parallel, a more 
thorough validation is performed. 
this initial experience. 

The code is modified as a result of 

After successful application has been demonstrated, engineers on various 
projects start using the new capabilities with consulting support from 
CFD specialists. 

Eventually, project engineers develop enough experience and confidence 
that they need little support from the CFD specialist. 

The key to effective engineering application is to build a high level of 
versatility into the CFD procedures. This is done in several ways. 

At MCAIR, several different Computer-Aided Design (CAD) systems are used, 
depending on the application, to generate geometric data. Automated tools have 
been developed to access and translate these different geometric data systems. 
Improvement of these tools is continuing. The product of these interfaces is a 
common geometric data format for CFD analysis. 

A 3D multiple zone mesh generator has been developed based on this standard 
geometry format. It serves several different flowfield codes. 

The flowfield codes must be applicable to a range of configurations and should 
not require tuning of non-physical input parameters to obtain results. 
for example, favors upwind codes rather than central difference codes which require 
specification of artificial viscosity parameters or smoothing coefficients. 

This goal, 

With a high versatility in each code, the total number of codes can be 
minimized. 
upgrading the CFD capability. 

This leads to advantages in training engineers, and in maintaining and 
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Common post-processing tools are used so that all CFD data are processed 
These tools are supported by a common CFD data file structure. consistently. With 

this common data structure, only a modest number of interface procedures are needed 
to communicate CFD results to other codes for additional processing. 

The project engineer needs tools to assist in preparing CFD input data - both 
geometric and flowfield data. 
the input geometry prior to the expense of a 3D mesh generation job. 

These include graphics tools to display and verify 

A set of validation comparisons with test data must be provided. These check 
cases should be extensive, since they will have maximum value if some of the cases 
are close to the desired engineering application. 

PRE-PROCESSORS 

CFD pre-processors assist the user in preparing and verifying input data for 
the grid and flowfield codes. They are used for: 

- Accessing and reformatting data from CAD data bases. 

- Displaying and verifying the geometric data. 

- Modifying the geometric data. 

- Preparing input data files. 

Several different systems are used to generate and store geometric data at 
MCAIR. 
Loft data are accessed interactively, with the engineer selecting section cuts and 
individual points on a workstation. As the points are picked, the coordinates are 
written to a file. This file is reformatted for input to the CFD procedures. 
Efforts are in progress to eliminate the man-in-loop process by generating input 
data from a batch procedure. 
Unigraphics data. Interactive interfaces have been prepared for the less commonly 
used geometric systems. 

The most commonly used are the loft data base and the Unigraphics system. 

Batch setup procedures are already in use for 

The product of these interface procedures is a standard geometric definition 

For simple geometries, the input data 
file. This is a formatted file; the geometry is defined by a sequence of cuts. 
Each cut is defined by a string of points. 
can be set up or modified manually, using a text editor. 

Several features have been built into the geometry description method to 
improve user friendliness. 
defined independently of the other cuts. For example, successive cuts need not 
have the same number of points. The points within a cut, and the cuts themselves, 
need not be spaced uniformly. The geometry description is independent of the grid 
to be constructed. 

Chief among these is an approach where each cut is 

An interactive procedure has been prepared to display the geometric data prior 

The user can examine all or 
to executing the grid generator. 
computer and provides displays on Tektronix terminals. 
part of the geometry from any viewing angle. 

This verification tool is hosted on a VAX 
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The geometric data file can be modified readily by the user. Several 
simplified procedures have been written to assist basic propulsion studies, such as 
changing the compression angles on an inlet ramp. Further efforts in this area are 
in progress. 

GRID GENERATION 

Grid generation is often the bottleneck in providing CFD support for 
engineering studies. One of our top priorities is to improve the application of 
CFD by developing improved grid generation methods. 
quickly and reliably for a range of complex, realistic flight vehicle geometries. 

We need to generate grids 

Many approaches are available to meet these needs. We have chosen to develop 
Each 

Grid and flowfield algorithms have been developed to provide continuous 

the approach of dividing a complex solution domain into several sub-domains. 
of these sub-domains, or zones, is geometrically simple and spans a unique region 
of space. 
solutions across the non-physical boundaries between zones. 

Two grid generators have been developed for 2D applications. The primary 
focus of these methods has been inlet configuration modeling, although nozzle 
applications also have been examined. 

The INLETG grid generator was developed for a range of 2D inlet applications. 
This method has been used for all published applications of our FANS1 inlet code, 
as discussed in the next section and also in References 1 and 2. 

Recently, a new 2D grid generator, Program INOZG, has been developed. This 
method extends the multiple zone method to an arbitrary set of 2D bodies in a 
flowfield, with arbitrary inflow/outflow boundary conditions as appropriate. 
primary advance in this new method is the modeling of multiple inlet and nozzle 
flow passages. 

The 

Three-dimensional multi-zone grids are provided by Program ZGRID. This code 
supports three full Navier-Stokes methods: X3D, NASTD, and CFL3D (single zones 
only). 
optional addition of inlet, wings, and tails) and to selected components (isolated 
inlets, isolated ducts). 

ZGRID is applicable to partial or full configurations (fuselage with 

FLOWFIELD-PREDICTION CODES 

A wide range of flowfield prediction codes are used in transonic propulsion 
integration studies at MCAIR. 
to 3D zonal time-marching Navier-Stokes codes. 
Stokes equations will be discussed in detail. 

These range from 2D integral boundary layer methods 
Only codes based on the Navier- 

Velocity-Split Navier-Stokes Methods - Three analysis methods have been 
developed at MCAIR based on the velocity-splitting method. 
(Ref. 3 )  was developed as a testbed for axisymmetric afterbody-plume combinations 
and is not an engineering tool. The second procedure, Program AFTEND, applies to 
analysis of 3D forebody-afterbody combinations. Several results from AFTEND have 
been published (Refs. 4 ,  5, and 6 ) .  

The first procedure 
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The same methodology was implemented in Program X3D, with improvements for 
multiple zone analysis and improved vector processing efficiency. 
code uses our ZGRID grid generator. X3D is currently considered our most 
sophisticated engineering tool for 3D transonic viscous analysis. 

This 

Time-Dependent Navier-Stokes Methods - Two time-dependent analysis codes are 
in use or under development. 
methods to achieve maximum geometric capability. 

Both are based on non-overlapping multi-zone grid 

A two-dimensional code, Program FANSI, was developed for inlet flowfield 
analysis (Refs. 1 and 2 ) .  
interest, and is the most-used Navier-Stokes code at MCAIR. 

This code has gained wide application at all speeds of 

A three-dimensional code using the same methodology as FANSI is under 
development. This program (NASTD) is an implicit, upwind, finite-volume code based 
on the approximate factorization method. NASTD also uses the ZGRID grid generator, 
and therefore has the same geometric applicability as Program X3D. 
higher solution cost of this time-marching methodology, NASTD is generally used on 
a limited basis to check results from X3D. At this time, the primary applications 
of NASTD are at higher speeds. 

Due to the 

In summary, analysis of propulsion integration flowfields is based on a family 
of analysis methods of varying sophistication and cost. Several methods have been 
developed based on the Navier-Stokes equations. Results from these methods will be 
presented below. Initial inlet and nozzle trade studies often are based on the 2D 
Navier-Stokes code, FANSI. Transonic trade studies and integration analyses are 
performed by X3D, with selective use of NASTD. 

POST-PROCESSING 

Post-processing provides the tools for the project engineer to extract needed 
information from CFD results. 
Common Data File for CFD results. 
their results into this file structure for post-processing and for long-term 
storage. Currently, 26 CFD codes are integrated into this system. These include 
2D (planar, axisymmetric) and 3D codes using Euler, PNS, and full Navier-Stokes 
methodologies. Codes using both perfect and real gas models are supported, along 
with combustion analysis programs. 

To simplify post-processing, we have defined a 
All codes used for propulsion analysis enter 

This structure is a random-access file, storing the data in binary form. This 
format provides rapid input/output (I/O) and avoids the need to read and store a 
full flowfield file in order to use the post-processors. Binary-to-binary 
conversion routines have been prepared to transfer data between dissimilar 
computers. Currently, these common data files are created on Cray, VAX, and Convex 
computers; they are generally moved to a VAX computer for post-processing. 

I 
I 
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All propulsion post-processing packages access this Common Data File. Thus, 
our engineers only need to learn to use one set of graphics software. 
graphics support can be provided quickly for a newly received code simply by 
inserting interface subroutines that write the data into the common format. This 
interface task typically requires about one day. Another advantage is that a single 
set of post-processing software is used. Therefore, all CFD results are processed 
consistently regardless of their source. 

Full 

At MCAIR, CFD graphics are supported using Tektronix terminals (both 
black/white and color displays) and the Silicon Graphics IRIS Workstation. 
software packages are in use: 

Several 

PLTTR - This package, which was developed at MCAIR, is hosted on a VAX or 
Convex computer and presents displays on Tektronix 40xx and 41xx terminals. 
Several functions are available. The most commonly used are contour plots, vector 
plots, surface function plots (Cp vs. x, etc.) and boundary layer profiles. These 
plots are not restricted to grid surfaces; linear interpolation is performed as 
required. Experimental data and more than one set of CFD data can be presented on 
the same plot for comparison. 

Other functions include a force/moment integration, printout of various 
properties, and integration of flow properties in an arbitrary closed contour in 
the flowfield. 

MOVIE.BYU - This is a program developed at Brigham Young University for 
displaying 3D geometries and flowfield properties. 
computers with the displays presented on Tektronix terminals. An interactive 
interface program has been written to extract data from the Common Data File along 
selected grid surfaces for display by MOVIE.BYU. 

At MCAIR, it operates on VAX 

PLOT3D - PLOT3D is a software package developed at NASA Ames Research Center 
which runs interactively on the Silicon Graphics IRIS Workstation. 
a tremendous range of capabilities and in most respects is our most powerful 
graphics tool. We have written a menu driver for PLOT3D, to facilitate its use by 
inexperienced engineers. 

This system has 

This package is described in Reference 7. 

TRACE - This is a program developed at MCAIR to compute and display off-body 
or surface streamlines. It runs on a VAX computer, and provides displays on a 
Tektronix terminal. 
define flow properties along an Euler streamline at a wall, providing data for 
subsequent strip analysis using 2D boundary layer codes. 

Recently, we have used the surface streamline capability to 

ARTIS - ARTIS is a software set developed at Douglas Aircraft Co. for 
interactive displays on the IRIS Workstation. 
discussed in Reference 8, are generally similar to MOVIE.BYU. ARTIS is a 
menu-driven package. 
instruction to become self-sufficient. This is the most commonly used graphics 
package at MCAIR, for engineers who have access to an IRIS Workstation. 

Its display capabilities, which are 

Our engineers generally need less than 30 minutes of 
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APPLICATIONS 

Several representative applications of CFD in transonic propulsion system 
integration are discussed below. 
previously. 

Many of these results have been published 

Forebody Flowfield - Accurate prediction of forebody flowfields is important 
to selecting candidate inlet concepts and integration locations. 
the engineer needs accurate data on flow angularity, local Mach number, and local 
total pressure recovery. 

In particular, 

The flowfield for an isolated forebody, depicted in Figure 1 was computed with 
Program X3D. The flow condition is Mach 0.9, 10" angle of attack (a). This 
calculation, which was previously presented in Reference 4 ,  was validated with 
experimental data acquired under MCAIR IRAD funding. 
is in good agreement with test data. Typically, the mismatch is less than one 
degree. 

The computed flow angularity 

-MCAI R experiment - - -MCAI R analysis 

I 
13 

11J 

91 

7 1 

.-- 

I i Local Sideslip Angle - deg 
5 J  Local Upwash Angle - deg 5 (Positivo Flowlng Outboard) 

Figure 1. Flow Angularity 
Forebody Flowfield 

Mach 0.9 c y =  10" FS 27.2 
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Similar results for the Project Tailor-Mate A-1 forebody (Ref. 9) are 
presented in Figure 2.  
of agreement in angularity is 1" to 2", satisfactory for most inlet integration 
studies. 

For this case, Mach 0.9 at high angle of attack, the level 

Mach 0.9 
High Angle of Attack 

Analysis 
Experiment - - -_  

Local Upwash Angle - deg Local Outwash Angle - deg 

Figure 2. Flow Angularity Comparison 
Tailor-Mate A-1 Forebody 

Specialized post-processing capability can greatly enhance the value of CFD 
analysis. 
solution of the F-18 forebody at Mach 0.8, a=Oo, 7.5" yaw angle ( 8 ) .  For this 
condition, some distortion was observed in the lee-side engine face flowfield. We 
defined the streamtube captured by the inlet on the lee side of the yawed forebody, 
using a predecessor of the program TRACE, described earlier. 

One example is shown in Figure 3 ,  presenting data from an inviscid 

These results showed that the captured streamtube is initially speared by the 
nosetip. 
sweeps around to the lee side as it moves aft. 
boundary layer is entrained in the streamtube, leading to flow distortion in the 
inlet. 
smoke to visualize this streamtube. 

The streamtube falls off to the lower surface of the fuselage, then 
During this process, air from the 

These results were subsequently validated by a wind tunnel study using 

Program NASTD has been used to analyze vortex flowfields over various highly 
swept wing-body configurations. 
Cooperative Propulsion Integration Program (Reference 10). 
MCAIR/USAF/NASA study. At Mach 
0.9, a=18", the CFD analysis has predicted the vortex location to good accuracy. 
However, for supersonic flow - Mach 2.0, a=12" - the predicted vortex is too high, 
and too far inboard. 
prediction. 

One such configuration was taken from the 
This is a joint 

Representative results are presented in Figure 4 .  

Investigations are in progress to improve this type of 

417 



Figure 3. Forebody Flowfield Capture Streamtube Tracing 
Fore bod ylSt rake Con f ig u rat ion 
M,=0.8 a = O 0  

Mach 0.9 
a! = 18' 

FS 485.400 
1701 . 
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Experimental Data 
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c-. 

Experimental Data 

Figure 4. CFD Comparison With Test Data 
Wing-Body Vortex Flowfield 

Program NASTD 
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Isolated Inlet - Our primary tool for analysis 
FANSI. This 2D code has high geometric flexibility 

of isolated inlets is Program 
and a short run time for ~- 

parametric investigations. Details of this method have been presented in 
References 1 and 2. This code has been validated for recovery predictions in 2-D 
inlets. 

Initial validation of the FANSI code focused on total pressure recovery 
predictions. 
Figure 5. 
depicted. 
mass flow is presented. These data include CFD analysis, test data, and simple 
estimates based on oblique shock theory. 
well with test data, although the accuracy falls off somewhat at the lower mass 
flow rates. This is attributed to spill over the sidewalls, which is not modeled 
in the 2D analysis. 

Sample results for several different mass flow rates are presented in 
The effect of different flow rates on shock locations is readily 
In the lower left portion of the figure, the dependence of recovery on 

In general, the computed recovery agrees 

-- - 0.86 Aoi n let 

A, 
Rec. = 0.915 

A Experiment: small sideplate cutback 
1 I 

0.8 0.9 1 .o 
Inlet MFR 

Figure 5. Effect of Mass Flow Variation on Supersonic Inlet Flowfield 

With these tools, CFD results also can be used to determine the amount of 
bleed required to control boundary layer behavior. 
describe the impact of different ramp bleed rates on boundary layer displacement 
thickness. For this example, a ramp bleed of 1% removes about two-thirds of the 
boundary layer, while 2% bleed completely eliminates the viscous layer. 

The results shown in Figure 6 
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Throat Slot kRB;"B"ezf I+ Bleed 

YIY,  
0 1 %  ramp bleed 

UIU, 

No Ramp Bleed 1% Ramp Bleed 2% Ramp Bleed 

Throat 
0.08 1 1 
0.06 

Displacement 
Thickness o.04 

0.02 

n 
- 2  2 6 10 14 18 

Axial Position 

Ramp Throat 
Bleed Bleed 

- 2  2 6 10 14 18 
Axial Position 

- 2  2 6 10 14 18 
Axial Position 

Figure 6. Effect of Inlet Bleed on Boundary Layer Thickness 

Another key issue in inlet design is the selection of the proper lip contour. 
The FANSI code can be used with a C-grid about the inlet lip for accurate results 
in lip contour evaluation. 
Figure 7. 
features a sharp lip. 

Sample results are shown for a supersonic inlet in 
This inlet was designed for low supersonic drag and consequently 

An analysis of this same configuration was done at takeoff conditions, where 
sharp lips often create flow quality problems. 
captured flow is on the lower surface of the cowl. 
outside surface of the cowl, then attempts to turn sharply at the lip. 

separation extends downstream for about two duct heights. 
has captured a secondary vortex under the large separated zone. 

The stagnation point for the 
The flow runs forward along the 

The flow 
I cannot follow this sharp contour, and separates from the inside of the lip. This 

The analysis code also 

The FANSI code was used to examine alternate lip designs. 
actuated, drooped lip. 
mass flow performance as well as for high a flight at higher speeds. 
was tested recently at NASA Lewis Research Center (Ref. 11). 
with test data in showing that a 20" lip droop provides high recovery for this 
inlet at high angle of attack, as shown in Figure 8. 

One concept is an 
Such a design can be used for improving low speed, high 

This concept 
The CFD results agree 
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Mach Contours 

Figure 7. Cowl Lip Flow at Takeoff 
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Figure 8. Rotated Cowl Performance 
Prediction vs Experiment 
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The flowfield about an undrooped cowl lip at Mach 0.6, high a is presented in 
Figure 9. The flow separation inside the lip is clearly revealed. The predicted 
pressures agree very well with experimental data. 
flow remains attached, as shown in Figure 8. The predicted inlet recovery is 
nearly constant over a range of a in agreement with test data. A comparison of lip 
surface pressures, CFD v e r s u s  test d a t a ,  i s  p r e s e n t e d  i n  F i g u r e  9. The p r e d i c t i o n s  
show acceptable accuracy for engineering studies. 

With the lip drooped 20" the 

Flowfieid Predictions for Unrotated Cowl Lip 
Configuration at High a 

Mach 0.6 
Predicted Recovery = 0.931 
Measured Recovery = 0.950 ~~~~~l Shod< 

.. 
tal \ b p r i s s u r e  LOSS 

cowl ~ i p  velocity Contour 

- 
Mach Contours 

. -  

I --------- - - _  

Comparison of Predicted and Experimental 
Cowl Lip Static Pressures 

Unrotated Cowl Lip 

/ internal Contour 
c 1 

I Mach 0.6 I I 
I 

I -a=m 
1 .oo 

0.75 

0.50 

0.25 - FANS1 prediction 
L E x p e r i m e n t  

0 
6 0 10 

Fuselage Station - in. 

Figure 9. CFD Predictions Compare Favorably With Experimental Results 

The 3D codes X3D and NASTD have been used to predict flow over 3D isolated 
inlets. An inviscid solution from X3D is presented in Figure 10. This example 
presents flow at Mach 2.0 through the A-1 inlet from the Tailor-Mate program. 
test was conducted by General Dynamics, under contract to the Air Force. 
inviscid NASTD solution is presented in Figure 11, for an inlet tested by MCAIR at 
NASA Lewis Research Center (Ref. 11). Both these isolated inlet solutions used a 
two-zone mesh from ZGRID. 
inlet highlight, and can be seen in these two figures. 
shocks pass cleanly through the zone boundary, and the spill over the inlet lip and 
sidewalls is captured. 

This 
An 

The boundary between zones extends forward from the 
The oblique and normal 
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Figure 10. Tailor-Mate A-1 Inlet 
Mach 2.5, With Bleed 
X3D Inviscid Solution 
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Figure 11. Supercruise Inlet Analysis, Mach 2.0 
Program NASTD 

Isolated diffuser - Another key element of the propulsion system is the inlet 
diffuser. 
aitrcraft design. 

Detailed analysis of diffuser flowfields can be a critical concern in 
Sample analysis results are presented for several cases. 
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As part of the Ref. 12 study, MCAIR designed and tested several concepts for 
compact, highly offset diffusers. 
Program X3D. One result, for the so-called B19 diffuser, is presented in Figure 
12. Strong viscous interactions are present as a result of a high rate of 
diffusion and a high offset. 
upper wall for about half the diffuser length, as seen in the total pressure 
contour plots. The predicted area-averaged total pressure recovery is in 
reasonable agreement with the test data, as seen in Figure 13. 

Many of these concepts were analyzed using 

The boundary layer is completely separated from the 

Velocity Vectors 
, \ ?  

\‘ 

Total Pressure Recovery 

Mach Number 

pt 
Recovery 

Static Pressure (C,) 

0 - 0 1  - 0 0  
+ 0 1  
x 0 2  
0 0 3  

04 
x 0 5  
2 0 6  . 0 7  . 0 1  

Figure 12. B19 Diffuser Flowfield 
Uniform Inflow Mach 0.777 

1 .oo 
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flgure 13. Recovery Prediction 
B19 Diffuser 
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In the same study, the X3D code was used to assess the impact of diffuser 
entrance conditions on exit properties. 
uniform inflow, and with measured inflow data taken from entrance flowfield 
surveys. The predicted total pressure profiles for these two cases are presented 
in Figure 14. These results show that the exit total pressure distribution is 
significantly affected, even though the core entrance Mach number is practically 
the same (0.005 difference) . 

Predictions were made for cases with 

Rake Inflow Data 
(Max Mach 0.693) 

Figure 14. Effect of Inflow Condition 
ADll Diffuser 

Total Pressure Recovery 
CFD Analysis 

m 0.999 
Q 0.990 
A 0.980 
+ 0.970 
x 0.960 
0.950 

+ 0.940 
x 0.930 
2 0.920 
y 0.910 
a 0.900 
I 0.850 
x 0.800 

The diffuser exit area-averaged recovery for these two inflow conditions is 
presented in Figure 15. 
unacceptably high compared with test data. By recognizing the proper inflow, but 
otherwise performing the same analysis, the recovery prediction error is reduced 

The recovery predictions with uniform inflow are 

considerably. \ 

Integrated Forebody-Inlet - The X3D code is used extensively for analysis of 
Some results have been presented in Ref. integrated forebody-inlet combinations. 

13. The initial application was for a representative fighter geometry. 
Predictions were validated by comparison with wind tunnel data for Mach 0.8, a=O". 
These results are presented in Figure 16. The comparison is made for pressures on 
the inside of the lower inlet lip. Good accuracy is demonstrated at both a flight 
idle mass flow rate (116 lb/sec) and near-maximum mass flow (155 lb/sec). 
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The analysis code also provides valuable information which w a s  no t  acquired 
in the wind tunnel program. In one example, CFD was used to investigate the effect 
of engine airflow rate on forebody pressures, as shown in Figure 17. Predicted 
data are shown for the two mass flow rates presented previously and also for zero 
net mass flow through the inlet. The integrated mass flow is zero, but the method 
allows local flow into or out of various portions of the inlet entrance plane. 
These results show a forebody pressure impact which extends upstream more than 100 
inches from the inlet entrance. 

Computed Forebody Pressure 
0 AJA, =0.71 (rnax. airflow) 

A A,/A, =0.53 (idle airflow) 

0 A,IA, = o (no flow) 
A 

0.8 

0.6 

Cp 0.4 

0.2 

0 

FS - in. 

7. 

FS - in. 

Inlet 
Entrance 

Figure 17. Effect of Engine Airflow on Fighter Forebody Pressure 
Mach0.8 a = O 0  

Similar analysis has been conducted for other inlet ducts. As seen in Figure 
18, the analytical data agree well with test data for the inside of the lower lip 
at Mach 0.67, a=10". 
detailed examination c?f additional flow properties, such as surface static pressure 
(right side of Figure 18). 

The extensive data provided by CFD analysis also allowed 

The development of the total pressure field in an inlet duct is presented in 

In 
Figure 19. 
inlet, the viscous layer is very thin and behaves as a simple boundary layer. 
the middle of the duct (FS 2 4 5 ) ,  the viscous layer is much thicker and is not 
behaving as a simple boundary layer on the inboard wall: the total pressure 
contours are not parallel to the wall. 
(FS 2 6 0 ) ,  a complex pattern of total pressure loss is predicted. 
examination of this and other solutions was used by engineers to suggest duct 
modifications which were incorporated into production AV-8B's. 

At Fuselage Station (FS) 225, which is about five inches inside the 

Three inches in front of the engine face 
A more detailed 

Nozzle Internal Flow - All three zonal Navier-Stokes codes (FANSI, NASTD, X3D) 
have been applied to nozzle internal flow. 
effective vector angles, nozzle internal losses, wall heating distributions, and 
the overall development of flow properties in the duct. 
presented in Figure 20 for the throat region of a 3D nozzle analyzed using NASTD. 

The objectives have been to p r e d i c t  

Sample results are 
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Figure 18. Forebody-Inlet Viscous Analysis 
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Figure 20. Mach Contours for 3D Nozzle Internal Flow 

Nozzle External Flow - The initial development of the velocity-splitting 
method was aimed at analysis of nozzle-afterbody configurations at transonic 
speeds. 
Most of our validation efforts for afterbody-nozzle external flow have been based 
on the test data from the Advanced Nozzle Concepts (ANC) Program, R e f .  1 4 .  

Several applications have been published in past years (Refs. 4 and 5 ) .  

A comparison between test and analysis for the baseline axisymmetric nozzle 
from the ANC program is presented in Figure 21. This case is for a dry power 
(non-afterburning) nozzle setting at Mach 0.9, a=Oo. At the time this analysis was 
performed (1983), we could not represent the vertical tail. Omission of this 
component did affect the prediction accuracy somewhat over the upper surface behind 
the vertical tail, but the agreement was good elsewhere. The most important figure 
of merit for afterbody flowfield prediction is the drag accuracy. 
our analysis agreed with test data, with a one count (0.0001) error in drag 
coefficient. 

For this case, 

, 

I 

Similar results for Mach 2.0 are presented in Figure 22. Again, excellent 
agreement is obtained for the baseline axisyrmnetric nozzle - one count error in 
pressure drag. 
counts. 

I 

I For the 2D nozzle, the pressure drag error is not as good - seven 

I 
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Figure 21. Pressure and Drag Prediction 
ANC Air-to-Surface Model 

Baseline Axi Nozzle 
Dry Power Mach 0.9 a = O o  

More recently, NASTD has been used to analyze external flow over nozzles 
tested in the USAF/MCAIR program "High Performance Supercruise Nozzles" (Contract 
F33615-84-C-3003). 
for the Pratt and Whitney Tandem Disk 2D C-D Nozzle in Figure 23. 
comparisons present the longitudinal variation of surface pressure on the upper 
surface nozzle centerline, and also the boundary layer profile at the start of the 
nozzle. 
excellent agreement in the approach boundary layer profile. 
drag is predicted to about 10% accuracy; the CFD drag coefficient based on wing 
area is 0.0056; the coefficient computed from measured data is 0.0050. 

Comparisons between CFD and test data at Mach 0.9 are presented 
These 

These data show generally good agreement in the surface pressure and 
The afterbody pressure 

Our prediction accuracy for 3D afterbody drag is not consistent however. It 
is excellent for some cases, disappointing for others. 
generally restricted to examination of flowfield features and relative variations 
in drag due to moldline changes. 

Current usage therefore is 

43 0 



ORlGlNAL PAGE IS 
OF POOR QUALITV 

Axisymmetric Analysis Model 2-D 

""-I.. ,. 

0.2 

0.1 

0 

- 0.1 

- 0.2 

- 0.3 

CP 

60 62 64 66 68 70 72 74 
Model Station - in. 

Aft-End Pressure Drag (Dlq Sw) 

Data 0.0045 0.0057 
Navier-Stokes 0.0044 0.0050 

Axi 2-D 

Mach 2.0, a = On, jet off 
High Mach AIB nozzle 

- Navier-Stokes 
0 Data 

0.2t  I I . . . 1 1 

0.1 

0 

- 0.1 

- 0.2 

CP 

- 0.3 L L L L l l A  
60 62 64 66 68 70 72 74 

Model Station - in. 

Figure 22. Code Verification for Supercruise Nozzle Integration 
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Combined External/Internal Nozzle Flow - The FANS1 program has been modified 
to analyze 2D nozzle flow for a range of nozzle configurations including Single 
Expansion Ramp Nozzle (SERN) designs and ejector nozzles. 
applications, this effort is based on using multiple, non-overlapping computational 
zones. 

As with other 

The boundary conditions in the internal and external flowfields can be set 
independently. Inflow data can be uniform or arbitrarily specified. Sample 
results for transonic analysis of a hypersonic nozzle design are presented in 
Figure 2 4 .  

a) Velocity Field 
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Recent emphasis has been on the analysis of ejector nozzles. Sample FANS1 
results for a nozzle with one secondary stream are presented in Figure 25. 
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WL 8 

a) Mach Contours b) Velocity Vectors 
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Figure 25. Ejector Nozzle Flowfield, Program FANS1 
M, = 0.2 

SUMMARY 

Computational Fluid Dynamics procedures are becoming familiar tools in the 
design of aircraft propulsion components and integrated systems. 
degree, CFD methods are entering the design process in several ways: 

To an increasing 

- 
- Refining design concepts. 
- 
- Selecting wind tunnel parametric variations. 
- Designing wind tunnel instrumentation. 

- Interpreting test data. 

Evaluating and screening alternate concepts. 

Improving our understanding of complex flowfields. 

Current CFD methods can be used very effectively, but the engineering labor 
and computer costs of CFD application are often very high. 
ithms always will be desired. 
algorithms which do not require tuning to specific problems. 
costs, which have improved greatly over the years, are still often seen by project 
engineers as excessive. 

More efficient algor- 

Current solution 
Improvements are needed in developing trusted 

At MCAIR, the problem in CFD applications generally is in the mesh generation 
' tools, rather than the flow solvers. Mesh generation methods often are based on 

limited geometry input schemes which have been developed for specific classes of 
configurations. The trend is toward man-in-the-loop, interactive grid generation. 
This offers maximum geometric capability and is an approach which is being actively 
pursued at MCAIR. 
takes a skilled CFD engineer at the workstation providing the interactive guidance. 

However, this approach carries an operational cost: it usually 
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A complete CFD system will, in our opinion, require interactive grid 
generation capability for new, complex problems. However, one goal is to provide 
non-interactive mesh generation methods for as many classes of problems as 
possible. All examples presented in this paper used non-interactive mesh 
generation. 

Perhaps the most striking advances recently have been in graphical display 
tools (hardware and software) for CFD results. These tools have gone a long way 
toward convincing engineering managers that CFD is an indispensable tool. 

The current challenge at MCAIR is to integrate CFD into the engineering 
environment. To accomplish this, we need to: 

- Streamline the handling of data. 

- Develop a base of validated CFD experience. 

- Modify "research" grid and flowfield codes into "engineering" codes which 
do not require a CFD expert for most applications. 

- Provide the support tools to allow the project engineer to accomplish his 
goals quickly. 

- Educate our personnel in the potential and the limitations of CFD 
analysis. 

The last item is perhaps the most significant. In the past, extravagant 
claims have been made for CFD analysis ("electronic wind tunnel"). 
now is to bring this technology into the enginneering workplace on a routine basis. 
This will be accomplished by making realistic claims and then delivering the 
promised data on time. 

i The challenge 

CFD has become an accepted tool in many areas of aerospace engineering. It 
has the potential to change drastically the way we do business. But we have only 
scratched the surface in exploiting the current technology. 

The major growth in engineering applications will result from the CFD 
community recognizing the needs of project engineers and managers. Project 
personnel need tools which can be applied quickly, with confidence, to realistic 
flight vehicle geometries. Validation data should be available to establish 
confidence in the quality of results by comparison with wind tunnel or flight data. 
Guidelines are required to set all input parameters which are not defined by the 
physical problem to be analyzed. 
adjustment of input data to obtain the needed results. The high potential of CFD 
will be realized when this technology is used effectively by project engineers, in 
conjunction with an array of other tools, to design a vehicle which will accomplish 
a specific mission. 

The codes must be usable without iterative 

I 

434 



ACKNOWLEDGMENT 

This paper presents the work of several engineers at MCAIR in addition to the 
author. 
Bush, U.Y. (Peter) Chun, John A. Ladd, Wade W. McLain, James A. Rhodes, Richard K. 
Scharnhorst, and Patrick G. Vogel in developing the capabilities discussed here. 

Particular acknowledgment must be made of the contributions of Robert H. 

Some of the solutions presented above were obtained in cooperative 
investigations with USAF Wright Aeronautical Laboratories (Figures 4 and 21) with 
NASA Langley Research Center (Figure 2), and with NASA Lewis Research Center 
(Figurew 8, 9, and 11). 

REFERENCES 

1. 

2. 

3 .  

4 .  

5. 

6. 

7. 

8. 

Bush, R.H., "External Compression Inlet Predictions Using an Implicit, 
Upwind, Multiple Zone Approach," AIAA Paper 85-1521-CP, presented at 
AIAA 7th Computational Fluid Dynamics Conference, Cincinnati, 15-17 
July 1985. 

Bush, R.H., P.G. Vogel, W.P. Norby, and B.A. Haeffele, "Two 
Dimensional Numerical Analysis for Inlets at Subsonic through 
Hypersonic Speeds, I' AIAA Paper 87- 1751, presented at AIAA/SAE/ASME 
23rd Joint Propulsion Conference, 29 June - 2 July 1987, San Diego. 

Cosner, R.R., "Fast Navier-Stokes Solution of Transonic Flowfield 
about Axisymmetric Afterbodies," AIAA Paper 80-0193, presented at A I M  
18th Aerospace Sciences Meeting, Pasadena, 14-16 January 1980. 

Cosner, R.R., "Relaxation Solution for Viscous Transonic Flow about 
Fighter-Type Forebodies and Afterbodies," AIAA Paper 82-0252, 
presented at AIAA 20th Aerospace Sciences Meeting, Orlando, 11-14 
January 1982. 

Mace, J.L., and R.R. Cosner, "Analysis of Viscous Transonic Flow Over 
Aircraft Forebodies and Afterbodies," AIAA Paper 83-1366, presented at 
AIAA/SAE/ASME 19th Joint Propulsion Conference, Seattle, 27-29 June 
1983. 

Yaros, S.F., and R.R. Cosner, "Evaluation of a Velocity-Split Solution 
of the Navier-Stokes Equations for Fighter Forebodies," AIM Paper 
84-2160, presented at AIAA 2nd Applied Aerodynamics Conference, 
Seattle, 21-23 August 1984. 

Buning, P.G., and Steger, J.L., "Graphics and Flow Visualization in 
Computational Fluid Dynamics," AIAA Paper 85-1507, proceedings of AIAA 
7th Computational Fluid Dynamics Conference, Cincinnati, 15-17 July 
1985. 

Zulauf, J.M., "Real-Time Imaging in a CFD Environment," Computer 
Graphics World, Vol. 10, No. 8, pg. 40 (August 1987). 

435 



9. Cawthon, J.A., E.Z. Crosthwait, and P.P. Tru 

~~ 

x. "SU ersonic Inlet 
Design and Airframe-Inlet Integration Program (Project Tailor-Mate)," 
AFFDL-TR-71-124 (May 1973). 

10. Bare, E.A., Reubush, D.E., Haddad, R., Hathaway, R.W., and Compton, 
M., "Investigation of a Delta-Wing Fighter Model Flow Field at 
Transonic Speeds,'' AIAA Paper 87-1749, presented at AIAA/SAE/ASME/ASEE 
23rd Joint Propulsion Conference, San Diego, 29 June - 2 July 1987. 

11. Norby, W.P., B.A. Haeffele, and R.R. Burley, "Isolated Testing of 
Highly Maneuverable Inlet Concepts," NASA CR 179544, December 1986. 

12. Lee, C.C., and W.A. Price, "Subsonic Diffusers for 
Aircraft," AFWAL-TR-86-3025 (Final Report for the 
1982 - April 19861, May 1986. 

Highly Survivable 
Period September 

13. Cosner, R.R., "Integrated Flowfield Analysis Methot ology for Fighter 
Inlets," AIM Paper 85-3071, presented at AIAA/AHS/ASEE Aircraft 
Design, Systems and Operations Meeting, 14-16 October 1985, Colorado 
Springs. Also presented as AIAA Paper 86-1463, presented at 
AIAA/SAE/ASME/ASEE 22nd Joint Propulsion Conference, 16-18 June 1986, 
Huntsville. 

14. Hiley, P.E., and D.L. Bowers, "Advanced Nozzle Integration for 
Supersonic Strike Fighter Application," AIM Paper 81-1441, presented 
at AIAA/SAE/ASME 17th Joint Propulsion Conference, Colorado Springs, 
27-29 July 1981. 

I 436 



N89-20944 
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ABSTRACT 

Computational results are presented for three advanced configurations: the F-16A with wing tip missiles 
and under-wing fuel tanks, t,he Oblique Wing Research Aircraft (OWRA), and an Advanced Turboprop 
research model. These results were generated by the lat,est, version of the TranAir full-potential code, which 
solves for transonic flow over complex configurations. TranAir embeds a surface-paneled geometry definition 
in a uniform rectangular flow-field grid, thus avoiding t,he use of surface-confornling grids, and decoupling 
the grid generation process from the definition of the configuration. The new version of the code locally 
refines the uniform grid near the surface of the geometry, based on local panel size and/or user input. This 
method distributes the flow-field grid p0int.s much more efficiently than t,he previous version of the code, 
which solved for a grid that. was uniform everywhere in the flow field. TranAir results are presented for the 
three configurations and are compared with wind tunnel data. 

INTR ODUCTJON 

The abilit,y of linear potential panel method codes t,o compute flows about very general configurat.ions has 
allowed them t,o be applied to a wide variety of configurations (R.efs. 1-8). These codes give reliable results for 
configurations in which local flows do not. deviate greatly from t.he freestream flow. For flows in the transonic 
regime, where both subsonic and supersonic flow exists, linear potential xiiet,hods become inappropriate 
due to the violat,ion of the sinal1 pert.urbation assumption. Nonlinear flow codes are required in order to 
predict, t.ransonic flows about aircraft,, but are generally limited t,o relatively simple configurations due to 
“t,he difficu1t.y in generating ‘suitable grids’ ’’ (Ref. 9). Recent, work (R.efs. 10 , l l )  has shown that. iiiiproved 
grid generation techniques allow for increasingly complicated geometries to be analyzed. TTnfort,unately, 
siiiiplificat,ions to the actual geomet,ry are generally required, as well as a good deal of time in generating 
the grid. 

TranAir, a transonic full-potentia1 code, utilizes the surface paneling t,echnology of PANAIR (Refs. 12-15) 
in t,he definition of t,he computat.iona1 model. The paneled definition of the configuration is then embedded 
in a relat,ively coarse rectangular array of flow-field grid points. The modeling generality afforded by t.he 
use of surface panels, and t.he decoupling of the flow-field grid definition from the defidion of t,he geomet,ry. 
allows TranAir t,o routinely solve transonic flow problems about. very complex configurations. 

The previous version of TranAir utilized a uniform grid which remained constant t,hroughout the solution 
process. This uniform grid approach generally causes the grid to be much finer than necessary to predict, the 
linear Prandtl-Glauert flow which prevails away from the geometry and not, fine enough to adequately predict 
the rapidly changing flow properties near the surface of t,he geometry. The grid refinement capabilit,y allows 
t.he definition of a much coarser initial grid, so that the grid away from the boundary is not unnecessarily 
fine. The code t.hen refines the initial uniform grid near the surface of the geometry where a finer grid 
is necessary in order to resolve the rapidly changing flow field. The refinements are based on local panel 
size and/or user input. The user may control the levels of refinement over regions of the geomet,ry, thus 
controlling the distribution, and to some extent the number, of grid point,s generated for a given problem. 
The grid refinement capability generates a much more efficient grid upon which to obt,ain a solution. For 
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test cases analyzed by both the original uniform grid version and the new refined grid version of TranAir, 
the total number of grid points defined for the problem by the new version of the code was consistently 50% 
less than was defined by the previous version of TranAir, while a t  the same time yielding more accurate 
solutions. 

DESCRIPTION OF THE METHOD 

The TranAir program may be broken into t.hree distinct sections: the input processor, the solver, and the 
output processor. A very brief description of each of these sect,ions is presented here. A detailed descript,ion 
of the inner workings of the code, including the niathernatics behind the solut,ion process, is reserved for 
future publication. 

Input. Processor 

The input processor reads the input file describing the configuration and flow conditions, checks the 
geometry for proper abutments and defines appropriate boundary unknowns and their locations. Most of 
the code for the input processor was taken directly from the pilotcode version of PANAIR. This helped in 
quickly producing reliable input processor code, as well as assuring compatability between PANAIR and 
TranAir input files. 

Solver 

The solver first. defines an initial uniform grid about, the input geometry based on values input by the user, 
who defines the nlininium and maximum values of the grid in each direct,ion, as well as the number of grid 
p0int.s in each direction. After setting up t,he initial grid, t,he solver successively refines the grid based on the 
size of t.he surface panels contained within each grid box. These refinements are limited to t,he neighborhood 
of the aircraft surface, and the user m a y  control the minimum and maxirnuni levels of the refinement,s. In 
addition, the user niay specify a region (volume) of interest about portions of the geometry where additional 
control over the refinement is desired. Within this region, t,he user specifies nlininium and maximum levels 
of refinement, which are independent of t,he refinements specified over the geometry outside of t,he region. 
In the near fut.ure, a solution-adaptive refinement capabi1it.y will be int,roduced t,o allow grid refinement to 
be based on the current state of the solution to the system of equations. 

Having produced a refined cornput.ationa1 grid, the solver const.ruct,s finit,e element operators on that. grid. 
A trilinear basis fundon  for the potential is associated with each finite element. Discret.ized operators 
are oht,ained using t.he Bat,eInan variational principle (Ref. 16) in a manner which is fully conservative 
and second-order accurat,e. This discret,izat,ion yields a set of nonlinear algebraic equations which simulate 
t,he original full-potent ial part,ial different i d  equation. Operators in supersonic regions are altered using a 
first.-order artificial dissipat,ion for shock capt.uring. 

The set. of nonlinear algebraic equat,ions is solved by an iterative process. An orthogonal direction algorit,hni 
called C;MRES (Generalized Mininium RESidual) (Refs. 17.18) is used t,o drive the solution process in 
conjunction with multiple preconditioners. The preconditioners consist, of a fast Poisson solver, which is 
particularly effective for regions where the flow remains subcritical, and an incomplete factorization of the 
sparse matrix produced by linearizing the set of nonlinear algebraic equat,ions. The sparse matrix is defined 
by selecting a subset of the entire system of equations and by closing the set through the imposition of a 
Dirichlet boundary condition. This ‘reduced set’ of points consists of all finite element nodes which make 
up a refinement of a box on the global Cart,esian grid plus all nodes which make up a finite element where 
t.he flow is supersonic. A nest,ed dissection ordering based on the physical location of finite elements in the 
computational grid is used to order the sparse matrix system. The incompete factorization is performed 
by using a drop tolerance when factoring the sparse matrix. If any element is smaller than either of its 
diagonals by the value of the specified drop tolerance, it is set, t,o zero. The preconditioners seem to work 
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inore effectively in combination than would a single preconditioner by itself. 
A significant advantage of the formulation is that the flow-field grid need only extend to  a point where the 

flow is linear, rather than to  a point where the flow is unperturbed. For cases in which there exist regions 
of supersonic flow, the flow-field grid must be large enough to  include the supersonic regions. The equation 
solved about the perimeter of the grid changes from the nonlinear full-potential equation to the linear 
Prandtl-Glauert equation. The ends of the computational grid can be relatively close to the configuration 
because the unknowns defined on the global (!artesian grid consist of Sources for the velocity potential. These 
sources exist on a grid which is theoretically infinite in extent, but the sources go to zero rapidly as afunction 
of distance from boundary surfaces. In fact, the sources are generally weak in the entire computational domain 
except near shocks, surface boundaries and wakes. The potential induced by specified sources is computed 
efficiently by a convolution integral of the sources with a discrete exterior Green’s function. 

Output Processor 

Once the solution process is completed, either by executing the maximum number of it,erations specified by 
t,he user, or by reducing t.he value of the residual below a user specified minimum, the value of t.he potential 
at each grid point, has been obhined. From these values, information about the flow both in the field and on 
the aircraft. surface may he obtained. Velocities in the flow field and on the surface may be comput,ed, from 
which the user may obt.ain forces and moments for the configuration, and pressure coefficients, streamlines, 
and Mach contours b0t.h in the field and on t,he surface of t,he geometry. One of t,he output options creat,es 
a file with all request,ed information about t,he flow at each point on the surface. A translator program may 
be writt,en which loads the informat,ion in the out,put, file int,o a dat.abase management system such as RIM 
(Relational Information Manager, Ref. 19), which in turn may be used to generate information for input t.o 
various 2-D and 3-D graphics programs and displays. Ot,her files may he generat.ed by TranAir, which can be 
read by PLOT3D (R.ef. 20) a 3-D dynanic display graphics program which runs on a graphics workstat,ion. 

DESCRIPTIONS OF THE MODELS 

Three configurations were rnodeled for which transonic result,s were desired. These models demonstrate 
t,he ability of TranAir to analyze complex geometries in t,he transonic flow regime. Descript,ions of each of 
t.hese configurations are presented below. 

F-1GA w/Wing Tip Missiles and Under-Wing Fuel Tanks 

The TranAir inodel of t,he F-16A includes all the components of the actual geometry. The model also 
includes the geomet,ry for an AIM-9 wing tip nlissile and launcher, and for a 370-gallon under-wing fuel 
t.ank and pylon. The complete F-16A definit,ion is shown in Figure 1. Previous publications have presented 
TranAir resu1t.s for the basic F-1GA wit.h no ext.erna1 stores (ref. 21). and with the addition of the 370-gdon 
underwing fuel t.anks (ref. 22). The addition of the nlissile/launcher geometry t .0  the definition of the F- 
1GA shows the flexihilit,y of TranAir in being able t,o quickly add complex pieces of geometry t,o an existing 
configuration and successfully analyze the new model. 

The paneled definit.ions of the tip Inissile and launcher, and the fuel tank and pylon, were created on a 
Calnia CAD/CAM machine based on blueprint drawings. The definition of the launcher and missile is true 
t,o the actual geoinet.ry with the exception of the small gap t,hat exists between the missile and the launcher. 
For simplicity, this region was faired over. The fins on the iilissile were modeled as flat plates, which is very 
close to t,he shape of the actual fins. Wakes were defined from the trailing edge of the launcher, the base of 
the missile, and the trailing edges of all the fins. Wakes from t.he trailing edge of each of the forward fins 
were defined such that they ended at  the leading edge of the corresponding aft fin. This was done to conserve 
t,he circulation generat.ed by the forward set of fins. The launcher wake was connected to t,he outboard wing 
wake by a wake ‘filler’ network. 
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The fuel tank and pylon were also modeled true to the actual geometry, with the exception of the fins on 
the aft portion of the fuel tank. The top fin was omit,ted in order to  simplify the wake modeling process. 
Since there was no sideslip angle in the computations, this simplification was considered to be reasonable. 
The side fins were modeled as flat plates, which is very close in shape to the actual fins. The wake from the 
pylon passes through the horizontal tail, so the wake had to  be broken int.0 two wakes. One passes over the 
tail, and one passes under the tail. The paneling on t,he horizontal tail networks had to be modified slightly 
so that there were network ahut,inents where the wakes int,ersect, the upper and lower tail surfaces. 

The wind tunnel niodel of the F-16A had a flowthrough nacelle. The TranAir niodel of the nacelle inlet, 
is a net.work of porous panels, on which the boundary condit,ions are (1) the velocity on the upstream side 
of the panels is the normal component, of the freest.ream velocity, and (2 )  the perturbation potential on the 
downstream side of the panels is zero. The nacelle exhaust is closed off by a network of panels in the same 
manner as the inlet.. The boundary condit.ions used on this network are (1) the total pot,ential is constant 
on t.he downst.ream side of the network, and ( 2 )  t,he perturbation potential is zero on the upstream side. 
The const,ant tot.al potential on the downst,reani side combined with wake networks emanat.ing from the 
afterbody perimeter cause the flow to separat.e smoothly from t,he aft.erbody, rather t,han turning through a 
right angle as would occur if the base panels were modeled with solid-surface boundary conditions (Fig. 18 
from Ref. 12). 

TranAir allows one-half of the geometry to he input for cases which have one plane of symmetry, such as 
the F-16A model. The right half of the F-16A definition is comprised of 6388 surface panels and 754 wake 
panels. The right half of the initial uniforin grid for this case contained 33 x 11 x 1 7  points in the 2 ,  y, and 
z directions, respectively. Regions (volumes) of int.erest, were specified around t,he wing, the fuel tank, and 
the tip iilissile assembly. Within these three regions, a nlinimum of three levels of refinement were specified, 
wit,h a maxinium of four levels in t,he tank and mjssile regions, and five levels in the wing region. The final 
refined grid from which a solution was generat.ed contained approximat,eIy 71,000 grid point,s, which is less 
than half of t,he total number of grid point,s used by t,he original version of TranAir t,o obtain previous F-16 
results. A spanwise two-dimensional cut of t,he refined grid is shown in Figure 2. This figure shows the 
refinement of the grid around the wing, as  well as the fuel tank and missile asseiiiblies. The refinement, 
around t,he leading edge of the wing was one to two levels finer than the station seen in Figure 2, which is 
nearer t,o the trailing edge. 

Advanced Turboprop Research Aircraft 

The Advanced Turboprop configuration is designed to cruise at, A4- = 0.8 and C'L = 0.5. The wind 
tunnel model is a combinat.ion pressure and force model having an active propeller which is driven by a 
compressed air turbine housed in t.he nacelle. Since the propeller slipstream induces upwash on t,he wing 
inboard of the nacelle and downwash on the wing out,board of t.he nacelle, the wing definition included twist 
designed to  c0nipensat.e for these effects. As a result of t,he wing twist, t,he power-off (propeller removed) 
wing pressures outboard of t.he nacelle achieve a fairly high suct,ion peak. Wind t,unnel data was generated 
for both power-on and power-off cases in order t.o study t.he power effects for t.he model. 

The TranAir model does not include the definition of t.he propeller, or any of the relat,ed slipstream effects. 
The paneled definit.ion of t,he right hand side of the advanced turboprop model, as well as the synmietric 
left. hand side, is shown in Figure 3. The paneling was created on a Calrna CAD/CAM machine based on 
geomet,ry informat.ion provided by McDonnell Douglas. The paneled definit,ion of one-half of the symmetric 
configuration consists of 1019 surface panels and 96 wake panels. 

The absence of any tail surfaces in the definition of the TranAir model is consist,ent with the design of 
the wind tunnel model. The TranAir model differs from the wind t.unne1 model in only one respect. a t  the 
nacelle exhaust, nozzle. The vertical plane of the exhaust nozzle on the wind tunnel model faces slightly 
inboard. The TranAir model defined the exit. plane to be parallel to the y - z plane. The definition of wakes 
for this configuration was fairly standard, with wakes emanating from the wing trailing edge, and from the 
nacelle exhaust, nozzle and the fuselage base. 
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The initial global grid box for this case, which was defined only for the right hand side of this symmetric 
configuration, contained 33 x 11 x 17 points in the 2, y, and z directions, respectively. A region of interest 
was defined around the leading edge of the wing, and the rest of the wing. The leading edge region specified 
a Inininiuni of four, and a maxiniuni of five, levels of refinement. The aft region specified a minimum of 
three, and a maximum of five, levels of refinement. A region around the nacelle specified a mimimum of 
t,hree, and a maximum of four, levels of refinement. A spanwise two-dimensional cut showing the refined 
grid across the fuselage, wing and nacelle is shown in Figure 4. 

Oblique Wing Research Aircraft 

NASA has studied the feasibilit,y of using oblique wing airplanes for flight. a t  transonic and low supersonic 
speeds for many years. Airplanes einbodying this concept should prove useful for missions that require 
variable geomet,ry configurations. In order to  resolve some of t,he remaining uncertaint,ies associated with t.he 
oblique wing concept, a proposal to convert t.he NASA Digital Fly-By-Wire Airplane t,o the Oblique Wing 
Research Aircraft was made. As part. of t,he overall research program associated with t,his airplane, a detailed 
coniparison of wind t.unnel with theoretical results is being made. The original numerical calculations were 
generat.ed by PANAIR, a linear pot.entia1 flow code. The same paneled definition of the Oblique Wing 
configuration was analyzed by TranAir in an att.ernpt to  more accurat,ely predict the charact,eristics of t.he 
oblique wing in transonic flow, particularly when the wing is swept,. 

The configurat,ion st,udied here was t.est.ed in 1986 in the Aines 11- by ll-foot Transonic Wind Tunnel. 
The wing has subsequently undergone considerable redesign, part,icularly with respect to  planform area. The 
wing was designed to have an area of 250 sq.ft,. on t,he full scale airplane, wit.h a span of 50 ft,. The wind 
tunnel model is an 0.087 scale model of the wing att.ached to a model of t,he F-8 fuselage. 

The paneled definition of t,he Oblique Wing model included the wing at. a 30" sweep angle, t,he fuselage, 
einpennage, and ventrals. The ventrals and the horizont.al and vertical tails were modeled as thin (flat plate) 
surfaces. The wing definit,ion was generat,ed on a Chlnia CAD/CAM machine. The same numerical definition 
was used to  generat.e bot,h t.he TranAir model and wind bunnel niodel of the wing. The paneled configuration, 
shown in Figure 5, consists of 1134 surface panels and 175 wake panels. Most, of t,he surface panels (750 
out, of 1134) are used in the definition of the wing, with the paneling on t,he fuselage and empennage being 
relatively coarse. B0t.h sides of the configurat.ion were defined due to  t,he absence of a plane of synmet,ry 
for t,he configurat,ion. Wake networks were attached to t.he t,railing edges of all lift,ing surfaces, including t,he 
vert,ical tail. Since the configurat.ion is asynunetric, the vertical h i 1  may generate significant. side force. even 
at. zero sideslip, and t,hus t,he vertical wake could not. be omitted froni the definit,ion. The wing wakes 
pass t,hrough the vert,ical tail. so t.he tail had to he defined by two networks which abut. along the line defined 
by t.he wing wakes. 

The init,ial global grid box for this case contained 33 x 17 x 11 points in t,he E ,  y, and z directions, 
respect,ively. This box enclosed b0t.h sides of the geomet.ry, rather than just, one-half of the geoniet,rv, due 
t.o t.he asynmietry of the configurat,ion. A region of int,erest, was defined around t,he wing, with a rilinimuin 
of four, and a maxinium six, levels of refinement. Regions were also defined at, the wing tips, and at, the 
horizont,al and vertical tails. These regions specified lesser degrees of refinement than was specified for the 
wing. The final refined grid froni which a soliit,ion was generat,ed contained approxiniat.ely 46,000 grid point,s. 
A streamwise two-dimensional cut showing the refined grid along the cent.erline of t,he geometry is shown 
in Figure 6. As can be seen, the grid is relatively coarse over most of the fuselage, and much finer in the 
vicinity of the wing. 

RESULT S 

Wind tunnel results were available for all three of the configurations presented. The F-16A and Advanced 
Turboprop wind tunnel models generated pressure data, as well as force and moment data. The Oblique 
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Wing wind tunnel model was a force model only. The TranAir result,s present,ed here were obtained on a 
C h y  X-MP/48, using 32 million words of a 128 million word solid-stat.e storage device (SSD). Comparisons 
of TranAir results with wind tunnel data are presented below. 

F-16A w/Wing Tip Missiles and Under-Wing Fuel Tanks 

As was ment,ioned previously, TranAir results for the F-16A using the original version of the code have 
been published (Refs. 21,22). The main conclusion from these result,s was that, due to machine IiieIiiory 
limitations, the uniform grid scheine did not, allow t,he grid t.0 be fine enough t.0 resolve t.he flow near leading 
edges and tips of 1ift.ing surfaces, even though as manv as 200,000 grid points were used. For the F-16A 
configuration shown in Figure 1, the final refined grid generated by the new version of TranAir consisted 
of only il, 000 p0int.s. The TranAir predicted C: for the F-16A with wing tip rilissiles and fuel tanks are 
shown in Figure 7 for M ,  = 0.6 and cy = 4". 

The previously published wing pressure resu1t.s showed reasonable agreement, wit.h wind t,unnel data  
(Ref. 23) with t.wo except.ions. Leading edge suction peaks were not. capt,ured because the grid was very 
coarse relative t.o the geometry. Also, pressures a t  the wing t.ip were in poor agreement with wind tunnel 
data. The poor agreement was due to b0t.h the relative coarseness of the grid at the t.ip, and the fact, that  
no wind tunnel data  existed for the F-16A without. wing tip iilissiles and launchers. 

The effect of adding the tip missile and launcher geometry t.o the definition of the F-l6A, as well as the 
improved resolution of the flow due to  the grid refinement capability, is evident in Figure 8. This figure 
shows wing tip C p  predict.ions from both versions of TranAir, as well as from wind t,unnel d a h  The results 
froin the original version of TranAir did not include the wing tip missiles and launchers in the definition 
of the geometry. The poor leading edge results, however, were caused by poor resolution of t.he grid in the 
region, rather than the absence of the iilissile geometry. Resu1t.s from bhe new version of TranAir show much 
bet.ter agreement wit,h wind tunnel data. This improvement in t.he predict.ed pressures can be abtrihuted t.0 
both t,he addit,ion of the ~nissile/launcher geometry t.0 the TranAir model and the grid refinement. capability 
which ~iiore accurately resolves t.he flow in the region. 

Advanced Turboprop R.esearch Aircraft. 

Figure 9 shows t.he TranAir and wind t.unnel ( I p  predict,ions for Ma = 0.6 and cy = 2" at two wring 
stations. These resu1t.s show TranAir predict.ions which are in reasonable agreement, with wind tunnel &a. 
The tap stat.ion shown in Figure 9a is inboard of the nacelle. The absence of a pressure peak near the leading 
edge reflect,s t.he negat.ive twist. inboard of the nacelle designed to offset the propeller upwash. Due t.o t,he 
spacing of the wing paneling on t.he computational model, TranAir resuks were not available at. exactly the 
same tap stat.ion as the wind t,unnel data. The closest available data on the TranAir model was 3% inboard 
from the wind tunnel st.ation, which could explain t,he slight. difference in C p  predictions between TranAir 
and wind tunnel data. The tap station in Figure 9b is outboard of the nacelle. The high suction peak 
reflected in the wind t,unnel data is a result of the upward wing twist out,board of the nacelle designed to 
offset. propeller downwash. TranAir result,s for the outboard tap station do not, predict, t.he magnitude of the 
suction peak. This is most likely due to  the refined grid st.il1 being too coarse near t,he leading edge. Another 
possible explanation is the relative coarseness of the wing paneling. B0t.h possibilities will be explored in 
future research. The TranAir CP prediction over the entire configuration for h/r, = 0.6 and a = 2" is 
shown in Figure 10. 

Oblique Wing Research Aircraft 

Results for the Oblique Wing geometry were obtained for Mm = 0.8 and cy = 5", at. a 30" wing sweep 
angle. Figure 11 shows the TranAir prediction of Cp for the entire configuration. Since no wind tunnel 
pressure data are available, this figure must be used to  judge whether or not the predicted pressures seem 
reasonable. 
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Figure 12 shows plots of CL and C, V‘J. a, in which TranAir data are compared wit,h wind tunnel data 
and PANAIR predictions. Although PANAIR results showed reasonable agreement with wind tunnel results, 
the effects of applying a linear potential code to a transonic flow problem are evident. These plots show that 
TranAir predictions compare much bet.ter with wind tunnel data than do the PANAIR predictions. The lift 
curve from the TranAir data is in good agreement with the wind tunnel curve, although the slopes differ 
slightly. The TranAir data was obt.ained with a relatively coarse flow-field grid (45,000 point,s), with the 
majority of points existing near t.he wing surface. By refining t.he grid more around the fuselage and t.he 
empennage, as well as the wing, a more accurate lift, prediction should be possible. 

The pitching moments predict.ed by TranAir were parallel t,o the wind t.unnel d a h ,  and were closer to the 
wind tunnel data t,han the PANAIR prediction. The extrapolated value of the zero-lift pitching moment 
for TranAir differs by a significant amount. Several possible fact.ors may contribute to  this offset. The 
fuselage definition used for t,he PANAIR and TranAir models was not. identical t,o t.he one used for the wind 
tunnel model. The nose region on the wind tunnel model of t,he F-8 fuselage has been modified several 
times over many years of testing, while the existing computational inodel ret.ains the original definition 
of t,he nose. These modificat,ions t,o the nose, besides affecting t.he aerodynamics of the fuselage, have 
made it, difficult to maint,ain a reliable reference point. on the fuselage. The location on the fuselage of the 
computational definition of the wing was approximat,ed, and its  dishnce from the horizontal tail could differ 
by a significant. amount from that of the wind t,unnel model. This possible discrepancy will be clarified 
and the proper adjustments to the comput.at.iona1 model will be made. Another possible cause of pitching 
moment discrepancy is t.he modeling of the horizontal h i 1  surfaces as flat plates. Future work will include 
the modeling of t,he tail surfaces with the same t,hickness as for the wind t.unne1 model. 

It. is encouraging that. TranAir predictions for the t,ransonic Mach no. are in better agreement. wit.h wind 
tunnel dat.a than the linear potential predict,ions from t,he PANAIR code. Since, in the t.ransonic flow regime, 
the flow violat.es the small perturbation assumpt,ion upon which linear potent,ial flow is based, the PANAIR 
predictions should not. be as accurat,e as t.hose obtained by a nonlinear full-potential flow code such as 
Tr an Ai r . 

FUTURE PLANS 

Several enhanceinent,s are to be incorporated into t.he existing TranAir code. Some of these enhancements 
are in t,he iinpleinentation process, while ot.hers are scheduled t,o be completed by the end of the first quart.er 
of 1989. 

Most, of the current effort is directed toward t,he ixiiplexrientat,ion of a solution adaptive grid refinement 
capabilit,y. The current, refinement, method, which is based on local panel size and user input, requires a 
good deal of insight by the user as to  where more grid p0int.s might be necessary in order to more accurat.ely 
predict bhe flow in critical areas. Also, the refinement, is 1iInit.ed to t,he neighborhood of the surface of t.he 
geometry. The solution adaptive refinement. technique will evaluate the solution everywhere on the grid, and 
Inake further refinernent,s in regions where the solut,ion is less accurat,e. Refine1iient.s will also be allowed t,o 
extend int.0 the flow field in order t,o accurately capt,ure shocks. 

The current, code requires t,he freestream Mach no. to be less than 1.0. The flow field is allowed to have 
regions of supersonic flow, but the freestream value of t,he Mach no. must, be subsonic. Near t,erm effort. will 
he direct,ed toward implementing a supersonic freestream capability. 

TranAir currently employs a trilinear basis function for the potent,ial. This causes the velocity within a 
grid box to be approximately constant. Work is being done t.o irnplernent a second-order basis function, 
which would then allow t,he velocity to vary across a grid box. This should combine with t,he grid refinement, 
capability to  improve the accuracy of the predict,ions. 

Sorile effort will go int,o studying the feasibility of adding a ‘viscous’ t,errn to the full-potential equation. 
This would enable the code to ‘capt,ure’ wakes from sharp leading edges and t,lCailing edges of lifting surfaces. 
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For the current version of TranAir, the user must define wakes in the same manner as required by linear 
potential flow codes. A wake-capturing capability would remove the burden of manual wake definition from 
the user, as well as more accurately defining the shape and location of the vortex sheets from the lifting 
surfaces. 

SUMMARY 

The TranAir full-potential code solves transonic flow problems about very general and complex configu- 
rations. A surface-paneled geometry definition is embedded in a uniform rectangular flow-field grid. This 
uniforrri grid is then refined in the neighborhood of the geometry based on the local surface panel size and/or 
user input. Finite element operators are constructed on the refined grid. Discretized operators are obtained 
in a conservative. second-order accurate fashion. A set of nonlinear algebraic equations which simulate the 
full-potential partial differential equation are generated, and are solved by an iterative process. Operators 
in supersonic regions are altered using a first-order artificial dissipation for shock capturing. TranAir results 
are shown for three different configurations: the F-16A with wing tip missiles and under-wing fuel tanks, the 
Oblique Wing Research Aircraft, and the Advanced Turboprop research model. These results demonstrate 
the ability of the code to routinely analyze complex configurations in the transonic flow regime. Future work 
will include the addition of a solution adaptive grid refinement capability, a higher-order basis function for 
the potential, a supersonic freestream capability, and the addition of a viscous term to the full-potential 
equation in order to capture wakes from sharp leading edge5 and trailing edges of lifting surfaces. 
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Figure I .  Surface panel definition of F-16A configured with 
wing t ip  missiles and under-wing fuel tanks. 

Figure 2.  Spanwise two-dimensional cut of refined grid for 
F-16A configuration near wing trailing edge. 
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Figure 3. Surface panel definition of the Advanced Turboprop 
research model (ATP). 

Figure 4 .  Spanwise two-dimensional cut of refined grid for 
the ATP through the wing/nacelle intersection. 
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Figure 5. Surface panel definition of the Oblique Wing Research 
Aircraft (OWRA), wing sweep = 30". 

Figure 6. Streamwise two-dimensional cut of refined grid for 
the OWRA at the centerline of the configuration. 
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Figure 7 .  TranAir C, results for the F-l6A, M ,  = 0.6, a : 4". 

F-16A w/Tip Missiles, Fuel Tanks 
95% semi-span, M, = 0.6, a = 4" 
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Figure 8. TranAir C, results for the F-16A compared with wind 
tunnel data  at 95% semi-span station, M ,  = 0.6, Q = 4". 
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Figure 9. TranAir  C, results for the ATP compared with wind 
tunnel  data, M,  = 0.6, a = 2". 1 
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Figure 10. TranAir  C, results for t h e  ATP,  M ,  = 0.6, CY = 2". 
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Figure 1 1 .  TranAir C, results for the OWRA, M, 1 0.8, a = 5" 
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Figure 12. TranAir lift and pitching moment results for the OWRA 
compared with wind tunnel data ,  M, = 0.8, a = 5".  

a. .Lift coefficient vs. angle-of-attack. . / .  
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AT TRANSONIC SPEEDS* 
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Grumman Aircraft Systems Division 

Bethpage, New York 

SUMMARY 

A computational method developed to provide an inviscid transonic 
analysis for isolated and underwing, pylon-mounted stores is described. Wing, 
fuselage, pylon, and store body and fin components are modelled simultaneously 
by computing solutions on a five-level embedded grid arrangement. Flow field 
accuracy in the vicinity of the store is enhanced by the use of cylindrical 
grids which conform to the actual store body shape. A completely automated 
grid generation procedure facilitates applications. A finite difference 
scheme developed specifically for modified transonic small disturbance flow 
equations enhances the method’s numerical stability and accuracy. Treatment 
of lower aspect ratio, more highly swept and tapered wings is therefore 
possible. A limited supersonic freestream capability is also provided. For 
the test cases considered, computed surface pressures and load distributions 
reveal strong store/airframe interactions. Predicted results are supported by 
correlations with experimental data. It is concluded that predictions would 
be improved by simple 2-D or axisymmetric modelling of viscous effects and 
flow separation. 

INTRODUCTION 

Prediction of external store carriage characteristics at transonic 
speeds requires computations for rather complex geometries. Wing, fuselage, 
pylon, and store body and fin components each need to be modelled. While 
methods to obtain full potential, Euler, and Navier Stokes solutions for 
simpler geometries are maturing at a rapid pace, transonic small disturbance 
(TSD) formulations are still a practical alternative for treatment of these 
more complex configurations. 

The NASA/Grumman Transonic Wing-Body Code (refs. 1,2,3) represents the 
state of the art for reliable TSD analysis of complex aircraft. An attempt to 
extend similar wing/fuselage methodology to treat wing/fuselage/pylon/store 
geometries (refs. 4 , 5 )  attributed poor isolated body normal force correlations 
to the TSD formulation. Since approaches emphasizing the use of more 
sophisticated flow equations (refs. 6,7,8) are difficult to implement and 
require further development for practical three-dimensional applications, a 
more accurate TSD formulation was developed for treatment of store body shapes 
(ref. 9). This approach was then employed for more accurate treatment of 
finned stores and store carriage configurations. 

*This work was supported by NASA Contract NAS1-18105. 
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The Transonic Store Carriage Loads Prediction (TSCLP) Code which was 
developed combines refined TSD approaches (refs. 1,2,3,9) for treatment of 
isolated and underwing, pylon-mounted stores. TSCLP Code prediction accuracy 
for isolated stores with multiple fore and aft fins was documented in 
reference 10. For the single pylon-mounted store test case considered, good 
correlation was also shown in reference 10 between computed and experimental 
store body surface pressures and load distributions. In this paper, after 
presenting an overview of the computational method, TSCLP Code prediction 
capability for store carriage configurations is evaluated in more detail. 

SYMBOLS 

wing span 

pressure coefficient 

store body cross-section side force coefficient 

store body cross-section normal force coefficient 

fuselage or store body length 

freestream Mach number 

store body maximum radius 

coefficients of governing flow equation 

cylindrical coordinates 

Cartesian coordinates 

angle of attack 

specific heat ratio 

wing spanwise coordinate, 2y/b 

perturbation potential 

COMPUTATIONAL METHOD 

Treatment of wing/fuselage/pylon geometry is similar to that found in 
the basic wing-body code (refs. 1,2). Modelling capability for isolated and 
underwing, pylon-mounted stores is limited to axisymmetric store bodies with 
multiple fore and aft fins. Store flow field accuracy is enhanced by the use 
of cylindrical grids which conform to the actual store body shape. Store fins 
are then treated using a small disturbance, planar representation analogous to 
that used for wings and pylons. No provision is made in the computations for 
modelling of viscous effects and/or flow separation. 
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A completely automated grid generation procedure facilitates 
applications. Required inputs consist of configuration geometry, freestream 
flow conditions, and number of solution iteration cycles. Geometry input 
verification for a Douglas wing/pylon/store test configuration is shown in 
figure 1. Grid set up for this geometry is shown in figure 2. 

Modified TSD flow equations are employed. These permit calculation of 
flow nonlinearities, including shocks, and at the same time provide the 
flexibility required for treatment of complex geometries. In Cartesian grids 
the flow equation is given by 

where subscripts denote partial differentiation, and 

2 
U = -2 M, @Y 

2 
V = 1 - ("+I) M, QX 

In cylindrical grids the flow equation is similarly given by 

where T and V are as above, and 

2 
U = -2 M, (o( sine+ Or) 

I 

The equations are referred to as modified because additional terms are 

retained relative to the classical TSD flow equation. 
retained to provide a better approximation to the transition between subsonic 
and supersonic flow. 
more accurately resolve shock waves which are swept in the x-y (wing) and x-r 
(fin) planes, respectively. 

2 
The Ox QXx term is 

The Qy@xy, Qx+yy and +r$xr, $,$,, terms are retained to 

Finite difference approximations are substituted into the flow equations 
to arrive at a tridiagonal, successive line over-relaxation scheme. An 
upwind, rotated difference scheme (ref. 11) provides the proper domain of 
dependence at supersonic points. A variation of this scheme developed 
specifically for modified TSD flow equations (ref. 3) determines the rotation 
from the coefficients T , U , V  rather than from local flow angularities. This 
greatly enhances the method's numerical stability and accuracy. Treatment of 
lower aspect ratio, more highly swept and tapered wings is therefore possible. 

455 



A supersonic freestream capability is also provided. For this, 
outermost grid boundaries are located a finite distance from the configuration 
where appropriate inflow, outflow, and radiation-type boundary conditions 
(ref. 12) are applied. The supersonic freestream capability works well for 
wing/fuselage combinations, but only limited success was achieved for 
treatment of stores. 

As shown in figure 2, a five-level embedded grid arrangement is 
employed. Wing and fuselage components are modelled in Cartesian grids, store 
body and fin components are modelled in cylindrical grids, and the pylon is 
modelled in both. The grid generation procedure is currently set up to treat 
wing/store gaps as small as one store diameter, excluding fins, or one-half 
store radius, including fins, whichever is larger. Communication between 
embedded grids is accomplished by interpolation of central first derivatives 
and, where required, upwind second derivatives of the potential in a direction 
normal to the computational grid boundaries. 

As in the basic wing-body code (refs. 1,2), the global coarse grid and 
wing fine grid systems are used to model the wing and fuselage. 
interaction (WSI) grid is embedded within the global coarse grid in the 
vicinity of the store. This medium density grid functions as a means of 
communication between the other Cartesian grids and the cylindrical grids. 
There are appropriate gaps or holes in the Cartesian grids where the store 
geometry is not readily modelled. The flow field in this region is computed 
using a cylindrical C-grid embedded within the WSI grid. A second, finer, 
cylindrical C-grid is embedded within the first to further improve solution 
accuracy. 

A wing/store 

Along with the use of cylindrical C-grids, the more accurate TSD 
formulation for store body shapes employs exact body surface boundary 
conditions and isentropic pressure coefficients. Estimates of incremental 
store body loads due to viscous crossflow effects (ref. 13) are included along 
with computed inviscid results. 
the store's combined pitch/yaw angle relative to the freestream flow and, as 
such, are strictly valid for isolated bodies only. 

These simple estimates are based solely on 

COMPARISONS AND CORRELATIONS 

The first case considered is the Douglas wing/pylon/store test 
configuration introduced in the previous section. Results computed at 
M, = 0.75 and o( = 4O for isolated wing and store components are compared in 
figures 3-5 to those computed for the wing/pylon/store configuration. 
Overall, the results show the presence of strong store/airframe interactions. 

In figure 3,  computed wing chordwise surface pressures are compared to 
experimental data (ref. 14) obtained at a span station somewhere in the 
vicinity of the pylon. Even for the wing-alone configuration, correlation on 
the wing upper surface is poor. Airfoil section studies using the more 
sophisticated 2-D GRUMFOIL method (ref. 15) gave similar predictions, 
suggesting that test anomalies, rather than flow simulation inaccuracies, are 
to blame. Nevertheless, the predicted and measured effect of the pylon and 
store on wing upper surface pressures is a slightly more pronounced leading- 
edge expansion. 
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Correlation with data in figure 3 is better on the wing lower surface. 
The compression in front of and expansion around the pylon leading edge 
propagates onto the wing lower surface, with measured pressure levels midway 
between those computed at the inboard and outboard wing/pylon junction. The 
flow then accelerates along the length of the pylon. It expands even more as 
it attempts to fill in behind the rather blunt pylon trailing edge, where it 
then undergoes the usual trailing-edge compression. The large expansion and 
strong shock predicted at the pylon trailing edge occur in the data to a 
lesser degree, possibly due to viscous effects and/or flow separation which 
have not been modelled. 

Computed wing spanload distributions are also shown in figure 3. The 
combined effect of the wing and store is a marked decrease in wing loading 
which is greatest at the wing/pylon junction itself. The load carried on the 
pylon appears as a discontinuity in the wing spanload. 

Isolated and pylon-mounted store longitudinal pressure distribution 
predictions are compared in figure 4 .  The large compressions and expansions 
associated with the pylon leading and trailing edges can be seen along the 
store top centerline. Here, the leading-edge expansion terminates in a shock, 
after which pressure levels are closer to those on the adjacent wing surface. 
Aft of the pylon, the flow continues to accelerate slightly, until it is 
overcome by the compression at the wing trailing edge. These effects occur to 
a lesser degree along the inboard and outboard sides of the store, and even 
less so along the bottom centerline. 

The predicted effects of the airframe on store axial load distributions 
are shown in figure 5. Most noticeable is a downward load in the area of the 
wing and pylon leading edge, an upward load due to the expansion in the 
immediate wing/pylon/store vicinity, and downward loads near the wing and 
pylon trailing edges. There are also small excursions in side force. 

The second case considered is the same Nielsen wing/fuselage/pylon/store test 
configuration studied in reference 10. Here, results computed at M, = 0.925 

and CX = 5' for the isolated wing/fuselage and store components are compared in 
figures 6-8 to those computed for the wing/fuselage/pylon and wing/fuselage/ 
pylon/store configurations. As for the Douglas test configuration, the 
results show the presence of strong store/airframe interactions. 

The predicted effects of pylon and store on wing chordwise pressure 
distributions at the pylon span station are shown in figure 6 .  The 
compressions and expansions at the pylon leading and trailing edges propagate 
onto the wing lower surface. A slight acceleration otherwise occurs along the 
length of the wing/pylon junction. These effects are more pronounced when the 
store is present. The compression at the store nose for this case propagates 
onto the the wing lower surface, accompanied by a slight increase in the size 
of the wing leading-edge expansion. The effects of the pylon and store on the 
wing spanload distribution are also shown in the figure. The pylon without a 
store has a much smaller effect on the wing spanload than does the pylon/store 
combination. 

Computed fuselage bottom centerline pressure distributions are compared 
to experimental data (ref. 16) in figure 7. For the wing/fuselage 
configuration, the wing lower surface pressure field propagates only slightly 
onto the fuselage bottom centerline. With the pylon present, this effect is 
enhanced. With both pylon and store present, the effect is highly pronounced. 
These results correlate well with the data. 
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In reference 10, computed store pressure and axial load distributions 
for this configuration (as well as for the isolated store) were compared with 
experimental data (ref. 1 6 ) .  The pylon-mounted store axial load distributions 
are shown here again, in figure 8 .  Good correlation is shown for both normal 
and side force load distributions. The anomaly in predicted side force in the 
vicinity of the pylon trailing edge is attributed to a small misalignment of 
predicted inboard and outboard pylon trailing-edge shock locations. 
Unfortunately, one of the difficulties encountered in predicting store loads 
at transonic speeds is that relatively large loads result from rather small 
differences in surface pressures. Modelling of viscous effects and/or flow 
separation might correct this computational deficiency. 

The Nielsen wing/fuselage/pylon/store configuration was tested at 
supersonic, as well as subsonic, freestream Mach numbers. Although limited 
success was achieved for supersonic treatment of stores, calculations for this 
configuration were possible, most likely because the underwing store is in a 
region of reduced, lower Mach number flow. Results computed at M, = 1.1 and 
M = 5' are shown in figures 9-11.  

In figure 9, which shows results for the wing and fuselage, an 
unexplained variation in wing upper surface pressures at about 70% chord is 
predicted. Good correlation is shown for the fuselage bottom centerline 
pressure distribution. Store surface pressures appear in figure 10. Strong 
shocks which are predicted towards the aft end of the store do not occur in 
the data, again possibly due to viscous effects and/or flow separation. These 
discrepancies also compromise the store axial load distribution correlations, 
which appear in figure 11. Overall, correlation with data is fair, but not as 
good as for the subsonic case. 

CONCLUDING REMARKS 

Correlations indicate that the Transonic Store Carriage Loads Prediction 
Code provides reliable prediction of store carriage aerodynamics, but that 
even simple 2-D or axisymmetric modelling of viscous effects and flow 
separation would improve store carriage loads prediction accuracy. A limited 
supersonic freestream capability was also demonstrated. Even with the 
limitations of the transonic small disturbance, embedded grid formulation, the 
method provides a fundamental understanding of store/airframe interactions not 
available by other means. 

REFERENCES 

1. Boppe, C.W., "Transonic Flow Field Analysis for Wing-Fuselage 
Configurations," NASA CR 3243, May 1 9 8 0 .  

2 .  Boppe, C.W., llAerodynamic Analysis for Aircraft with Nacelles, Pylons, and 
Winglets," NASA CR 4066, Apr. 1 9 8 7 .  

3 .  Rosen, B.S., "Computational Transonic Analysis of Canted Winglets," 
of Aircraft, Vol. 21, No. 11, pp. 873-878, N ~ v .  1 9 8 4 .  

4 .  Thompson, D . S . ,  "A Mesh Embedding Approach for Prediction of Transonic 
Wing/Body/Store Flow Fields," paper presented at the Numerical Boundary 
Condition Procedures Symposium, Moffet Field, CA, 1 9 - 2 0  Oct. 1 9 8 1 .  

458 



459 

5 .  Thompson, D.S., "TAS - A Transonic Aircraft/Store Flow Field Prediction 
Code," NASA CR 3721, Dec. 1983. 

6. Dougherty, F.C., Benek, J.A. and Steger, J.L., "On Applications of Chimera 
Grid Schemes to Store Separation," NASA TM 88193, Oct. 1985. 

7. Lijewski, L.E., "Transonic Flow Solutions on a Blunt, Finned Body of 
Revolution Using the Euler Equations," AIAA Paper 86-1082, May 1986. 

8. Cottrell, C.J. and Lijewski, L.E., "A Study of Finned, Multi-Body 
Aerodynamic Interference at Transonic Mach Numbers," AIAA Paper 87-2480, 
Aug. 1987. 

9. Rosen, B.S., "Body Flow Field Simulation and Force/Moment Prediction at 
Transonic Speeds," AIAA Paper 85-0423, Jan. 1985. 

10. Rosen, B.S., "External Store Carriage Loads Prediction at Transonic 
Speeds," AIAA Paper 88-0003, Jan. 1988. 

11. Jameson, A., "Iterative Solution of Transonic Flows over Airfoils and 
Wings, Including Flows at Mach 1," munications on Pure and2Qplied 
Mathematics, Vol. 27, pp. 283-309, 1974. 

12. Roache, P. J., "Computational Fluid Dynamics, '' Hermosa Publishers, 
Albuquerque, N.M., 1972. 

13. Allen, J.H., "Estimation of the Forces and Moments Acting on Inclined 
Bodies of Revolution of High Fineness Ratio," NACA RM A9126, 1949. 

14. Muse, T.C. and Bratt, R.W., "Summary of High Speed Wind-Tunnel Tests of a 
Douglas Aircraft Store Shape and a 2000-Pound G.P.-AN-M66 Bomb," Douglas 
Aircraft Company, Inc. Report E.S. 21150, Jun. 1948. 

15. Melnik, R.E., Chow, R.R., Mead, H.R. and Jameson, A., "An Improved 
Viscid/Inviscid Interaction Procedure for Transonic Flow over Airfoils," 
NASA CR 3805, Oct. 1985. 

16. Stahara, S.S. and Crisalli, A.J., "Data Report for a Test Program to Study 
Transonic Flow Fields about Wing-Body/Pylon/Store Combinations," AFOSR 
TR-79-1070, M a y  1978. 



Figure 1. Input geometry verification for Douglas wing/pylon/store. 
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Figure 2. Grid arrangement for Douglas wing/pylon/store. 
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Figure 3. Douglas wing/pylon/store: wing pressure/spanload comparisons at 
M, = 0.75 and a = 4'. 

Inboard 
Side - 

Inboard 
of Pylon 

TOP I 
Centerline - 

I I Bottom 
Centerline - 

Outboard 
Side 

I - 
Figure 4. Douglas wing/pylon/store: store body pressure comparisons at 

M, = 0.75 and a = 4'. 

ORIGNAL PAGE IS 
OF POOR QUALITY 

46 1 



n - 
9. 
0 

.. 
0 

Q - 0  
0 0' 

.. 
0 

9. 

?, - 

Normal Force Side Force 

A 

TSCLP 

1 
~ 0.2 0.4 0.6 0.8 ! .O 

x /L 
0 0.2 0.4 0.6 0.8 i . 0  

X/L 

Figure 5. Douglas wing/pylon/store: store body load distribution comparisons 
at M, = 0.75 and a = 4'. 

of Pylon 

.c Of  Pylon z TSCLP 

- 
n 

I T S C l P  I 

Store 
On/Off 

- A Pylon 
n On/Off 

J i 

ii 01 0 4  
0.0 0.2 0.4 0.6 0.8 

7 

I .O 0 . 9  d.2 0.4 0.6 i . 8  1.0 

SPRN STPT:ON 2 1 / ~  SPAN STPTION 2Y/B 

Figure 6. Nielsen wing/fuselage/pylon/store: wing pressure/spanload 
comparisons at M, = 0.925 and a = 5'. 

I 462 



dI?lGlNAL PAGE IS 
OF POOR QUALliVr 

- ' 
9.  
? 

c 

?. 

WinglFuselage 

WinglFuselagelPylon 

n .. 
' 1 WinglFuselagelPylonlStore 

0 -  

0 

?-  

Experiment 

Results shown for 
fuselage bottom centerline 

Figure 7. Nielsen wing/fuselage/pylon/store: fuselage pressure comparisons 
at M, = 0.925 and a = 5'. 

Normal Force 

e, I 

-1 
Experiment 

0.' 0 .2  0 .1  0.6 0 . 0  i.0 
X/L 

- 

m 
0 -  

Side Force 

.. 
0 -  

-!. 
? 

0.1 0 . 1  0 . 1  0.6 0.0 I .o 
X I L  

Figure 8. Nielsen wing/fuselage/pylon/store: store load distribution 
comparisons at M, = 0.925 and a = 5'. 

463 



Wing Pressures 

‘ I  

%. Outboard 

. of Pylon .. 

‘1 Wing Spanload 

...... ..... 
TSCLP R ’  

a+.. 
SPRN STPTION 2118 

Fuselage Bottom 
Centerline Pressures 

Figure 9. Nielsen wing/fuselage/pylon/store: wing/fuselage pressure/spanload 
comparisons at M, = 1.1 and a = 5’. 

Top Centerline 

Sides 

? 
71 

Bottom Centerline 

‘1 

Figure 10. Nielsen wing/fuselage/pylon/store: store pressure comparisons at 
M, = 1.1 and a = 5O. 

ORlQlNAL PAGE IS 
OF POOR QUALrrV 

464 



Normal Force 

Q 

2 0 . 1  0.4 0.6 0.8 I .o 
X/L 

Side Force 

1.0 0.2 0.4 0.6 0.8 1.0 
X/L 

Figure 11. Nielsen wing/fuselage/pylon/store: store load distribution 
comparisons at M, = 1.1 and a = 5 O .  

465 
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NASA Langley Research Center 

Hampton, Virginia 

Summarv 

A transonic unsteady aerodynamic and aeroelasticity code called CAP-TSD has been developed for 
application to realistic aircraft configurations. The name CAP-TSD is an acronym for Qomputational 
Aeroelasticity erogram - Lransonic Small Disturbance. The code permits the calculation of steady 
and unsteady flows about complete aircraft configurations for aeroelastic analysis in the flutter 
critical transonic speed range. The CAP-TSD code uses a time-accurate approximate factorization 
(AF) algorithm for solution of the unsteady transonic small-disturbance potential equation. The 
paper gives an overview of the CAP-TSD code development effort and reports on recent algorithm 
modifications. The algorithm modifications include: an Engquist-Osher (E-0) type-dependent 
switch to treat regions of supersonic flow, extension of the E-0 switch for second-order spatial 
accuracy, nonisentropic effects to treat strong-shock cases, nonreflecting far field boundary 
conditions for unsteady applications, and several modifications to accelerate convergence to steady- 
state. Calculations are presented for several configurations including the General Dynamics one- 
ninth scale F-16C aircraft model to evaluate the algorithm modifications. The modifications have 
significantly improved the stability of the AF algorithm and hence the reliability of the CAP-TSD 
code in general. Calculations are also presented from a flutter analysis of a 45" sweptback wing 
which agree well with the experimental data. The paper presents descriptions of the CAP-TSD code 
and algorithm details along with results and comparisons which demonstrate the stability, accuracy, 
efficiency, and utility of CAP-TSD. 

Presently, considerable research is being conducted to develop finite-difference computer codes 
for calculating transonic unsteady aerodynamics for aeroelastic applications.1 These computer codes 
are being developed to provide accurate methods of calculating unsteady airloads for the prediction of 
aeroelastic phenomena such as flutter and divergence. For example, the CAP-TSD2 unsteady 
transonic small-disturbance (TSD) code was recently developed for transonic aeroelastic analyses of 
complete aircraft configurations. The name CAP-TSD is an acronym for computat ional  
Aeroelasticity erogram - Iransonic Small Qisturbance. The new code permits the calculation of 
unsteady flows about complete aircraft for aeroelastic analysis in the flutter critical transonic speed 
range. The code can treat configurations with arbitrary combinations of lifting surfaces and bodies 
including canard, wing, tail, control surfaces, tip launchers, pylons, fuselage, stores, and nacelles. 
Steady and unsteady pressure comparisons were presented in Refs. 2 and 3 for numerous cases which 

PRECEDING PAGE BLANK NOT FILMED 467 



demonstrated the geometrical applicability of CAP-TSD. These calculated results were generally in 
good agreement with available experimental pressure data which validated CAP-TSD for multiple 
component applications with mutual aerodynamic interference effects. Preliminary aeroelastic 
applications of CAP-TSD were presented in Ref. 4 for a simple well-defined wing case. The case was 
selected as a first step toward performing aeroelastic analyses for complete aircraft configurations. 
The calculated flutter boundaries compared well with the experimental data for subsonic, transonic, 
and supersonic freestream Mach numbers, which gives confidence in CAP-TSD for aeroelastic 
prediction. 

The CAP-TSD code uses a time-accurate approximate factorization (AF) algorithm recently 
developed by Batinas for solution of the unsteady TSD equation. The AF algorithm involves a Newton 
linearization procedure coupled with an internal iteration technique. In Ref. 5, the algorithm was 
shown to be efficient for application to steady or unsteady transonic flow problems. It can provide 
accurate solutions in only several hundred time steps, yielding a significant computational cost 
savings when compared to alternative methods. For reasons of practicality and affordability, an 
efficient algorithm and a fast computer code are requirements for realistic aircraft applications. 

Recently, several algorithm modifications have been made which have improved the stability of 
the AF algorithm and the accuracy of the re~ults.6~7 These algorithm modifications include: (1) an 
Engquist-Osher (E-0) type-dependent switch to more accurately and efficiently treat regions of 
supersonic flow, (2) extension of the E - 0  switch for second-order-accurate spatial differencing in 
supersonic regions to improve the accuracy of the results, (3) nonisentropic effects to more 
accurately treat cases with strong shocks, (4) nonreflecting far field boundary conditions for more 
accurate unsteady applications, and (5) several modifications which accelerate convergence to 
steady-state. The work has been a major research activity over the past two years within the 
Unsteady Aerodynamics Branch at NASA Langley Research Center. The purpose of the paper is to give 
an overview of the CAP-TSD code development effort and report on the recent algorithm changes and 
code improvements. The paper documents these developments and presents results which 
demonstrate the capability. 
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Transonic Small-Diswbance Equation 

The flow is assumed to be governed by the general frequency modified TSD potential equation 
which may be written as 

Several choices are available for the coefficients F, G, and H depending upon the assumptions used in 
deriving the TSD equation. For transonic applications, the coefficients are herein defined as 

F = - Z ( y + l ) M ,  1 2 G = - ( y - 3 ) M ,  1 2 H=-(y-1)M2 
2 

The linear potential equation is recovered by simply setting F, G, and H equal to zero. 

A time-accurate approximate factorization algorithm was developed5 to solve the unsteady TSD 
equation. In this section, the AF algorithm is briefly described. 

General DescriDtion 

The AF algorithm consists of a Newton linearization procedure coupled with an internal iteration 
technique. For unsteady flow calculations, the solution procedure involves two steps. First, a time 
linearization step (described below) is performed to determine an estimate of the potential field. 
Second, internal iterations are performed to provide time-accurate modeling of the flow field. 
Specifically, the TSD equation is written in general form as 
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R (Qn+') = 0 ( 3 )  

where $n+l  represents the unknown potential field at time level (n+l). The solution to Eq. (3) is 
then given by the Newton linearization of Eq. (3) about $* 

In Eq. (4), $* is the currently available value of $n+l and A$ = $n+l - $*. During convergence of the 
iteration procedure, A$ will approach zero so that the solution will be given by $n+f = @*. In 
general, only one or two iterations are required to achieve acceptable convergence. For steady flow 
calculations, iterations are not used since time accuracy is not necessary when marching to steady 
state. 

Mathematical Formulation 

The AF algorithm is formulated by first approximating the time-derivative terms by second- 
order-accurate finite-difference formulae. The TSD equation is rewritten by substituting $ = $* + 
A$ and neglecting squares of derivatives of A$ (which is equivalent to applying Eq. (4) term by 
term). The resulting equation is then rearranged and the left-hand side is approximately factored 
into a triple product of operators yielding 

L L L A@ = - 0 R(@*, @n, Qn-', @"-*) 
5 . r l r  (5) 

where the operators Lg, Lq, Lg and residual R were derived and presented in Ref. 5. In Eq. (5) ts is a 
relaxation parameter which is normally set equal to 1 .O. To accelerate convergence to steady-state, 
the residual R may be over-relaxed using 0 > 1. Equation (5) is solved using three sweeps through 
the grid by sequentially applying the operators LE,, Lq, Lgas 

- 
6-sweep: L A@ = - O R  5 

- - - 
q - sweep: L A@ = A @  

rl 

- - 
c-sweep: L A@ = A @  r 

Further details of the algorithm development and solution procedure may be found in Ref. 5. 
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. .  Flow-Tanaencv Bo-arv ConditiqILS 

The flow tangency boundary conditions are imposed along the mean plane of the respective lifting 
surfaces and the wakes are assumed to be planar extensions from the trailing edges to the 
downstream boundary of the finite-difference grid. The numerical implementation of these 
conditions2 allows for coplanar as well as non-coplanar combinations of horizontal (canard, wing, 
horizontal tail, launchers) and vertical (pylons, vertical tail) surfaces. Bodies such as the fuselage, 
stores, and nacelles are treated using simplified boundary conditions on a prismatic surface rather 
than on the true surface.2 The method is consistent with the small-disturbance approximation and 
treats bodies with sufficient accuracy to obtain the correct global effect on the flow field without the 
use of special grids or complicated coordinate transformations. This type of modeling is similar to 
that of Boppe and Stern,8 where good agreement was shown in comparison with experimental data for 
configurations with a fuselage and flow-through nacelles. 

Time-Linearization SteQ 

An initial estimate of the potentials at time level (n+l) is required to start the iteration 
process. This estimate is provided by performing a time-linearization calculation. The equations 
governing the time-linearization step are derived in a similar fashion as the equations for iteration. 
The only difference is that the equations are formulated by linearizing about time level (n) rather 
than the iterate level (*). 

hm -rovemen& 

Enaauist-Osher Tvee-Deeendent Switch 

Algorithms based on the TSD equation typically use central differencing in regions of subsonic 
flow and upwind differencing in regions of supersonic flow. This, of course, allows for the correct 
numerical description of the physical domain of dependence. The original CAP-TSD code of Ref. 2 
used the Murmang type-dependent switch to change the spatial differencing. The Murman switch, 
however, admits nonphysical expansion shocks as a part of the solution and has been shown to be less 
stable than monotone methods.l0,11 For example, unsteady results for a NACA 64A006 airfoil were 
presented in Ref. 11 which demonstrated an order of magnitude increase in time step using a 
monotone algorithm. Therefore, an Engquist-Osher (E-0) monotone switch, similar to that of Ref. 
10, has been incorporated within the AF algorithm of the CAP-TSD code.6 The E-0 switch is based on 
sonic reference conditions and does not admit expansion shocks as part of the solution. Use of the E-0 
switch also generally increases computational efficiency because of the larger time steps which may 
be taken. 

Seco nd-Order-Accurate SDat ia l  Differencing 

Most TSD algorithms are only first-order-accurate spatially in regions of supersonic flow. This 
is due to the first-order upwind differencing that is typically used to treat these regions. Use of 
second-order upwind differencing has been shown to improve the accuracy of the solution while 

471 



retaining the numerical stability of the first-order method.12 Consequently, the E-0 type dependent 
switch of the AF algorithm has been extended for second-order spatial accuracy in supersonic 
regions of the flow.6 Comparisons of results obtained using first-order and second-order 
differencing, to be presented, demonstrate the improved accuracy of the second-order method. 

. .  
DV and Vorticitv Fffectg 

A serious limitation of the potential flow codes, in general, is the inability to accurately treat 
cases with strong shock waves. For these cases, the isentropic potential formulation typically 
overpredicts the shock strength and locates the shock too far aft in comparison with experiment. In 
fact, it is fairly well known that potential theory predicts non-unique steady-state solutions13,14 
for narrow ranges of Mach number and angle of attack. Simple modifications to potential theory, 
however, have been shown to eliminate the nonuniqueness problem and consequently provide 
solutions which more accurately simulate those computed using the Euler equations.15-18 These 
modifications include the effects of shock generated entropy and they require only minor changes to 
existing computer codes. 

Rotational effects may also become important when strong shock waves are present in the flow. 
For example, vorticity is generated by shock waves due to the variation of entropy along the shock. 
Potential theory, of course, does not account for these effects because of the irrotationality 
assumption necessary for the existence of a velocity potential. For these cases the Euler equations 
are generally required to accurately model the flow. Recently, however, simple modifications to 
potential theory have been developed to model rotational effects.l9,20 These modifications involve a 
velocity decomposition originally suggested by Clebsch.21 In this model, the velocity vector is 
decomposed into a potential part and a rotational part. For most applications of interest to the 
aeroelastician, the rotational part occurs only in the region downstream of shocks. Therefore, the 
potential part can be obtained throughout most of the flow field using an existing potential flow code. 
The rotational part can then either be incorporated as a source term in the governing equation or as a 
modification to the fluxes, by making simple changes to the solution procedure. These changes 
consequently include the effects of shock generated vorticity as well as entropy and require 
relatively straightforward modifications to existing potential codes. 

Entropy and vorticity modifications to TSD theory have been implemented within the AF 
algorithm of the CAP-TSD code as described in Ref. 7. These modifications include: (1) an 
alternative streamwise flux in the TSD equation which was derived by an asymptotic expansion of the 
Euler equation@ (2) a modified velocity vector which is the sum of potential and rotational parts 
which in turn modifies the streamwise flux, and (3) the calculation and convection of entropy 
throughout the flow field. The modified code includes the effects of entropy and vorticity while 
retaining the relative simplicity and cost efficiency of the TSD formulation. Results obtained 
including these effects, to be presented, clearly demonstrate the improved accuracy of the AF 
algorithm. 

Nonreflectina Far Field Boundarv Co nditions 

I For unsteady applications, the far field boundary conditions can have a significant influence on 
Steady-state boundary conditions are inadequate for unsteady the accuracy of the solution. 
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calculations, since disturbances reaching the boundaries are reflected back into the computational 
domain. These reflected disturbances can propagate into the near field and thus produce inaccurate 
results. One solution to this problem is to locate the grid boundaries far away to minimize the effect 
of the boundary conditions. This is generally not an acceptable remedy because of the higher 
computational cost which results from an increased number of grid points required to discretize a 
larger computational domain. The more appropriate solution is the use of nonreflecting far field 
boundary conditions which absorb most of the waves that are incident on the boundaries and 
consequently allow the use of smaller computational grids.23 Nonreflecting boundary conditions 
similar to those of Whitlow23 have been incorporated within the CAP-TSD code.6 These boundary 
conditions are consistent with the AF solution procedure and are described in more detail in Ref. 6. 
Results obtained with and without the nonreflecting boundary conditions are presented which 
demonstrate their effectiveness. 

Finally, several algorithm changes have been made to accelerate convergence to steady-state.6 
Besides the E -0  switch, these changes include: (1) deletion of the time-dependent terms from the 
residual of the AF algorithm, (2) deletion of all of the time-derivatives of the TSD equation, and (3) 
over-relaxation of the residual. The effects of these modifications on the steady-state convergence 
are demonstrated in the results presented herein. 

In this section the aeroelastic computational procedures are described including the equations of 
motion and the time-marching solution. 

uations of MotiQn 

The aeroelastic equations of motion are based on a right-hand orthogonal coordinate system with 
the x-direction defined as positive downstream and the z-direction positive upward.4 The 
presentation herein is limited to the case of an isolated wing with motion in the z-direction from an 
undisturbed position in the z = 0 plane. The equations of motion may be written as 

.. 
Mq + Cq + Kq = Q (7) 

where q is a vector of generalized displacements, M is the generalized mass matrix, C is the damping 
matrix, and K is the stiffness matrix. In Eq. (7) Q is the vector of generalized aerodynamic forces 
defined by 
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where Ap  is the lifting pressure which is weighted by the mode hi. The equations of motion (Eq. (7) 
are solved by time-integration by first rewriting Eq. (7) as 

Tirn-china Solution 

The aeroelastic solution procedure for integrating Eq. (9) is similar to that described by 
Edwards, et al.24 Reference 24 describes for a two-dimensional, two-degree-of-freedom system an 
aeroelastic solution in terms of a state equation formulation. By a parallel formulation, a linear 
state equation is developed from Eq. (9) which is solved numerically using the modified state- 
transition matrix integrator of Ref. 24. This integrator was shown to be superior to six alternative 
structural integration algorithms.25 

For aeroelastic analysis, two steps are generally required in performing the calculations. In the 
first step, the steady-state flow field is calculated to account for wing thickness, camber, and mean 
angle of attack thus providing the starting flow field for the aeroelastic analysis. The second step is 
to prescribe an initial disturbance to begin the structural integration. Disturbance velocities in one 
or more modes, rather than displacements, have been found to be distinctly superior in avoiding 
nonphysical, strictly numerical transients and their possible associated instabilities. In 
determining a flutter point, the freestream Mach number M and the associated freestream speed U 
are usually held fixed. A judiciously chosen value of the dynamic pressure pU2/2 is used to compute 
the free decay transients. These resulting transients of the generalized coordinates are analyzed for 
their content of damped or growing sine-waves, with the rates of growth or decay indicating whether 
the dynamic pressure is above or below the flutter value. This analysis then indicates whether to 
increase or decrease the value of dynamic pressure in subsequent runs to determine a neutrally 
stable result. 

CAP-TSD Code 

The AF algorithm is the basis of the CA?-TSD code for transonic unsteady aerodynamic and 
aeroelastic analysis of realistic aircraft configurations. The present capability has the option of 
half-span modeling for symmetric cases or full-span modeling to allow the treatment of 
antisymmetric mode shapes, fuselage yaw, or unsymmetric configurations such as an oblique wing or 
unsymmetric wing stores. In the present coding of the AF algorithm, the time derivatives are 
implemented for variable time stepping to allow for step-size cycling to accelerate convergence to 
steady state. Also, since the Q, LT,, and Lg operators only contain derivatives in their respective 
coordinate directions, all three sweeps of the solution procedure have been fully vectorized. 

I Results are presented for several configurations to demonstrate and evaluate the modifications to 
the AF algorithm of the CAP-TSD code. Calculations are also presented from a flutter analysis of a 
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45" sweptback wing to assess the aeroelastic capability of the code. 

Flat Plate Airfoi l  Results 

Unsteady results were obtained for a flat plate airfoil at M = 0.85 to test the nonreflecting far 
field boundary conditions.6 The flat plate airfoil was selected to allow direct comparison of results 
with the exact kernel function method of Bland.26 The boundary conditions were tested by computing 
the lift coefficient due to the airfoil pitching about the quarter chord. Such unsteady forces are 
typically determined by calculating several cycles of forced harmonic oscillation with the last cycle 
providing the estimate of the forces. Alternatively, the forces may be obtained indirectly from the 
response due to a smoothly varying exponentially shaped pulse.27 In this procedure, the airfoil is 
given a small prescribed pulse in a given mode of motion (in this case pitching) and the aerodynamic 
transients calculated. The harmonic response is obtained by a transfer-function analysis using fast 
Fourier transforms. Use of the pulse transfer-function technique gives considerable detail in the 
frequency domain with a significant reduction in cost over the alternative method of calculating 
multiple oscillatory responses. For the flat plate airfoil, pulse transient calculations were 
performed using 1024 time steps with At = 0.2454. The amplitude of the pulse was 0.5". The grid 
extended 25 chordlengths above and below the airfoil, and 20 chordlengths upstream and downstream 
of the airfoil. Parallel results were obtained using reflecting (steady-state) and nonreflecting far 
field boundary conditions as shown in Fig. 1. The results are plotted as real and imaginary 
components of the unsteady lift-curve slope c as a function of reduced frequency k. Computations 
using the reflecting boundary conditions, shown in Fig. l(a) produce oscillations in both the real 
and imaginary parts for 0 < k < 0.2. The oscillations are produced by reflected disturbances which 
propagate back into the near field and contaminate the solution. When the calculation was repeated 
using the nonreflecting boundary conditions, shown in Fig. 1 (b), the oscillations no longer occur 
since the boundary conditions absorb most of the disturbances that are incident on the grid 
boundaries. Furthermore, these results are in excellent agreement with calculations from the 
kernel function method of Ref. 26. 

'a 

F-5 Wina Results 

Calculations were next performed for the F-5 wing28 to assess the algorithm modifications6 to 
CAP-TSD. The F-5 wing has an aspect ratio of 3.16, a leading edge sweep angle of 31 .go, and a taper 
ratio of 0.28. The airfoil section of the wing is a modified NACA 65A004.8 airfoil which has a 
drooped nose and is symmetric aft of 40% chord. The F-5 calculations were performed using a 
constant step size for a total of 500 steps. The freestream Mach number was selected as 0.9 and the 
wing was at 0" angle of attack. The results were obtained to study the steady-state convergence 
characteristics of the modified AF algorithm. The results are presented in the form of convergence 
histories and the number of supersonic (NSUP) points versus the iteration number. 

In the original AF algorithm of Ref. 5, the Murman type-dependent switch was used. Results 
obtained using the unmodified code are presented in Fig. 2. The steady-state convergence is shown in 
Fig. 2(a); the number of supersonic points (NSUP) normalized by the final value are shown in Fig. 
2(b). For aeroelastic analysis where airloads are required rather than pressures, the solution is 
considered to be converged to engineering accuracy when a three to four order-of-magnitude 
reduction in the solution error is obtained. The "error" in the convergence history, as defined 
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herein, is the ratio of the maximum IA4l after n iterations to the maximum lA$l in the initial 
solution (first iteration). Two sets of results are plotted corresponding to two values of step size, 
At = 0.1 and 0.5. For At = 0.1, the rate of convergence is slow and the number of supersonic points 
oscillates about the final value. Increasing the step size to At = 0.5 improves the rate of convergence 
and the oscillations in NSUP are significantly damped. The results for At = 0.5 also indicate that the 
number of supersonic points is initially more than four and one-half times the final value and that 
"spikes" begin to appear in the convergence history after 150 steps. These spikes, which represent 
a numerical instability, are due to a large transient caused by the impulsive start from a uniform 
stream using a large step size. If the calculations were started with a smaller step size, and then the 
step size increased to the larger value, the numerical instability can be avoided. Also, as shown in 
Refs. 2 and 5, the step size may be cycled through very large values such as At = 5.0 to achieve 
faster convergence to steady-state. 

The F-5 calculations with A t  = 0.5 were then repeated with the E -0  switch replacing the 
Murman switch. These results are labeled "unsteady algorithm" in Fig. 3. The curves are almost 
identical to the At = 0.5 curves of Fig. 2 except that the spikes in the convergence history are absent. 
The E-0  switch is more robust than the Murman switch and thus the calculation remains stable. 
Furthermore, the rate of convergence to steady-state could be increased by deleting the time 
derivatives in the residual, over-relaxing the residual, or deleting all of the time derivatives in the 
TSD equation.6 By deleting all of the time derivatives, the algorithm solves the steady TSD equation 
and is therefore referred to as the "steady algorithm." Results obtained using this algorithm are 
compared with the unsteady algorithm results in Fig. 3. The convergence history computed using the 
steady algorithm is monotonically decreasing and very smooth in comparison with the unsteady 
algorithm convergence history. The steady algorithm solution converges faster and does not produce 
the large initial overprediction of NSUP that is characteristic of the unsteady algorithm. The 
number of supersonic points converges rapidly to within 2% of its final value in only approximately 
25 steps. Over-relaxing the residual of the steady algorithm also further accelerates the 
convergence to steady-state (not shown). 

ONERA M6 Results 

To test the accuracy of the modified CAP-TSD algorithm,6 calculations were performed for the 
ONERA M6 wing.29 The M6 wing has an aspect ratio of 3.8, a leading edge sweep angle of 30°, and a 
taper ratio of 0.562. The airfoil section of the wing is the ONERA "D" airfoil which is a loo% 
maximum thickness-to-chord ratio conventional section. The freestream Mach number was selected 
as M = 0.84 and the wing was at 3.06" angle of attack. These conditions were chosen for comparison 
with the tabulated experimental pressure data of Ref. 29. This rather well-known case is a very 
challenging one, especially for a TSD code, because of the complex double shock wave which occurs on 
the upper surface of the wing. 

Steady-state calculations were performed for the M6 wing by using the AF algorithm with the 
E-0 switch. The results were obtained by cycling the step size through values as large as At = 2.0 
for a total of 500 steps. This relatively large step size corresponds to two root chords of travel per 
time step. A comparison of the resulting CAP-TSD pressures with the experimental pressure data is 
given in Fig. 4 for .? = 0.44. The data indicate that there is a relatively weak highly swept 
supersonic-to-supersonic shock wave which forms forward near the leading edge. The primary 
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supersonic-to-subsonic shock which occurs in the midchord region of the wing, coalesces with the 
first shock in the spanwise direction. Outboard toward the tip, the two shocks merge to form a single 
supersonic-to-subsonic shock wave. The CAP-TSD results obtained using first-order-accurate 
differencing in supersonic regions are in fairly good agreement with the data in predicting the 
overall pressure levels, although differences occur in the regions of the shocks. In general, the 
leading-edge suction peak is well predicted but the supersonic-to-supersonic shock is smeared. 
When the calculation was repeated using the second-order-accurate spatial differencing, a 
significant improvement was obtained in the accuracy of the results. The comparisons in Fig. 4 show 
that the supersonic-to-supersonic shock is much more sharply captured by the second-order 
method and consequently the calculated pressures are now in very good agreement with the 
experimental data. Calculations were also performed for the M6 wing using the original algorithm 
with the Murman switch. These calculations were unsuccessful because of a numerical instability 
which was produced by the highly expanded flow about the leading edge of the wing. 

An unsteady calculation was also performed for the M6 wing at M = 0.84, to investigate the 
robustness of the modified algorithm for time-dependent applications. In this demonstration 
calculation, the wing was forced to oscillate in pitch about a line perpendicular to the root at the root 
midchord. The amplitude of the motion was 2" peak-to-peak about the mean angle of attack of a0 = 
3.06'. The reduced frequency was selected as k = 0.1 and only 300 steps per cycle of motion were 
used. This corresponds to a step size of At = 0.1047. Three cycles of motion were computed to 
obtain a periodic solution. Unsteady pressure distributions, obtained using first-order and second- 
order accurate supersonic differencing, are shown in Fig. 5 at the maximum pitch angle (a = 4.06") 
for 4 = 0.44. Similar to the steady-state results, these pressure comparisons illustrate that the 
supersonic-to-supersonic shock is more sharply captured by the second-order method. Further 
instantaneous pressure distributions at two points during the third cycle of motion are shown in Fig. 
6 for five span stations along the wing. Pressures at the wing maximum angle of attack (a = 4.06") 
and pressures at the wing minimum angle of attack (a = 2.06") are both presented in the figure. As 
the wing pitches up, the shocks move aft and the supersonic-to-subsonic shock grows in strength. 
As the wing pitches down, the shocks move forward and the supersonic-to-supersonic shock is more 
sharply defined. For this case, both of the shocks oscillate over approximately 10% of the chord 
during a cycle of motion. Also, the supersonic-to-supersonic shock at i j  = 0.80 periodically appears 
and disappears during a cycle of motion. The results illustrate the large shock motions that the 
modified AF algorithm is capable of computing. The improved algorithm captures the shocks sharply 
and is sufficiently robust to compute this complex unsteady flow using only 300 steps per cycle of 
mo tion. 

To test the entropy and vorticity modifications to TSD theory,7 further calculations were 
performed for the M6 wing. Results were obtained at the freestream Mach number of M = 0.92 with 
the wing at 0" mean angle of attack. These conditions correspond to an AGARD test case for 
assessment of inviscid flow field methods30 and were selected for comparison with the tabulated 
Euler results of Rizzi contained therein. Calculations were performed using: (a) unmodified TSD 
theory and (b) TSD with entropy and vorticity effects. Steady pressure distributions along three 
span stations (7.1 = 0.08, 0.47, and 0.82) of the wing are presented in Fig. 7 from both solutions. 
For this steady-state case, the flow is symmetric about the wing with shocks on the upper and lower 
surfaces. As shown in Fig. 7(a), the results from the unmodified TSD theory compare well with the 
Euler results in predicting the leading-edge suction peak and the overall pressure levels. However, 
the shock is located too far aft and is too strong outboard near the tip (at ii = 0.82, for example), in 
comparison with the Euler calculation. When the entropy and vorticity modifications are included in 
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the calculation, the shock is displaced forward from the previous solution, as shown in Fig. 7(b). 
Here the shock location and shock strength are in very good agreement with the Euler results at all 
three span stations on the wing. Consequently, the steady pressure distributions from the modified 
TSD theory now compare very well with the Euler pressures. 

neral D v m k s  F-16C Aircraft Model Results 

Results were also obtained for the General Dynamics F-16C aircraft model31 to investigate 
application of the modified algorithm to a realistic aircraft configuration.6 Shown in Fig. 8 are the 
F-16C components that are modeled using CAP-TSD. The F-16C is modeled using four lifting 
surfaces and two bodies. The lifting surfaces include: (1) the wing with leading and trailing edge 
control surfaces, (2) the launcher, (3) a highly swept strake, aft strake, and shelf surface, and 
(4) the horizontal tail. The bodies include: (1) the tip missile, and (2) the fuselage. In these 
calculations, the freestream Mach number was M = 0.9 and the F-16C aircraft was at 2.38" angle of 
attack. Also, the leading-edge control surface of the wing was deflected upwards 2" for comparison 
with the experimental steady pressure data of Ref. 32. Furthermore, the calculations were 
performed on a grid which conforms to the leading and trailing edges of the lifting surfaces and 
contains 324,000 points. Since the grid is Cartesian, it was relatively easy to generate, even for 
such a complex configuration as the F-16C aircraft. Also, the calculations required only about 0.88 
CPU seconds per time step and thirteen million words of memory on the CDC VPS-32 computer at 
NASA Langley Research Center. 

Steady-state calculations were performed for the F-16C aircraft using the AF algorithm with the 
E-0 and Murman switches. The E-0 results were obtained using both the first-order and second- 
order accurate supersonic differencing. Steady pressure comparisons are given in Fig. 9 for three 
span stations of the wing and one span station of the tail. Both sets of E-0 results are presented for 
comparison with the experimental data. The results obtained using the Murman switch were 
originally published in Ref. 2. These results are identical to plotting accuracy with the first-order 
E-0 results, and therefore are not shown. The steady pressure comparisons indicate that there is a 
moderately strong shock wave on the upper surface of the wing and the CAP-TSD pressures agree 
well with the experimental pressures. For the tail, the flow is predominantly subcritical and the 
calculated results again agree well with the data. Comparison of pressures computed using first- 
order and second-order accurate supersonic differencing shows very small differences. The largest 
difference, for example, occurs on the wing at j w  = 0.79 where the second-order calculation 
predicts a slightly stronger shock. 

Unsteady results were also obtained for the F-16C aircraft to investigate the robustness of the 
modified algorithm for realistic-aircraft time-dependent applications. For simplicity, the 
calculation was performed for a rigid pitching motion where the entire aircraft was forced to 
oscillate about the model moment reference axis at a reduced frequency of k = 0.1. The oscillation 
amplitude was chosen as ai = 1.5" which is three times the value used to obtain similar results 
presented in Ref. 2. Three cycles of motion were computed using 300 steps per cycle of motion 
corresponding to At = 0.1047. Calculations were performed using both the Murman and E-0 
switches. The solution using the original algorithm with the Murman switch, however, was 
numerically unstable for this case as shown in Fig. 10. Instantaneous pressure distributions at time 
steps 94 and 95 are plotted in the figure, computed using the Murman (Fig. lO(a)) and E-0 (Fig. 
1 O(b)) switches. The numerical instability begins in the region of the launcherhip-missile where 

~ 
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the grid spacing is smallest. Figure lO(a) shows the instability in the form of an oscillation in the 
wing upper surface pressure distribution at ? W  = 0.94 from approximately 30% to 60% chord. 
The program subsequently failed during step 96 which is 21 steps after the maximum pitch angle in 
the first cycle of motion. The calculation involving the modified algorithm (E-0 switch with the 
first-order accurate supersonic differencing) is stable, however, as shown in Fig. lO(b). Here the 
pressure distributions for steps 94 and 95 are very similar and the calculation proceeds with no 
difficulty. In fact, the modified AF algorithm with the E-0 switch is numerically stable for this case 
with either the first-order or second-order supersonic differencing. 

Unsteady pressure distributions along the wing and tail during the third cycle of motion are 
shown in Fig. 11, computed using the E-0  switch with the second-order accurate supersonic 
differencing. Two sets of calculated pressures are presented corresponding to the aircraft at the 
maximum (a = 3.88") and minimum (a = 0.88") pitch angles. Comparison of the results indicates 
that large changes in pressure occur along the upper and lower surfaces of the wing as the aircraft 
oscillates in pitch. For example, the shock on the wing upper surface oscillates over more than 10% 
of the chord during a cycle of motion. Also, the shock is approximately twice as strong at the 
maximum pitch angle as it is at the minimum pitch angle. For the tail, the changes in the pressure 
distributions due to aircraft pitching are relatively very small in comparison with the changes in 
wing pressures, as further shown in Fig. 11. The tail is located considerably aft of the pitch axis and 
thus its motion is plunge dominated which results in much smaller airloads for the low value of k 
considered. 

Wina Flutter Results 

To assess the CAP-TSD code for flutter applications, a simple well-defined wing case was selected 
as a first step toward performing aeroelastic analyses for complete aircraft configurations.4 The 
wing being analyzed is a semispan wind-tunnel-wall-mounted model that has a quarter-chord sweep 
angle of 45", a panel aspect ratio of 1.65, and a taper ratio of 0.66.33 The wing is a proposed 
AGARD standard aeroelastic configuration which was tested in the Transonic Dynamics Tunnel (TDT) 
at NASA Langley Research Center.34 A planview of the wing is shown in Fig. 12. The wing has a 
NACA 65A004 airfoil section and was constructed of laminated mahogany. In order to obtain flutter 
for a wide range of Mach number and density conditions in the TDT, holes were drilled through the 
wing to reduce its stiffness. To maintain the aerodynamic shape of the wing, the holes were filled 
with a rigid foam plastic. A photograph of the model mounted in the TDT is shown in Fig. 13. The 
wing is being modeled structurally using the first four natural vibration modes which are 
illustrated in Figs. 14 and 15. Figure 14 shows oblique projections of the natural modes while Fig. 
15 shows the corresponding deflection contours. These modes which are numbered 1 through 4 
represent first bending, first torsion, second bending, and second torsion, respectively, as 
determined by a finite element analysis. The modes have natural frequencies which range from 9.6 
Hz for the first bendilig mode to 91.54 Hz for the second torsion mode. 

Flutter calculations were performed for the 45" sweptback wing using CAP-TSD to assess the 
code for aeroelastic applications. Two sets of results are presented corresponding to: (1) using the 
linear potential equation (F = G = H = 0) and modeling the wing aerodynamically as a flat plate (zero 
thickness) and (2) using the complete (nonlinear) TSD equation and including wing thickness. The 
first set of results allows for direct comparison with parallel linear theory calculations performed 
using the FAST subsonic kernel function program.35 The second set of results more accurately 
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models the wing geometry as well as the flow physics. All of the results are compared with the 
experimental flutter data of Ref. 34 which spans the range, 0.338 M s 1.141. 

Comparisons of flutter characteristics from the linear calculations with the experimental data 
are given in Fig. 16. Plots of flutter speed index (defined as U/(bo m a  G)) and nondimensional 

flutter frequency (defined as d m a )  as functions of freestream Mach number, are shown in Figs. 
16(a) and 16(b), respectively. The experimental flutter data defines a typical transonic flutter 
"dip" with the bottom near M = 1.0 for this case. (Note that these results are shown with an 
expanded scale.) The bottom of the dip in flutter speed index (Fig. 16(a)) was defined by the 
approach to the M = 1.072 flutter point during the wind tunnel operation. Results from the CAP- 
TSD (linear) code are presented at twelve values of M covering the entire Mach number range over 
which the flutter data was measured. Results from the FAST program are presented for the limited 
range 0.338 I M I 0.96 since the method is restricted to subsonic freestreams. Overall, the linear 
CAP-TSD results compare well with the experimental data for subsonic as well as supersonic Mach 
numbers. Note that the subsonic FAST results are also in good agreement with the data. Such a result 
is not unexpected for this very thin wing of moderate sweep and taper at zero angle of attack. It does 
indicate that the wing properties are well-defined for benchmark purposes. 

In the subsonic Mach number range, the CAP-TSD and FAST calculations predict a slightly 
unconservative flutter speed, except at M = 0.338, by as much as 2% (Fig. 16(a)), and a higher 
flutter frequency (Fig. 16(b)) in comparison with the experimental data. In general though, the 
linear CAP-TSD results agree well with the FAST results in both flutter speed and frequency. The 
good agreement in this three-way correlation between experiment, linear theory, and CFD flutter 
results gives confidence in the CAP-TSD code for flutter prediction. 

Comparisons of flutter characteristics from the linear and nonlinear CAP-TSD calculations with 
the experimental data are given in Fig. 17. Figure 17(a) shows flutter speed index versus Mach 
number and Fig. 17(b) shows nondimensional flutter frequency versus Mach number. Three flutter 
points are plotted from the nonlinear CAP-TSD calculations corresponding to M = 0.678, 0.901, and 
0.96. Comparisons between the two sets of CAP-TSD results show differences due to wing thickness 
and nonlinear effects. With increasing Mach number these differences become larger. For example, 
at M = 0.678, 0.901, and 0.96, the flutter speed index decreased by 1%, 5%, and 19%, 
respectively, as shown in Fig. 17(a). Similar decreases also occur in the flutter frequency (Fig. 
17(b)). The decrease in flutter speed at M = 0.901 is largely due to including wing thickness since 
there are no supersonic points in the flow at this condition. The decrease in flutter speed at M = 
0.96 is attributed to both wing thickness and nonlinear effects since an embedded supersonic region 
of moderate size was detected in the wing tip region. The nonlinear CAP-TSD results at both M = 
0.901 and 0.96 are slightly conservative in comparison with the experimental flutter speed index 
values. Nonetheless, the nonlinear CAP-TSD flutter results compare favorably with the 
experimental data, which is the first step toward validating the code for general transonic 
aeroelastic applications. 

S)oncludina Remarks 

A transonic unsteady aerodynamic and aeroelasticity code called CAP-TSD has been developed for 
application to realistic aircraft configurations. The name CAP-TSD is an acronym for computational 
Aeroelasticity erogram - Iransonic Small Qisturbance. The code permits the calculation of steady 
and unsteady flows about complete aircraft configurations for aeroelastic analysis in the flutter 
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critical transonic speed range. The CAP-TSD code uses a time-accurate approximate factorization 
(AF) algorithm for solution of the unsteady transonic small-disturbance equation. An overview of 
the code development effort was given and recent algorithm modifications were described. The 
algorithm modifications include: an Engquist-Osher (E-0) type-dependent switch to treat regions of 
supersonic flow, extension of the E - 0  switch for second-order spatial accuracy, nonisentropic 
effects to treat strong-shock cases, nonreflecting far field boundary conditions for unsteady 
applications, and several modifications to accelerate convergence to steady-state. Calculations were 
presented for several configurations including the General Dynamics one-ninth scale F-16C aircraft 
model to evaluate the algorithm modifications. The modifications have significantly improved the 
stability of the AF algorithm and the reliability of the CAP-TSD code in general. 

Results were also presented from a flutter analysis of a 45" sweptback wing. The flutter 
boundaries from CAP-TSD (linear) were in agreement with parallel subsonic linear theory results 
and compared well with the experimental flutter data for subsonic and supersonic freestream Mach 
numbers. The preliminary nonlinear CAP-TSD flutter results also compared favorably with the 
experimental data which is the first step toward validating the code for general transonic aeroelastic 
applications. 
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Fig. 1 Comparisons of unsteady lift-curve slope for a flat plate airfoil at M = 0.85. 
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Fig. 12 Planview of 45" sweptback wing. 

Fig. 13 45" sweptback wing in the NASA Langley Transonic Dynamics Tunnel. 
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Fig. 14 Oblique projections of natural vibration modes of 45" sweptback wing. 
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Fig. 16 Comparisons of linear flutter calculations with experimental data for the 45" 
sweptback wing. 
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I Fig. 17 Comparisons of linear and nonlinear CAP-TSD flutter predictions with experimental 
data for the 45" sweptback wing. 
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SUMMARY 

Several inverse methods have been compared and initial results indicate 
that differences in results are primarily due to coordinate systems and 
fuselage representations and not to design procedures. Further, results 
from a direct-inverse method that includes three-dimensional wing boundary- 
layer effects, wake curvature, and wake displacement are presented. These 
results show that boundary-layer displacements must be included in the 
design process for accurate results. 

INTRODUCTION 

Over the past several years, a variety of transonic wing design methods 
and computer codes (refs. 1-5) have been developed. In general, these 
methods solve the full potential flow equation and utilize the inverse 
approach in that pressure distributions are specified over all or part of 
the wing surface. Several include some of the effects of viscous 
interaction via strip boundary-layer calculations (ref. 1) or two- 
dimensional computations that include a correction for three-dimensional 
viscous effects (ref. 3 ) .  However, none of these methods includes a true 
three-dimensional boundary-layer calculation or the effects due to wake 
curvature, etc., which might have important effects on computed wing 
designs. 
the design approach, the treatment of fuselage effects, and the control of 
trailing-edge thickness. 
differences significantly affect design results is of interest. 

In addition, they differ in the number and spacing of grid points, 

Obviously whether or not these formulation 

Currently, the design version of TAWFIVE (refs. 6-7), termed TAW5D (ref. 
4 ) ,  is being extended to include three-dimensional boundary-layer and wake 
viscous interaction effects and is being used to study various leading-edge 
relofting/trailing-edge control design procedures. As part of this study, 
it was believed that it would be interesting to investigate the consequences 
of differences in both numerical and physical formulations on the design 
process and resultant wing designs. 
results of two ongoing studies. 

Thus, this paper will present initial 
The first part will compare several inverse 

*This work was supported by NASA Grant NSG 1-619. 
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design methods and their results, while the second portion will discuss the 
influence of viscous interaction on transonic wing design. 

INVERSE METHOD COMPARISON STUDIES 

The RAE Wing Body 'A' configuration (ref. 8 )  at a freestream Mach 
number of 0.8 and angle of attack of 2 degrees was selected as the test case 
for the comparison studies. The wing for this configuration has an aspect 
ratio of 5.5, a leading-edge sweep of 36.7 degrees, and a taper ratio of 
0.375, is untwisted, and is composed of RAE 101 symmetrical airfoil 
sections. Three different inverse design methods were selected for the 
comparison, the direct-inverse curvilinear coordinate system TAW5D code 
(ref. 4 ) ,  the stretched Cartesian grid direct-inverse ZEBRA method (ref. 
2-3), and the inverse predictor-corrector FL030DC approach (ref. 5); and 
their characteristics and features are listed on Table I. 

In order to avoid the complexities associated with various viscous 
interaction schemes, it was decided to limit this comparison study to 
inviscid flow; and, since it was believed that one of the primary usages of 
design codes would be to modify only portions of wings, it was decided to 
design only between 30 and 70 percent span. 
distribution for the design zone was obtained from an inviscid analysis by 
the TAW5D code (essentially TAWFIVE, ref. 7), which indicated that the 
flowfield at the selected conditions was slightly supercritical and that the 
wing lift coefficient was 0.210. In addition, the starting airfoil shapes 
were the correct 9% thick sections from root to 30% span, linearly thinning 
down to a 6% thick symmetrical section at 50% span and back to 9% at 70% 
span, followed by the correct sections on the outboard portions of the wing. 

The target pressure 

For the design studies, TAW5D was operated in the span lofting mode in 
which pressures were only specified at 30, 50, and 70% span. Under this 
procedure, airfoils were only inversely designed at these stations; and 
after each design update, in between sections were obtained by linear 
spanwise lofting. In all cases, the flow at these in between stations was 
computed in the direct-analysis mode. 
method, pressures were specified at each spanwise station from 30 thru 70%; 
and in the predictor-corrector, FL030DC the pressure was specified and an 
airfoil section designed only at the 50% span location, with linear span 
lofting to 30% and 70% respectively. 
options were selected in order to force the designs to have the proper 
trailing-edge thicknesses. 

On the other hand, in the ZEBRA 

In all cases, leading-edge relofting 

PROBLEMS 

In setting up the test cases, several interesting problems were 
encountered. First, analysis computations of the RAE 'A' wingbody 
configuration by the ZEBRA and TAW5D codes yielded slightly different 
pressure distributions; and, in order to minimize these differences, the 
angle of attack used in ZEBRA was decreased to 1.8 degrees so as to match 
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the wing CL predicted by TAW5D. 
are shown on figure 1; and since both methods solve the same equation, the 
variations must be due to differences in grid, fuselage, and boundary 
condition treatments. Near the root, ZEBRA predicts a greater fuselage 
effect in that the flow is more accelerated on the upper surface; while 
outboard, the leading-edge grid clustering inherent in TAW5D results in 
better resolution of the leading-edge region and minimum pressure peak. 
Near the trailing edge, where the ZEBRA coordinate system is actually finer, 
there are also some variations in the predicted pressures. However, between 
30 and 70% span the two methods are in reasonable agreement, and meaningful 
design studies for this region should be possible. 

The corresponding pressure distributions 

The second problem was that FL030DC could only handle for this case an 
infinite cylinder fuselage; and, thus, TAW5D and ZEBRA were "modified" to 
have as an option an infinite fuselage as well as a finite one. Figure 2 
compares at the 50% span station on the RAE configuration the pressure 
distributions calculated by TAW5D associated with these two fuselages, and 
it can be seen that the effect is only a slight shift in the pressure 
coefficient level. 
wing and section lift coefficients were essentially identical. 
Nevertheless, as a result of these differences, two sets of target pressures 
for the design region were generated, one for the finite wingbody 
configuration and one for the infinite cylinder fuselage; and these were 
used as input into the appropriate versions of the codes. 

This trend was true at all span stations, and overall 

RESULTS AND COMPARISONS 

Figures 3-5 show results obtained at the design stations using the 
TAW5D method. In this case, each section was designed from 10% chord to the 
trailing edge and leading-edge relofting was utilized to force trailing-edge 
closure. 
specified. 
from the correct section at 30% and 70% span down to a thin symmetrical 
section at mid-span. While the 30 and 70% stations started with the correct 
shapes, they were design stations and could and did change during the 
computation. However, as shown on the figures, all three sections converged 
to the target shapes; and results for the finite fuselage and infinite 
fuselage cases were indistinguishable. 

However, the actual ordinate of the trailing edge was not 
As can be seen, the starting profiles were a linear variation 

Results were also obtained with the ZEBRA code for both the infinite 
and finite body cases and by the FL030DC code for the infinite cylinder 
fuselage using the appropriate pressure inputs. 
designed sectional shapes obtained by the three codes for the infinite 
fuselage. 
having maximum ordinate changes of less than 1E-6 of chord when computations 
were terminated. Also, it can be seen that the FL030DC and TAW5D results 
(denoted as CAMPBELL and TAWFIVE on the figures) are virtually identical, 
even though the methods used entirely different design procedures. 

Figures 6-8 compare the 

It should be noted that the ZEBRA results were well converged 
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At the 30% span station, the lower surface profile predicted by ZEBRA 
is in agreement with the other methods, but on the upper surface it is 
considerably different. 
indicate that at 30% TAW5D and ZEBRA analysis results agree on the lower 
surface but disagree on the upper. Consequently, when the TAW5D pressures 
are used as design input to ZEBRA, it is not surprising that a slightly 
different airfoil section resulted. At 50%, figure 7,  where analysis 
results are in better agreement, particularly on the upper surface, the 
three methods predict virtually identical upper surfaces although the ZEBRA 
lower surface profile is slightly thicker; and at 70% span the ZEBRA 
prediction is again slightly thicker. 
and ZEBRA were obtained for the finite fuselage case.) Since TAW5D and 
ZEBRA use similar design procedures and TAW5D and FL030DC have similar grids 
and body representations, it can be concluded that the differences in 
profile shapes portrayed in figures 6-8 are primarily due to coordinate 
system and fuselage representations. 

Examination of the pressure profiles on figure 1 

(Similar differences between TAW5D 

In order to see infinite versus finite fuselage effects, the infinite 
cylinder fuselage wing pressures were used as input into both the infinite 
cylinder and wingbody versions of TAW5D; and a typical result is shown on 
figure 9 .  Here the infinite cylinder result is the "correct" profile; and 
as can be seen, the finite fuselage result is thinner and significantly 
different near the trailing edge. In fact, at the 30 and 70% stations, the 
upper and lower surfaces criss-crossed before coming together to satisfy 
trailing-edge closure. 
important effect often encountered in inverse design, i.e., when a pressure 
distribution that is somehow incompatible with either physical reality or 
the computational model (in this case the fuselage representation) is used 
as input, the effect is almost always observed as either unrealistic 
profiles near the trailing edge or in the inability of the design process to 
satisfy the design input pressures near the trailing edge or both. 
cases, the "problem" can be solved by slight adjustments in the specified 
pressure distribution. 

It is believed that this result demonstrates an 

In many 

Now even though figures 6-8 show that the methods predicted different 
profiles, the significance of these differences can only be determined by an 
analysis of the designed wings and a comparison of the analysis results with 
the desired targets. Since TAW5D had previously been shown to be self 
consistent (ref. 4 )  and since the wing designed by TAW5D, fig. 3-5, had the 
correct airfoil sections, no analysis results for the TAW5D design are 
presented. However, figures 10-14 compare the target pressure distributions 
with analysis results by both TAW5D and ZEBRA for the wing designed by 
ZEBRA, which had different profile sections in the design region. First, it 
should be noted that in the design region, figures 11-13, the ZEBRA analysis 
agrees with the target pressure values for the inverse design zone, which 
extends from 0.1 chord to the trailing edge. This agreement indicates that 
the ZEBRA method did indeed satisfy the desired pressure boundary 
conditions. Second, due to inherent grid clustering near the leading edge, 
the TAW5D analysis of the ZEBRA design probably gives better resolution in 
the leading-edge region; and, finally, if it is assumed that the TAW5D 
analysis is the "most accurate" of the methods due to its fuselage and 



boundary condition representations, then it is apparent from figures 10-14  
that the ZEBRA design closely matches the target pressure distributions and 
lift coefficients. Overall, the TAWSD analysis of the ZEBRA design 
predicted a wing lift coefficient of 0 .203  compared to the target value of 
0 . 2 1 0 ;  and similar results were obtained for both the finite and infinite 
fuselage cases. 
considering the airfoil section differences on figures 6-8. In any event, 
the results shown on figures 10-14 are probably indicative of the level of 
agreement to be expected when using design methods differing in coordinate 
systems and fuselage treatment. 

In many respects these good results are somewhat surprising 

To conclude this section, it is believed that the results presented 
demonstrate the following: 

(1) Inverse methods using similar coordinate systems and flow solvers 
will yield the same wing designs, and 

( 2 )  Inverse methods having different coordinate systems and fuselage 
representations but similar design procedures will yield different section 
profiles, but the pressure distributions and lift coefficients will be in 
reasonable agreement. 

VISCOUS INTERACTION STUDIES 

The configuration selected for these studies was the Lockheed Wing A 
wing-body (ref. 4 and 7) at a freestream Mach number of 0.8, an angle of 
attack of 2 degrees, and a mean chord Reynolds number of 24 million. The 
wing for this combination is composed of supercritical aft-cambered sections 
and has a quarter chord sweep of 25 deg., a linear twist distribution 
ranging from 2.28  deg. at the wing body junction to -2 .04  deg. at the wing 
tip, an aspect ratio of eight, and a taper ratio of 0 . 4 .  Target pressure 
distributions were generated by an analysis using TAW5D with full boundary- 
layer and wake viscous interaction effects. As before, wing design was only 
between 30 and 70% span, target pressures were specified at 30 ,50  and 70%, 
and the span lofting technique described above was utilized. However, in 
order to properly include viscous interaction, after each boundary layer and 
wake update, displacement thicknesses were added to the airfoil ordinates at 
each analysis station to provide the correct displacement surface. 
Likewise, since at the design stations the displacement surface is the 
surface computed, the displacement thicknesses were subtracted to yield the 
ordinates of the actual airfoil at those locations. In addition, leading- 
edge relofting was utilized in order to obtain proper trailing-edge 
behavior. However, contrary to the situation for inviscid cases, 
convergence problems were observed when only the trailing-edge thicknesses 
were specified. Consequently, the actuai trailing-edge ordinates desired at 
the design stations were specified. 

STARTING PROFILE EFFECTS 

Obviously, the initial airfoil section profiles should not affect the 
final designed sections; and, consequently, two cases were studied having 
significantly different starting profiles. The results for the first case 
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are shown on figures 15-17, and as can be seen the initial sections linearly 
varied from the correct aft-cambered profile at 20% span to a conventional 
non-aft cambered section at mid-span back to the correct aft-cambered 
section at 80% span. Here, the inverse design procedure started at 0.1 
chord; and the initial leading edge at each design station was thinner than 
the target shape. As shown on the figures, the target sections and designed 
sections are in excellent agreement, particularly considering the extensive 
curve fits and interpolations involved in the design and viscous interaction 
procedures. 

For the second test, the initial sections consisted of the correct 
profiles inboard from the root to 20% and outboard from 80% to the wing tip. 
However, as shown on figures 18-20, from 30% span through 70% span the initial 
sections were NACA 0012 airfoils; and linear lofting was used between 20 and 
30% and 70 and 80%. In this case the inverse design procedure started at 
0.04 chord, and the initial leading edge at each design station was thicker 
than the target section. As can be seen, the final designed sections are in 
excellent agreement with the target shapes, particularly in the leading-edge 
and cove regions. 

It should be noted that in both of these cases, the section and wing 
lift coefficients and the section pressure distributions were essentially 
identical to the target values. Based upon these results, it is believed 
that the present viscous inverse design procedure can yield correct target 
profiles independent of initial airfoil section shapes. 

BOUNDARY-LAYER AND WAKE EFFECTS 

Studies conducted under the present program have indicated that design 
including full viscous interaction effects is more computationally intensive 
and that convergence is slower. Consequently, it was decided to compare the 
full viscous interaction design results with those obtained including 
viscous boundary-layer interaction but excluding wake effects and with those 
obtained assuming inviscid flow. For each case, the input pressure 
distributions were identical and corresponded to those predicted by a full 
viscous analysis of the Lockheed Wing A wingbody since those should be the 
closest to reality. The starting section profiles were those shown on 
figures 15-17, and the design region was from 30 to 70% span. As before, 
span relofting and leading-edge relofting were both used in all three cases. 

The final section profiles resulting from these computations are shown 
on figures 21-23, and at all design stations the sections obtained by 
ignoring wake effects are very close but slightly thicker than those 
corresponding to the full viscous case. Further, while the inviscid case 
profile is very close to the others at 50% span, they are significantly 
different from those including viscous effects at 30 and 70% span. The 
results at 50% are not surprising since at that station the boundary layer 
is relatively thin over much of the surface and the design is strongly 
influenced by the viscous pressure boundary conditions at 30 and 70% span. 
However, the cove region is not well predicted; and, as can be seen on 
figure 22, the upper surface inviscid profile here is thinner than the full 

I 502 



viscous result, rather than thicker as would normally be expected. In this 
case, specification of the trailing-edge ordinate and use of relofting has 
forced a change in the leading-edge shape such that the final inviscid case 
airfoil upper surface is slightly thinner than expected. 

At the 30 and 70% stations, it is believed that the shapes predicted by 
the inviscid computation are due to the fact that these design locations 
sense the viscous pressures specified at 50% but are strongly influenced by 
the inviscid pressures computed inboard and outboard respectively. 
words, as shown in the analysis case in reference 6 ,  three-dimensional 
viscous effects also appear to be very important in the design case. 
upon these results, it appears that the effect of wake curvature and 
displacement on the airfoil section designs is relatively small. However, 
if the flowfield is assumed to be inviscid and only a portion of the wing is 
designed, the use of realistic pressure distributions as input to design 
stations may lead to unusual or even erroneous profiles, particularly at the 
boundaries of the design region. 

In other 

Based 

ANALYSIS AND COMPARISON OF DESIGNS 

As in the code comparison studies, the effect of including or excluding 
viscous effects can only be determined by comparing analysis results for the 
designed wings. 
was analyzed using TAWSD including boundary-layer interaction and wake 
displacement and curvature effects. 
included because it was believed that such a representation would be the 
most realistic representation of the actual flow to be expected about the 
designed wingbody combination. The results of these analyses are shown in 
Table I1 and on figures 2 4 - 2 8 .  On these figures, the viscous pressures are 
very close to the target pressures; and comparison of the pressure 
distributions and sectional lift coefficients indicates that from a 
practical standpoint the differences between full viscous design and design 
including wing boundary layer but excluding wake effects is negligible. 

Consequently, each of the wings portrayed on figures 2 1 - 2 3  

Full viscous interaction effects were 

However, analysis of the inviscidly designed wing indicates that in the 
design region, figures 2 5 - 2 7 ,  the sections determined by inviscid design 
have lower than expected lifts and pressure distributions significantly 
different than the targets. (At this point, it should be noted that the 
"inviscid" curves on figures 2 4 - 2 8  are from a full viscous analysis of the 
inviscidly designed wing and are not the result of an inviscid analysis.) In 
addition, three-dimensional effects lead to lift losses and more forward 
shock locations on the sections inboard and outboard of the design region, 
even though these sections have the correct airfoil shapes. As can be seen, 
the effect is particularly significant on the outboard region. It should be 
noted that this decrease in lift due to designing inviscidly instead of 
including viscous effects is consistent with results previously obtained for 
airfoils (ref. 9). 
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It is believed that these initial results demonstrate the following: 
(1) Section profiles for wings in transonic flow can be designed using 

the direct-inverse technique including the interaction effects of the three- 
dimensional wing boundary-layer and wake curvature and displacement. 
resulting profiles are independent of the starting shapes. 

(2) For the conditions considered, wake effects have very little 
effect on the designed airfoil shapes or on the wing pressure distributions. 

(3) For the conditions considered, at least the wing boundary-layer 
displacement effect must be included in the design process. Otherwise, the 
designed wing will have less lift and different pressure distributions than 
desired. 

The 

CONCLUDING REMARKS 

In summary, several inverse methods have been compared and initial 
results indicate that differences in results are primarily due to coordinate 
systems and fuselage representations and not to design procedures. Also, 
results from an inverse method that includes three dimensional wing boundary- 
layer effects, wake curvature, and wake displacement have been presented. 
These results show that boundary-layer displacements must be included in the 
design process for accurate results. 
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.514 .509 .506 .427 

.483 .478 .477 .419 

TABLE I. - -  CHARACTERISTICS OF INVERSE METHODS 

Method 

Coordinate System 

Boundary Condition: 

Fuselage 

Design Method 

Grid 

Points on Airfoil 
Section 

Number of Span 
Stations 

TAW5D ZEBRA FL030DC 

Body Fitted 

On Surface 

General Shape 

Direct-Inverse 

160x24~3 2 

105 with LE 
Clustering 

21 

Stretched Cartesian 

A t Z = O  

Axisymmetric Body 
Approx. by Source/Sinks 

Direct-Inverse 

90x30~30 

100 almost equally 
spaced 

21 

Body Fitted 

On Surface 

Infinite 
Cy1 inder 

Predictor- 
Corrector 

160x24~32 

105 with LE 
Clustering 

21 

TABLE 11. - -  RESULTS OF ANALYSIS OF DESIGNED WINGS 
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Figure 1. Comparison of analysis results for RAE wing body 'A' 
at Mach No. - 0.8, AOA - 2 degrees. 
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Figure 2. Comparison of finite fuselage midspan pressures with infinite 
cylinder fuselage results for RAE wing body 'A'. 

I 506 



30 PERCENT SPAN 
SECTIONAL SHAPES 

TARGET SECTION 
........................... INITIAL SECTION 
0 DESIGNED SECTION 

-0.05 
0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0 

CHORD FRACTION, X/C 

Figure 3. Comparison of section designed by TAW5D at 30 percent span for 
RAE wing body ' A '  with initial and target sections. 
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Figure 4 .  Comparison of section designed by TAW5D at 50 percent span for 
RAE wing body 'A' with initial and target sections. 
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Figure 5. Comparison of section designed by TAWSD at 70 percent span for 
RAE wing body 'A' with initial and target sections. 
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Figure 6. Comparison of sections designed by different methods at 30 
percent span for RAE wing 'A' with infinite fuselage. 
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50 PERCENT SPAN 
SECTIONAL SHAPES 
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Figure 7.  Comparison of sections designed by di f ferent  methods a t  50  
percent span for  RAE wing ' A '  with i n f i n i t e  fuselage. 
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Figure 8 .  Comparison of sections designed by di f ferent  methods a t  70 
percent span for RAE wing 'A'  with i n f i n i t e  fuselage. 
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Figure 9. Comparison of sections designed by finite and infinite fuselage 
versions of TAWSD using infinite fuselage wing pressures as input 
in both cases (RAE wing ’A’). 
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Figure 10. Comparison at 10 percent span of target values with pressures 
obtained by analyses of the wing designed by ZEBRA 
(RAE wing body ‘A’, Mach = 0.8, AOA = 2 degrees). 
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Figure 11. Comparison at 30 percent span of target values with pressures 
obtained by analyses of the wing designed by ZEBRA 
(RAE wing body 'A', Mach - 0.8, AOA = 2 degrees). 
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Figure 12. Comparison at 50 percent span of target values with pressures 
obtained by analyses of the wing designed by ZEBRA 
(RAE wing body ' A I ,  Mach - 0.8, AOA = 2 degrees). 
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Figure 17. Comparison of section designed by TAWSD at 70 percent span for 
Lockheed Wing A wing body with target and first type of initial 
section. 
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EULER/NAVIER-STOKES CALCULATIONS OF TRANSONIC FLOW 
PAST FIXED- AND ROTARY-WING AIRCRAFT CONFIGURATIONSt 

J. E. Deese and R. K. Agarwal 
McDonnell Douglas Research Laboratories 

St. Louis, MO 

INTRODUCTION 

Computational fluid dynamics has an increasingly important role in the design 
and analysis of aircraft as computer hardware becomes faster and algorithms become 
more efficient. Progress is being made in two directions: more complex and realis- 
tic configurations are being treated and algorithms based on higher approximations 
to the complete Navier-Stokes equations are being developed. The obvious goal is 
the solution of complete aircraft flowfields with the full Navier-Stokes equations. 

The literature indicates that linear panel methods can model detailed, realistic 
aircraft geometries in flow regimes where this approximation is valid. Solutions 
for nonlinear potential equations for flowfields about nearly complete aircraft con- 
figurations have also been available for some time. Recently, Euler methods have 
progressed to the point of computing flowfield solutions for complete aircraft. 

As algorithms incorporating higher approximations to the Navier-Stokes equations 
are developed, computer resource requirements increase rapidly. Generation of suit- 
able grids becomes more difficult and the number of grid points required to resolve 
flow features of interest increases. Coupling greater grid density with the greater 
execution time per point needed to solve more complex equations creates requirements 
for large memory and long run-time. As a result, early work with the Euler and 
Navier-Stokes equations dealt with one- and two-dimensional flows or three- 
dimensional flow about simple geometries. Recently, the development of large vector 
computers has enabled researchers to attempt more complex geometries with Euler and 
Navier-Stokes algorithms. 

This paper describes the results of calculations for transonic flow about a 
typical transport and fighter wing-body configuration using thin-layer Navier-Stokes 
equations, and about helicopter rotor blades using both Euler/Navier-Stokes equa- 
tions. The two codes employed in the calculations have been developed at McDonnell 
Douglas Research Laboratories and are designated as MDTSL30 (thin-layer Navier- 
Stokes fixed wing-body code) and MDROTH (Euler/Navier-Stokes rotary-wing code). 
Both codes have been fully vectorized for optimum performance on a Cray supercom- 
puter. The codes have also been microtasked on a four-processor Cray X-MP/48 for 
reducing the wall-clock time by judicious use of various Cray software techniques. 

?This research was conducted under the McDonnell Douglas Independent Research and 
Development program. 
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The calculations presented in this paper have been performed on a Cray X-MP/48 
Cray X-MP/14, Cray 2, or Convex C-2. Some of the results are presented in color- 
graphics form produced at a Silicon Graphics IRIS 2400T work station. 

COMPUTATION OF WING/BODY FLOWFIELDS 

Transonic flowfields about wing/body configurations are calculated by use of 
both the Euler and the Navier-Stokes equations. A code designated MDTSL30 has been 
developed at McDonnell Douglas Research Laboratories to compute flowfields by solv- 
ing the Euler, thin-layer, or slender-layer approximations to the Navier-Stokes 
equations. 

The thin-layer approximation retains viscous terms in one direction. For high- 
Reynolds-number turbulent flow, the dominant viscous effects are the result of dif- 
fusion normal to a body surface. The thin-layer approximation is then suitable for 
geometries where the body can be mapped onto a single plane in the computational 
space, retaining viscous terms normal to this plane. A typical example is an 

I isolated wing or fuselage. 

The slender-layer approximation retains viscous terms in two directions, neg- 
lecting only streamwise terms. This approximation is useful for calculating viscous 
flows in regions where two aerodynamic surfaces interact, such as the wing-body 

surfaces can be modeled with the slender-layer approximation. 
I junction or the wing-tip region. Viscous effects on both the fuselage and wing 

The MDTSL30 code computes the turbulent flowfield by solving the three- 
I dimensional, Reynolds-averaged, thin-layer, or slender-layer approximation to the 

Navier-Stokes equations on body-conforming, curvilinear grids. These equations are 
solved by employing Jameson's finite-volume explicit Runge-Kutta time-stepping 
scheme. 
viscosity model. 

Turbulent effects are modeled by employing the Baldwin-Lomax algebraic eddy 

The details of the methodology and the test calculations performed to verify the 
code are described by Deese and Agarwa1,l Agarwal, Deese, and Underwood,2 and 
Agarwal and D e e ~ e . ~  
tools as described by Booth and Misegades.4 

Microtasking was achieved by employing various Cray software 

, Calculations have been performed for three different configurations: (1) the 
ONERA-M6 wing, (2) a typical transport wing-body configuration, and (3) a typical 
fighter wing-body configuration. 

ONERA-M6 Wing: b = O .  84, a=3.Oo , Rec=ll . 7x106 
This standard test case was run on a mesh that had 192 cells wrapped around the 

wing, 32 cells normal to the wing surface and 36 cells in the spanwise direction. 
There were 136 cells on the wing surface in the wrap-around direction and 24 on the 

at the center of wing surface in the spanwise direction. 
the first cell was approximately four with about ten cells in the boundary-layer. 
The grid was constructed by stacking 2-D sectional grids along the wing-span. 
2-D sectional grids were generated using the MDRL algebraic grid generation code. 

m 
P 

The value of y+ = 

The 
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Figure 1 compares pressure distributions on the wing at five span stations as 
predicted using the Euler and thin-layer models. 
is good in the leading edge and trailing edge region. Shock smearing is greater 
than desirable, but can be attributed to the size of the cells in the mid-chord 
region. Cell width is typically 2-3% of the chord in this area with shocks being 
smeared over three or four cells. More grid points in the wraparound direction or a 
better distribution with less clustering in the leading- and trailing-edge regions 
would produce sharper shocks. 

Agreement with experimental data5 
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Figure 1. Pressure distributions on an ONERA-M6 wing at various 
spanwise stations; Moo = 0.84, (Y = 3.0°, Re,= 11.7 X lo6, 
192 x 32 x 36 mesh. 
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The thin-layer model produces a more accurate prediction of the wing pressure 
distribution than the Euler model. 
is too far downstream when the Euler model is used. The thin-layer model, which 
includes the effects of the boundary layer, capturesdshock location and strength 
more accurately. 

Shock strength is too large and shock position 

This case was also run on a smaller 140x48~32 grid on a four processor X-MP/48 
to demonstrate the microtasking capability. 
megaword capacity of the machine. 
runtime using the microtasked version of the code was one hour on each of the four 
available processors for a total CPU time of four hours. 
approximately four orders of magnitude in 2500 iterations at a Courant-Friedrichs- 
Levy (CFL) number of 0.9. The actual speedup in wall-clock time of 3.73 achieved by 
microtasking is very close to the theoretical maximum of 3.77 as determined by 
Amdahl's Law. 

The grid was limited by the eight 
Table I gives a summary of the results. Total 

The residuals dropped 

Table I. Performance evaluation of transonic viscous 
wing code MDTSL 30 on Cray X-MP/48. 

TestCaseONERAM6Wing 
M,= 0.84. a= 3.0'. Re,= 11.7 x106 

Mesh used. 140 (ChordWiSe)X48 (~ing-n0rmal)~32 ( ~ p a n ~ i s e )  

0 Main Memory Required: 7.5 million words 

0 Processing rate on one processor: 2.3 x1CT'CPU secondsf 

0 98% of total CPU time spent in four key subroutines - 

0 Thmectical speedup on 4-processars (Amdahl's Law): 

mesh point iteration 

EULER. FILTER, TSLl. EMUTURB 

= 3.77 sp= CPUtime - 1 
wall clock time- (0.98) + (1 - o.98) 

4 
0 Actual speedup achieved after microtasking = 3.73 

0 Processing rate on 4-processorr: 6.3 x104 wall clock secondsfmesh 

0 Total CPU b e  of microtasked aide is 5% less than original code 

0 Number of iterations N = 2500 

0 Root-mean-square residual at N = 1 is 0.106 xld 

0 Root-mean-square residual at N = 2500 is 0.4830 

point/ikXatiion 

0 Reductionfcycle = 0.997 

Total Cpu time = 14400.00 s 

Transport Wing-Body: &=O. 76, a=2', Rec=6.4x106 

The grid lines on the surface of a typical transport wing-body configuration are 

There 

The value of y+ at the center of the first cell along the wing surface ranges 

shown in Figure 2. 
configuration was generated with the 3-D grid-generation code of Chen et a1.6 
are 96 cells on the wing in the chordwise direction and 34 in the spanwise direc- 
tion. 
from 1.5 to 3 while the value of y+ at the center of the first cell along the fuse- 
lage surface varies from 1.0 to 2.5. 

A 160(chordwise)x34(wing-nonnal)x42(spanwise) mesh for this 
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Figure 2. Typical transport configuration with surface grid lines. 

Figure 3 shows the pressure distribution at five spanwise locations on the wing 
computed with the Euler and thin-layer Navier-Stokes codes and their comparison with 
experimental data. 
cluded in the calculations. As in the case of the ONERA-M6, the effect of including 
the thin-layer terms is to weaken shocks on the wing upper surface, move them for- 
ward, and improve the comparison with experimental data. 

Thin-layer terms over the wing and the fuselage have been in- 

A comparison of the slender-layer pressure distributions with thin-layer cal- 

The major effect of 
culations and experimental data are shown in Figure 4. 
difference between the pressure distributions over the wing. 
including slender-layer terms should be near the wing-fuselage junction. 
mental data was available for comparison in this region. 

As expected there is little 

No experi- 

Figure 5 shows pressure contours on the upper surface of the transport wing-body 
as displayed on an IRIS color graphics workstation. The location of the shock on 
the upper surface can be clearly identified. 

Transport Wing-Body: &=O. 76, 0=4.2O, Rec=6. 4 ~ 1 0 ~  

Thin-layer calculations were performed for the transport wing-body at an angle- 
of-attack of 4.2’. 
fuselage to reduce run time, so a 160x34~32 cell grid was used with clustering only 
near the wing surface. The value of y+ at the center of the first cell ranges from 
1.5 to 3.0. 

Navier-Stokes terms were included over the wing but not the 

At this angle of attack, a significant region of separated flow appeared on the 
upper surface of the wing. 
wing surface. The separated flow region runs from about 30% of the local chord to 
the trailing edge starting at about 40% of the span and continuing to near the 80% 
span station. 

Figure 6 shows the streamwise velocity just above the 

Computed pressure distributions are compared with experimental data for five 
spanwise locations in Fig. 7. Near the fuselage and near the wing-tip the predic- 
tions compare well with experimental data. In the separated flow region the code 
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Figure 3. Comparison of Euler and thin-layer Navier-Stokes pressure distributions with experimental data for a typical 
transport wing-body at M, = 0.76, Re, = 6.4 x 106, (Y = 2.0°, 160 x 34 x 42 mesh. 
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Figure 4. Comparison of slender-layer and thin-layer Navier-Stokes pressure distributions with experimental data for a 
typical transport wing-body at M, = 0.76, Re, =6.4 X 106, (Y = 2.0'. 160 x 34 x 42 mesh. 
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Figure 5. Pressure distribution, PIP,, on the upper surface of a typical transport wing-body, M, =0.76, 
Re, = 6.4 x lo6, a = 2.0". 

predicts the shock to be too far downstream and stronger than was found experimen- 
tally. This result is consistent with experience using the Baldwin-Lomax turbulence 
models for transonic airfoil calculations under separated flow conditions. 

A color contour map of the wing-body upper surface pressure is shown in Fig. 8. 
Again the shock location is clearly defined. 

Fighter Wing-Body : &=O .90, a=4.8', Rec=5. 4x lo6 

The grid lines on the surface of a typical fighter wing-body configuration are 
shown in Fig. 9. 
et a1.6 The grid has 144 cells in the chordwise direction, 34 cells normal to the 
wing, and 32 cells in the spanwise direction. 
wing have been included for this configuration so there is no grid clustering near 
the fuselage to accommodate viscous effects. 
in the chordwise direction and 24 in the spanwise direction. 
center of first cell along the wing surface ranges from 1.0 to 3.0. 

The mesh was generated using the 3-D grid-generation code of Chen 

Only the thin-layer terms near the 

There are 96 cells on the wing surface 
The value of y+ at the 

Figure 10 shows the pressure distribution at five spanwise locations on the wing 
computed with the Euler and thin-layer Navier-Stokes codes and their comparison with 
experimental data. Again the viscous effects tend to weaken the wing upper surface 
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Figure 6. Velocity contours, u / G ,  on the upper surface of a typical transport wing-body at 
M, = 0.76, Re, = 6.4 x 106, and CY = 4.2'. 

shocks and move them forward, although the effect is less pronounced for this 
configuration than for the transport wing-body discussed earlier. 

Pressure contours on the upper surface of the fighter wing-body are displayed in 
Fig. 11. 

COMPUTATION OF HELICOPTER ROTOR FLOWFIELDS IN HOVER AND FORWARD FLIGHT 

An EulerlNavier-Stokes code, designated MDROTH, has been developed at McDonnell 
Douglas Research Laboratories for calculating the transonic flowfield of a 
multibladed helicopter rotor in hover and forward flight. 

The code solves the three-dimensional Euler or Navier-Stokes equations in a 
rotating coordinate system on body-conforming curvilinear grids around the blades. 
The equations are recast in absolute-flow variables so that the absolute flow in the 
far field is uniform, but the relative flow is non-uniform. 
for the absolute-f low variables by employing Jameson's f inite-volume explicit Runge- 
Kutta time-stepping scheme. Rotor wake effects are modeled in the form of a correc- 
tion applied to the geometric angle-of-attack along the blades. 

Equations are solved 

This correction is 
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7. Comparison of thin-layer Navier-Stokes pressure distributions with experimental data for a typical transport 
wing-body at M, = 0.76, Re, = 6.4 x lo6, a= 4.2". 
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Figure 8. Pressure contours, PIP,, on the upper surface of a typical transport at M, =0.76, 
Re, = 6.4 x 106, and a = 4.2'. 

Figure 9. Typical fighter configuration with surface grid lines. 
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Figure 10. Comparison of Euler and thin-layer Navier-Stokes pressure distributions with experimental data for a typical 
fighter aircraft wing-body at M, = 0.90, Re, = 5.4 X lo6, a= 4.8", 144 x 34 x 32 mesh. 
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Figure 11. Pressure contours, PIP,, on the upper surface of a typical fighter configuration; M, = 0.9, 
Re, = 5.4 x 106, a = 4.8". 

obtained by computing the local induced downwash with a free-wake analysis program. 
The details of the methodology are described by Agarwal and D e e ~ e . ~ - ~  

A set of test calculations was performed by Agarwal and D e e ~ e ~ - ~  to verify the 
code for a model rotor in hover and forward flight at various collective pitch 
angles. The model rotor has two, untwisted, untapered blades of aspect ratio equal 
to six and a NACA 0012 airfoil section. 
formed by Caradonna and TunglO at NASA Ames Research Center for a range of blade tip 
Mach numbers, Mt, and collective pitch angles, 8,. 

Experiments on this rotor have been per- 

Like MDTSL30, the MDROTH code has been fully vectorized for optimum performance 
on a single-processor Cray X-MP and microtasked on a four-processor Cray X-MP/48 to 
reduce the wall-clock time by judicious use of Cray software techniques (Booth and 
Misegades4). The actual speedup in wall-clock time achieved by microtasking (3.73) 
is very close to the theoretical speedup possible (3.77), as was the case for 
MDTSL30. 

Figure 12 shows the main features of the flowfield of a two-bladed rotor in 
hover, with the imbedded finite-difference grid and the coordinate system. The 
flowfield is characterized by transonic shocks, complex vortical wakes, and blade- 
vortex interactions. 

532 



Vorticity I 

Figure 12. Schematic of a helicopter rotor flowfield in hover. 

Hover Flowfield Calculations - Euler Solutions 
Computations have been performed for the flowfield of a model helicopter rotor 

in hover. 
twisted, untapered and have the NACA 0012 airfoil section. Experiments on this rotor 
have been performed by Caradonna and TunglO for a range of blade tip Mach numbers 
and collective pitch angles, 8,. Euler calculations are presented for  a hovering 
rotor at a tip Mach number of Mt = 0 . 4 4  with a collective pitch angle of Bc = 8.0' 
and at Mt = 0.88 with Bc = 8.0'. 

The rotor has two blades of aspect ratio equal to six which are un- 

Rotor-wake effects are modeled in the form of a correction applied to the 
geometric angle of attack of the blades. 
the McDonnell Douglas Helicopter Company was used to calculate the induced downwash 
velocity vi at each span station. 
angle of attack ai 
the effective angle of attack becomes a, = Bc - ai = 4.2'. 

The free-wake analysis program HOVER of 

For both the cases presented here, the induced 
can be taken as approximately 3.8' over 95% of the span so that 
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These computations were performed on a 98(chordwise)x33(blade-normal) 
x2l(spanwise) mesh. A typical computation requires two million words of main 
memory, and 2.1*10-5 seconds of CPU time per mesh point for each iteration. 
converged solution required approximately six minutes of CPU time on a single 
processor of Cray X-MP/48 using the fully vectorized version of MDROTH. 

A 

Comparisons of computed pressure distributions with experimental data (Caradonna 
and TunglO) are shown in Fig. 13 for a hovering rotor at a tip Mach number of 
Mt = 0.44 and collective pitch angle 8, = 8', and in Fig. 14 for Mt = 0.88 and col- 
lective pitch angle 8, = 8'. Both cases indicate good agreement; further improve- 
ment can be achieved by refining the wake model. 

Hover Flowfield Calculations - Navier-Stokes Solutions 
Navier-Stokes calculations for the model helicopter rotor in hover have been 

performed at Mt = 0.44, BC = 8.0' and Mt = 0.61 and 8, = 8.0'. 
grid clustering near the blade surface was used to resolve the viscous layer. The 
effective angle of attack is 4.2' for both cases. 

A 97x33~33 mesh with 

Figure 15 shows pressure distributions for the Mt = 0.44 case, while Mt = 0.61 
results are presented in Fig. 16. Including the viscous effects had little effect 
on the surface pressure for those two cases. 
comparison. 

No other data are available for 

Forward Flight Flowfield Calculations - Euler Solutions 
Forward flight calculations have been performed for the model NACA 0012 rotor, 

the OLS rotor, the MDHC 500E rotor, and the AH-64 Apache rotor. All forward flight 
computations have been performed on a 97x33~33 mesh. A typical calculation for the 
full rotor cycle from f=O' to f=36Oo requires 12 to 16 hours of CPU time on a Cray 
X-MP/14; approximately 80 iterations are required for one degree movement in the 
azimuth direction. The code is run in time-accurate mode starting with $=O and 
freestream conditions. 

Figures 17 and 18 show a comparison of the computed pressure distributions on 
the model helicopter rotor in forward flight with experimental datalo for a location 
near the blade tip, and 

(a) tip Mach number Mt = 0.7, advance ratio p = 0 . 3 ,  and collective rotor pitch angle 
ec=oo , 

I (d) tip Mach number Mt=0.8, advance ratio p=0.2, and collective rotor pitch angle 
OC=Oo, respectively. 

In both cases, the computed results show good agreement with the experimental 
data. 

Computations were performed for the OLS rotor blade at Mt = 0.63, p = 0.30 and a 
collective pitch angle 8, = 0. 
CAMRAD were used to determine the effective angles-of-attack along the OLS rotor 
blade at various azimuth angles. Pressure distributions computed with the Euler 
code are compared with inflight data at the 95X span station as shown in Fig. 19. 

Results from the NASA Ames Research Center code 

I I The calculations show good agreement with the experimental data. 

I 534 



- 1.5 I I I I I 1 - 1 . 5  I I I I I 1 

- 3 

- 1.5 I 1 I I 

b z/R = 0.96 

- 1 . 5  I I I I I I 

- 1.0 

- 0.5 

CP 
0 

0.5 

1.0 2 
- 1.5 I I I 1 1 1 

- 1.0 

- 0.5 

0 
CP 

0.5 

I 

Experimental data 

untwisted, untapeied, NACA 0012 blade, 
97 x 33 x 21 mesh. 0 0 Experimental data 

0 0.2 0.4 0.6 0.8 1 .o 
x/c 

Figure 13. Surface pressure distributions on a lifting 
rotor in hover: M, = 0.4, 8,= go, AR = 6, 
untwisted, untapered, NACA 0012 blade, 
97 x 33 x 21 mesh. 
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Figure 14. Surface pressure distributions on a lifting 
rotor in hover; M, = 0.88 , 8, =go, AR = 6.0, 
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Figure 15. Surface pressure distribution on a lifting rotor in hover: 
M, = 0.44, Re,= 2 x lo6, 8, = 8 O ,  AR = 6.0, untwisted, 
untapered, NACA-0012 blade, 97 x 33 x 33 mesh. 

Figure 20 shows the pressure distribution, using the Euler code, computed on 
the 500-E rotor blade for a location near the blade tip. The calculation was 
performed for Mt = 0.58, p = 0.312, and Bc = 0' using effective angles-of-attack 
given by CAMRAD. Mach number contours on the blade upper surface at various rotor 
angles are shown in Fig. 21. No experimental data are available for this case. 

The final forward flight results to be presented are for a helicopter rotor. 
Calculations were performed at a tip Mach number, Mt = 0.65 and p = 0.33. 
angles-of-attack were determined using 0. 
span station are shown in Fig. 22. 

Effective 
Pressure distributions at the 95% 

Mach contours on the blade upper surface are 
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Figure 16. Surface pressure distributions on a lifting rotor in hover; 
M, = 0.612, Re, = 2.67 x lo6, 8 = 8 O ,  AR = 6, untwisted, 
untapered, NACA-0012 blade, 97 x 33 x 33 mesh. 

displayed a t  var ious  azimuth angles  i n  Fig. 23. 
t ou r s  near  t h e  t i p  a t  $ = 90' is  shown i n  Fig. 24. 
sonic  flow is apparent on t h e  upper sur face .  
comp ar is  on. 

An expanded view of t h e  Mach con- 
A s i g n i f i c a n t  region of super- 

Experimental da ta  are not ava i l ab le  f o r  

CONCLUDING REMARKS 

An extens ive  program t o  develop advanced CFD codes based on t h e  Euler and 
Navier-Stokes equat ions is being conducted at t h e  McDonnell Douglas Research 
Laborator ies  f o r  app l i ca t ions  t o  he l i cop te r s ,  t r anspor t  and f i g h t e r  a i r c r a f t ,  and 
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Figure 17. Pressure distribution on a model rotor-blade of NACA 0012 airfoil section 
and AR = 6 in forward flight; tip Mach number M, = 0.7, advance ratio 
p = 0.3, collective pitch 8, = 0, 96 x 32 x 32 mesh. 
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Figure 18. Pressure distribution on a model rotor-blade of NACA 0012 airfoil section 
and aspect ratio 6 in forward flight; tip Mach number M, = 0.8, advance 
ratio p = 0.2, 96 x 32 x 32 mesh. 
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Figure 19. Pressure distribution on the upper surface of the OLS rotor-blade in forward flight at 95% span location; 
tip Mach number M, = 0.63, advance ratio p = 0.30, collective pitch 6, = 0, 96 x 32 x 32 mesh. 
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Figure 20. Computed pressure distributions on the upper and lower 
surface of the MDHC 500E rotor-blade in forward flight at 
95% span location; M, = 0.58, p = 0.312,96 x 32 x 32 cell mesh. 

missiles and hypersonic vehicles. Representative calculations about a transport 
wing-body, a fighter wing-body, and a helicopter rotor clearly demonstrate that the 
state-of-the-art in CFD has progressed to the point that turbulent-flow calculations 
about complete fixed- and rotary-wing aircraft configurations may be achieved in the 
near future. 

I Efficient use of large computers, including multiple-processor facilities, is 
receiving special attention. 
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Figure 21. Mach number contours on the upper surface of the 500E rotor-blade; M, = 0.58, p = 0.312. 
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Figure 23. Mach number contours on the upper surface of a helicopter rotor-blade; M, = 0.65 and 
p = 0.33. 
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Figure 24. Mach number contours on the upper surface of a helicopter rotor-blade; M, = 0.65, 1.1 = 0.33, 
and \k = 90'. 
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NAVIER-STOKES AND VISCOUS-INVISCID INTERACTION 

Joseph L. Steger and William R. Van Dalsem 
NASA Ames Research Center, Moffett Field, Califorinia 

INTRODUCTION 

A symposium of this type generally attempts to collect two types of papers: papers that 
present new work and those that try to summarize and act as pathfinders. The latter class of 
paper is generally written by harried researchers who no longer have time to verify that their 
ideas seldom work as initially conceived. The reader can readily surmise that this paper belongs 
to the latter category. 

The first part of this paper will simply discuss some considerations toward developing nu- 
merical procedures for simulating viscous compressible flows. Both Navier-S tokes and boundary- 
layer field methods are considered. For the most part, this discussion draws on our own ex- 
periences using finite difference procedures and does not pretend to cover the literature. The 
remaining parts of this paper will deal with two topics with which the authors are involved: 
1) a simple formulation for the three-dimensional boundary-layer equations in arbitrary gener- 
alized coordinates, and 2) discussion of a technique which we have referred to as the fortified 
Navier-Stokes (FNS) approach. Both topics are directed towards a long-term effort to build 
a general purpose compressible flow solver that can optionally take advantage of approximate 
solution methods both to improve accuracy and efficiency. The three-dimensional boundary- 
layer procedure in generalized coordinates fulfills a need that we feel has not been adequately 
satisfied, that is, a simple boundary-layer procedure that can share grids, turbulence models, 
and even variables with a Navier-Stokes procedure (specifically, a boundary-layer code that 
does not require special assumptions such as coordinate orthogonality in any one direction). 
The fortified Navier-Stokes scheme is a procedure that allows approximate techniques or any 
known information to be incorporated into the Navier-Stokes scheme in a rather benign way. 
If the approximations break down, the method can still proceed as a less efficient conventional 
Navier-Stokes solver. 

Throughout this paper the question of turbulence modeling will be avoided. Although it 
is generally acknowledged that current turbulence models are inadequate for complex flow field 
simulation, our own intuition is that other problems must be dealt with first. Too often, poor 
results have been blamed on turbulence models when error in specifying boundary conditions 
and poor grid resolution are the real culprits. Certainly the problem of turbulence modeling 
cannot be properly assessed until these errors are eliminated and we can routinely deal with 
complex three-dimensional flows. 

PRECEDING PAGE BLANK NOT FILMED 
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BACKGROUND 

Numerical algorithms for viscous flow simulation are designed with several goals in mind. 
The simulation must be accurate, efficient, and simple and robust so as to minimize the amount 
of engineering manhours time needed to obtain a solution. Because we do not have sufficient 
computer resources (and perhaps sufficiently well conditioned algorithms) compromises have to 
be made. Viscous flow simulation is often carried out using either a coupled boundary-layer 
inviscid-flow model or the Reynolds-averaged Navier-Stokes equations. For supersonic flow 
and channel flows, parabolized Navier-Stokes equations which can be marched in attached flow 
regions have been used as well. 

Viscous-inviscid interaction schemes for airfoil analysis have been one and even two orders of 
magnitude faster than Navier-Stokes schemes, but they have proved to be difficult to generalize 
to complex three-dimensional separated flow situations and require considerable amount of 
engineering time to set up. Moreover, the limitations of the boundary-layer equations are not 
fully understood. For this reason, Navier-Stokes schemes are generally used to simulate complex 
flows even though they require considerably more computer work per point and usually lead 
to stiffer sets of equations to solve. Consequently, in viscous flow simulation using the Navier- 
Stokes equations the computational fluid dynamicist may spend the majority of his or her time 
trying to make the numerical algorithm more efficient. In viscous flow simulation using matched 
boundary-layer and inviscid flow equations the main task is to make the codes general enough to 
reproduce complex flow yet simple enough to economize on the engineering resource. Thus one 
approach entails making a general scheme more efficient, the other entails making an efficient 
scheme more general. 

Navier-S t okes 

The Navier-Stokes equations are considered to be adequate for most aerodynamic applica- 
tions and can be used for regions with massive flow separation. Navier-Stokes algorithms that 
are capable of treating complex geometries use finite difference methods or related finite volume 
and finite element methods. Because a limited number of grid points are available, regions of 
massive separation are generally computed in high Reynolds number flow as rotational inviscid 
flow even though the viscous terms may be retained throughout. Compared to other meth- 
ods of simulating strongly interacting flows, Navier-Stokes simulation is straightforward and 
does not require as extensive engineering ‘set-up’ time as viscous-inviscid interaction methods. 
However, Navier-Stokes schemes tend to be computer time and storage intensive. As a result, 
considerable effort is being expended to improve the computational efficiency of Navier-Stokes 
codes. This effort has, in fact, been successful to the point that algorithm improvements have 
been keeping pace with improvements in computer hardware. Overall computational efficiency 
has been improved in a number of ways including use of space varying time steps relaxation 
variables, use of a sequence of mesh refinements to establish approximate solutions, inclusion 
of various ways to reduce inversion work, improved numerical dissipation terms, more accurate 
difference approximations, and more implicit treatment of terms. References 1 to 21 provide 
one or two pointers to some of the commonly used Navier-Stokes code and descriptions of some 
the algorithmic changes alluded to above. 

Two examples of complex three-dimensional flow simulations carried out with a Navier- 
Stokes scheme are shown in figures 1 to 4. Figures 1 to 3 show results for jet in a cross flow 
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which were extracted from reference 22, while figure 4 shows preliminary results (‘oil-flow’) for 
supersonic flow over the integrated Space Shuttle vehicle (unpublished work of Buning, Chiu, 
Obayashi, Rizk, and Steger of a NASA Ames Research Center Space Shuttle flow simulation 
group). Both results were carried out on one processor of a CRAY 2 computer, used about 
a quarter of a million grid points, and took from 4 to 8 hours of computer time. Although 
the jet in cross flow represents a simple configuration, the flow field is complex and more grid 
resolution (or better numerics) is needed to better resolve the flow features which are unsteady. 
The simulation of the integrated shuttle vehicle uses a chimera composite grid approach (ref. 
23), but binding linkages, plume effects, external fuel feed lines etc. have not yet been modeled. 

Viscous-Inviscid Interaction 

Solution algorithms using viscous-inviscid interaction schemes are perhaps equally divided 
between those which use integral boundary-layer methods and those that use either finite dif- 
ference or finite element methods - field boundary-layer methods. Integral boundary-layer 
methods are quite fast and with use of good correlation functions, they can give good accuracy. 
However, they require modeling of the flow physics, in addition to the turbulence model. As 
a result it is difficult to decide whether errors are due to turbulence modeling or the integral 
method modeling. The integral methods also require extensive correlation with experimental 
data. For these reasons we have preferred field methods over integral methods. (It has also been 
our experience that once the the boundary-layer and inviscid flow equations are coupled, the 
computer time savings accrued by using an integral boundary-layer scheme over a field scheme 
is minimal.) 

Compared to Navier-Stokes schemes, viscous-inviscid interaction methods require signif- 
icantly less computer time to simulate viscous flow with up to small regions of separation. 
For high Reynolds number flow, accuracy can be equal to Navier-Stokes simulation, however, 
depending on the problem, engineering ‘set-up’ time can be higher. For strong viscous inter- 
action, current boundary-layer based schemes tend to break down, although we believe that if 
the boundary-layer equations can be properly interacted with the inviscid rotational flow equa- 
tions, for many problems they can give high Reynolds number flow results comparable to the 
Navier-Stokes equations. 

Viscous flow simulation using boundary-layer procedures requires special adaptations and 
thus has an intensive user workload. For example, if separation is encountered, the boundary- 
layer algorithm must be converted from the direct to the inverse mode to avoid singular behavior 
at the separation point. A scheme to update the inverse mode quantity, generally T~ or 6*, must 
then be provided so that the pressure predicted by the boundary-layer and inviscid schemes are 
consistent. In conventional viscous - inviscid interaction, the influence of the viscous layer 
is imposed by displacement thickness or transpiration velocity. An advantage of using either 
transpiration or an effective body displacement is that the inviscid flow can be computed using 
a grid that is relatively coarse compared to what is needed for the viscous grid. Moreover, the 
inviscid grid need not necessarily be body conforming in the way that a high Reynolds number 
Navier-Stokes grid must be. However, matching to a highly rotational inviscid outer flow is not 
straightforward; and, in many cases, it is necessary to account for the viscous flow curvature 
and the pressure gradients of the shear layers. 

As an example of the inviscid-viscous interaction approach, the results of computing flow 
about the RAE 2822 airfoil at M ,  = 0.73 and GI = 0.803 are shown. Figures 5 - 7 show 
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comparisons of the C,, Cf, and 6' distributions found experimentally (ref. 24), those computed 
by the interaction method (ref. 25), and those computed by Mehta (ref. 26) using a Navier- 
Stokes code. Mehta performed his computations at cy = 2.79" (and computed a Cl = 0.793); 
the present computations were performed at cy = 2.81" to match the measured Cl = 0.803. The 
present results are in good agreement with both the Navier-Stokes and experimental results. 
These simulations were obtained on 223x31 inviscid and 223x50 viscous grids using a quite fast 
transonic full potential code (ref. 27) and equally fast boundary-layer finite difference code 
(ref. 28). The calculations were carried out in 1984 and for the cases presented, the required 
Cray-XMP CPU time was 7 to 15 sec, and on the average, 0.0006 sec/grid point were required 
to obtain a converged solution. In contrast, our most efficient thin-layer Navier-Stokes code at 
that time (ref. 7) required about 0.03 to 0.06 sec/grid point to obtain a converged solution. 

Zonal Equation Methods 

The traditional choice in viscous flow simulation is between either a viscous-inviscid in- 
teraction approach using simplified equations or a Navier-Stokes scheme used throughout the 
field. In practise, however, various kinds of zonal methods are often used. A zonal equation 
method generally entails regional use of simplified methods with a Navier-Stokes scheme so as 
to speed up iterative convergence, reduce computational work, or even improve the numerical 
accuracy of the Navier-Stokes simulations. Simple zonal ideas are almost always used in high 
Reynolds number flow Navier-Stokes simulations. For example, for high Reynolds number flow, 
the Navier-Stokes equations revert to Euler equations in any region in which sufficient grid res- 
olution is not provided, so an obvious zonal scheme is to neglect viscous terms in these regions. 
Special treatment at wall boundaries using 'wall functions' (ref. 29) have also been employed. 

In a zonal approach the simplified equations must be able to readily share variables and 
mesh points with the global scheme. Otherwise, sometimes awkward conversions of variables or 
messy interpolations between equation sets are required. 

One kind of zonal approach is to simply embed Navier-Stokes equations in complex (usually 
separated or highly vortical) regions of the flow and use simplified equations elsewhere. This 
requires some care in establishing zones, and the zonal interfacing can be tedious. Alternately 
a zonal approach can use a global Navier-Stokes and Euler formulation throughout, but use 
simplified equations embedded into the global scheme to reduce computational work or improve 
accuracy. The subtle difference between this zonal approach and the former (which is perhaps 
chiefly observed in the coding) is that, if the approximation behind the simplified equation is no 
longer valid, simulation can still proceed with the more general scheme. The fortified Navier- 
Stokes scheme (to be highlighted in a latter Section) and related embedding schemes which use 
vorticity, potential, and other like forms of the equations (refs. 30-32) are pronounced examples 
of the latter kind of zonal scheme. An advantage of a general zonal approach is that it is possible 
to directly compare the effects of using the simplified equation set to the general equation set 
and thus learn the limitations of the approximation. As experience is gained, it is then likely 
that the simplified equation sets will be able to assume more of the computational work. 
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GENERALIZED BOUNDARY-LAYER EQUATIONS 

The boundary-layer equations are restricted to high Reynolds number flow and require 
the use of a body conforming coordinate system. In developing the usual boundary-layer 
equations, both the independent variables and the dependent velocity variables are transformed 
to the new body conforming coordinates. For body surfaces with little curvature, the boundary- 
layer equations cast in terms of the new dependent variables essentially simplify back to a 
flat plate or Cartesian-like form of the equations along a developed surface. If the body has 
appreciable curvature, however, the equations require additional terms and can be difficult to 
solve numerically. They are particularly more complex if a nonorthogonal coordinate system is 
used, yet for many applications it is difficult to generate an orthogonal coordinate system along 
the body surface. 

The thin-layer Navier-Stokes equations use body conforming coordinates and only viscous 
terms in the normal-like direction are retained. With the pressure specified in the viscous layer, 
the momentum equations of the thin-layer Navier-Stokes equations are readily solved for the 
original Cartesian velocity components provided only the independent variables are transformed 
to body coordinates. This is because with pressure specified, the thin-layer momentum equa- 
tions are essentially equivalent to an uncoupled set of scalar convection-diffusion equations. 
Moreover, the boundary-layer approximation of specifying the pressure in the viscous layer is 
equivalent to solving a linear combination of the thin-layer momentum equations - the combi- 
nation needed to transform the Cartesian velocity components u,v, and w into an equivalent 
normal-like velocity (see ref. 33). Consequently, although three thin-layer momentum equa- 
tions in transformed independent variables are readily solved for u, v ,  and w, for pressure pre- 
scribed in the viscous layer only two linear combinations of the u, v ,  and w velocity components 
should be retained - the combination that is equivalent to the velocities along the body surface 
coordinates. Thus equivalent boundary-layer equations can be formulated from the thin-layer 
equations for pressure specified in the viscous layer; and, because only the independent variables 
are transformed, complex coordinate source terms can be avoided. Moreover, this alternate form 
of the boundary-layer equations does not require that any of the coordinates be orthogonal, and 
software (grids, boundary condition routines, etc.) developed for many Navier-Stokes schemes 
can be readily utilized. 

Governing Equations 

A form of the boundary-layer equations for general curvilinear coordinates = ((z, y, z), 
r] = q(z ,y ,  z ) ,  and C = C(z,y,z) is given by reference 33 (with r] chosen away from the surface): 

r] Momentum 

or for very dominant Vq - Vq 

P,  = 0 



( and C Momentum 
Predict values of <= (u,v,w)~ from 

, Energy 

where 

Continuity 

( J - l p ) ,  + ( J - ' p U ) t  + ( J - ' p V ) ,  + ( J - ' p W ) (  = 0 ( 5 )  

Throughout p,  p ,  and T denote fluid density, pressure, and temperature, U , V , W  are Cartesian 
velocity components referenced to an inertia system, H is the stagnation enthalpy, a is the sound 
speed, and p is the viscosity coefficient. The transform Jacobian is given by J = 1- 2 9Y 9 2 )  

s(t*?,c) 1, and 



the overbar on q,, qy, and qz denotes scaling, 7, = q,/dq: + 7; + q,2 etc. The operator e 
denotes the vector gradient so that Vq - < = q,u + qyv + qzw = V ,  and V is the vertical 
con t r avari an t vel0 ci t y. 

The six equations (q momentum (1); two linear combinations of (2a), (2b), and (2c) to 
form U and W ;  energy (3); state (4a); and continuity ( 5 ) )  can be used to determine the six 
variables p ,  U, W, H ,  p,  V .  The Cartesian velocity components are then obtained from 

-+ 

Numerical Scheme 

This formulation has been applied to steady state problems using the time-like boundary- 
layer scheme reported by Van Dalsem and Steger in reference 34. For a prescribed edge pressure, 
the equations are solved iteratively from an assumed initial state in the following way with 
p ,  = 0. Using central spatial differencing in q and upwind differencing in ( and C ,  equations 
(2) to (3) are used to update u ,v ,w ,  and H .  As pressure was already obtained using one 
linear combination of the momentum equations, only two linear combinations of the momentum 
equations can be used to determine the velocities. Thus, U and W are formed from u,v,  and w. 
The equation of state, (4a), is used to update p,  with T defined from equation (4b). The third 
linear combination of u, v, w is obtained by solving continuity for V using already updated U, 
W ,  and p. The continuity equation has central space differencing in and C ,  and trapezoidal 
differencing in q so that V is obtained by marching outwards from the body surface. The final 
updated form of the Cartesian velocity components is then obtained from updated U,V,W 
using equation (6). This process is then repeated until convergence. 

The boundary-layer equations are solved with either specified initial data profiles or the 
stagnation region can be captured with the upwind differencing as part of the iteration process. 
At the outer edge in q, variables can be specified if known, or, for specified edge pressure, the 
edge variables can be computed as part of the boundary-layer method. In this case the pVa, 
terms in momentum and energy are backward differenced away from the edge if V > 0, or 
dropped if V < 0. Likewise the viscous terms must be dropped at just the outer edge point. 
Periodic, symmetry, or outflow conditions are used at all other ( and C boundaries at which 
initial data are not specified. 

Numerical Results 

Boundary-layer calculations to verify this formulation have been carried out on a 6 : 1 
prolate spheroid at 10" and 30" angle of attack and at two different Reynolds numbers, 7.7 x lo6 
and 43 x l o 6  based on diameter. The geometry and a top view of the computed limiting 
streamlines for the 30" angle of attack case are shown in figure 8. Streamwise separation was 
avoided by confining the boundary-layer calculation from z / L  = 0.02 to z / L  = 0.8 where x is 
the axial distance and L is the body length. The initial profiles in (, edge conditions, turbulent 
eddy viscosity values, and even the grid itself were taken from the Navier-Stokes calculations 
described in reference 35. Throughout, the simplified 77 momentum equation, p ,  = 0, was used. 
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As reported in references 33 and 35, good agreement between the boundary-layer method, 
the Navier-Stokes calculation and even experiment is obtained for attached flow regions. For 
latter reference, a boundary-layer computed profile at x / L  = 0.65 and d, = 120” ( d, = 0” 
is the windward plane of symmetry) is shown in figure 9 along with the computed thin-layer 
Navier-Stokes result. 

Calculations were also carried out for the 10” case in which the boundary-layer code was run 
from x / L  = 0.8 to x / L  = 1.1 -the latter x / L  location is back on the supporting sting which was 
modeled in the Navier-Stokes simulation. In this region streamwise separation occurs. As shown 
by the separated profile at x / L  = 0.96and q5 = 120”, figure 10, the boundary-layer equations 
solved in the direct mode break down very rapidly unless the outer ‘edge’ is taken very close 
to the wall. To prevent breakdown the constant height edge had to be taken so sufficiently 
close that for this profile the flow is not just rotational but still fully viscous. Breakdown of the 
boundary-layer equations in direct mode (i.e. pressure specified) is not surprising. Of interest, 
though, is that the boundary-layer equations do give good results in the direct mode provided 
that good outer edge values (not irrotational values) are given sufficiently close to the wall. 

I 

FORTIFIED NAVIER-STOKES 

In a typical high-Reynolds number Navier-Stokes simulation the fine-grid resolution is gen- 
erally provided in a thin zone near the body surface, and the outer flow is effectively resolved 
as rotational inviscid flow (unless the turbulent coefficients are quite large, in which case exten- 
sive modeling is required). Because of the fine-grid resolution required near the body, a given 
algorithm often operates much less efficiently on the Navier-Stokes equations than it does on 
the Euler equations, even though the work per step may be similar and the viscous terms may 
enhance stability. However, on this same refined viscous grid, the boundary-layer equations can 
be efficiently and accurately solved. As a result one can speculate that by using a boundary- 
layer algorithm near the wall, it may be possible to significantly improve the productivity of the 
Navier-Stokes algorithm. A convenient way of imposing the boundary-layer equations in this 
way is by a general method which we have termed fortified Navier-Stokes (FNS). 

Fortified Approach 

As an alternative to the traditional “zonal” concept of solving the various flow zones on 
separate grids and patching the zones together, the Navier-Stokes equations can be applied 
throughout and the solution of simplified or subset equations can be embedded into the more 
general or global algorithm by means of a forcing function (fig. 11). In this way, the approximate 
solution scheme is used to enhance or “fortify” the more general scheme so as to improve 
the overall accuracy or efficiency. For example, the thin-layer Navier-Stokes equations can be 
represented in a form 

where Q is the solution vector, 9, G , and H are flux terms, and 3 is the viscous stress term in 
7. These equations can be fortified through the addition of a dissipative forcing term as (refs. 
36-38) 
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- where 0 6 1  denotes Q formed from the boundary-layer solution. The positive definite operator 
C is chosen such that --cQ is a damping term and is easily invertable, for example 

- 
c = XI ( 8 4  

with I the identity, or - c = -x(& + a,, + 844) 

The parameter x is picked as a large positive coefficient that blends to zero outside of the forced 
region of the viscous layer. Inside the viscous layer Q b l  approaches Q so no error is generated 
by the addition of the term e ( i j b 1  - Q). For a frozen Q b l ,  such an implicitly imposed forcing 
term can be used to favorably alter the stability properties of numerical solution algorithms. 
(Analysis of this approach has been presented in references 37 and 38.) Outside of the forced 
region of the viscous layer x is zero and only the thin-layer Navier-Stokes equations are solved. 

By adding subset equation forcing terms to the Navier-Stokes equations, the Navier-Stokes 
and subset equations interact strongly over entire regions rather than just at interface bound- 
aries. Moreover, the subset equations can be applied selectively to only those regions where 
they are clearly valid. In principle, if during an iterative solution process the approximation 
method become suspect in a certain region, the forcing can be turned off, and the region can be 
resolved with only the global Navier-Stokes scheme. Because of this flexibility, the generality of 
the Navier-Stokes equations is retained with the FNS approach, while some of the efficiency of 
the subset algorithms is recovered. 

Numerical Implement at ion 

The fortified terms have been implemented in an implicit approximately factored algorithm 
for the three-dimensional thin-layer Navier-Stokes equations written in general coordinates. The 
basic two-factor solution algorithm (refs. 14, 15) uses central spatial differencing in the q and C 
directions and upwinding in the [ direction. The forcing term with = X I  has been added to 
the basic algorithm as (refs. 37,38) 

Here h = At (first order in time), or h = F, (second order in time) and a free stream base 
solution is subtracted out to improved accuracy in the far field. The operators 6; and 6€ are 
backward and forward three-point difference operators. The flux F has been eigensplit and the 
matrices A, 13, C, and k result from local linearization of the fluxes about the previous time 
level. Because central-space-difference operators are used in 77 and C ,  implicit Di and explicit 

f 
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De numerical dissipation terms are included in equation (9). With this implementation, x 
can become very large without concern for large factorization errors, and x contributes to the 
diagonal dominance of both left-hand factors. 

Results 

The FNS method has been tested on a simple geometry which roughly models an infinitely 
swept wing - a 7.75% thick sine-wave bump-on-a-wall with a 35" leading edge sweep. The flow 
was computed with a thin-layer Navier-Stokes algorithm (refs. 14,15) and with the FNS scheme 
using the Van Dalsem and Steger boundary-layer field method (ref. 34). The flow was first 
computed using the standard Navier-Stokes algorithm alone on both a fine mesh (29 points in 
the flow direction, 50 points normal to the wall, 5 points in the span direction) and a coarse mesh 
which has only 20 points in the critical normal direction. The same minimum normal spacing 
at the wall was used in both the coarse- and fine-mesh computations. This flow was also 
computed with the FNS approach using the coarse Navier-Stokes mesh (20 points in the normal 
direction) and, near the wall, a superimposed fine boundary-layer mesh (50 points in the normal 
direction). In all the FNS computations presented here, x was proportional to the vorticity; 
hence, it is autopatically large within the boundary-layer and rapidly drops to zero near the 
edge of the boundary-layer. The drag history in figure 12 shows that the coarse-grid standard 
Navier-Stokes computation does not predict the drag accurately, and that the FNS method 
obtains essentially the same drag level in 50 iterations that the fine-grid standard Navier-Stokes 
computation reached in 400 iterations. The computed near-surface particle traces are shown 
in figures 13a-c. Both the FNS method and the fine-grid standard Navier-Stokes computations 
predict a constant chord-line separation line, whereas the coarse-grid standard Navier-Stokes 
computation does not quite capture this qualitative feature. 

The swept infinite wing geometry described above was modified to yield a three-dimensional 
flow by reducing the aspect ratio of the wing to one. Also, to resolve spanwise changes, the 
grid dimension in this direction was increased from 5 to 15. The resulting particle traces (figs. 
14a-d) show the same trends as described for the infinite span example. Also shown in figure 
14d is the result obtained when the viscous terms and no-slip boundary conditions are removed 
from the global numerical algorithm (thus making it an Euler formulation). In this case, the 
entire influence of viscosity must be carried by the boundary-layer algorithm, which is not a 
difficulty for this case. The drag history versus CRAY-XMP CPU time for these computations 
is presented in figure 15. As before, the coarse-grid standard Navier-Stokes computation is not 
accurate, and the fine-grid standard Navier-Stokes computation is expensive, whereas the FNS 
(and Euler) computations yield the same drag level as does the fine-grid standard Navier-Stokes 
computation, but for one-twentieth of the cost. 
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CONCLUDING REMARKS 

Because efficient viscous-inviscid interaction methods have been difficult to extend to com- 
plex three-dimensional flow simulations, Navier-S tokes procedures are more frequently being 
utilized even though they require considerably more work per grid point. It would seem a m i s -  
take, however, not to make use of the more efficient approximate methods in those regions in 
which they are clearly valid. Ideally we should like a general purpose compressible flow solver 
that can optionally take advantage of approximate solution methods both to improve accuracy 
and efficiency. Some potentially useful steps toward this goal have been described in this paper 
- a generalized three-dimensional boundary-layer formulation and the fortified Navier-Stokes 
procedure. Further work remains in merging these steps and more. 
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a. (laminar) 

b. (turbulent) 

Figure 1. Jet in ground effect issuing into a crossflow with 
located 3 jet diameters above the wall. 
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Figure 2. Centerline Cp distributions for the jet in ground effect with e = 0.223 and a nozzle 
height located 3 jet diameters above the wall. 
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Figure 3. Time history of particle traces indicating the interaction of the ground vortex and 
the ring vortex. 
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Figure 4. Simulated oil flow (limiting streamlines) compared to experiment for the integrated 
space shuttle at M ,  = 2.0,a = -4". 
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Figure 5. Computed and experimental pressure distributions for RAE 2822 airfoil at M ,  = 
0.73, Re, = 6.50 x l o 6 ,  CI = 0.803. 
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Figure 7. Computed and experimental 5* distributions for RAE 2822 airfoil at M ,  = 0.73, Re, = 
6.50 x l o6 ,  Cr = 0.803. 

Figure 8. Top view of 6 : 1 prolate spheroid showing thin-layer Navier-Stokes and boundary-layer 
(0.02 5 z / L  5 0.80) computed limiting streamlines for M- = 0.25, CY = 30°,  and Re = 43 x lo6 .  
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Figure 9. A typical computed attached profile (contravariant U versus normal height) at z/L = 
0.65 and 4 = 120" on the prolate spheroid at 10" angle of attack using boundary-layer and 
thin-layer Navier-Stokes equations. 
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Figure 10. A separated profile at x/L = 0.96 and 4 = 120" on the prolate spheroid at 10" angle 
of attack showing breakdown of the direct mode boundary-layer computation as the outer edge 
is moved away from the wall. 
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Figure 12. Drag coefficient history versus iterations for the turbulent flow over a 7.75% sine 
wave bump with a 35" leading-edge sweep, R e  = 5 x l o 5 ,  and M ,  = 0.5. 
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Figure 13. Computed near-surface particle traces for the bump flow: a) Fortified Navier-Stokes; 
b) standard Navier-Stokes (fine mesh); c) standard Navier-Stokes (coarse mesh). 
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Figure 14. Computed near-surface particle traces for the turbulent flow over a 7.75% sine wave 
bump with a 35" leading-edge sweep, R e  = 5 x l o 5 ,  M ,  = 0.5, and AR=l: a) Fortified Navier- 
Stokes; b) standard Navier-Stokes (fine mesh); c) standard Navier-Stokes (coarse mesh); d) 
Fortified Euler. 
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Abstract 

An explicit multistage Runge-Kutta type of time-stepping scheme is used for solving 
transonic flow past a transport type windfuselage configuration. Solutions for both Euler and 
Navier-Stokes equations are obtained for quantitative assessment of boundary-layer interaction 
effects. The viscous solutions are obtained on both a medium resolution grid of approximately 
270,000 points and a fine grid of 460,000 points to assess the effects of grid density on the 
solution. Computed pressure distributions are compared with the experimental data. 

Introduction 

The availability of present generation supercomputers has made it feasible to compute 
transonic flow over realistic aircraft components, which is evident from the multitudes of 
papers that have appeared in the literature on this subject in the last 3-4 years. Euler solutions 
for essentially complete aircraft configurations [ 1-21 are now available. In addition, Navier- 
Stokes solutions for aircraft components, such as wings, fuselage-shaped bodies and simple 
configurations [3-81 have also become available recently. Another problem that has received 
special attention recently is that of flow over a simple aircraft component, such as a wing, 
mounted inside a wind tunnel [9- 121. Navier-Stokes solutions for such problems, including 
simulation of tunnel walls and sting support, are very useful for estimating wind tunnel wall- 
interference effects. 

In the present paper, a multistage Runge-Kutta type of time-stepping scheme developed 
by Jameson and coworkers [ 13- 141 for Euler equations, and extended to three-dimensional 
Navier-Stokes equations by Vatsa [ 5 ] ,  is applied to the computation of a transport-type 
windfuselage configuration under transonic flow conditions. The accuracy of this numerical 
scheme has been tested extensively for high Reynolds number viscous flow over simple com- 
ponents such as prolate spheroids and wings in free-air and inside wind tunnels [5,8,12]. In 
this paper, the numerical scheme of Ref. 5 is extended to solve the flow over a wing/fuselage 
configuration. 

Governing equations and numerical algorithm 

The basic equations describing the general three-dimensional flow are the compressible 
Navier-S tokes equations. These are written in a body-fitted curvilinear coordinate system 
( 6 , q , c ), where 6,  q, and 5 represent the streamwise, normal and spanwise directions 
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respectively. Since the dominant viscous effects for high Reynolds number flow are confined 
to a thin viscous layer near the body surface, a thin-layer assumption is employed here by 
retaining only the viscous diffusion terms along the q-direction, which is normal to the sur- 
face. These equations can be written in the conservation law form as : 

where U = [ p, pu, pv, pw,  pEIT 

represents the dependent variables; F, G and H represent the convective fluxes and Gv 
represents the viscous fluxes. The full form of these terms is readily available in the litera- 
ture (e.g. see Refs. 3,7,12). 

The concepts of eddy viscosity and eddy conductivity are employed to account for the 
effect of turbulence. The Baldwin-bmax turbulence model, which is an algebraic model, is 
used for the present turbulent flow calculations. 

A finite-volume algorithm based on Jameson’s Runge-Kutta time-stepping scheme is 
used for obtaining steady-state solutions to the governing equations. The spatial derivatives 
are replaced with central differences and the solution is advanced in time using a 4-stage 
Runge-Kutta scheme. Local time-stepping, enthalpy damping and implicit residual averaging 
techniques are used for accelerating the convergence to steady state, 

Artificial dissipation 

A blend of second and fourth order artificial dissipation is added to the central-difference 
scheme for suppressing odd-even point decoupling and oscillations in the vicinity of shock 
waves and stagnation points. The dissipation model used here is based on the model devised 
by Jameson and Baker [14] for 3-D Euler equations. Whereas the dissipation model of Ref. 14 
works reasonably well for Euler equations on grids with cell aspect ratios of order one, the 
situation is less satisfactory when seeking solutions to Navier-Stokes equations. This is due to 
the fact that extremely fine meshes with large stretchings have to be used for accurate resolu- 
tion of the thin boundary-layer regions that develop at high Reynolds number. This gives rise 
to high aspect ratio cells and the dissipation model of Ref. 14 results in excessive levels of 
artificial dissipation under these conditions. 

Martinelli [15] and Swanson and Turkel [16] have looked at different ways of reducing 
the artificial dissipation in 2-D Navier-Stokes computations. Vatsa, Thomas and Wedan [SI, 
and Vatsa and Wedan [ 121 have studied the effects of artificial dissipation on the accuracy of 
3-D Navier-Stokes solutions for transonic flow over prolate spheroids and wings. Based on 
these studies [8,12,15,16], it was concluded that an effective way to reduce the artificial dissi- 
pation levels is to scale the dissipation in the three coordinate directions by their respective 
eigenvalues instead of scaling the dissipation by the maximum eigenvalue, as was done in the 
original work of Ref. 14. In addition, the artificial dissipation is scaled with the local Mach 
number to reduce it even further in the viscous layer. Based on the earlier investigations 
[8,12], this modified dissipation model provides improved level of accuracy for the solutions 
of the Navier-Stokes equations, and hence it will be employed in the present paper, 

I Boundary conditions 

The windfuselage surface is treated as a solid, no-slip and no-injection boundary. 
Numerically, this boundary condition is imposed by setting the three velocity components, u, 
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v and w to zero at the surface. The normal pressure and temperature gradients at this surface 
are set to zero. Only one-half of the wing/fuselage configuration (left-half) is simulated and 
hence a symmetry condition in the spanwise direction is imposed at c= 0 for all variables 
except the cross-flow velocity component, w, which is taken to be antisymmetric. The farfield 
boundary condition is based on Riemann invariants for one-dimensional flow normal to the 
boundary, as discussed by Jameson and Baker [14] and Thomas and Salas [17]. Extrapolation 
on all variables is used at the downstream boundary. 

Grid generation 

A transfinite interpolation scheme based on Eriksson’s [18] methodology is used for gen- 
erating the three-dimensional grids for the wing/fuselage configuration under consideration 
here. A C-0 grid topology is employed for accurate resolution of the wing leading-edge and 
wing-tip regions. Grid clustering is used to provide good resolution in regions of large flow 
gradients. A partial view of the grid is shown in Fig.1. As can be seen from this figure, the 
grid generation code employed here can be used to generate reasonable grids for 
wing/fuselage configurations. The main deficiencies in this grid topology are the lack of reso- 
lution in the fuselage nose region and significant skewness in the wing-root and wing-tip 
regions, which may be relieved through the concepts of block-structured grids. 

Results and discussion 

In this paper, we will concentrate on calculations for a transport-type wing/body 
configuration, specifically the Pathfinder I [ 191. Experimental pressures for this configuration 
were obtained in the NTF wind tunnel at NASA Langley, Virginia. The test conditions for the 
case considered here are M,=0.801, a=1.998’ and a Reynolds number of 3 million. Transi- 
tion of the flow to turbulence was taken to be at 10% of the chord on the wing, and at the 
fuselage nose for all the calculations presented here. The position of transition corresponds to 
the experimental placement of transition strips for the wing. 

The present computations were made for a mid-mounted wing configuration, while the 
configuration tested had a low-mounted wing. This was done mainly to obtain solutions within 
the time constraint required by this symposium, since the surface definition of the mid- 
mounted wing configuration was readily available from an earlier investigation [20]. It is not 
known what total effect this may have had on the present solutions, however based on the 
interacting boundary layer calculations of Ref. 20, the effect on the solution from the wing 
position should be apparent only in the vicinity of the wing/fuselage juncture. It is planned to 
repeat the present Navier-S tokes computations in near future for the low-mounted wing 
configuration to simulate the experimental set up more precisely. It should also be pointed out 
that the calculations performed here used nominal wing coordinates obtained from spanwise 
linear interpolation of a limited amount of data describing the wing. As a result the computa- 
tional model of the wing contained some localized curvature discontinuities which resulted in 
pressure oscillations in the solution. These oscillations are small, however, and the overall 
solution was not affected. 

The first set of calculations to be presented are for a medium resolution grid of 161 x 41 
x 41 points in the streamwise, spanwise and normal directions, respectively. The normal spac- 
ing of the grid was 4 x ~ O - ~  at the wing and fuselage surface, giving a y +  value of approxi- 
mately 5 for the viscous calculations. Of the 40 cells in the spanwise direction, 16 of these 
were placed on the fuselage. Both viscous and inviscid calculations were performed on this 
grid. Fig. 2 shows the convergence history for the viscous calculations on this grid in terms of 
orders of reduction in the average residual and the number of supersonic points non- 
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dimensionalized by the final value. This is typical for the calculations presented in this paper 
in that generally 5 orders of reduction were obtained for the average residual in about 2000 
iterations. 

The computed pressures are compared with the experimental data at 4 span stations in 
Fig. 3. The first span station (q= 0.131) is shown only to indicate the effect of the mid- 
mounted wing as opposed to the low wing. As seen in this figure, the mid-fuselage mounting 
of the wing provides flow relief on both the upper and lower surfaces, and thus the accelera- 
tion of the flow is not as great as for the experiment. This is particularly evident on the upper 
surface of the wing where, with the low-wing configuration, there is actually contraction of 
the stream-tube in the juncture region due to the outward bulge of the fuselage above the 
wing. As is apparent at the next span station, this problem is reduced away from the juncture 
region. 

Comparing the inviscid and viscous solutions in Fig. 3, it can be seen that the overall 
effect of including the boundary layer is to increase the pressure on the upper surface of the 
wing, bringing it more in line with the experimental values. In addition, there is a decrease in 
the computed pressure in the trailing edge region on the lower surface of the wing due to a 
filling in of the cove. Some oscillations in the pressure are apparent at the inboard stations for 
the viscous calculations, which are the result of the non-smooth geometry discussed previ- 
ously. These oscillations are not seen in the inviscid calculations, however, which is attributed 
to much higher levels of artificial dissipation resulting from the dissipation model employed 
for the inviscid calculations (see Ref. 14). The major deficiency in these calculations is the 
lack of resolution of the leading edge acceleration and shock position and strength. In an ear- 
lier paper, Vatsa and Wedan [12] have shown that inadequate grid resolution in either the 
streamwise or spanwise directions will result in similar disagreements, thus the calculations 
were repeated for this case on a finer grid. 

The next set of calculations are for a finer grid consisting of 193 x 49 x 49 points. 
Again, 16 of the spanwise cells were placed on the fuselage. The net increase in resolution on 
the wing surface was approximately 70%. The normal spacing off the surface and farfield 
boundaries were kept nearly the same, thus the additional 8 cells in the normal direction had 
the effect of reducing the stretching rate of the grid, and thus the magnitude of the added 
artificial dissipation. The pressure comparisons with experiment are shown in Fig. 4 for an 
inboard, mid-span, and an outboard span station. At the mid-span section, the finer grid 
improves the agreement between the calculations and the experiment in that the leading edge 
pressure peak and shock position and strength are better resolved. There is no significant 
difference between the two calculations at the inboard station, however. Both calculations 
miss the acceleration in the leading edge region and the shock. It is possible that the disagree- 
ment between the computed and experimental pressures at this station is due to the wing 
mounting position. Experimentally, the flow in the leading edge region of the wing is super- 
sonic from the wing rootlfuselage juncture to the tip, with a well developed shock structure. 
For the calculations, however, the flow is subsonic at the wing root, thus the shock which 
forms over the mid and outboard regions of the wing must vanish as the root juncture region 
is approached. This discrepancy will be resolved in future calculations, where the wing will 
be properly located on the fuselage for more accurate representation of the experimental 
geometry. A different situation exists at the outboard station, in that the finer grid calculation 
overpredicts the leading edge pressure peak and indicates a shock that is further downstream 
and stronger than the experimental data. This is attributed to a certain amount of experimen- 
tally observed washout of the tip due to aerodynamic loads during testing. An attempt will 
also be made to ascertain the magnitude of this, and include it in future calculations. 

Surface streamline plots from the calculations are shown in Fig. 5 for the upper and 
lower surfaces of the wing. As can be seen in this figure, the flow is well behaved over the 
entire wing under these conditions, aside from the small streamwise extent of trailing edge 
separation on the upper surface. A significant amount of spanwise flow can also be observed 
on the lower surface in the cove region of the wing. Although, no experimental oil flows were 
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taken for this test, these patterns have been compared with oil flow photographs obtained for a 
similar configuration in another wind tunnel [21]. The streamline patterns from the calcula- 
tions have qualitatively the same nature as indicated in those oil flows. 

The streamline patterns for the fuselage as obtained from the calculations are also shown 
in Fig.5 . Again, no experimental verification of this pattern is available for this configuration. 
The streamline patterns, however, compare favorably with those observed previously by Vatsa 
and Wedan for calculations of a wing mounted on a side wall in a wind tunnel [12]. The 
streamline patterns from both calculations show the displacement of the streamlines away 
from the wing surface both above and below the wing, and a plume-type structure emanating 
from the wing trailing edge and extending downstream. 

Conclusions 

Viscous and inviscid flow calculations have been performed for a transport-type 
wingbody configuration and compared to experimental data at Mach number of 0.801, an 
angle of attack of 1.998 degrees, and a chord Reynolds number of 3 million. The viscous cal- 
culations showed significant improvement over the inviscid calculations, particularly over the 
upper surface of the wing and in the cove region on the lower surface. The upper surface 
shock and the flow in the leading edge region were resolved more accurately on the finer grid 
over the mid and outboard sections of the wing. Significant differences exist between the 
computed and experimental pressures over the inboard region of the wing. This has been attri- 
buted to the mid-wing modeling of the configuration in the computations as opposed to the 
actual low-wing experimentalconfiguration. These calculations will be repeatedin the near future 
for a low-mounted wing configuration in order to obtain more accurate simulation of the 
experimental setup. Finally, the streamline patterns on the wing and fuselage compare quali- 
tatively with patterns observed from previous computations and experimental tests of similar 
configurations. 
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ABSTRACT 

A review is made of the performance of a variety of turbulence models in the 
evaluation of a particular well-documented transonic flow. This is done to supple- 
ment a previous attempt to calibrate and verify transonic airfoil codes by including 
many more turbulence models than used in the earlier work and applying the calcula- 
tions to an experiment that did not suffer from uncertainties in angle of attack and 
was free of wind tunnel interference. It is found from this work, as well as in the 
earlier study, that the Johnson-King turbulence model is superior for transonic 
flows over simple aerodynamic surfaces, including moderate separation. It is also 
shown that some field equation models with wall function boundary conditions can be 
competitive with it. 

INTRODUCTION 

The accuracy of aerodynamic computations, at realistic Reynolds numbers where 
boundary-layer turbulence exists, depends on two distinct, yet interrelated ele- 
ments. These are the numerical and the physical aspects of the solution scheme. 
Currently, practical aerodynamic problems have to be solved in a manner where the 
physical aspects of turbulence, present at the Reynolds numbers of interest, are 
treated with statistical models. Although such turbulence models can be avoided 
with time- and space-accurate solutions of the dynamics of turbulence, to date such 
computations have been confined to very simple flow fields at extremely low Reynolds 
numbers. Their costs are much too high to be considered for design work in the 
foreseeable future (ref.l), even if sub-grid models can be developed to allow han- 
dling the Reynolds numbers of practical interest. 

The statistical equations for turbulent flows, corresponding to the basic 
Navier-Stokes equations for compressible flows, are derived by first expanding the 
instantaneous values of the dependent variables, such as velocity components, den- 
sity, and temperature into the sum of mean and fluctuating quantities. The equa- 
tions are then either averaged in time, over periods much longer than the time 
scales of the largest turbulence eddies, or are ensemble-averaged. When transonic 
flows are considered, simpler equations result when the velocity terms are weighted 
with the local density in the averaging process. 
the time-dependent terms, the resulting equations have the same form for either 

Except for existence or absence of 
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time- or ensemble-averaging and are called the Reynolds-averaged equations. The 
dependent variables in these equations are composed of the mean quantities of the 
velocity and state variables and of moments of their instantaneous quantities. 
These moments are called Reynolds stresses o r  heat flux, and it is the evaluation of 
these quantities that is central to physical turbulence modeling. 

In recent years, there has been a considerable expenditure of man-power and 
computer costs in developing numerical techniques for solving the Reynolds-averaged 
equations. Today, the flow fields about three-dimensional bodies as complicated as 
wing-body configurations can be computed in a reasonable time with numerically 
accurate techniques. The basic algorithms are becoming more efficient and robust, 
complex meshes are being generated routinely, and codes run sufficiently economi- 
cally so that mesh-independent solutions can be tested and demonstrated. Color 
graphics permit detailed and illuminating visualization of the results. 
this enormous rate of progress and maturation of the field of computational fluid 
dynamics (CFD), the design community still regards the results to be useful only in 
a qualitative sense and is pressuring the CFD community to calibrate and verify 
their codes against carefully obtained experimental data so that these codes can be 
established as accurate design tools. 

Yet despite 

Because the numerical aspects of a problem can be systematically isolated and 
improved upon, differences between the output of a good and carefully applied numer- 
ical code and experimental data are generally identified as a weakness of the turbu- 
lence model. Of course, not all computations are done with the proper care, so that 
some differences between experimental data and computed results can be numerical as 
well as physical. 
some of the examples shown in the following section. 

I 
That this occurs in published results will be demonstrated by 

One attempt to calibrate and verify some existing codes for computing two- 
dimensional airfoils at transonic speeds was the Viscous Transonic Airfoil Workshop 
held at the AIAA 25th Aerospace Sciences Meeting at Reno, Nevada, in January 1987, 
and reported in reference 2. Fifteen different author groups participated, with 
codes that included 16 Navier-Stokes methods, 2 Euler/boundary-layer methods, and 5 
full-potential/boundary-layer methods. The turbulence models variously employed in 
the Navier-Stokes methods included the classical algebraic eddy viscosity model of 
Cebeci-Smith (ref. 3), the Baldwin-Lomax algebraic eddy viscosity model (ref. 4 ) ,  
the Johnson-King model (ref. 5 ) ,  which accounts for turbulence lag with an ordinary 
differential equation for growth of the maximum shear stress that is then used to 
scale an algebraic eddy viscosity , and the Coakley q-omega model (ref. 6), the sole 
representative of the class of two field equation models that define length and 
velocity scales for an eddy-viscosity evaluation throughout the boundary layer, 
including the region near the surface. The interactive inviscid-/viscous-layer 
codes either use the Cebeci-Smith model in the differential equations applying to 
the boundary layer or an integral model. 

The results of this workshop will be summarized in the following section. 
These results have to be considered to be tentative because they apply to airfoil 
experiments that experienced wall effects, with an attendant uncertainty in the 
experimental data, and, also, only a limited number of turbulence models were 
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represented in the Navier-Stokes computations. To complement this work, a later 
section of this paper is devoted to the detailed comparison of computed results, 
from a single computer code that contains a larger number of turbulence models, with 
the data of an experiment that is relatively free of wind tunnel wall effects and 
contains measurements of the turbulence itself. These comparisons, as well as the 
earlier work with the airfoils, are then used here to develop some conclusions 
regarding the state of the art of modeling turbulence in two-dimensional transonic 
flows. 

I 

I 

SUMMARY OF VISCOUS TRANSONIC AIRFOIL WORKSHOP 

The results of the AIAA Viscous Transonic Airfoil Workshop (ref. 2) are summa- 
rized on figure 1 ,  where the coefficient of lift is plotted against the coefficient 
of drag, expressed in counts, for  three different airfoils at various Mach numbers 
and angles of attack. 
data. The open circles represent the inviscid/viscous interaction schemes, without 
distinction as to whether Euler or  full potential equations apply to the inviscid 
region or  whether differential or  integral methods are used in the boundary layer. 
The remaining symbols refer to Navier-Stokes calculations. The open squares repre- 
sent the Baldwin-Lomax algebraic eddy viscosity model; the squares with ticks repre- 
sent the Cebeci-Smith model; the diamonds represent the Johnson-King lag model, and 
finally, the triangle represents Coakley's two-equation model. 

On this figure, the solid circles represent the experimental 

Figure l(a) shows the comparison of calculated CL(CD) with the experimental 
data on an NACA 0012 airfoil (ref. 7) for three conditions of Mach number and angle 
of attack, all at a chord Reynolds number of nine million. 
corner, there are shown the data and computed results at 
of attack of 1.4g0, which includes wind tunnel interference corrections recommended 
by the experimenter. All of the computed results yield results that are within 10% 
of the lift, and only two of the inviscid/viscous interactive methods miss the drag 
by as much as 20 counts. Thus, for attached flows that are weakly transonic, all 
the computation methods give reasonable quantitative results. 

In the lower left-hand 
and at an angle M = 0.7 

The datum p o i n t  and computed values  of C,(CD), a t  M = 0.55 and a co r rec t ed  
ang le  o f  a t t a c k  of 8.34O, are shown i n  t h e  upper p o r t i o n  of  f i g u r e  l ( a ) .  
these cond i t ions ,  t h e  flow over  t h e  top  of t h e  a i r f o i l  had a supersonic  bubble 
fol lowed by a shock wave a t  about 0 . 1  chord, where a s l i g h t  s e p a r a t i o n  occurred.  
Again, except  f o r  two of  t h e  v i scous / inv i sc id  i n t e r a c t i v e  schemes, t h e  l i f t  is 
c a l c u l a t e d  t o  be  between 1% high  and 8% low by t h e  v a r i o u s  methods. The c l o s e s t  
p o i n t s  t o  t h e  exper imenta l  va lues  i n  terms of CL and CD a r e  t h e  Navier-Stokes 
s o l u t i o n s  us ing  t h e  Baldwin-Lomax and Cebeci-Smith models. It i s  important t o  note  

Under 
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that equivalent methods, i.e. those solving, ostensibly, the same conservation and 
modeling equations, also show significant differences, especially in drag. For 
example, the two Navier-Stokes codes that utilized the Johnson-King model, the 
diamonds, show differences of over 50 counts in drag coefficient, although lift only 
differs by about 1%. 
employing the Baldwin-Lomax or Cebeci-Smith models. In this example, it is seen 
that the numerical differences between codes with supposedly the same turbulence 
models can be larger than the differences produced by the different turbulence 
models within a single code. These observations bring into serious question the 
premise stated earlier that code verification processes will be tests primarily of 
the physical, rather than the numerical aspects of a code. It appears, in this 
example, that the numerical aspects of some of the codes may have not been treated 
with sufficient care to make the solutions of each code numerically "correct", 
thereby permitting their solutions to be differentiated by their physical modeling. 

Similar differences are seen in the results produced by codes 

A point that has to be made here is that there are often some arbitrary deci- 
sions made in the application of a particular turbulence model, and that some of the 
differences shown in the last example could be caused by differences in how those 
decisions were made rather than related to the numerics. For example, in the 
Cebeci-Smith model, the displacement thickness is used to define the eddy viscosity 
in the outer region of the boundary layer. The evaluation of a displacement thick- 
ness is unambiguous only if the irrotational flow outside the boundary layer pro- 
duces a uniform velocity component parallel to the surface. This is not the case in 
the current example and in most complex flows. In fact, this difficulty in defining 
the displacement thickness was the underlying reason for the changes that were 
introduced into the Baldwin-Lomax model. This latter model also can suffer from 
ambiguities, as its velocity scale in the outer regions of the boundary layer can be 
multivalued. This results in an imprecise prescription of the eddy viscosity in 
this region. Another significant choice that can introduce differences in the 
solutions can be the distance of the first mesh point from the surface. If this 
point does not lie well within the viscous-dominated region of the boundary layer, 
errors in the skin friction determined by a particular turbulence model can occur. 
From the published results, it is not possible to discern what differences such 
choices may have made in the various solutions shown on the figure. 

A third example of flow over a NACA 0012 airfoil is shown in the lower right of 

Under these conditions, a shock wave developed on the upper surface at about 
figure l(a). Here the Mach number is 0.799 and the corrected angle of attack is 
2 . 2 6 O .  
mid-chord that was sufficiently strong to cause significant boundary-layer separa- 
tion. Again, ostensibly similar methods yield a spread in the results. In this 
case, however, the two computations with the Johnson-King model agree rather well 
and, in terms of both 
for the same interactive method that gave the best results in the previous example 
(ref. 8). 
algebraic eddy viscosity models. Also, as in the previous example, most of the 
codes gave values of drag much larger than the experimental value. 

CL and CD, are the closest to the experimental result, except 

In this case the two-equation model gave poorer results than some of the 
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Figure l(b) shows CL(CD) for the RAE 2822 airfoil for two test conditions in 
reference 9. The symbols have the same meaning as in figure l(a). Both sets of 

6 experimental conditions were obtained at chord Reynolds numbers of 6.5*10 . The 
data point on the left represents the test results at M = 0.725 at a corrected 
angle of attack equal to 2.92". 
about X/C = 0.52; but its strength was insufficient to separate the boundary 
layer. Under these conditions, the bulk of the computational results cluster about 
the experimental datum point within ?lo% on either axis. It is surprising that the 
computation with the Johnson-King model, the diamond, which was generally the more 
successful model in figure l(a), yields one of the poorer results in this case. 
Here too, the differences between supposedly similar methods show differences as 
large as those identified with different turbulence models, albeit both sets of 
differences are relatively small. 

A shock wave developed on the upper surface at 

The point on the right of this figure corresponds to test conditions at higher 
Mach number and angle of attack, namely, M = 0.75 and 3.19". Under these wind 
tunnel conditions, the upper surface experiences a shock wave, still at X/C = 0.52, 
but with a strength sufficient to cause boundary-layer separation according to most 
of the turbulence models. Here the better computed results are due to three 
viscous/inviscid interactive models, including that of reference 8, and the 
Johnson-King model in a Navier-Stokes code. The Coakley two-equation model and the 
eddy viscosity models cluster together at high values of drag. 

The third figure of this group, figure l(c), relates to an experiment (ref. 10) 
conducted with a supercritical transonic flow airfoil, designated the VA-2, that was 
developed in West Germany. For this case, the only computed results that exist are 
from a single code developed by Coakley (ref. 10) which contains the Cebeci-Smith, 
Johnson-king, and Coakley's q-omega models. In this case, the tests were conducted 
at a chord Reynolds number of 6*10 
point on the left of the figure represents the datum at 
wave developed at X/C = 0 .35 .  All the models overpredict the lift, and underpre- 
dict the drag. As with most of the cases with the other airfoils, the two-equation 
model gave results essentially identical with those of the Cebeci-Smith model. The 
Johnson-King model yielded lift within a few percent of the experimental value, but 
the drag was 30 counts too low, and no better than the values from the other models. 

6 and a wind tunnel angle of attack of 1". The 
M = 0.73, where a shock 

The point on the right of figure l(c). corresponds to a Mach number of 0.78, 
where the shock wave moved to X/C = 0.645, rather far back on the airfoil. 
the lift is predicted well by the Johnson-King model, whereas the other models do 
much better with regard to drag. 

Again, 

Several conclusions can be drawn from the above discussion of the comparison of 
CL(CD> with the experimental data from three different airfoils in calculated 

transonic flow. These are as follows: 

1. In two-dimensions, some interactive inviscid/viscous methods can be competi- 
tive with Navier-Stokes computations containing the better turbulence models. 

585 



2. In the Navier-Stokes codes, the algebraic models of Cebeci-Smith and 
Baldwin-Lomax yield similar results, which are generally equivalent to results from 
the the more complex Coakley two-equation q-omega model. 

3. The Navier-Stokes codes that yield the best results in most of the cases 
employ the Johnson-King model. 

These must be treated as tentative conclusions. Although the data represent 
the state of the art, they suffer, as do most wind tunnel experiments, from wall 
interference effects, especially those cases where the airfoils experienced larger 
regions of separation. A manner of accounting for the wind tunnel effects is to 
ttcorrect" the geometrical angle of attack to some effective value. In the computa- 
tions cited above, the effective angles of attack used by the various author groups 
differed from each other and the reasons for selecting particular values were not 
stated in reference 2. How much the uncertainty in the angle of attack in each case 
affects the results shown in reference 2 is not clear. In addition, the assessment 
in reference 2 suffers from a limited number of turbulence models, and in the case 
of the two-equation model does not represent the best of that class. 

To provide a broader assessment of the state of two-dimensional transonic 
turbulence modeling, we decided to complement the work described above by computing 
the flow field of a transonic flow whose data have been shown to be free of wind 
tunnel interference (ref. 11)  and angle of attack uncertainty, and to include addi- 
tional turbulence models. Since all but one of these models are included in a 
single Navier-Stokes code, the uncertainties introduced by different codes and 
solution algorithms are also essentially eliminated. 
and discussed in the following section. 

These results are described 

TRANSONIC FLOW TURBULENCE MODEL COMPARISONS 

Experimental Basis for Comparison 

The experiment chosen as the standard for the turbulence model comparisons 
utilized the transonic flow over a circular arc bump affixed to a hollow circular 
cylinder aligned with the flow direction (ref. 1 1 ) .  
in a manner similar to the top surface of an airfoil. The configuration of this 
wind tunnel model and the flow conditions for which most of the turbulence model 
comparisons were made are shown on figure 2. 
in diameter and extended 61 cm upstream of the bump's leading edge. 
chord of 20.32 cm and a thickness of 1.91 cm. At its leading edge, the bump 
departed from its circular arc shape and blended smoothly into the upstream cyl- 
inder. Natural transition occurred on the cylinder, and the resulting turbulent 
boundary-layer thickness at the leading edge of the bump was about 1 cm. This was 
sufficiently thick to allow boundary layer measurements, but not so thick as to 
introduce significant streamwise curvature effects. The measurements included 
surface pressure, mean velocities, and the Reynolds stresses. These latter data, 

The bump acts aerodynamically 

The thin-walled cylinder was 15.2 cm 
The bump had a 

I 

I being profile measurements, allow examination of the reasons for the success or 



failures of individual turbulence models. Another decided advantage of using this 
experiment as a standard is the fact that the wind tunnel model was run in both the 
NASA Ames Research Center 2 x 2 ft and 6 x 6 ft transonic wind tunnels and that 
the pressure distributions at the same Mach and Reynolds numbers were essentially 
the same (ref. 12). 
are relatively free of wind tunnel interference. Of course, another advantage of 
this data set is the lack of ambiguity regarding the angle of attack, as was the 
case with the airfoils. A shortcoming of using these data, however, is that they 
were used to develop the Johnson-King model and, therefore, it would be expected 
that the best performance other models could be made to achieve would be to approach 
the behavior of this lag model. Therefore, testing a variety of turbulence models 
with these data can lead to a necessary condition for other turbulence models to 
satisfy, but is not sufficient for ascertaining the relative performance of turbu- 
lence models for flows with separation more massive than occurred within the refer- 
enced experiment. 

This suggests that the data used to test the turbulence models 

Numerical Procedure 

The primary numerical procedure used in computations shown here was originally 
developed by C. C. Horstman (ref. 13) based on MacCormack's 1981 algorithm 
(ref. 14) .  The code has been modified into a series of codes to accommodate the 
various turbulence models compared in this paper. The MacCormack method used here 
is basically an explicit second-order, predictor-corrector finite-difference method, 
modified by an efficient implicit algorithm. In the calculations, the computational 
domain extended in the flow direction from -140 cm to +90 cm, relative to the onset 
of the bump. In the radial direction the domain extended from the surface of the 
model to a radius of 90 cm. The mesh size was 129 x 45, and allowed variable spac- 
ing in both the axial and radial directions. In the streamwise direction, the mesh 
varied from 0.16 cm, near the shock wave, t o  12 cm at the downstream boundary. 
Normal to the surface, an exponentially stretched mesh was used that allowed the 
first mesh point from the surface to lie well within the sublayer, for those cases 
where integrations were performed to the surface. When wall functions were u s e d ,  
the near wall mesh centers were generally well into the fully turbulent flow, except 
at the stations close to and within the separation zone. 

The upstream boundary conditions were prescribed by uniform free stream condi- 
tions, with the total pressure and temperature held constant and the static proper- 
ties found from relationships based on the method of characteristics. The down- 
stream conditions set all axial gradients to zero. In all cases, the surface 
boundary conditions were zero velocity and near adiabatic wall temperature. 
free stream conditions were applied at the far-radial boundary, as justified in 
reference 15. 

Uniform 

As discussed in the next section, the Wilcox-Rubes in - tu rbu lence  model (ref. 16) 
required a different numerical algorithm, namely MacCormack's 1976 hybrid method, 
reference 17. 
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Turbulence Models Considered i n  Comparative Analys is  

I n  t h i s  comparison of t u r b u l e n c e  models,  t h e  f o l l o w i n g  t u r b u l e n c e  models were 
a p p l i e d :  Cebeci and Smith ( r e f .  3 ) ,  Johnson and King ( ref .  51, J o n e s  and Launder 
( ref .  18), Viegas and Rubesin ( refs .  19 and 201, Coakley (refs. 6 and 21) ,  and 
Wilcox and Rubesin ( ref .  16) .  One f e a t u r e  characteristic o f  a l l  these models is 
t h a t  Reynolds stresses are expressed  i n  terms of a n  eddy v i s c o s i t y  i n  a Boussinesq 
c o n s t i t u t i v e  r e l a t i o n s h i p .  

The Cebeci-Smith t u r b u l e n c e  model d i v i d e s  t h e  boundary l a y e r  i n t o  a n  i n n e r  and 
o u t e r  zone, where t h e  eddy v i s c o s i t y  is expressed  a l g e b r a i c a l l y  i n  each l a y e r .  I n  
the inner  l a y e r ,  the  eddy v i s c o s i t y  is expressed  wi th  a l e n g t h  scale t h a t  is t h e  
d i s t a n c e  from t h e  s u r f a c e  and and w i t h  a v e l o c i t y  scale t h a t  is t h e  shear v e l o c i t y  
a t  t h e  wall. I n  the o u t e r  l a y e r  these scales are t h e  d isp lacement  t h i c k n e s s ,  com- 
puted n e g l e c t i n g  d e n s i t y  v a r i a t i o n s ,  and t h e  boundary-layer  edge v e l o c i t y .  The 
e x t e n t  of t h e  i n n e r  l a y e r  is determined by r e q u i r i n g  t h e  minimum of t h e  eddy v i s c o s -  
i t i es  cor responding  t o  the  i n n e r  and o u t e r  l a y e r s  be used a t  each p o s i t i o n  from t h e  
s u r f a c e .  
flows. In its c u r r e n t  a p p l i c a t i o n  ( r e f .  15) t h e  van Driest damping f u n c t i o n ,  used 
t o  account  for  v i s c o u s  effects  i n  t h e  s u b l a y e r  and b u f f e r  l a y e r ,  was corrected for  
non-zero v a l u e s  of the  s t reamwise p r e s s u r e  g r a d i e n t .  

T h i s  model h a s  become t h e  s t a n d a r d  for  u s e  w i t h  a t t a c h e d  boundary-layer  

Next i n  mathematical  complexi ty  is t h e  t u r b u l e n c e  model o f  Johnson and King. 
T h i s  model also d i v i d e s  t h e  boundary l a y e r  i n t o  two zones  where the  eddy v i s c o s i t i e s  
are expressed  a l g e b r a i c a l l y .  I n  t h e  i n n e r  l a y e r ,  however, t h e  v e l o c i t y  scale used 
i n  t h i s  model depends on t h e  maximum shear stress w i t h i n  t h e  boundary l a y e r ,  n o t  t h e  
wall shear stress ( e . g .  expressed  as shear v e l o c i t y )  as i n  t h e  Cebeci  and Smith 
model. T h i s  maximum shear stress is found from t h e  s o l u t i o n  o f  an  o r d i n a r y  d i f fe r -  
e n t i a l  e q u a t i o n  t h a t  r e p r e s e n t s  t h e  rate of t h e  development of t h e  maximum s h e a r  
stress with d i s t a n c e  a l o n g  t h e  s u r f a c e .  The e q u a t i o n  is e x p r e s s e d  c o n v e n i e n t l y  i n  
terms o f  t h e  d e p a r t u r e  of s h e a r  stress and eddy v i s c o s i t y  from their cor responding  
q u a n t i t i e s  i n  e q u i l i b r i u m  wi th  t h e  mean motion. Compared t o  the  Cebeci and Smith 
model, t h e  Johnson and King model c o n t a i n s  two a d d i t i o n a l  modeling c o e f f i c i e n t s ,  one 
that scales t h e  rate o f  development of t h e  maximum shear stress and a n o t h e r  t h a t  
scales t h e  effect  o f  t u r b u l e n c e  d i f f u s i o n  w i t h i n  that  rate e q u a t i o n .  The v a l u e s  of 
these c o e f f i c i e n t s  were chosen by comparison wi th  t h e  data of r e f e r e n c e  18, as well 
as with those from t h e  bump experiment  ( ref .  1 1 ) .  
model are from r e f e r e n c e  5. 

I 

The computed r e s u l t s  u s i n g  t h i s  

The n e x t  t u r b u l e n c e  model t o  be d i s c u s s e d  is t h a t  o f  J o n e s  and Launder,  refer- 
ence 19. T h i s  model is an  example of t u r b u l e n c e  models t h a t  employ two a d d i t i o n a l  
p a r t i a l  d i f f e r e n t i a l  f i e l d  e q u a t i o n s  t o  e v a l u a t e  t he  v e l o c i t y  and l e n g t h  scales of 
the  t u r b u l e n c e ,  t h e r e b y  a l l o w i n g  f o r  t he  rate p r o c e s s e s  i n  t h e  development i n  the  
l o c a l  s tate of t h e  scales of t u r b u l e n c e .  I n  t h i s  model, t h e  dependent  v a r i a b l e  i n  
the f i rs t  e q u a t i o n  is t h e  k i n e t i c  energy o f  t u r b u l e n c e ,  whereas that  i n  t h e  second 
equat ion  is t h e  ra te  o f  d i s s i p a t i o n  of t h e  t u r b u l e n c e  k i n e t i c  energy .  I n  e s t a b l i s h -  
i n g  t h e  eddy v i s c o s i t y ,  t h e  k i n e t i c  energy of t u r b u l e n c e  acts  as t h e  v e l o c i t y  scal- 
i n g  parameter ,  w h i l e  t h e  l e n g t h  scale is composed of a n  a l g e b r a i c  combinat ion of t h e  

I k i n e t i c  energy and t h e  rate of d i s s i p a t i o n  of k i n e t i c  energy .  T h i s  model a lso 



possesses the feature of special viscous terms in these turbulence field equations 
that allow integrations to the surface. The model has been extended to account for 
compressibility, necessary in the computation of transonic flows, by use of mass 
weighting the turbulence equations and allowing for non-zero mean velocity diver- 
gence in the constitutive relationship for the eddy viscosity. 

It has been shown that the popular Jones-Launder turbulence model yields poor 
values of skin friction in the presence of a shock wave in transonic flow, and that 
the introduction of wall functions, originally designed to save computation costs, 
surprisingly improved the prediction of skin friction (ref. 20). Accordingly, the 
compressible-flow, wall-function models of Viegas and Rubesin were applied to the 
Jones-Launder model for the test case considered here. These wall-function 
approaches allowed use of fewer mesh points normal to the surface and reduced the 
stiffness of the turbulence equations; both effects lead to considerable saving in 
computation costs over that of the Jones-Launder model itself. 

These wall-function methods depend on establishing the wall shear from a knowl- 
edge of the mean velocity at the center of the first mesh volume off the surface and 
from the turbulence kinetic energy at the centers of the first two points off the 
surface. The latter kinetic energy information reflects the local axial pressure 
gradient along the surface. In addition, these wall-function methods rely on care- 
ful integrations of the production and dissipation of the kinetic energy across the 
first mesh volume in order to have the mean kinetic energy identified with the mesh 
volume reflect the presence of the sublayer and buffer layers that exist there. In 
the first of the wall function methods (ref. 20), the "law of the wall" was used 
with fixed coefficients appropriate strictly for flat plates at constant pressure. 
In the second wall function method (ref. 2 1 ) ,  these coefficients were allowed to 
vary, reflecting the behavior of the sublayer to strong axial pressure gradients, 
and in addition, provisions were made for the presence of the lower portion of the 
wake region of the boundary layer. 
regions approaching separation, and in the separation zone, and immediately after 
reattachment. It should be noted that it was the added viscous terms (the so-called 
"low Reynolds number terms") which allowed integrations to the surface in the Jones 
Launder model that caused its difficulties and were eliminated through the use of 
the wall function approaches. 

These modifications are influential only in 

Another turbulence model used in these comparisons was that of Wilcox and 
Rubesin (ref. 16) .  This model is similar to that of Jones and Launder in t.hat two 
turbulence field equations also are employed to yield turbulence scale quantities on 
which to base the eddy viscosity. In this model, the variable used to develop the 
length scale is the specific rate of dissipation, i.e. the rate of dissipation 
divided by the kinetic energy. The turbulence model differs from the Jones-Launder 
model in another very significant way; it does not require additional viscous terms 
to permit integrations to the surface, but accomplishes this through the use of 
damped coefficients in the high Reynolds number terms. 
lence model is that the second equation uses the square of the specific dissipation 
rate as its dependent variable. This is a quantity that varies with distance from 
the surface to the fourth power, a variation that is too rapid for the second-order 

A drawback of this turbu- 



finite differencing used in the computations to be accurate in the vicinity of the 
surface. To avoid inaccuracies, very near the surface an analytical expression is 
used to evaluate the dissipation rate variable. This analytical expression, how- 
ever, causes instabilities at the match point with the numerical solution of the 
second modeling equation. In addition, this model has particularly stiff mathemati- 
cal characteristics when wall functions are not used. These instabilities and 
stiffness characteristics prevented this model from being incorporated into the same 
algorithm as was used for all the other turbulence models (ref. 20). Consequently, 
the results presented here for the model of Wilcox and Rubesin were obtained with 
the older, less efficient, more complicated, but more robust hybrid code of 
MacCormack (ref. 17). The results of this model shown here are restricted to the 
surface pressure distribution, the only recoverable results available to the authors 
(ref. 15). 

To relieve the near-surface numerical difficulties associated with the Wilcox- 
Rubesin model, Coakley (refs. 6 and 22) developed turbulence models in which the 
dependent variables of the turbulence field equations were the slower varying square 
root of the kinetic energy and the first power of the specific dissipation rate. 
Coakley introduced low Reynolds number and damping terms that reduced o r  eliminated 
the types of unusual stiffness associated with the Wilcox-Rubesin and the Jones- 
Launder turbulence models and allowed efficient computation. In defining the coef- 
ficients of these new equations, Coakley transformed those of Jones and Launder into 
what is called here "Coakley-1'' and those of Wilcox and Rubesin into "Coakley-2". 
Recall that the airfoil computations shown earlier were based on the Coakley-1 
turbulence model. 

Results of Turbulence Model Comparison 

Figures 3(a) and 3(b) show the comparison of computed results based on the 
variety of turbulence models with the experimental surface-pressure data obtained in 
reference 11. The figures display the pressure coefficient distribution over the 
downstream half of the bump followed by one-half chord length of the cylinder. On 
these figures the experimental data, corresponding to a Mach number of 0.875 and a 
Reynolds number of 13.1 x x106, are represented by the open circles, whereas the 
computed results are indicated with solid lines. The same data points are common to 
all the figures. 
Johnson and King, and Coakley's two versions of the two equation model. As 
expected, the Johnson-King model produces excellent results, in both locating the 
position of the shock wave and representing the pressure levels in the region of 
separation (see table 1 ) .  On the other hand, use of the classic Cebeci-Smith turbu- 
lence model yields a shock-wave location that is about l/lOth chord downstream from 
the experimental value, and much higher pressures in the region of separation. The 
results based on the use of the Coakley-1 model are quite similar to those of the 
Cebeci-Smith model. This behavior illustrates why Coakley's higher-order model 
results in the airfoil calculations shown in figure 1 were so similar to those from 
the Cebeci-Smith or Baldwin-Lomax algebraic models. The modified model, Coakley-2, 
shows some improvement in establishing both the location of the shock wave and in 

I 

Figure 3(a) compares the turbulence models of Cebeci-Smith, 
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the pressure level in the vicinity of separation. Figure 3(b) shows the same curves 
for the turbulence models of Jones-Launder, Wilcox-Rubesin, and three-examples of 
the Viegas-Rubesin wall function methods as applied to the Jones-Launder model. 
is observed that the Jones-Launder model yields results quite similar to those of 
Coakley-2, with a slightly better prediction of the shock location but with essen- 
tially the same pressures in the separation zone. The other two-equation model, 
Wilcox-Rubesin, shows pressure coefficients that are uniformly lower than the 
others. These latter results are from computations made with the older hybrid code 
in which upstream boundary conditions were not consistent with requirements along 
characteristic lines as is made in the more modern codes. If the computed results 
from the Wilcox-Rubesin model are moved downward, i. e. the Cp are lowered uni- 
formly, they agree essentially with those from Jones-Launder or  Coakley-2. These 
comparisons reveal that the two-equation turbulence models, except for Coakley-1, 
yield about the same pressure-distribution results regardless of dependent variable 
used in the second scale equation o r  of the differences in the details of how the 
equations are modified to permit integration to the surface. 

It 

The remaining figures on figure 3(b) demonstrate the results from computations 
employing the wall-function techniques of references 20 and 21 with the Jones- 
Launder turbulence model. 
order of magnitude (ref. 20). In these cases, the slightly low values of C p  shown 
ahead of the shock wave are believed to be caused by use of slightly high value of 
free-stream dynamic pressure. The basis of this observation is that comparisons 
directly in pressure show better agreement. 

These techniques can reduce computation costs by about an 

The figure on the lower right represents the results from the simpler wall 
function version, reference 20. Two curves are presented, representing the results 
corresponding to different sizes of the initial mesh volumes adjacent to the s u r -  
faces. These are identified by the value of y+, the dimensionless wall distance 
corresponding to the center of the mesh volume and values of the wall shear stress 
about a chord upstream of the bump's leading edge. Because an exponential version 
of the logarithmic "law of the wall" is used to define surface shear in this wall- 
function technique, it is desirable to assure that the y+ lies well within the 
fully turbulent flow, that is, to have a value greater than about 30. Accordingly, 
two values of y+ were tried, namely y+ = 140 and y+ = 60. It is observed that 
the computed location of the shock wave is sensitive to the choice of the The 
pressure level in the separation zone, however, is not as sensitive to the 
different y+. The case with y+ = 60 gives results that are a decided improvement 
over those from the original Jones-Launder model. For this wall-function scheme, it 
appears that the size of the first mesh cell adjacent to the surface becomes another 
modeling decision, or  constant, in the process. Partially to remedy this matter, 
the second wall-function scheme was developed in reference 21. While reducing the 
sensitivity of the results to the value of yf, the effect was not entirely elimi- 
nated and the y+ still remains a modeling parameter. The results with yf 140 
and the improved wall-function technique are shown in the lower-left of the fig- 
ure. These results are very good in establishing both the location of the shock 
wave and pressure levels in the region of separation, and are the nearest rival t o  
the Johnson-King model. 

y+. 

With y+ = 60, for this wall-function model, values of 
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pressure coefficient indicated a movement of the predicted location of the shock 
wave of x/c = 0.02 from the y+ = 140 case, and otherwise acted similarly to 
the y+ = 60 case of wall function 1. The y+ = 60 case with the wall function 2 
model also snowed some waviness in the pressure coefficient in the separated zone 
that we believe was caused by the absence of a buffer region in this model. 

When the values of skin friction evaluated by the various models are compared, 
it is found that they differ to a very large extent. Unfortunately, no measurements 
of skin friction were made in the experiment of reference 1 1  so that no conclusions 
regarding the relative merit of the the various turbulence models regarding skin 
friction can be made. The experiment did contain measurements of the mean points of 
separation and reattachment obtained by means of the oil film technique. These 
data and the points that bound the regions in the computations where s k i n  f r i c t ion  
is negative (i.e., the separation zone) are indicated in table 1. Again, the supe- 
riority of the Johnson-King model is demonstrated as it almost duplicates the exper- 
imental data. The wall-function techniques with chosen values of y+ are next in 

bump's chord upstream of the measured location. Finally, all of the two-equation 
models with integration to the surface show separation points approximately 0.3 
chord downstream of the measured values and reattachment points about 0.1 chord 
upstream . 

I performance, showing reattachment locations on the cylinder roughly 0.1 of the 

Figure 4 shows the development of the displacement thickness over the rear half 
of the bump and on the downstream cylinder. Recall that it is the displacement 
thickness that produces the influence of the viscous region upon the inviscid 
flow. As in figure 3 ,  the experimental data are shown with open circles and are 
repeated on each of the graphs to facilitate the comparison of the various models. 
In figure 4(a), it is seen that the classic Cebeci-Smith model gives results that 
are quite inferior to the Johnson-King model. The Coakley-1 model, in this case, 
performs a bit better than does the Cebeci-Smith model, and the improvements in 
Coakley-2 are quite significant in the region of rising displacement thickness. 
figure 4(b), the Jones-Launder model is shown again to yield results essentially the 
same as those of Coakley-2. The Viegas-Rubesin wall-function-1 approach with 
y+ = 140 
selected values of 
are even better than those of the Johnson-King model. 

In 

produces similar results. The other wall-function approaches, with their 
y+, yield results for  displacement thickness that surprisingly 

Another interesting variable with which to compare the performance of the 
various turbulence models is the the shape factor. It is a quantity that enters the 
momentum integral equation used in some of the inviscid-viscous interactive schemes, 
and also can be used to infer the behavior of the momentum thickness, since all of 
the turbulence models yielded reasonably accurate values of the displacement thick- 
ness. Figure 5 shows the development of the shape factor over the latter half of 
the bump and on the downstream cylinder. One feature evident from all the computed 
results is a dip in the shape factor at the onset of separation, something that is 
not evident in the experimental data. The cause of this is unknown. Other than 
this, it is seen in figure 5(a) that the shape factor given by the Johnson-King 
model generally behaves the best of the models. The Cebeci-Smith and the Coakley-1 
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models fail to develop the steep rise in the shape factor evident in the data in the 
separation region. This is evidence that the momentum integral computed by these 
models in this region must be much higher than the actual. This behavior is cor- 
rected to some extent by the Coakley-2 model and the Jones-Launder model shown in 
figure 5(b) The case of the Viegas- 
Rubesin wall function 1 with y+ = 60, which gave the better results for the other 
variables considered previously than did the case with 
data in the region just aft of the point of separation. This shows that the local 
momentum thickness computed with 
tum thickness there. The Viegas-Rubesin wall-function-2 computation with y+ = 140 
shows similar tendencies but behaves quite well over the downstream cylinder. The 
irregularities shown in this latter figure are believed to be the result of locally 
low values of the y+ in the region of separation. 
the first mesh volume off the surface to be either within a fully turbulent and/or 
fully laminar zone of the boundary layer (one of the features that is permitted by 
this version of the wall function models). Blending these distinct layers with a 
buffer layer could possibly have avoided the bumps and valleys of the computation. 

The wall function models give mixed results. 

y+ = 140, overshoots the 

y+ = 60 must be yielding low values of the momen- 

This can allow the center of 

To further illustrate the relative behavior of the various turtdence models, 
the velocities in the axial direction predicted by the computations are compared in 
figure 6 with the corresponding measured data. 
within the experimentally determined separation zone over the trailing-edge region 
of the bump and the cylinder downstream. 
stream velocity and plotted as functions of the vertical distance from the surface 
expressed in centimeters. With linear coordinates, a plot such as this only shows 
the behavior of what is usually termed the outer portion of the boundary layer. 
The sublayer and buffer layer cannot be seen distinctly without recourse to loga- 
rithmic plotting. These profiles are shown at values of x/c = 0.75, 0.875, 1.00 
(the trailing edge of the bump), and 1.125. Recall that separation and reattachment 
was indicated at x/c = 0.67 and 1.17. At x/c = 0.75, roughly l/lOth chord down- 
stream of the mean separation, it is surprising that the Johnson-King model does not 
show the best agreement with the velocity data in view of its success in predicting 
the surface pressure and integral thicknesses. A possible explanation of this 
behavior is given in reference 12 where it is shown that better agreement between 
the velocity computations and the experimental data can be achieved by shifting the 
computed results downstream by only about 0.03 chord. 
point is to note that at x/c = 0.75 very rapid changes to the flow field are 
occurring so that small misalignments between the computations and the experimental 
data in the streamwise direction cause large apparent profile errors.  Subject to 
this observation as a caveat, it is found that the Coakley-2 and Jones-Launder 
models give the best fits to the velocity data at this station. Since the flows for 
these latter models have not yet separated at this station, their agreement with the 
far field velocity data shows how sensitive near-wall turbulence modeling is to the 
prediction of surface phenomena. Again, there are similarities in the results of 
the Cebeci-Smith and Coakley-1 models, and in the wall-function models 1 and 2 
with 
part of the boundary layer are indications of poor representation of the surface 
pressure at a particular station, and indicate the largest errors for the 

All the profiles are at stations 

The velocities are normalized by the free- 

Another way of arguing this 

y+ = 60 and 140, respectively. Errors in the velocities toward the outer 
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Cebeci-Smith and Coakley-1 models. This observation is consistent with the pressure 
coefficient results shown on figure 3(a) at x/c = 0.75.  

The remaining velocity profiles are at stations where flow-field changes are 
less rapid, and are more indicative of the performance of the various turbulence 
models. Except for the Cebeci-Smith and Coakley-1 models, all the turbulence models 
give results for the velocity profiles that are very representative of the experi- 
mental data. Apparently, far-field velocity data in and near a region of separation 
are not critically sensitive to turbulence models employed. Of course, in the near- 
wall region, this is not the case as the skin friction demonstrated by the various 
models differed considerably in magnitude and even in sign at some stations. Also, 
the position of separation is sensitive to the near-wall velocity behavior, and also 
differed considerably with the different turbulence models. 

A final comparison of the performance of the various models is shown in fig- 
ure 7, where profiles of the Reynolds shear stress parallel to the streamwise direc- 
tion are compared with the corresponding experimental measurements. Recall that a 
linear plot in distance from the surface shows principally the behavior of the outer 
part of  the boundary layer. The stations shown cover the experimental region of 
separation and are the same as those used for the mean velocities in figure 6. 

The most striking feature of the series of plots on figure 7 is the similarity 
of the general behavior all the turbulence models. This behavior is rather surpris- 
ing when consideration is given to fact that the zones of separation predicted by 
many of the models had little relationship to the experimental zone covered by these 
figures. For example, the Coakley-1 model barely shows any separation, yet the 
Reynolds stresses predicted by it are not that grossly different from those of the 
Johnson-King model. From this it can be inferred that the Reynolds stresses outside 
the viscous sublayer and buffer region are rather insensitive t o  the presence or 
absence of separation. This observation is consistent with the concept in the 
algebraic eddy viscosity models that the the proper scaling in the outer part of the 
boundary layer is the displacement thickness and the velocity at the boundary layer 
edge, which are more similar in the computations based on the various models than 
are their zones of separation. 

In detail, it is observed that none of the models y i e l d s  values of Reynolds 
shear stress as large at the measured values at the downstream stations. The 
Cebeci-Smith and Coakley-1 models perform the poorest in this regard. The more 
successful models, however, are those whose peaks of shear stress are larger in 
magnitude and occur closer to the distances from the surface shown by the maxima in 
the experimental data. Modeling the outer region of the boundary layer seems to be 
important in this flow, and may explain why models that account for the out of 
equilibrium conditions there, through a lag equation or field equations, are the 
more successful. 



CONCLUDING REMARKS 

It is generally accepted that there is no unique way of modeling turbulence in 
transonic flow fields. Consequently, a model can only be gauged by its degree of 
success in computing a particular type of flow field. To do this, it is necessary 
to eliminate, as much as it is possible to do so? experimental errors in the data 
used for model assessment. We tried to do this here by dealing with a two- 
dimensional flow field that was free of uncertainties due to wind tunnel wall 
effects and to unknown angles of attack, in contrast to the ambiguities that exist 
in the current crop of airfoil experiments that were used to assess computation 
codes and turbulence models earlier. Also, past assessments dealt only with a 
limited number of turbulence models; two algebraic eddy viscosity models, a lag 
model that determines the growth of the maximum shear stress along a surface that is 
then used to scale an algebraic eddy viscosity across the boundary layer, and a 
single version of two-equation modeling where the variables upon which an eddy 
viscosity is evaluated are found from field equations. In the present paper, five 
more two-equation eddy viscosity models have been considered, two of which involve 
the use of wall functions to represent surface boundary conditions and avoid carry- 
ing integration to the surface. 

The preceding descriptions of the comparative performance of these turbulence 
models reflect the two main underlying turbulence modeling philosophies. One 
approach argues that for a specific class of flows it is best to begin with a simple 
model and adapt it just enough to capture the most essential elements of the new 
flow. The other approach is to apply a so-called "universal') model. These employ 
field equations for their basic variables and can be applied without change to any 
type of flow. 
accurate quantitative results for a disparate variety of flows. In practice, how- 
ever, it is found that while the models can be applied rather easily computationally 
to new situations, the results they give in particular cases are often not as accu- 
rate as would be desired for aerodynamic design purposes. 

In principle, a good version of the latter type of model would yield 

The Johnson-King model is representative of the first approach applied to the 
development of an accurate model for the prediction of transonic flows over simple 
aerodynamic bodies. A key element in its development was the recognition that it 
was essential to account for the nonequilibrium between the turbulence and mean flow 
in the outer portions of the viscous layers. In contrast, the earlier models of 
Cebeci-Smith and Baldwin-Lomax assume complete equilibrium between the turbulence 
and the mean motion. Johnson and King introduced nonequilibrium in the streamwise 
direction by utilizing an equation to evaluate the rate of development of the maxi- 
mum shear stress in the boundary layer. This maximum shear stress was then used to 
scale the eddy viscosity in algebraic expressions across the boundary layer. This 
latter step implies an equilibrium in the direction normal to the surface. The 
model required the introduction of two additional modeling constants beyond those 
used in the algebraic eddy viscosity models. As was shown earlier, this Johnson- 
King model could be adjusted to produce excellent results for the mean velocities 
and surface pressures over the axisymmetric bump. This is not surprising as these 



experimental data were used to define the additional modeling constants used in the 
model. Significantly, however, it was found that this model gave good comparisons 
with low-speed data (ref. 23) and also, as was demonstrated earlier, generally 
produced the best comparisons among the Navier-Stokes methods with the three sets of 
independent airfoil data. This suggests that the Johnson-King model has the breadth 
to be applied with confidence in a predictive sense to some new transonic flow 
provided it has separation zones comparable in size to those in the flow over the 
transonic bump. 

Several examples were shown of the performance of "universal" two-equation eddy 
viscosity models integrable to the surface (refs. 6, 19, and 22). These models 
utilized coefficients that were based on flows in pipes or attached boundary layers, 
and were unmodified to reflect the requirements of transonic flows with shock 
waves. Although these models allow the turbulence and mean motion to be out of 
equilibrium in both the streamwise and normal directions, it was found that the 
Coakley-1 model gave essentially the same overall results as the equilibrium model 
of Cebeci-Smith. Note that computations of the transonic flow over the bump have 
not been made with the Baldwin-Lomax model, but, based on past modeling experience 
(ref. 2) this model is expected to yield results similar to those of the Cebeci- 
Smith model, Some improvement occurred with the Coakley-2 model, where the modeling 
coefficients were altered from those of Coakley-1, but the results were no better 
than given by the earlier Jones-Launder model. It is not clear why the Coakley-2 
model, designed to account more accurately for separated flows at supersonic speeds, 
did not give more accurate results for the transonic flow considered here. Perhaps 
the level of effort of trying to improve the Coakley-1 model was less than was 
exerted by Johnson and King; or the act of improving the field equation models is 
just inherently more difficult than with the simpler models. In either case, the 
Coakley-2 model still leaves something to be desired in the prediction of transonic 
flows. 

The other models shown were applications of the use of wall functions to the 
Jones-Launder model. Implicit in the use of wall functions is the assumption that 
the near-wall region is one where equilibrium between turbulence and mean flow 
exists. These wall functions were developed principally to save computer effort by 
reducing the numerical stiffness and the number of mesh points employed. They have 
not been tailored for any particular flow or two-equation turbulence model and are 
quite general. The wall functions have been adapted to three two-equation models 
of turbulence (two k,epsilon models and the Wilcox-Rubesin model) and successfully 
applied to a variety of complex flows and over a range of Mach numbers. Generally, 
the wall functions have made the computer codes more robust and, with a judicious 
choice of the size of the first mesh volume, can obtain enhanced agreement between 
the numerical results and the experimental measurements. Such improvements had 
previously been observed in several transonic duct flow calulations (refs. 20 
and 21). Their use here, with dimensions of the first mesh volume that resulted in 
values of y+ = 60 and 140 for Viegas-Rubesin wall functions methods 1 and 2, 
respectively, also reduced computation costs and improved the comparison of the 
computations with the experimental results of the transonic bump flow. It should be 
noted that these wall functions were of the type that perform accurate integrations 
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of the production and dissipation of the turbulence kinetic energy within the first 
mesh volume off the surface. This allows accounting for the larger fraction of the 
viscous-flow region compared to fully turbulent flow region within this mesh volume 
that occurs at the stations in or near the separated flow. 

It can be concluded from this review that algebraic eddy viscosity turbulence 
models that assume complete equilibrium between the turbulence and the mean motion, 
when coupled with the Navier-Stokes equations, are inadequate to yield the accura- 
cies in the calculation of transonic flows that are necessary for  aerodynamic 
design. Based on comparisons with airfoil data and over an axisymmetric bump, it 
has been found that the Johnson-King model remedied this situation in two dimen- 
sional flows by merely adding the complexity of an additional ordinary differential 
equation to account for the non-equilibrium growth of the maximum shear stress in 
the boundary layer along the surface. Equilibrium of the turbulence and mean flow 
is still assumed across the boundary layer. Of course, if ap airfoil design con- 
tains a surface jet, or multiple control surfaces, situations can develop within the 
boundary layer where more than one maximum in shear stress can occur and ambiguity 
in the model develops. Also, the extension of the concept of basing algebraic eddy 
viscosities on a maximum shear stress to three-dimensional flows will require con- 
siderable development and loss of simplicity. 

Two-equation models that can be integrated to the surface require further 
careful development before they can be considered to be predictive models. Emphasis 
in this development should be on the improvement of performance in the near-wall 
regions under severe adverse streamwise pressure gradients and in regions of separa- 
tion. The effort to do this is worthwhile because of the particular adaptability of 
this class of closure models to new situations. Some examples of this are: three- 
dimensionality, surface jets, and multi-element airfoils and wings. In design 
computations involving many changes of parameters, the cost savings introduced by 
wall functions should not be overlooked. Thus, wall functions should be improved to 
further reduce the sensitivity of the results to differences in the dimensions of 
the first mesh volume off the surface. 

It is also significant that, to date, some of innovations to turbulence model- 
ing that have shown some promise in low-speed, incompressible flows have not been 
applied yet to transonic flows. One example of this is the algebraic stress model 
that eliminates the controversial eddy viscosity constitutive relationship 
(ref. 24).  
stresses are expected to depart from those associated with two-dimensional shear 
flows. 
flows, regions of intense streamwise curvature, and in the presence of shock 
waves. Another example of developments in incompressible flow computations is the 
four-equation approach, where the shear stress, the most important Reynolds stress, 
is determined through an additional field equation and the different roles played by 
the large and small eddies of turbulence, which primarily exchange momentum and 
dissipate turbulence, respectively are introduced through another kinetic energy 
equation (ref. 25). In addition, it has been shown that modeling which represents 
each Reynolds stress with a field equation and utilizes a single-scale equation can 

This approach has inherent advantages when isotropies in the Reynolds 

Examples of situations where this is likely to happen are three-dimensional 
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be applied at acceptable computer costs to transonic flows (ref. 261, and fine- 
tuning of this approach to improve its accuracy is warranted not necessarily as a 
design tool, but as a standard of comparison and guide for the simpler approaches. 
Finally, in view of the success of some of the interactive inviscid/viscous methods 
in predicting the airfoil lift and drag coefficients of figure 1, it would be inter- 
esting to see these methods applied to the transonic bump flow and to compare the 
results to those presented here that were based on solutions to the Reynolds- 
averaged Navier-Stokes equations. 
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TABLE 1.- LOCATION OF SEPARATION AND REATTACHMENT, X/C 

Separation Point Reattachment Point 

Experiment 

Cebeci-Smith 

Johnson-King 

Coakley 1 

Coakley 2 

Jones-Launder 

Viegas-Rubesin 
Wall Function 1 

y+ = 60.0 
y+ = 140.0 

Viegas-Rubesin 
Wall Function 2 

y+ = 140.0 

0.67 

0.73 

0.68 

0.99 

0.96 

0.94 

0.68 
0.85 

0.69 

1.17 

1.04 

1.17 

1 .oo 

1.04 

1.04 

1.08 
1.06 

1 .11  
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(b) RAE 2822, Re, = 6.5 x 10 6 . 

I Figure 1.- Comparison of measured and computed force coefficients of transonic 
airfoils. Symbol legend: experimental data e; solutions from interactive 

model g; Johnson-King model 0; and Coakley-1 model A.  
I methods 0 ;  Navier-Stokes solutions with Baldwin-Lomax model 0; Cebeci-Smith 
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.70 
tb 
0 Q .  0 

M, = 0.73 M, = 0.78 
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Figure 1.- Concluded. 

Re, = 13.1 X lo6/, 

M, = 0.875 - 
Figure 2.- Schematic diagram of transonic bump model and wind tunnel conditions 

(ref. 11). 
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(a) Turbulence models of Cebeci-Smith, Johnson-King, Coakley-1, and Coakley-2. 
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(b) Turbulence models of Jones-Launder, Wilcox-Rubesin, Viegas-Rubesin 
Wall Functions 1 and 2. 

Figure 3.- Pressure distribution over the circular arc bump. The same experimental 
~ data, represented by open circles, are repeated in each figure. 
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(a) Turbulence models of Cebeci-Smith, Johnson-King, Coakley-1, and Coakley-2. 
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(b) Turbulence models of Jones-Launder, Wilcox-Rubesin, Viegas-Rubesin 
Wall Functions 1 and 2. 

Figure 4.- Displacement thickness over the circular arc bump. The same experi- 
mental data, represented by open circles, are repeated in each figure. 
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(a) Turbulence models of Cebeci-Smith, Johnson-King, Coakley-1, and Coakley-2. 
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(a) Turbulence models of Cebeci-Smith, Johnson-King, Coakley-1, and Coakley-2. 

Figure 6.- Mean velocity profiles over the separation zone on the circular arc 
bump. 
each figure. 

The same experimental data, represented by open circles, are repeated in 
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(b) Turbulence models of Jones-Launder, Wilcox-Rubesin, Viegas-Rubesin 
Wall Functions 1 and 2. 

Figure 6.- Concluded. 
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(a) Turbulence models of Cebeci-Smith, Johnson-King, Coakley-1, and Coakley-2. 

Figure 7.- Shear stress profiles in the separation zone on the circular arc bump. 
The same experimental data, represented by open circles, are repeated in each 
figure . 
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Figure 7.- Concluded. 
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TURBULENT EDDY VISCOSITY MODELING IN TRANSONIC 

SHOCK/BOUNDARY-LAYER INTERACTIONS 

G. R. Inger* 
Department of  Aerospace Engineering 

Iowa State University 
Ames, Iowa 

Abstract 

The treatment of turbulence effects on transonic shock/turbulent boundary 
layer interaction is addressed within the context of a triple deck approach valid 
for arbitrary practical Reynolds numbers lo3 5 Re6* 5 The modeling of  
the eddy viscosity and basic turbulent boundary profile effects in each deck 
is examined in detail using the Law of the Wall/Law of  the Wake concepts as the foun- 
dation. Results of parametric studies showing how each of these turbulence model 
aspects influences typical interactive zone property distributions (wall pressure, 
displacement thickness and local skin friction) are presented and discussed. 

1. INTRODUCTION 

Although a number of both asymptotic1 and nonasymptotic2 triple deck theories 
of non-separating transonic shock/turbulent boundary layer interaction have been 
advanced, none has fully addressed in a unified way all aspects of turbulence-effect 
modeling in the problem. Indeed, certain such theories have never explicitly 
addressed the eddy viscosity aspect of the problem at all but have merely used 
a crude empirical power law profile for the incoming boundary layer as the sole 
account of the turbulent aspect nature of the flow3; others have ignored entirely 
the important influence of the velocity-defect region4. 
to remedy these deficiencies in treating turbulent interactions by providing 
a complete and unified analysis of the turbulence modeling within the context 
of the eddy viscosity approach combined with Law of the Wall/Law of the Wake 
concepts. Since it has proved applicable to an extremely wide range of Reynolds 
numbers5 and highly adaptable to practical flow field calculation schemes6 9 5 

we adopt for this purpose the non-asymptotic triple deck theory originated by 
Lighthil19 for quasi-laminar flow and later refined by Inger for fully turbulent 

The present paper seeks 

, 

f low2. 

2. RATIONALE OF THE PRESENT TRIPLE DECK APPROACH 

Since it is the foundational framework used to address the various turbulence- 
modeling issues, a brief outline of the triple-deck approach and the advantages 
of its non-asymptotic version will first be given. We consider small disturbances 
of an arbitrary incoming turbulent boundary layer due to a weak external shock 
and examine the detailed perturbation field within the layer. At high Reynolds 
numbers it has been establishedlO*ll that the local interaction disturbance field 

*Glenn Murphy Distinguished Professor 
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in the noighborhood of the impinging shock organizes itself into three basic 
layered-regions or "decks" (Figure 1): 1) an outer region of potential inviscid 
flow above the boundary layer, which contains the incident shock and interactive 
wave systems; 2) an intermediate deck of rotational-inviscid disturbance flow occupy- 
i n g  the outer 90% or more of the incoming boundary layer thickness; 3 )  an inner 
sublayer adjacent to the wall containing both turbulent and laminar shear stress 
disturbances, which accounts for the interactive skin friction perturbations 
(and hence any possible incipient separation) plus most of the upstream influence 
of the interaction. The "forcing function" of the problem here is thus impressed 
by the outer deck upon the boundary layer; the middle deck couples this to the 
response of the inner deck but in so doing can itself modify the disturbance 
field to some extent, while the slow viscous flow in the thin inner deck reacts 
very strongly to the pressure gradient disturbances imposed by these overlying 
decks. This general triple deck structure is supported by a large body of experi- 
mental and theoretical studies. l1 

Concerning the importance of the inner shear disturbance deck and the accuracy 
of deliberately using a non-asymptotic treatment of the details within the boundary 
layer, we note that while asymptotic (Reg + a) theory predicts an exponentially-small 
thickness and displacement effect contribution of the inner deck, this is not 
apparently true at ordinary Reynolds numbers, where many analytic and experimental 
studies have firmly established that this deck, although indeed very thin, still 
contributes significantly to the overlying interaction and its displacement thickness 
growth.2 Thus we take the point of view here that the inner deck is in fact 
significant at the Reynolds numbers of practical interest. Moreover, it contains 
- all of the skin friction and incipient separation effects in the interaction, 
which alone are sufficient reasons to examine it in detail. It is further pointed 
out that application of asymptotic theory results (no matter how rigorous in 
this limit) to ordinary Reynolds numbers is itself an approximation which may 
be no more accurate (indeed perhaps less s o )  than a physically well constructed 
nonasymptotic theory. Direct extrapolated-asymptotic versus non-asymptotic theory 
comparisons have definitely shown this to be the case for laminar flows (especially 
as regards the skin friction aspect) and the situation has been shown to be possibly 
even worse in turbulent flow. For example, the asymptotic first-order theory 
formally excludes both the streamwise interactive pressure gradient effect on 
the shear disturbance deck and both the normal pressure gradient and so-called 
''streamline divergence'' effects on the middle deck; however, physical considerations 
plus experimental observations and recent comparative numerical studies12 suggest 
that these effects may in fact be significant at practical Reynolds numbers and 
should not be neglected. Of course, second-order asymptotic corrections can 
be devised to redress this difficulty but, as Regab and Neyfeh13 have shown, 
run the risk of breaking down even worse when extrapolated to ordinary Reynolds 
numbers. In the present work, we avoid these problems by using a deliberately 
nonasymptotic triple-deck model appropriate to realistic Reynolds numbers that 
includes the inner deck pressure gradient terms plus the middle deck ap/ay and 
streamline divergence effects, along with some simplifying approximations that 
render the resulting theory tractible from an engineering standpoint. 

3 .  TURBULENCE MODELING ACROSS THE INTERACTION ZONE 

3.1)  The Outer Deck Flow 

Excluding any freestream turbulence, there is no explicit turbulence modeling 
needed in this upper region of potential inviscid motion; the influence of the 
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turbulent nature of the flow is felt only indirectly through the displacement 
effect from the underlying decks. The latter is introduced by the physical coupling 
conditions that both v'/Uoe and p'be continuous with their middle deck counterparts 
along y = S o .  

3 . 2 )  Turbulence Effects in the Middle Deck 

Our analysis of this layer rests on the key simplifying assumption that for 
non-separating interactions the turbulent Reynolds shear stress changes ar small 
and have a negligible back effect on the mean flow properties along the interaction 
zone; hence this stress can be taken to be "frozen" along each streamline at 
its appropriate value in the undisturbed incoming boundary layer. This approxima- 
tion, likewise adopted by a number of earlier investigators with good results, 
is supported not only by asymptotic analysis but especially by the results of 
Rose's detailed experimental studies14 of a non-separating shock turbulent boundary 
layer interaction which showed that, over the short-ranged interaction length 
straddling the shock, the pressure gradient and inertial forces outside a thin 
layer near the wall are at least an order of magnitude larger than the corresponding 
changes in Reynolds stress. Furthermore, there is a substantial body of related 
experimental results on turbulent boundary layer response to various kinds of 
sudden perturbations and rapid pressure gradients which also strongly support 
this view2. 
flows, significant local Reynolds shear stress disturbances are essentially confined 
to a thin sublayer within the Law of the Wall region (see below) where the turbulence 
rapidly adjusts to the local pressure gradient, while outside this region where 
the Law of the Wake prevails the turbulent stresses respond very slowly and remain 
nearly frozen at their initial values far out of the local equilibrium with the 
wall stress. 

These studies unanimously confirm that, at least for non-separating 

Confining attention, then, to the short range local shock interaction zone 
where the aforementioned "frozen turbulence" approximation is applicable, the 
disturbance field caused by a weak shock is one of small rotational inviscid 
perturbation of the incoming non-uniform turbulent boundary layer profile Mo(y) 
governed by the equations 

as a result of the combined particle-isentropic continuity, x-momentum and energy 
conservation statements. It is noted that, consistent with the assumed short 
range character of the interaction, the streamwise variation of the undisturbed 
turbulent boundary layer properties that would occur over this range are neglected, 
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taking Uo(y), po(y) and Mo(y) to be arbitrary functions of y only with 6,, 
and 7 as constants. Note that E q .  ( 3 )  is a generalization of Lighthills'well-known 

WO 
pressure perturbation equation for non-uniform flows9 which includes a non-linear 
correction term for possible transonic effects within the boundary layer including 
the diffracted impinging shock above the sonic level of the incoming boundary-layer 
profile. 
provide an account of lateral pressure gradients across the interaction boundary 
layer. 

6,* 

Eqs. ( 1 ) - ( 3 )  apply to a wide range of incoming boundary-layer profiles and 

The incoming undisturbed turbulent boundary layer is assumed to be two-dimen- 
sional in the x-direction and to possess the classical Law of the Wall/Law of 
the Wake structure. 
for the resulting velocity profile combined with an adiabatic wall reference 
temperature method correction for compressibility*, allowing arbitrary non-equilibri- 
um values of its shape factor H.. Thus if we let A be Coles' (incompressible) Wake 
Function, = y/6, and denote for convenience R = .41 Re6,/[(1 + T)(T~/T,>~+W] with 
w = .76 and 7 = 1 . 4  for a perfect gas, then the compressible form of Walz s coniposite 
profile may be written: 

It is modeled by Walz's15 composite analytical expression 

~ 

-= uo 1-t- ,/%) -- [ &) q*( l -q)  - 2n + 2n q 2 . (3-2rl) 

e .41 'e (4) 

+an (B) - (. 215+. 655Rn) e 
I 

I subject to the following condition linking 'II to Cfo and Re6,*: 

E q s .  ( 4 )  and (5) have the following desirable properties: 
is dominated by a Law of the Wake behavior which correctly satisfies Goth the 
outer limit conditions Uo/U, + 1 - and dUo/dy -+ 0 and q = l;(b) for very small 
values, Uo assumes a Law of the Wall-type behavior consisting of a logarithmic 
term that is exponentially damped out into a linear laminar sublayer profile 
U/Ue = RI;I as r] + 0; (c) E q .  ( 4 )  may be differentiated w.r.t. q to yield an analyti- 
csl expression for dUo/dy also, which proves advantageous in solving the middle 
and inner deck interaction problems. Typical non-dimensional turbulent boundary 
layer velocity profiles that result from E q s .  ( 4 )  and (5) are illustrated in 
Fig. 2. It is evident from this plot that as Hi1 + 1 the outer (wake) part 
of the profile vanishes leaving essentially a uniform (and inviscid-like) profile 
except for a very thin sublayer adjacent to the wall. 

(a) for q > . l o ,  Uo/Ue 

- 
*Under the transonic Mach number/adiabatic wall conditions considered here, this 
gives a good engineering approximation to the compresibility effects while much 
simpler to implement than the more exact Van Driest transformation16 approach. 
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The defining integral relations for Si* and Bi*yields the following relation- 
ship that links the wake parameter to the resulting compressible shape factor 
Hi - (Si*/ei*) : 

Hi - 1 I,- 
( 6 )  

Equations ( 4 ) - ( 6 )  provide a very general and accurate model of the profile in 
terms of three important physical quantities: the shock strength (Mel), the 
displacement thickness ReynQlds number Re6* and the Wake function A that reflects 
the prior upstream history of the incoming boundary layer including possible 
nonequilibrium pressure gradient and surface mass transfer effects. The resulting 
relationship of the incompressible shape factor Hi, to the Wake Function as a 
function of Reynolds number for a typical Mi = 1.20 transonic flow is illustrated 
in Fig. 3 .  It is seen from this Figure that Hi1 approaches a limiting value 
of unity as ReS + a 
function values larger than zero (slightly favorable and adverse pressure gradient 
upstream flow histories). 

but that this approach is very gradual, especially for wake 

With these parameters prescribed, the aforementioned equations may be solved 
simultaneously for the attendant skin friction Cf, the value of R and, if desired, 
the Hi appropriate to these flow conditions. Using the adiabatic temperature- 
velocity relationship. 

the associated Mach number profile Mo(y) = Uo(rRTo) 
needed for the middle deck interaction solution may then be determined. 

and its derivative that are 

3 . 3 )  Turbulent Shear Stress Disturbances Along the Inner Deck 

This very thin layer lies well within the Law of the Wall region of the incoming 
turbulent boundary-layer profile. 
by further neglecting the turbulent stresses altogether and considering only 
the laminar sublayer effect; while this greatly simplifies the problem and yields 
an elegant analytical solution, the results can be significantly in error at 
high Reynolds numbers and cannot explain (and indeed conflicts with) the ultimate 
asymptotic behavior pertaining to the ReS + a limit. The present theory remedies 
this by extending Lighthill's approach to include the entire Law of the Wall 
region turbulent stress-effects; the resulting general shear-disturbance sublayer 
theory provides a non-asymptotic treatment which encompasses the complete range 
of Reynolds numbers. It is important to note in this connection that our consider- 
ation of the entire Law of the Wall combined with the use of the effective inviscid 
wall concept to treat the inner deck displacement effect eliminates the need 
for the "blending layer" that is otherwise required to match the disturbance 
field in the laminar sublayer region with the middle inviscid deck; except for 
higher order derivative aspects of asymptotic matching, our inner solution 

The original work of Lighthil19 treated it 
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effectively includes this blending function since it imposes a boundary condition 
of vanishing total (laminar plus turbulent) shear disturbance at the outer edge 
of the deck. 

To facilitate a tractable theory, we introduce the following simplifying 
assumptions: (a) The incoming boundary-layer Law of the Wall region ischaraderized 
by a constant total (laminar plus turbulent eddy) shear stress and a%nDrieseCebeci 
type of damped eddy viscosity model. This model is known to be a good one for 
a wide range of upstream non-separating boundary-layer flow histories. (b) For weak 
incident shock strengths, the sublayer disturbance flow is assumed to be a small 
perturbation upon the incoming boundary layer; in the resulting linearized distur- 
bance equations, however, - all the physically important effects of streamwise 
pressure gradient, streamwise and vertical acceleration, and both laminar and 
turbulent disturbances stresses are retained; (c) For adiabatic flows themndisturbed 
and perturbatiton flow Mach numbers are both quite small within the shear disturbance 
sublayer; consequently, the density perturbations in the sublayer disturbance 
flow may be neglected while the corresponding modest compressibility effect on 
the Law of the Wall portion of the undisturbed profile is quite adequately treated 
by the Eckert reference temperature method wherein incompressible relations are 
used based on wall recovery temperature properties (this is equivalent in accurac 
to, but easier than, the use of Van Driest's compressible Law of the Wall profileT7). 
(d) The turbulent fluctuations and the small interactive disturbances are assumed 
uncorrelated in both the lower and middle d e c k s .  (e) The thinness of the inner 
deck allows the boundary-layer-type approximation of neglecting its lateral pressure 
gradient. 

The disturbance field is thus governed by the following continuity and momentum 
equations: 

wherep, and u 
where it should be noted that the kinematic eddy viscosity perturbation is 
being taken into account. The corresponding undisturbed turbulent boundary layer 
Law of the Wall profile Uo(y> is governed by 

are evaluated at the adiabatic wall recovery temeperature and 
0 WO 

a"- 
V r o ( y )  = const. = T = [uw + P E (y)] - 

W 0 0 wo *o d Y  

Van Driest-Cebeci eddy viscosity model with 

(10) 

-y+/A 2 3~ 
E = [.41v (1-e 11 - 
T 3Y 

(11) 
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which yields for non-separating flow disturbances that 

-y+/All 2 - 
dY E = [ . 4 1 y ( l - e  

*c (12) 

Here, A is the so-called Van Driest damping "constant;" we use the commonly accepted 
value A = 26 although it is understood that a larger value nay imDrove the experi- 
mental agreement in regions of shock-boundary layer interaction. 
h t o  (9) we thus have the disturbance momentum equation 

Substituting ( 1 3 )  

au 1 
[(uw + 2 E ) -1 -1 aP4 a 

uo ax dy (*w ) a x=- To aY 
uO 3"' + v l  - 

0 aY 
0 

(14) 

from which we hav een that inclusion of the eddy viscosity perturbation has 
exactly doubled th ,urbulent shear stress disturbance term. 

We solve these Equations subject to the wall boundary conditions Uo(0) = 
u (x,o) = v (x,o) - 0 plus an initial condition u (-a,y) - 0 requiring that all 
interactive disturbances vanish far upstream of the impinging shock. Furthermore, 
at some distance JSL sufficiently far from the wall, u' 
inviscid solution ui;lv along the bottom of the middle deck, this later being 
governed by 

must pass over to the 

T O  
auinv + __ uo 

'0 ax i n v  dy (15)  

with tisL defined as the height where the total shear disturbance (proportional 
to au/8y) of the inner solution vanishes to a desired accuracy. 

4. SOLUTION METHODOLOGY AND RESULTS 

The solution to the foregoing triple deck problem is achieved for small 
linearized disturbances ahead of, behind and below the nonlinear shock jump, 
which gives reasonably accurate predictions for all the properties of engineering 
interest when Mi 2 1.05. The resulting equations can be solved by a Fourier 
transform method to yield all the essential physics of the mixed transonic viscous 
interaction field for non-separating flows including the upstream influence, 
the lateral pressure gradient near the shock and the onset of incipient separation 
(see References for the details of this solution). Numerous detailed comparisons 
with experiment have shown that it gives a good account of all the important 
features of the interaction over a wide range of  Mach-Reynolds number conditions. 

617 



I 4.1) Fourier Transformation Method 

We only briefly outline here the steps involved, since full details can 
be found elsewhere. Following Fourier Transformation w.r.t.x., the resulting 
middle deck pressure problem from Eq. 3 is an ordinary differential equation 
in y that can be solved numerically quite efficiently for the input turbulent 
boundary layer profile Mo(y) of Section 3.2. In particular, for the upstream 
interactive pressure rise we find from the appropriate Fourier inversion process 
using the calculus of residues that 

x/n u p' z CONST. x Ap e 
W (16) 

where AP is the overall shock pressure jump while Ru is the charactertistic upstream ' distance given by 

n t n  

,/Me; - 1 I1 L Mel Io 
Bu '= + 0 

JMe: - 1 Me 

in terms of the profile-dependent integrals (evaluated by the aforementioned 
turbulent Law of the Wall/Law of the Wake model) 

w e f f  

(17a) 

The parameter yweff here is the effective inviscid wall shift given by the displace- 
ment thickness of the underlying inner deck. 

I The corresponding Fourier transformation of the inner deck problem of Section 
3.3, followed by the introduction of new inner deck variables and a y-scaling 
defined by Inger2, yields a set of ordinary differential equation boundary value 
problems in a "universal" form that can be solved and tabulated once and for 
all. An example of this is illustrated in Fig. 4 ,  which shows the resulting 
inner deck streamwise velocity profiles in terms of the eddy viscosity effect 
as expressed by the authors Interactive Turbulence Parameter2 

2 T = (.41) 
7 

Po w 

pow 

w o  
2 

(18) 
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The typical transonic Reynolds number and wake function-dependence of this parameter 
is illustrated in Figure 5 ,  where it is seen that it grows t o  large values with 
increasing Re6, as well as increasing with A .  

We further obtain the following result f o r  the deck's displacement thickness: 

where the eddy viscosity effect-function H(T) is given in Figure 6 .  The simultaneous 
solution of Eqs .  (17)-(19) for Ru and yweff implements the matching of thinner 
and middle decks. The resulting values of this inner deck height expressed as 
a fraction of the incoming undisturbed boundary layer thickness are plotted versus 
Reynolds number with as a parameter in Figure 7; also shown for comparison 
are the corresponding sonic height ratio values. It is clearly seen how rapidly 
yweff/6L decreases with increasing Reg, reaching exceedingly small values indeed, 
relative to the much more gradual decrease in ysonic/go. It is also interesting 
to note here, as one would expect on physical grounds, that while the inner deck 
thickness is hardly affected by A ,  the sonic height (which lies within the wake 
region) is significantly influenced and increases with the value of the Wake 
function. 

- 

- 

Finally, we note t h e  companion result for the upstream skin friction that 

where 

-00 

- 1/3 

s (T) 

and S(T) is another interactive-turbulence effect L.mction, also plotted in Figure 6 .  

Figure 6 is a central result of the present general turbulent shear-disturbance 
inner deck treatment; it gives a unified account of the inner interactive physics 
over the entire Reynolds number range from quasi-laminar behavior a t T  << l(1ower 
Reynolds numbers) to the opposite extreme of wall turbulence-dominated behavior 
at T >> 1 pertaining to asymptotic theory at very large Reynolds numbers where 
the inner deck thickness and its disturbance field become vanishingly small. 
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4.2) Predictive Results Showing the Role of the Turbulence Modeling Parameters 

A computer program has been constructed to carry out the foregoing solution 
method; it involves the middle-deck disturbance pressure solution coupled to 
the inner deck by means of the effective wall shift combined with an upstream 
influence solution subroutine (the corresponding local total interactive displacement 
thickness growth and skin friction are also obtained). This provides a very 
general fundamental description of the boundary layer in terms of three arbitrary 
parameters: preshock Mach number, boundary-layer displacement thickness Reynolds 
number, and the wake function %. 

Based on the aforementioned program, an extensive parametric study has been 
carried out to show the sensitivity of predicted interaction zone properties 
to the various key turbulent flow modeling Parameters. For example, in Figures 
8 ,  9 and 10 we show the influence of the Wake Function on the interactive pressure, 
displacement thickness and local skin friction distributions. These plots bring 
out clearly that this wake function effect has a very important influence on 
the interactive physics (for example, the interaction zone width, upstream influence 
and thickness all significantly increase with A )  and hence is an important element 
in the turbulent flow modeling. It is important to remember that this wake function 
effect is totally lost in the leading approximation of the asymptotic triple 
deck approach (which is based on the limiting value Hi1 = 1.0 pertaining to the 
infinite Reynolds number limit, wherein the wake component completely vanishes). 
We further note in this regard the significant corresponding effect on the skin 
friction levels in the interaction zone (Figure 10). 

Another interesting aspect of the turbulence modeling is the eddy viscosity 
perturbation effect in the inner deck: this is illustrated in Figure 11, where 
we show how the predicted upstream influence distance is altered by includin 
(or neglecting) this effect. At moderately high Reynolds numbers (Re6 5 10 1, 
the effect is seen to be quite large: neglect of the interactive disturbance 
to eT can consequently underpredict Ru by hundreds of percent. On the other 
hand, at very large Re where the interactive flow is essentially inviscid-dominated 
and influenced only by the outer wake region of the incoming boundary layer, 
the eddy viscosity perturbations have an altogether negligable effect. 
also brings out the fact that the present theory applies to a very wide range 
of practical Reynolds numbers. 

8 

Figure 11 

The predicted influence of the transonic Mach number and wake function on 
the non-dimensional upstream influence distance ratio Ru/Co at a fixed Reynolds 
number is presented in Figure 12; it is seen that this ratio noticably decreases 
with increasing Me while significantly increasing with the value of A .  
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Figure 2. Nondimensional turbulent boundary-layer 
velocity profiles for various shape 
factors (after NASA Rept. 772, 1943). 
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Figure 3. Incompressible shape factor versus 
Reynolds number with the wake function 
as parameter. 
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Figure 4 .  Streamwise disturbance velocity profiles 
across inner deck for various values 
of interactive turbulence parameter. 
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Figure 5. Variation of interactive turbulence parameter with 
Reynolds number for various wake function values. 

Figure 6. Turbulent interaction parameter effect on 
interactive displace thickness and skin friction 
functions. 
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Figure 7. Nondimensionalized inner deck thickness and sonic 
height variations with Reynolds number with wake 
function as parameter. 
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Figure 8. Wake function effect on interaction wall 
pressure distribution. 
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Figure 9. Wake function effect on displacement thickness 
distribution along interaction zone. 
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Figure 10. Wake function effect on interaction zone 
skin friction. 
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Figure 11. Influence of inner deck eddy viscosity perturbations 
on upstream influence variation with Reynolds number. 
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Figure 12. Upstream influence versus wake function 
with Mach number as parameter. 
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ABSTRACT 

The stability of compressible two- and three-dimensional boundary layers i s  
reviewed. The stability of 20 compressible flows differs from that of incompressible 
flows in two important features: There is more than one mode of instability 
contributing to the growth of disturbances in supersonic laminar boundary layers and 
the most unstable first-mode wave is three-dimensional. Whereas viscosity has a 
destabilizing effect on incompressible flows, it is stabilizing for high supersonic 
Mach numbers. Whereas cooling stabilizes first-mode waves, it destabi 1 i zes  second- m q  waves. However, second-order waves can be stabilized by suction and favorable 
pr&%ure gradients. The influence of the nonparallelism on the spatial growth rate 
of disturbances is evaluated. The growth rate depends on the flow variable as well 
as the distance from the body. Floquet theory is used to investigate the subharmonic 
secondary instability. 

1. INTRODUCTION 

The aim of this paper is to review the state of the art of the stability of 
compressible boundary layers. The study discusses the influence of Mach number, 
Reynolds number, cooling, suction, pressure gradients, wave angle, and 
nonparallelism. Subharmonic secondary instability is also discussed. 

The earliest attempt at formulating a compressible stability theory was made by 
Kuchemann (ref. 1) who neglected viscosity, the mean temperature gradient, and the 
curvature of the mean velocity profile. Lees and Lin (ref. 2) and Lees (ref. 3 )  were 
the first to derive the basic equations for the linear parallel stability analysis of 
compressible boundary layers. This theory was extended by Dunn and Lin (ref. 4 ) ,  
Reshotko (ref. 5), and Lees and Reshotko (ref. 6). These early theories were 
asymptotic or approximate in nature and proved to be valid only up to low supersonic 
Mach numbers. The use o f  direct computer solutions to exploit the full compressible 
stability equations was initiated by Brown (ref. 7) and Mack (ref. 8). An extensive 
treatment of the parallel stability theory for compressible flows is given by Mack 
(refs. 9-15). As the Mach number increases, the dissipation terms become important 
and a three-dimensional disturbance cannot be treated by an equivalent two- 
dimensional method as is usually done for the incompressible case. Mack (refs. 
10,15) found that neglecting the dissipation terms can lead to a 10% error in the 
disturbance amplification rate. 

It is an interesting facet o f  compressible two-dimensional boundary layers that 
the most unstable first-mode wave need not be parallel to the freestream as the Mach 
number approaches one. At supersonic speeds the most unstable first-mode wave i s  
oblique or three-dimensional. 

The most important feature of the stability of supersonic laminar boundary 
layers is that there can be more than one mode of instability contributing to the 
growth of the disturbance. The first mode is similar to the Tollmien-Schlichting 
instability mode of incompressible flows, while the second and higher unstable modes 
are unique t o  compressible flows. Mack (ref. 10) found that there are multiple 
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values of wave numbers for a single disturbance phase velocity whenever there is a 
region of supersonic mean flow relative to the disturbance phase velocity. For 
incompressible flows, higher modes are associated with higher wave numbers at 
different phase speeds. In contrast with the first mode, the most unstable second 
mode is two-dimensional. As the Mach number increases to the hypersonic regime, the 
second mode displays growth rates that are higher than those of the three-dimensional 
first mode. However, the maximum growth rate i s  less than that of the first mode at 
zero Mach number. 

These stability theories treat the mean flows as quasiparallel flows. Some 
incomplete attempts to account for the nonparallel flow effects by including either 
the normal velocity or some of the streamwise derivatives of the mean flow were given 
by Brown (ref. 16), Gunness (ref. 17),  and Boehman (ref. 18). Complete nonparallel 
theories for two-dimensional flows were developed by El-Hady and Nayfeh (ref. 19) and 
Gaponov (20) and for three-dimensional flows by Nayfeh (21) and El-Hady (22). The 
growth rate in a parallel flow is independent of the flow variable and the distance 
from the wall, whereas the growth rate in a nonparallel flow (growing boundary layer) 
depends on the flow variable and the distance from the wall. This complicates the 
interpretation of experimental data for comparison with the results of stability 
theory . 

In contrast with the case of incompressible flows, rigorous stability 
experiments are very difficult at supersonic speeds because (a) the spatial and 
temporal resolution of instruments a t  supersonic speeds i s  less than those at low 
speeds, (b)  with the exception of Kendall, experimenters have less control and 
knowledge of the disturbances at supersonic speeds, and (c) the interference of 
traversing probes at high speeds i s  due to the high aerodynamic loads which 
necessitate strong and bulky walls. Therefore, most of the information on the 
stability o f  high-speed flows is macroscopic rather than microscopic. The term 
macroscopic refers to measurements of the onset of turbulence and the extent of the 
transition region, whereas the term microscopic refers to measurements of the 
evolution in space and time of the fluctuations present in the flow that are 
sufficient for the identification of the instabilities that lead to transition and 
the validation of the proposed theoretical models. It should be noted that 
macroscopic experiments are difficult to relate directly to stability theory, whereas 
microscopic experiments, which provide information about the unstable disturbances 
and their growth, can be better related to stability theory, which studies the 
development of individual components of the disturbances corresponding to a certain 
frequency or a wavepacket. Thus, microscopic experiments that use controlled 
disturbances are more desirable for corroboration with theory than experiments that 
study natural disturbances arising from one source or another in the boundary 
layer. The natural disturbances represent a set of space and time components, 
whereas controlled experiments can provide disturbances with a given frequency and a 
given spanwise wavenumber. 

Whereas experimenters developed various credible techniques to introduce 
controlled artificial disturbances in incompressible boundary layers, the technique 
of Kendall seems to be the only credible technique at supersonic speeds. Laufer and 
Vrebalovich (ref. 23) used a high-speed valve and Demetriades used a siren mechanism 
attached to a flat plate to introduce their artificial disturbances. The valve 
opened and closed a narrow slit in the surface of the plate to allow periodic air 
pulses o f  certain frequency to disturb the boundary layer. Kendall introduced small 
artificial disturbances by a glow discharge between two electrodes embedded in the 
surface of the flat plate skewed at a specified angle to the spanwise direction, 
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thereby introducing disturbances with a specified wave angle. The rest of the 
available experiments were performed using natural disturbances. 

Almost all measurements reported on the experimental stability of boundary 
layers were made by means of either hot-wire anemometers or hot films following 
disturbances in these boundary layers. The hot-wire response is a combination of 
velocity, density, and temperature fluctuations. The hot-wire response when operated 
at high constant overheat is proportional to the mean square of the mass-flow 
fluctuations. To describe the disturbance fully, one needs measurements of all 
fluctuation characteristics such as the rms amplitude, spectra, and propagation speed 
as functions of both y and x. Almost all reported experiments for compressible flows 
measured [ P U ~  at various x-stations by placing hot wires or hot films at a transverse 
location where the mean-flow conditions are the same. Laufer and Vrebalovich (ref. 
23) reported measurements at different constant y/L positions, while Kendall (refs. 
24,25), Demetriades (refs. 26-28), Lebiga et a1 (ref. 29), and Stetson, Thompson, 
Dona1 dson and Si 1 er (refs. 30-33) reported measurements at one constant y/L 1 ocated 
in the wideband energy peak. 

Laufer and Vrebalovich (ref. 23) carried out measurements of the neutral 
stability curves, amplification rates, wavelengths, and amplitude distributions at 
the Mach numbers 1.6 and 2.2. They performed their measurements in the JPL 20" 
supersonic wind tunnel where the freestream turbulence level was reduced to about 1% 
by means of damping screens. Laufer and Vrebalovich performed their measurements for 
natural as well as artificial disturbances. The stability characteristics of natural 
disturbances in supersonic flows at Mach numbers between 1.6 and 8.5 were examined by 
Kendall (refs. 24,25) in the JPL 20" supersonic wind tunnel. In some of these 
experiments, the side walls of the tunnel were turbulent and hence radiated sound. 
Mack (ref. 12) tried t o  compare the free oscillations in the parallel stability 
theory with Kendall's data. The comparison was satisfactory only for the case Ma = 
4.5. In an attempt to account for the response of the boundary layer to the incoming 
sound waves, Mack (ref. 12) included a forcing term at the first neutral stability 
point and found a better agreement with Kendall's data. The same characteristic 
features of the boundary-layer response to the incoming sound waves were observed by 
Lebiga et a1 (ref. 29) in their experiments at M = 2. Demetriades (refs. 26,27) 
presented experimental results for hypersonic bounmdary-layer flows. He studied the 
streamwise amplitude variation of both natural disturbances and disturbances 
artificially excited with a siren mechanism attached to a flat plate. 

2. PROBLEM FORMULATION 

In this paper, we consider the linear quasi-parallel as well as the nonparallel 
stability of two- and three-dimensional compressible boundary layers. Moreover, we 
consider the linear secondary instability of two-dimensional primary waves in a two- 
dimensional compressible boundary layer. The basic equations for the linear 
stability analysis of parallel-flow compressible boundary layers were first derived 
by Lees and Lin (ref. 2 ) ,  Lees (ref. 3), and Dunn and Lin (ref. 4), using the small 
disturbance theory. For excellent references on the compressible parallel stability 
theory, we refer the reader to the papers of Mack. For the nonparallel theory of 
compressible boundary layers, we refer the reader to the papers by El-Hady and Nayfeh 
(ref. 19) and Nayfeh (ref. 21). 

Lengths, velocities, and time are made dimensionless using a suitable reference 
length L*, the freestream velocity Uz, and L*/Uz, respectively. The pressure is made 
dimensionless using pzUz2, where 02 is the freestream density. The temperature, 
density, specific heats, viscosity, and thermal conductivity are made dimensionless 
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using their corresponding freestream values. The gas is assumed to be perfect. 
Since the pressure is constant across the boundary layer 

1 
pmTm = 1 and pm = - 2 

yMm 

where the subscript m refers to mean flow quantities, y is the ratio of the specific 
heats o f  the gas, and M 

To formulate the pyoblern so that the disturbance equations can be specialized to 
all these cases, we assume the basic flow to be a time-dependent three-dimensional 
flow and superpose on it small disturbances to obtain total flow quantities of the 
form 

is the freestream Mach number. 

Here q (x,y,z,t) stands for a basic state quantity and q(x,y,z,t) s_taFds f o r  a small 
unsteaay disturbance. Substituting the total flow quantities u, G, w, P ,  b ,  U, and f 
into the Navier-Stokes equations, subtracting the basic state, and linearizing, we 
find to first order that the disturbance equations are given by 

( 2 . 3 )  
a a a - a p  + - (PbU + pu ) + - ( p  v + pVb) + (PbW + OWb) = 0 at ax b ay b 

au 
b az p ( * + u  3 + U K  a u b + v  b at b ax 

a u b + w  - ) = - = + - { - I , ,  l a  (r-+m-+m--) au av aw 
b az ax R ax b ax aY + Vb ay 

+ 'b 

awb a au 3v + -)] avb + m -  avb + + % [ub(s + E)  + p(- ay ax aY + u(r ax 
a aw au awb 

+ E [ub(z + + V ( c  + -111 az 

b 
av av + P(,,. avb + u 'b(X + 'b 

avb 
+ -4 b au l a  au 3v 

av 
aY 

b az $ + R [ub(% + z) + "(r 3x 
b aw b 

+ r -  +.,,I a au av aw 
aY aY az 

aw a av aw avb 
az b az ay aY 

+ - [ub(m ax + r - + rn -) + ;I(m ax 
b T '  

+ - [ u  (- + -) + U ( K  + - ) ] i f  

(2.4) 

3 
3x 
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av m -  
ay 

e=T+P 
'b Tb 'b 

where o i s  t he  p e r t u r b a t i o n  d i s s i p a t i o n  f u n c t i o n  de f ined by 

b av au b aw av 

b ax ax ay ay az az 

b au aw a' + "")I + 2(- au + -)(- av + -) '"b 

b 2  au aw b 
+ 2(- + -)(- + -) + 2(- + -)(- + -)} + U { r [  (F) az ax az ax az ay az ay 

3ub avb aub awb avb awb 

+ (& + (F) I ay ay az ay az 
aw 

ax 

aw 
+ -  -1 + 2 m [ r  (ay + g) b av 

Q = u {2r(- - + - - b au au 

a W  av 

aY (z + ,,I + - az (E ay ay ax ay ax 
+ -  

au 
awb av aw avb awb au 

+ 2m[K - + - - + - -  b 2  aw b 2  

au av 

av 

b *  3w b 2  3 v b  + -) } + (r b +  ax) + (F +-I + (F 
b au b 2  

ay 

The constants r and m are g iven by 

2 2 
3 r = 3 (e + 2)  and m = - (e - 1) (2.10) 

where e = 0 corresponds t o  the  Stokes hypothesis.  
number P r  are g i ven  by 

The Reynolds number R and Prand t l  

633 



(2.11a) 

where v:, pz, and K* are the freestream kinematic viscosity, dynamic viscosity, and 
thermal conductivify, respectively, and c* is the dimensional specific heat at 
constant pressure. We assume that the Hynamic viscosity is a function of the 
temperature only so that 

p = T -  dT 
Tb 

The boundary conditions at the wall are 

(2.11b) 

u = v = w = T = O  at y = O  (2.12) 

The boundary conditions on the velocity fluctuations u and w represent the no-ship 
conditions and the boundary condition on the velocity fluctuation v represents the 
no-penetration condition. For a gas flowing over a solid wall, the temperature 
remains at its mean value unless the frequency is small (i.e., stationary or near 
stationary disturbances). The boundary conditions as y + m are 

U(Y), V(Y), W(Y), p(y), and T(y) are bounded as y + m (2.13) 

As will be described later, neutral subsonic disturbances decay to zero 
as y + m ,  whereas neutral supersonic disturbances do not vanish as y + m .  

3. QUASIPARALLEL PRIMARY INSTABILITY 

In this section, we consider the three-dimensional stability of a steady three- 
dimensional boundary layer. In general, the mean flow in a boundary layer varies 
with the streamwise coordinate x and spanwise coordinate z. However, at high 
Reynolds numbers, this variation i s  small over distances the order of the wavelengths 
o f  the disturbances. Consequently, most stability analyses neglect the streamwise 
and spanwise variations of the mean flow, the so-called para1 lel-flow assumption. 
Thus, the basic flow is approximated by 

Using the parallel-flow assumption reduces equations (2.3)-(2.9) to a system of 
linear partial differential equations whose coefficients vary only with y. 
Consequently, the variables t, x, and z can be separated using the so-called normal 
mode assumption 

where o and 6 are the wave numbers in the streamwise and spanwise directions, 
respectively, and w is the frequency. For a temporal stability, a and B are real 
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but  w i s  complex. 
general  case, a, B ,  and w are complex. 

For s p a t i a l  s t a b i l i t y ,  w i s  r e a l  bu t  a and B are complex. For t h e  

S u b s t i t u t i n g  equat ions (3.1) and (3.2) i n t o  equat ions (2.3)-(2.9), (2.12), and 
(2.13) y i e l d s  the  eigenvalue problem 

2 5 5  
5 3  + i(aUm + BWm - w)(~M,‘;~ - -) 

Tm De, + i a c l  - - 
Tm Tm 

= o  

Tm 2 2 
i (aUm + BW - w ) c l  + c,DU m m + iaTmc4 - R { -  pm(ra + 6 ) c l  

(3.5) 

are bounded as y -, m ‘n 

where D = a/ay. 

(3.9) 
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Introducing the Stuart transformation (ref. 34) 

krl, = a c ,  + 85, (3.10) 

(3.11) 

where k = Ja2 + a *  does not reduce the eighth-order system (3.3)-(3.9) into a sixth- 
order system due to the coupling in the energy equation due to a single dissipation 
terms, which couples the energy equation to the other equations for 30 waves in 20 or 
3D boundary layers. Neglecting this term reduces the eigenvalue problem from an 
eight-order complex problem to a sixth-order complex problem, thereby resulting in a 
large saving in computations. The error introduced to this simplification is a 
function of the Mach number, Reynolds number, and wave angle. For the case of 
insulated flat plates, Mack found that the maximum error is less than 5% for all Mach 
numbers at R = 1500. However, most stability calculations being formed are based on 
the eighth-order rather than the sixth-order system. 

Two methods of solution have been employed (refs. 11,35,36). The first reduces 
the system of equations (3.3)-(3.7) into an eighth-order system of ordinary 
differential equations, determines an exact solution outside the boundary layer that 
s a t i s f i e s  t h e  boundary conditions ( 3 . 9 ) ,  uses the resulting linearly independent 
solutions as initial conditions to integrate the first-order equations to the wall, 
employs a Gram-Schmidt orthonormalization scheme to keep the solutions linearly 
independent, and uses an iterative scheme such as Newton-Raphson procedure to 
determine the desired complex eigenvalue. The second method uses a finite-difference 
scheme to reduce the governing equations into a system of algebraic equations that is 
solved using standard techniques to determine the desired eigenvalue. 

According to the first approach, the eigenvalue problem (3.3)-(3.9) is converted 
into a system of first-order equations by letting 

g 2  = DU = Dr; 

Then, the eigenva 

D5 = F(Y)C 

5 ,  - 5 ,  = 5 ,  - 

5 ,  = DT = O c j ,  and c 8  = Dw = DS, (3.12) 

ue problem becomes 

(3.13a) 

- - c 7 = 0  at y = O  (3.13b) 

are bounded as y + (3.13~) ‘n 

where 5 = { c l , c 2 ,  ..., c 8 }  and the elements aij o f  the matrix F are given in Appendix 
A.  For a given R and a mean flow U,, W,, and T,, the eigenvalue problem (3.13) 
provides a dispersion relation of the form 

T 

w = w ( a , f 3 )  (3.14) 
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In general, W ,  a, and 6 are complex. Thus, equation (3.14) provides two relations 
among the six real parameters ar, ai, B,, B ~ ,  wr, and wi. When four of these 
parameters are specified, equation (3.14) can be solved for the remaining two 
parameters. For the case of temporal stability, a and 6 are assumed t o  be real and 
fixed, and equation (3.14) provides w = wr + iw.. Thus, it follows from equation 
(3.2) that the temporal growth rate is w j .  For the case of spatial stability, w is 
assumed to be real and fixed, and equation (3.14) provides two relations among the 
remaining four parameters ar, ai, B ~ ,  and B ~ .  The parameters ar and 6, define a real 
wavenumber vector k whose magnitude k is given by 

and whose direction (wave angle) 6 is given by 

6 = arctan (Br/ar) 

(3.15a) 

(3.15b) 

Moreover, the parameters ai and B~ define a growth vector ;f whose magnitude u is 
g i ven by 

and whose direction (growth direction) is given by 

I 

JI = arctan (Bi/ai) 

(3.15~) 

(3.15d) 

In general, the growth and wave directions need not coincide and two more relations 
need to be specified to complete the formulation of the spatial stability problem. 
Using the method of multiple scales (refs. 37,38), Nayfeh (refs. 21,39) found that 
the ratio of the group velocity components must be real, thereby providing a third 
relation. Maximizing the total growth rate can provide the fourth needed relation. 
These points are discussed further in Section 4. Nayfeh and Padhye (ref. 40) used 
the complex group velocity vector to relate the problems of temporal and spatial 
stabilities. 

In the case of 2D spatial stability, the two additional relations are given by 
6 = B + i6 = 0 and Eq. (3.14) can be used to determine the complex parameter CI for 
any gFven For the case of 30 spatial stability in boundary layers that depend on 
x and y only (such as 20 mean flows and flows over an infinite span swept wing), the 
analysis in Section 4 shows that 6 = constant and hence Eq. (3.14) can be used to 
determine the complex parameter a for any given w and B .  In this case, the growth 
direction i s  often taken in the x-direction (i.e., 6 .  is assumed to be zero). 

To account for the slow growth of the boundary layer, one can improve the 
parallel-flow assumption by calculating the local stability of the mean-flow 
profiles, thereby obtaining values for a and 6 that vary slowly with x and z. Thus, 
equation (3.2) is replaced with 

(3.16) 
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where 
(3.17) 

and the 5 are governed by the eigenvalue problem consisting of equations (3.3)- 
( 3 . 9 ) .  As discussed earlier, the 
growth rate vector is given by 

Ttis is the so-called quasi-parallel assumption. 

+ + -+ 

u = a.i + ~ . j  
1 1 

It is independent of the transverse direction and the flow variable whose growth is 
investigated; neither of these statements is valid for the case of growing boundary 
layers as discussed in Section 4. 

3.1 Inviscid Case 

In contrast with the case of incompressible boundary layers, compressible 

increasing Mach number. The inviscid instability is governed by equations (3 .3) -  
(3.9) with R being set equal to infinity; that is, it is governed by 

I boundary layers, even on flat plates, have inviscid instability, which increases with 

2 5 5  

Tm m 
5 ,  + i(aUm + BW, - ~ ) ( y M ~ g ,  - 7) + iBs, = 0 DTm Or;, + iag, - - (3.18) 

i(aUm + gw, - w ) c l  + c3DUm + iaTmr;, = 0 (3.19) 

i(aU, + gw, - w ) c 3  + TmD<, = 0 (3.20) 

i(aUm + 6wm - w ) ~ ,  + c,OW, + iBT,';, = 0 (3.21) 

2 
i(au, + BW, - w ) c 5  + r,OTm - i(y - l)TmMm(aUm + BW,,, - w)s4 = 0 (3.22) 

~ ~ - r ; ~ = 0  - at y = O  (3.23) 

are bounded as y + (3.24) 5n 

Equations (3.18)-(3.27) can be combined into a second-order equation 
governing 5 ,  or 5,. To accomplish this, we use the transformation (3.10) and 
(3.11). Thus, we add a times equations (3.19) to 8 times equation (3.21) and obtain 

? 

1 ik(aU, + Bwm - w)nl + g,D(aU, + gw m ) + ik-Tmc4 = 0 (3.25) 

I Using equation (3.22) to eliminate c 5  from equation (3.18) and using equation (3 .10) ,  
we obtain 
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2 
ikq, + Ds, + iM m (dm + 6Wm - O)S, = 0 

Eliminating n l  from equations (3.25) and (3.26) yields 

(3.26) 

(“Urn + B W ~  - o)Dr, - c,D(aUm + BW,) = ikLTm(l - M;)c4 (3.27) 

2 2  

i ( 1-Mr)M m 

or 

Dx = 5 4  

M: 
where 

6 3  

(3.28) 

(3.29) 

(3.30) 

can be interpreted as the local Mach number of the mean flow in the direction of the 
wavenumber vector k = a i  + 83 relative to the phase velocity w/k. In general Mr is 
complex and it is only real for neutral disturbances. In terms of x and Mr, equation 
(3.20) can be rewritten as 

2 2  
ik Mr 

X Dg, = - - 
M 2  

(3.31) 
m 

. .  
Eliminating 5, from equations (3.28) and (3.31) yields the following second-order 
equation governing X: 

Eliminating x from equations (3.28) and (3.31) yields 

2 2 2 2 
D c4 - D(lnM,)Dr, - k (1 - Mr)c, = o 

(3.32) 

(3.33) 

In the freestream, T = 1, U = 1 and W = 0 are constants and hence Mr = Mf is 
a constant and equations r3.32) ant (3.33) refuce to 

and 
2 2 2 D 6 ,  - k (1 - Mf)c ,+  = 0 

(3.34) 

(3.35) 

It is clear from equations (3,34) and (3.35) that neutra disturbances decay in the 
freestheam if and only if Mf < 1; these disturbances a,e termed subsonic waves. 
When Mf > 1, neutral disturbances do not vanish in the freestream and they represent 
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sound waves or Mach waves of the relative flow\ they are termed supersonic waves and 
may be outgoing or incoming waves. When Mf = 1, disturbances are termed sonic 
waves. 

For the case of two-dimensional inviscid waves in a two-dimensional boundary 
layer, Lees and Lin (ref. 2) established a number of conclusions for the case of 
temporal waves. 

The above classification is due to Lees and Lin (ref. 2). 

Their main conclusions are 

(i) The necessary and sufficient condition for the existence o f  a neutral subsonic 
wave i s  the presence of a generalized inflection point y, > yo in the boundary layer 
at which 

(3.36) 
where 

u ( y )  = 1 - -  1 (3.37) 
m 

m o  M 

, The phase velocity cs = w/as of this neutral wave is Um(ys), the mean velocity at the 
1 generalized inflection point ys, which is larger than 1 - M. 

(ii) A sufficient condition for the existence of an unstable subsonic wave is the 
presence of a generalized inflection point at ys > yo; its phase velocity 
c > 1 - l/Mm. Compressible boundary-layer flows over insulated flat plates always 
have inflection points and hence they are unstable to inviscid disturbances. 

W 

(iii) There is a neutral subsonic wave having the wavenumber a = 0 and the phase 
velocity c = co. 

(iv) When Mt < 1 everywhere in the boundary layer, there is a unique 
wavenumber as corresponding to the phase velocity cs for the neutral subsonic wave. 

Using extensive numerical calculations, Mack (refs. 11,151) established the 
existence of an infinite sequence of discrete wave numbers CL , corresponding to an 
infinite sequence of discrete modes when Mr > 1 somewhere in $Re boundary layer. He 
referred to the modes that are additional to the mode found by Lees and Lin as higher 
modes. In contrast with the first mode whose existence depend3 on the presence of a 
generalized inflection point, the higher modes exist whenever Mr > 1, irrespective of 
the presence or absence of a generalized inflection point. The lowest Mach number at 
which the higher modes exist in the boundary layer on an insulated flat plate is 
2.2. It turns out that this is also the lowest Mach number at which subsonic higher- 
mode disturbances exist. The lowest of the subsonic modes is called the second node 
and it is the most amplified of the higher modes. 

Later, Mack developed a simple theory that provides an approximation t o  the 
infinite sequence of wave numbers asn. He neglected the second term in (3.32) and 
expressed the solution of the resulting equation that satisfies the boundary 
condition v(0) as I 

I Y 

0 
x = ? sin(ksn r JM; - 1 dy], y < ya 

and the solution that decays as y -e as 

(3.38) 
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Y 
x 3 - i exp[- ksn I 41 - M; dy], y > ya ( 3 . 3 9 )  

Ya 2 where ya is the value of y where M He chose the constant in (3 .39 )  to be -i SO 
that the pressure is real and positive for y > ya. He argued that Dx must go to zero 
as y + ya because the pressure i s  continuous and finite at y = ya, thereby obtaining 
the eigenvalues 

= 1. 

( 3 . 4 0 )  

We note that the second term in equation ( 3 . 3 2 )  is singular at ya and hence the 
expansions ( 3 . 3 8 )  and ( 3 . 3 9 )  are invalid at y = ya. To connect these expansions, one 

determine an expansion there, and match needs to consider the neighborhood of y = 
it to both ( 3 . 3 8 )  and ( 3 . 3 9 ) .  Alternative y, the Langer transformation can be used 
to determine a single uniformly valid expansion. Even such a consistent expansion is 
valid only when Mr does not vanish anywhere, (i.e., there is no critical layer) and 
hence there is no generalized inflection point; otherwise, one cannot neglect the 
second terms in ( 3 . 3 2 )  and ( 3 . 3 3 ) .  An expansion valid when M vanishes somewhere is 
determined below using the Olver transformation. Mack (refs. T1,15) called the waves 
when M, = 0 inflectional neutral waves and those which occur when Mr f 0 non- 
inflectional neutral waves. His numerical results for the case of non-inflectional 
neutral waves (Figs. 1 and 2)  are qualitatively in agreement with his simple theory, 
whereas his calculations for the case of inflectional waves (Figs. 3 and 4 )  differ 
from those obtained from his simple theory. According to his theory, c,(6) is 
positive for all modes, there are no zeros in the interval y > ya, and the number Of 
zeros in y < ya increases by one for each successive mode. 

To determine a single uniformly valid expansion, we eliminate the second term in 
equation ( 3 . 3 3 )  using the transformation 

y4, 

5, = Mr@ 

and obtain 

2M; 2 

+ 7-14 = 0 
M 

For the case of non-inflect 
transformation (refs. 37 ,38)  

1 / 4  

( 3 . 4 1 )  

( 3 . 4 2 )  

’ ‘r 
onal waves (i.e., Mr t 0 everywhere), we use the Langer 
and obtain the approximate solution 

and hence 

( 3 . 4 3 )  

( 3 . 4 4 )  

where Ai and Bi are the Airy functions of the first and second kind, respectively, 
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Y * c 3 / ’  = k ~1 - M; dy 3 
Ya 2 and y = ya is the turning point at which Mr(ya) = 1. Since 

and 

(3.45) 

(3.46) 

(3.47) 

the vanishing o f  the disturbance as y + m demands that cz = 0. Then, the boundary 
condition v(0 )  = 0 or ~ ~ ( 0 )  = 0 demands that 

Ai’=O at y = O  
But 

Hence 

Consequently , 

3 fa 4M; - 1 dy = (n - T)E, n = 1, 2, 3, ... 
0 

ksn 

(3.48) 

(3.49) 

(3.50) 

(3 .51)  

whose righthand side differs from that of Mack by 1 TI. 

M r / 4 / T  and the phase 4 1 ‘TI in the interval y < ya. 
Moreover, the eigenfunction 

(3 .44)  with c, = 0 differs from that o f  Mack in the presence o f  the factor 

For the case of inflectional waves (i.e., Mr = 0 at y = yc, yc > y ) ,  the 
expansion (3 .43)  is not valid as y -+ yc and we need an expansion that i s  valifin the 
neighborhood o f  y = y,. Using the Olver transformation (ref. 37) ,  we find that 

(3.52) 
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which is valid in the interval y > ya. Since 

(3.53) 

the boundary condition that 5, tends to zero as y + m demands that b, = 0. This 
expansion needs to be matched with the expansion (3.43) that is valid at the turning 
point ya. Expanding (3.43) for large k and for y > ya, expanding (3.52) for large k 
and for y < y,, means that b, = 0, we obtain 

(3.54) 

Hence, c, = 0 and 

(3.55) C,& YC b, = - exp[- f ~1 - M; dy] 
Ya 

Imposing the boundary condition at the wall that v(0) = 0 or ~ ~ ( 0 )  = 0 yields the 
eigenvalues as in (3.51). Thus, the difference between inflectional and non- 
inflectional waves is in the shape of the eigenfunction. 

lTJ7 

Using extensive numerical computations, Mack established a number of conclusions 
regarding supersonic stability: 

(i) In contrast with incompressible stability theory, there is more than one mode of 
instability and it is one of the additional modes that is the most unstable. Figure 
5 shows the variation of the maximum temporal amplification rate of 2D waves with 
Mach number. It is clear that below M = 2.2, the boundary layer on an insulated 
flat plate is virtually stable to inv7scid 2D waves and that above M = 2.2 the 
second mode i s  the most unstable mode. Moreover, the maximum amplifiration rate 
increases sharply as M increases beyond 2.2. Furthermore, above Mm = 5, the first 
mode is not even the se?ond most unstable mode. 

(ii) In contrast with incompressible stability theory, 30 first modes are more 
unstable than their corresponding 2D waves. However, 3D second modes are more stable 
than their corresponding 2D waves. Figure 6 shows the variation of the temporal 
amplification rate of the first and second modes with frequency for M = 4.5 and 
several wave angles. It clearly shows that the most unstable first-modemwave has a 
wave angle that is approximately 60" and an amplification rate that is approximately 
twice the maximum amplification rate of its corresponding 2D wave. 

(i i i) Whereas cool ing can stabi 1 ize f irst-mode waves in accordance with the pre- 
diction of Lees (ref. 3) ,  cooling destablizes second-mode waves. Figure 7 shows the 
variation of the maximum temporal growth rate of the first mode at M = 3.0, 4.5, 
and 5.8 and the second mode at M = 5.8 with the ratio of the wall Temperature Tw to 
the recovery temperature Tr. fi is clear that 2D and 3D first-mode waves can be 
completely stabi 1 ized by cooling, whereas second-mode waves are destablished by 
cooling. 
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3.2 Viscous Stability for Flat Plates 

Again, using extensive numerical calculations, Mack (refs. 1 0 , l l )  investigated 
the influence of Mach number on the viscous instability of supersonic flows past flat 
plates. He found that viscosity is stabilizing for both 2D and 3D first-mode waves 
when M I 3.0 and for second-mode waves at all Mach numbers; that is, the maximum 
amp1ifTcation rate (over all frequencies, and wave angles in case of 3D waves, at 
constant Reynolds number) decreases with decreasing Reynolds number. This result was 
disputed by Wazzan, Taghavi, and Keltner (ref. 41) who did not find a transition from 
viscous to inviscid instability with increasing Mach number Dut found that viscous 
instability persists to M = 6.0. Mack (ref. 42) reconfirmed his calculations for 
the case of temporal stabflity and obtained spatial stability results that agree with 
his earlier conclusions on the influence of viscosity on compressible stability. 
Moreover, the spatial stability calculations o f  El-Hady and Nayfeh (ref. 19) and 
Nayfeh and Harper (ref. 43) agree with those of Mack for at least three significant 
figures for all the calculations they performed. Moreover, the calculations of Malik 
qualitatively agree with those of Mack. 

Figure 8 shows the neutral stability curves of 2D wavys calculated by Mack at 
M = 1.6, 2.2, 2.6, 3.0, and 3.8. He plotted a vs. R- to emphasize the higher 
Rzynolds number region. Comparing the neutral curve for M = 1.6 with that of the 
Elasius flow (i.e., M = 0) shows that, although they havem the same general type, 
compressiblity drastic5lly reduced the viscous instability, resulting in much lower 
neutral wave numbers. As the Mach number increases beyond 1.6, the  viscous 
instability continues to weaken although the effect of the increase in inviscid 
instability continues to extend to lower and lower Reynolds numbers. When M reaches 
3.8, the viscous instability disappears and viscosity acts only to dampaout the 
inviscid instability. 

As in the case of inviscid instability, the most unstable first-mode waves are 
30 waves. Figure 9 shows the variation o f  the maximum temporal amplification rate of 
?D and 3D waves with Reynolds number for M = 1.3, 1.6, 2.2, and 3.0 and Figure 10 
shows the variation of the maximum spatiar amplification rate of 2D and 30 waves 

are shown in Figure 9. At M = 1.3, the instability of 2D and 3D waves i s  due to 
viscosity. As M increases, The viscous instability decreases for both 20 and 30 
waves. Whereas 'Tncreasing the Mach number results in a drastic decrease in the 20 
maximum growth rates, it produces only a slight change in those o f  the 30 waves. 

I at 6 = 500 with R for Mm = 1.6 (ref. 19). The most unstable wave angles o f  30 waves 

As in the inviscid case, the numerical results of Mack suggest that the 20 
second- and higher-mode waves are more unstable than their corresponding 30 waves. 
Moreover, the maximum growth rate of second-mode waves drops sharply as the wave 
angle increases from zero. 

I The lowest Mach number at which Mack was able to calculate 2D second-mode waves 
is M = 3.0 at which the minimum critical Reynolds number is 13,900. As pointed out 
in txe preceding section, the inviscid instability increases rapidly with increasing 
Mach number and hence one would expect the minimum critical Reynolds number to 
decrease rapidly to lower values as the Mach number decreases. In fact, Mack found 
that the minimum critical Reynolds numbers drops to 235 as the Mach number increases 
to 4.5. Moreover, at high Mach numbers second-mode waves have much higher growth 
rates than oblique first-mode waves. i 

Whereas cooling can stabilize 20 and 3D first-mode waves, second-mode waves 
cannot be stabilized by cooling. On the contrary second-mode waves are destablized 
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by cooling. Malik (ref. 43) studied the influence o f  cooling on oblique first-mode 
waves at = 60” for Ma = 2 and 4.5 and second-mode waves for Mm = 4.5; in these 
calculations R = 1500 and the stagnation temperature is 560”R. Figure 11 shows that 
the oblique first-mode wave at M = 2 is completely stabilized when Tw/T d = 0.7, 
whereas that at Mm = 4.5 is stabfoized only when T /T On the otter hand, 
Figs. 11 and 12 show that the second-mode wave is Xesfiblished by cooling. In fact, 
the maximum growth rate increases rapidly with cooling. Malik found that the 
frequency of most amplified first-mode wave decreases with cooling whereas that of 
the most amplified second-mode wave increases with cooling. 

= 0.48. 

Malik (ref. 43) also investigated the influence o f  favorable pressure gradients 
(Fig. 13) and suction (Fig. 14) on the stabilization of second-mode waves. He found 
that each of them shifts the band of unstable frequencies to higher values and 
reduces the peak amplification. Consequently, it appears that, whereas cooling 
cannot be used to stabilize second-mode waves, they can be stablized using either 
suction or wall shaping to produce a favorable pressure gradient. 

Preliminary results of Malik (ref. 43) indicate that real gas effects tend to 
destabilize hypersonic boundary layers. 

4. NONPARALLEL STABILITY 

is, the normal velocity component V 
and W,. 
of the streamwise and spanwise coodinates. 

We confine our consideration to mean flows that are slightly nonparallel, that 
is small compared with the other components U, 

This in turn implies that a?l the mean-flow variables must be weak functions 
In other words 

where Vf = O(1). We describe the relatively slow variations of the mean-flow 
quantities in the streamwise and spanwise directions by the slow scales x, = EX and 
z 1  = EZ, respectively, where E = 1/R.  

We use the method of multiple scales (refs. 37,38)  to determine a uniformly 
valid asymptotic expansion o f  the solution o f  equations (2.3)-(2.9), (2.12) and 
(2.13) in the form 

where t, = Et, a slow time scale, and 

w - -  ae ae a e  ax = a(X,,Z,) , E = B(X,,Z,) , - at - 

Assuming the phase e to be twice continuously differentiable, we have 

aa a6 
az, ax, 
- = -  

(4.4) 

(4.5) 
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In the case of mean flows that are independent of z, such as 2D mean flows and flows 
over infinite-span swept wings, a = a ( x , )  and B = ~ ( x , ) ,  because the coefficients of 
equations (2.3)-(2.9) are independent of z,. Then, it follows from equation (4.5) 
that B = constant. Substituting equations (4.1)-(4.4) into equations (2.3)-(2.9), 
(2.12) and (2.13) and equating coefficients of like powers of E ,  we obtain problems 
describing the zeroth- and first-order disturbances. 

4.1 Zeroth-Order Problem 

Po To 

Pm Tm 
L,(u ,v ,w , p  ,T ) = - ipm(w - aUm - SW )(- - -) + iPm(auo + sw0) 

0 0 0 0 0  

L,(U 0 0 0 0 0  , v  .w ,p ,T ) = - iPm(w - aUm - 8Wm)v0 + Dpo 

- E 1 {iU,(l + m)(aDuo + BDWo) + im(au0 + BW~)DV, 

2 2 
- (a + B )umvo + D(umrDvo) + i (aDU, + aDW,) d~ 

L,(u , v  ,w ,p ,T ) = - iom(w - oUm - 8Wm)w0 + p m o  v DW m + iapo 
0 0 0 0 0  

- Ti; 1 { -  aBum(l + m ) u o  +iBum(1 + m ) D v o  + ~ B v  DU 
o m  
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2 
L,(u 0 0 0 0 0  ,v .w ,p ,T ) = - ipm(w - d,,, - sWm)To + pmvoDTm + i(y -l)M,po 

(v-1)M: 
* (u - aUm - BW,) - { 2ym( DU,DU~ + DWmDw0) 

2 1  + 2ium(ctDU, t 3DWrn)vo + [ (DU,) ‘+ (DW,) ]To: 

1 i 2 2 2 
- -{2Dy DT + u,O To - (a + B )umT0 + D I+,.,T~} = 0 RPr m o 

(4.10) 

u = v  = w  = T o = O  at y = O  (4.11) 
0 0 0 

U o’vo’ w , T  0 0 + O  as y + m  (4.12) 

The solution o f  the zeroth-order problem can be expressed as 

where 5 is a column vector having 8 components and is governed by the quasi-parallel 
eigenvalue problem ( 3 . 1 3 ) .  The function A(x,,z,,t,) is arbitrary at this level of 
approximation; it will be determined by imposing the solvability condition at the 
next level o f  approximation. 

4.2 First-Order Problem 

Using equation (4.13), we write the first-order problem as 

- 1 anmZlm = On at, a A  + En ax, aA + Fn E + GnA 
8 

m= 1 
(4.14) 

z,, = z,, - - z,, = 0, z,, = 0 at y = 0 (4.15) 

zln is bounded as y .+ 

where 
z:, = u1, z i *  = Du,, z 1 3  = V,’ z,, = P1 

(4.16) 

(4.17) 

z,, = T,, z 1 6  =‘DT,, z,, = wl, z 1 8  = Dw, (4.18) 

and the Dn, En, Fn, and Gn are known functions of the 5 , a, B, and the mean-flow 
quantities; they are defined in Appendix B. Since the hamogeneous problem (4.14)- 
(4.16) has a nontrivial solution, the inhomogeneous problem has a solution only if 
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the right-hand side of equation (4.14) is orthogonal to every solution of the adjoint 
homogeneous problem (ref. 38) 

(4.19) 

c ; = s t = c z = O ,  ~ : = 0  at y = O  (4.20) 

e: is bounded as y + m (4.21) 

The solvability condition takes the form 

a A  aA - aA + GnA]cGdy = 0 m 8  

o n=l 
J 1 [Dn at, + Enax, + Fn az, (4.22) 

Substituting for the D , En, F,, and Gn from Appendix B into equation (4.22) yields 
the following partial-dfferential equation governing the modulation of A: 

(4.23) 

where wQ and wB are the group velocity components in the x and z directions; they, 
along with h,, are given in quadratures, as in Appendix C. 

Equation (4.23) shows that A is a function of x and z as well as a and 8. To 
determine the equations describing a and 6, we differentiate equations (3.13) with 
respect to x, and obtain 

ac3 as, as7 
ax, ax, a x ,  ax, 

= - -  - 0  at y = O  - = -  

is bounded as y + m 
y n  
ax 1 

Imposing the solvability condition on equations (4.24)-(4.26) yields 

(4.24) 

(4.25) 

(4.26) 

(4.27) 

where h ,  is defined in Appendix C. Similarly, differentiating equations ( 3 . 1 3 )  with 
respect to z, and imposing the solvability condition for the resulting problem, we 
obtain 
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where h is defined i n  Appendix C. Using equation (4.5), we rewrite equations (4.27) 
and (4.38) as 

aa 
ax B az w -  aa + w - = Eh, (4.29) 

(4.30) 

Therefore, equations (4.23), (4.29), and (4.30) describe the modulation Of 
A, a ,  and B with x, z, and t. 

For a monochromatic wave, aA/at = 0 and equation (4.23) reduces to 

- E ~ , A  a A + w  _ -  aA 
ax B az w -  (4.31) 

Nayfeh (ref. 21) argued that, in general, /aa is complex and hence equation (4.31) 
is elliptic for real x and z. In or&r that equation (4.31) be hyperbolic 
representing a propagating wave, w S / w  must be real and equations (4.29)-(4.31) 
reduce to the ordinary differential equations 

along the characteristic 

dz w~ 

a 
- and - - dx - =  1 

ds 
Thus, 

A = Aoexp[ ~ J ( h , / ~ , ) d s ]  = Aoexp[ ~ S ( h , / ~ , ) d x ]  

and 
a = Efh,ds, s = EJh,ds 

where A, i s  a constant. Therefore, to the first approximation, 

w B h, u = Aos,(x,y,z)exp[ is(. + B -)dx + ES - dx - i ~ t ]  
w w a a 

(4.32) 

(4.33) 

(4.34) 

(4.35) 

(4.36) 

For the case of parallel flows, the condition w g / w  be real reduces to da/dB being 
real, which was obtained by Nayfeh (ref. 21) and tebeci and Stewartson (ref. 44) 
using the saddle-point method. 

4.3 Growth Rate 

Defining the growth rate in the streamwise direction as 

u = Real[% a (lnu)] 
X 
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we find from equation (4.36) that 

(4.37) 

The first term is the quasiparallel contribution and the last two terms are due to 
the growth of the boundary layer. Whereas the second term is independent of the 
transverse direction, the third term strongly depends on the transverse direction. 
Hence, in contrast with the parallel or quasiparallel case, the local growth rate 
depends on both the streamwise and transver5e directions. Moreover, the transverse 
variation depends on the flow variable being investigated. 

, 

i 
It follows from equation (4.36) that the amplification factor is 

(4.38) 

Again, the amplification factor is a function o f  the transverse location. However, 
the variation is a simple one. For a detailed discussion of the case of a wave 
packet, the reader is referred to the article of Nayfeh (ref. 21). 

For the case o f  two-dimensional flows, B is a constant. Then, for the case o f  
I monochromatic waves, equation (4 .36)  reduces t o  

h 
" 1 

u 5 Aor,(x,y)exp[i(sadx + BZ - Ut) + E J  - w dx] 
a 

(4.39) 

Consequently, the growth direction is the streamwise direction and the growth rate 

u = Real [=(lnu) a ] 

i s  given by 

(4 .40)  

Since c 1  is a function of y and, in general, distorts with the streamwise 
distance, one may term stable disturbances unstable and vice versa. Because of the 
mode-shape distortion, neutral stability points are a function of both the transverse 
and streamwise positions. The experiments of Laufer and Vrebalovich (ref. 23)  
clearly show that the growth of the disturbances and the neutral curves obtained 
depend on the value of y*/L* at which the observations were made. Moreover, a 
different growth rate would be obtained if one replaces u with another variable such 
as v, p, w, or T. On the other hand, for the case o f  parallel flows, the last two 
terms in equation (4.40) vanish and the growth rate is unique and independent o f  the 
varible being used or the transverse direction at which the growth rate is 
determined. Therefore, to compare the analytical results with experimental data in 
growing boundary layers, one needs to make the calculations in the same manner in 
which the measurements are taken. Available experimental stability studies almost 
exclusively use hot-wire or hot-film anemometers following disturbances in the 
boundary layer. The hot-wire or hot-film response is a combination o f  velocity, 

I 
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density, and temperature fluctuations. The hot-wire response when operated at high 
constant overheat is proportional to the rms of the mass-flow fluctuations. To 
describe fully the disturbance, one needs measurements of all fluctuation 
characteristics such as the rms amplitude, spectra, wave angle, and propagation speed 
as functions of x, y, and z. Except for the experiment o f  Kendall (ref. 25), no 
information is available on the disturbance waveangle. Laufer and Vrebalovich 
reported measurements at different constant y*/L*, whereas Kendall , Demetriades, 
Legiga et al, and Stetson et a1 reported measurements at one constant y*/L* located 
i n  the wideband energy peak. However, available calculations do not agree with each 
other. Some calculations show large nonparallism influence, whereas other 
calculations show small influence. 

5. SUBHARMONIC INSTABILITY 

In this case, the basic flow is taken as the sum of the mean steady flow and a 
two-dimensional quasiparallel T-S wave; that is 

u = Um(Y) + A[r;,(y)e i e  + cc] b 

v = A[c3(y)eie + cc] b 

Wb = 0 (5.5) 

where cc stands for the complex conjugate of the preceding terms, a and w are real, 
and A and aT: are approximated locally by constant values. Substrtuting equations 
(5.1)-(5.6) into equations (2.3)-(2.9), (2.12) and (2.13) yields a system o f  partial 
differential equations whose coefficients are independent of z, periodic in x and t, 
and dependent in a complicated manner on y. Consequently, the z-variation can be 
separated and using Floquet theory, one can represent the solutions of the problem as 

v = exp(oxx + utt)cossz +3(~,~,t) 

p = exp(oxx + ott)cossz +,(x,Y,z) (5.9) 

T = exp(axx + ~~t)cossz $,(x,y,t) (5.10) 
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w = exp(oxx + att)singz $,(x,y,t) (5.11) 

where ax and at are called the characteristic exponents and the I$ are periodic in x 
and t. For the subharmonic parametric case, the Q, have a perioa that i s  twice the 
period o f  the primary flow and to the first approximation equations (5 .7 ) - (5 .11)  
become 

u = exp(oxx + utt)cossz[5,(y)exp(-ie) 1 + CC] (5.12) 

For the case of temporal stability ax = 0 and at # 0, whereas for the case of spatial 

Substituting equations (5.1) - (5.6) and (5.12)- (5. 16)1 into equations (2.3) - (2.9), 
(2.12) and (2.13) and equating the coefficients o f  exp(-ie) on both sides leads to 
the following problem governing the 5, and either 

I stability at = 0 and ax # 0. 

or u (ref. 45) :  t 

(5.17) 
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(5.18) 
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(5.21) 



where 

E l  = E 3  = c 7  = 0 and c 5  = 0 at y = 0 

c n + O  as y + m  

(5.22) 

(5.23) 

(5.24) 

As an alternative to the collocation technique used by Herbert for the 
incompressible case (refs. 46,47), Nayfeh and Harper (ref. 45) followed Nayfeh and 
Masad (ref. 48) and used a shooting technique to solve the eigenvalue problem 
consisting of equations (5.17)-(5.23) after casting them into a first-order system of 
equations. The boundary conditions (5.23) at infinity were replaced with boundary 
conditions at some finite value y, of y outside the boundary layer. Thus, for y > 
y, x, Urn + 1 and DU Since %e primary eigenfunctions 5 decay exponentially 
outside the boundah layer, Nayfeh and Harper (ref. 45) follhed Nayfeh and Masad 
(ref. 48) and chose a large enough yma The error 
involved was monitored by choosing a cer+ain value of y x ,  and solving the problem, 
then increasing y , resolving the problem and noting !!?e effect of increasing yma, 
on the accuracy opafhe solution. 

+ 0. 

so that the sm are very small. 

Since no numerical or experimental results are available for compressible flows, 
Nayfeh and Harper checked the compressible code against the incompressible results of 
Herbert (refs. 46,47) obtained using a collocation method and those of Nayfeh and 
Masad (ref. 48) obtained using a shooting technique, which are in good agreement with 
the experimental results of Kachanov and Levchenko (ref. 49). The agreement is 
excellent. Next, Nayfeh and Harper produced results to evaluate the influence of 
compressibility on the secondary instability of first- and second-mode waves. 

Letting R = 1048.8 and choosing an F = 8 3 ~ 1 0 - ~ ,  Nayfeh and Harper solved the 
eigenvalue problem and obtained the 20 T-S waves for M = 0.01, 0.8, and 1.6. These 
primary waves are stable having the spatial decaymrates -0.0216, -0.0166, and 
-0.0066. Setting the amplitudes of these primary waves at a = O.OZ/dF, choosing a 
value for B ,  and assuming a value for Y., they solved the secondary eigenvalue 
problem and obtained yr. Varying y. and rdpeating the calculations, they determined 
the maximum value of y over all posiible values o f  yi. 
the maximum value o f  y does not correspond to y. = 0 as in the incompyessible 
case. The results are Shown as the dark curves i A  Figure 15. The growth rates 
corresponding to a = 0.01/~2 are shown as the light curves in Figure 15. Figure 16 
shows the growth rates when a = 0, that is, the growth rates of the free propagating 
waves. The results in Figures 15 and 16 show that the secondary growth rates are 
much larger than the growth rates of the free waves. In fact, for M = 1.6, the free 
wave is stable for all values of B ,  whereas the secondary wave is unztable for a very 
wide range of values of 6. Increasing the amplitude of the primary wave results in 
an increase in the growth rates of all secondary waves. For a given Mach number, the 
growth rate has a broad maximum. This maximum shifts to larger values of 6 as the 
amplitude of the primary wave increases. And for a given amplitude of the primary 
wave, the maximum growth rate shifts to lower values of B as the Mach number 
i ncreases. 

We note that when M > 0 

As discussed in Section 3, as M increases beyond 3.0, higher-modes become 
unstable and dominate the instability %t large Mach numbers. Figure 17 shows the 
variation of the growth rates of secondary waves with spanwise wavenumber when the 
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primarx wave is a first- or second-mode wave. 
0.01//2, and y .  = 0. The first-mode primary wave and its corresponding secondary 
waves are calchlated at R = 1150; the primary wave is slightly unstable. The second- 
mode primary wave and its corresponding secondary waves are calculated at R = 1950; 
the primary wave is very stable. I t  follows from Figure 17 that the maxima of the 
growth rates of the secondary waves are comparable. Figure 18 shows the growth rates 
of the free waves (secondary waves when a = 0). The free wave corresponding to the 
second-mode wave is stable for a wide range of 6 ,  whereas the free wave corresponding 
to the first-mode wave is slightly unstable for the same range of 6. Comparing 
Figures 17 and 18, we conclude that a primary first-mode wave having an amplitude of 
0.01//2 increases the growth rate of the secondary wave by an order of magnitude. 
Moreover, the presence of a primary second-mode wave strongly destabilizes the 
secondary wave. 

In both cases, F = 120~10-~, a = 

When the primary wave is a first-mode wave it follows from Figure 17 that the 
maximum growth rate of the secondary wave occurs when B = 0.199. Figure 19 shows the 
variation of the secondary growth rate with fre5uency. The maximum growth rate 
increases by about 25% and shifts to an F = 112x10- . 
6. EFFECT OF IMPERFECTIONS ON STABILITY OF FLOWS OVER PLATES 

The boundary layers over natural laminar-flow components in the presence of 
surface imperfections (e.g., waviness and steps) must accurately be computed so that 
the effect of these imperfections on the stability and transition can be evaluated. 
Moreover, the magnitudes of the imperfections under consideration are such that 
strong viscid-inviscid interaction and small separation bubbles are unavoidable. 
Definitely, solutions to the full Navier-Stokes equations can accurately predict such 
flowfields provided that the grid is so fine that important flow structures are not 
smeared by the truncation errors or artificial dissipation. However, the number of 
flow cases that needs to be investigated is very large, and this makes solving the 
full Navier-Stokes equations a very expensive task. A more economical alternative is 
t o  solve the interacting boundary-layer equations. 

I 

Ragab, Nayfeh and Krishna (ref. 50) investigated the accuracy of the 
compressible interacting boundary-layer computations and their limitations in 
predicting flows over surface imperfections. They compared the results of 
interacting boundary-layer computations with solutions to the full Navier-Stokes 
equations. Comparisons were made for the mean flow profiles as well as the stability 
characteristics such as the growth rates and amplification factors of linear 
stability waves. 

The thin-layer compressible Navier-Stokes equations are solved using the well 
known computer code "ARC2D" which has been developed at NASA Ames (version 1.5 GAMMA, 
72/85). The code incorporates different methods of solutions all o f  which are 
implicit in time, and it uses second-order central differences in space. Ragab et a1 
(ref. 50) selected the method of solution in which the diagonal form of the equations 
are used (refs. 51,52). Mixed second- and fourth-order dissipation terms were added 
explicitly and implicitly, and the obtained pentadiagonal system o f  equations was 
solved directly. 

Sheared Cartesian grids were used for all the cases presented here. An example 
is shown in Figure 20 for a smooth backward-facing step. The equation of the step is 

1 - 3 / 8  5 / 4  
y = 7 h(l + erf X), X = Re x ( x  - 1) 
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where Re is the Reynolds number based on the distance from the leading edge to the 
step center (x = 1) and x = 0.332057. The step specified by equation (6.1) is 
originally given by Smith and Merkin (ref. 53) who analyzed the incompressible flow 
using triple-deck theory. The numerical values used in Figure 20 are Re = 10 and h 
= - 0.003. We note that the y-coordinates in Figure 20 are magnified by a factor of 
20 relative t o  the x-coordinates. The inflow boundary of the computational domain is 
at x = - 0.06 (i.e., the plate leading edge x = 0 is included in the domain), and the 
outflow boundary is located at x = 2.0. More 
details about the grid will be given in the results section. 

The top boundary is placed at y = 0.4. 

Ragab, Nayfeh and Krishna developed a code for solving the compressible 
interacting boundary-layer equations. The numerical method is an extension of 
Veldman's method (ref. 54) to compressible flows. The salient feature of the method 
is the simultaneous solution of the boundary-layer equations and the inviscid flow, 
which is given by the small disturbance theory of compressible potential flow. A 
similar treatment- is presented by Davis (ref. 55) and Nayfeh, Ragab, and Al-Maaitah 
(ref. 56). 

In this subsection we compare the mean flow predicted by the Navier-Stokes code 
ARC2D and the interacting boundary-layer code IBL for the flow over a backward-facing 
step. The,step height is h = - 0.003, the 
Mach number is 0.5, and the Reynolds number is 10 . The wall is assumed to be 
insulated. 

The step is specified by equation (6.1). 

The grid used in the IBL calculations has a uniform streamwise step size of Ax = 
0.005 and a geometrically stretched grid in the q- direction, where is the Levy- 
Lees variable. At the wall ATJ = 0.05 and the stretching factor is 1.05. Four grids 
are used with the Navier-Stokes solver. In grid 1 (136~70)~ a uniform AX = 0.005 is 
used in the range 0.9 5 x I 1.1. For x < 0.9 and x > 1.1, AX is stretched 
geometrically at the rate of 1.05 provided that AX does not exceed 0.03. If Ax 
exceeds 0.03, a uniform spacing AX = 0.03 is used. The step size in the y direction 
is geomFtrically stretched between the wall and the top boundary y z 0.4 with Ay = 
1.5~10- . In grid 2 (136~99)~ the streamwise grid is the same as in grid 1, and khe y 
grid has 99 points between the wall and y 5 0.4 with = 0.3~10- . In  grid 3 
(166x120), the streamwise grid in the interval 0.9 5 x 5 2.0 is the same as that in 
grid 1 and more points are added in -.06 I x I 0.9 so that the number of streamwise 
points t s  166, and the y grid has 120 points between the  wall and y = 0.4  with AY) = 
0.3~10- . In grid 4 (176x153), the streamwise grid is the same as that in grid 1 
except Ax = 0,003, and the y grid has 153 points between the wall and y 5 0.8 with 
Ay, = 0.3~10- . 

The friction-coefficient distribution on the step surface is depicted in Figure 
21. We observe that there is an appreciable difference between the results predicted 
by ARC2D using the different grids. The trends in Figure 21 suggest that the 
agreement can be improved slightly if a finer grid is used with ARCZD. The results 
obtained using the IBL code are in good agreement with those obtained using ARCZD 
with the finest grid. Figure 22 compares the pressure-coefficient distribution 
predicted using the IBL code with that obtained using ARC20 with the finest grid. 
The agreement is fairly good. Thus, we conclude that the IBL code can be used to 
calculate accurately the mean flows over steps, humps, and troughs as long as massive 
separation and vortex shedding do not occur. 

The stability calculations demand highly accurate velocity and temperature 
profiles - their magnitudes as well as their derivatives. Figure 23 compares the 
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spatial growth rates - 0 .  calculated at x = 0.64 for an F = 8 0 ~ 1 0 - ~  using the I B L  
predicted profiles with those calculated using the ARC2D predicted profiles with the 
finest grid. The agreement is very good, indicating that the IBL code predicts 
fairly well the magnitudes as well as the derivatives of the velocity and temperature 
profiles. Using these growth rates, we calculate the amplification factor N from 

R .. 

N = - J 2uidR 
RO 
- 

where R = /Rex. The variation of the N factor calculated using the growth rates 
based on the profiles obtained with the IBL code is compared with those calculated 
using the growth rates based on the profiles obtained with the ARCZD code with the 
four grids in Figure 24. The latter N factor distribution seems to converge as the 
grid is refined to a distribution that comes closer and closer to that obtained using 
the growth rates based on the profiles predicted by the IBL code, providing a further 
credibility to the IBL procedure. 

Figure 25 shows the influence of the Mach number on the N-factor distribution 
for the most amplified 20 wave for a backward-facing step having an h = - 0.003 and a 
slope of -4.349'. It is clear that compressibility is stabilizing. 

I n  Figure 26, f o r  Mm = 0.5, we show the influence of the disturbance frequency 
on the N-factor distribution for waves propagating past the same backward-facing 
step. It is clear that the most dangerous frequency F is about 50x10- . 
7. SWEPT WING BOUNDARY LAYERS 

All of the numerical examples discussed in the preceding sections are concerned 

section, we discuss the stability of 30 boundary layers and in particular boundary 
layers on transonic sweptback wings because of their aeronautical importance. The 
stability of 3D boundary layers differs from that of 20 boundary layers in that a 30 
boundary layer is subject to crossflow instability and in that the growth direction 
in a 30 boundary layer need not coincide with the wave direction. 

I with the 20 and 3D stability of 2D or axisymmetric boundary-layer flows. In this 
I 

From his flight tests on aircraft with sweptback wings, Gray discovered that the 
boundary layer became turbulent closer to the leading edge than on a corresponding 
unswept wing. Using evaporation methods for indicating the state of the boundary 
layer, he discovered the existence of regularly spaced vortices whose axes lie in the 
streamwise direction. Since on a swept wing the spanwise pressure gradient deflects 
the boundary layer toward the region of low static pressure, the flow paths of the 
boundary-layer profiles differ from the potential flow streamlines and a crossflow 
developes in the direction normal to the streamlines (i.e., the mean flow is three- 
dimensional). The crossflow profiles have inflection points, making them dynamically 
unstable and hence leading to the generation o f  the vortices. This crossflow 
instability was confirmed in wind tunnels on large swept wings by Gregory, Stuart and 
Walker (ref. 34). 

The feasibility of using suction t o  maintain laminar flow in the presence of 
crossflow instability was shown by Pfenninger et a1 (ref. 57), Bacon et a1 (ref. 58), 
Gault, and Pfenninger and Bacon (ref. 59) on a 30-deg sweptback wing. This 
feasibility culminated in the successful maintenance of full-chord laminar flow on an 

I X-21 wing. 
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The problem of laminar-flow control on sweptback wings and the discovery of Gray 
of the crossflow instability stimulated research into the linear stability of three- 
dimensional flows. In contrast with the problem of 2-D flows, disturbances in a 3-0 
flow are always three-dimensional. Stuart (ref. 34) derived the general linear 
equations that describe the 3-D stability of 3-0 incompressible boundary layers over 
bodies, including the effects of boundary-layer growth and body and streamline 
curvatures. He showed that the temporal parallel stability problem of a 3-0 
incompressible flow can be reduced to that of a 2-0 stability problem. For a given R 
and W, his transformation relates the wave numbers a and B in a 3-D flow with the 
streamwise and spanwise velocity components U and W to the wavenumber k = ( a 2  + 
8‘)’5 in a 2-0 flow having the velocity U = (&,, + B#,,)/k. He used the inviscid form 
of these disturbance equations to explain the crossflow instability as an 
inflectional instability. Brown (refs. 7,16) numerically solved the temporal viscous 
eigenvalue problems for flows over a rotating disk and a few sweptback wing boundary 
layers with distributed suction. 

Since the uncoupling of the crosswise stability problem from the streamwise 
stability problem is artificial, a number of attempts have been directed toward 
determining the stability of the combined streamwise and spanwise stability problems 
to determine the suction requirements for maintaining laminar flow over sweptback 
wings. The form of the 3-D disturbance is given by equations (4 .3)  and (4 .4)  leading 
to the dispersion relation w = W(~,@,X,Z). We note that, in contrast with the case 
of parallel flows, a and B are functions of x and z and the phase function e cannot 
be written as ax + BZ - ut. Instead a, B ,  and w are related to e as in equations 

To complete the problem formulation, one needs to specify initial conditions in 
addition to the governing equations and boundary conditions. For the case of a 
general pressure disturbance at say the curve x = a, 

(4 .4) .  

This arbitrary disturbance will generate a continuum of wave components of the form 
given by equations (4 .3)  and (4.4) and the observed wave motion consists of their 
superpositions. For the case of spatial stability in parallel mean flows, the 
pressure disturbance can be expressesd 

~ 

I , 

~ p(x,y,z,t) = 1’s ~,+(y;~,~)exp[ia(s,~)x + isz - iwt]dwds (7.2) 

On the other hand, if the initial condiitons are generated by a source (such as a 
vibrating ribbon) oscillating at the frequency w (i.e., monochromatic wave) at the 
curve defined by x = a, then 

p(x = a,y,z,t) = P(y,z)exp(-iwt) (7 .3)  

I Then, for the case of parallel mean flows, the pressure disturbance can be expressed 
as 



To evaluate the integral in equation (7.2), one needs to solve the eigenvalue problem 
for all possible values of B and w and then perform the integration, an expensive 
procedure. Similarly, to evaluate the integral in equation (7.4), one needs to solve 
the eigenvalue problem for all possible values of B and then perform the integration, 
again an expensive procedure. However, if the disturbances are sufficiently weak 
they will not influence transition until they have traveled a large distance from the 
source. Then, asymptotic methods, namely the saddle-point method, can be effectively 
used to determine the following approximations to the integrals in equations (7.2)and 
(7.4): 

where 

and 

l 

where 
2 -  da 
X d8 

It is clear from equations (7.6) and (7.8) that for a physical wave, a a / a ~  and a a / a w  
must be real for an arbitrary disturbance and da/ds must be real for a monochromatic 
disturbance. 

The preceding discussion shows that by the time the wave motion is important for 
transition, it has already evolved to either the state given by equation (7.5) in the 
case o f  an arbitrary disturbance (corresponding to natural transition) or the state 

I given by equation (7.7) in the case of a monochromatic disturbance. In both cases, 
the disturbance is dominated by a single wave component having a fixed W ,  a, and a.  
Using the method of multiple scales or the method of averaging to account for a weak 
growth of the boundary layer in x and z, one finds that by the time the wave motion 
is important f o r  transition (i.e., for large x ) ,  it has evolved again to the state 
given by equations (4.3) and (4.4); that is, the disturbance is dominated by a wave 
packet centered at the frequency w and spanwise wavenumber B. However, in this case, 
a, 6, and A are not constants; equations (4.23), (4.29) and (4.30) describe their 
modulation with x ,  z, and t. To solve these modulation equations (Cauchy problem), 
one needs t o  specify initial conditions on non-characteristic curves. 

I If the initial data consist of a wavepacket centered at the frequency W, then 

A ( x  = a,z,t) = AO(z,t), a(x = a,z) = B~(Z) (7.9) 

and it follows from equations (4.23), (4.29) and (4.30) that the wave propagates 
along the characteristics 
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I For a physical problem, w and w must be real. Along these characteristics, I a s 

(7.11) 

1 If the initial data consist of a single frequency (i.e., monochromatic wave), then 

(7.12) 

It follows from equations (4.29)-(4.31) that the wave propagates along the 
characteristics defined by equations (4.33), where W ~ / U J ~  is real. The modulation of 
A, a, and B along these characteristics is governed by equations (4.32). The 
solution of equations (4.33) is a one-parameter family of curves. 

The question arises how one can use the results of the linear stability theory 
for transition prediction or evaluation of proposed laminar-f low concepts and 
requirement on swept wings? Motivated by the success of the so-called eN method in 
correlating experimental transition data in incompressible 20 flows, many 
investigators have attempted to extend it to 30 incompressible and compressible 
flows. Whereas in 2D flows, the direction of growth is known, namely, the mean flow 
direction, in 30 flows, the direction of growth is not known a priori. In 20 flows, 
one can either use spatial stability theory and calculate the spatial growth rate 
directly or use temporal stability theory, calculate the temporal growth rate, and 
then calculate the spatial growth rate using the group velocity. Integrating the 
spatial growth rates yields the N factors. 

I Srokowski and Orszag (ref. 60) developed a computer code called SALLY using the 
temporal incompressible stability theory. At any location on the wing, the code 
iterates on a and B (which are taken to be real) to yield the maximum temporal growth 
rate for a given dimensional frequency wr. Then, several frequencies are examined 
until a global local maximum is obtained. The resulting amplification rate is then 
converted into a spatial amplification rate using the real part of the group 
velocity, which is then integrated along a trajectory defined by the direction of the 
real part of the group velocity. Hefner and Bushnell (ref. 61) calibrated the 
results of the envelope method using available transition data on swept-back wings. 
Later, Malik (ref. 36) developed a code called COSAL, which is the compressible 
version of SALLY. Although the envelope method i s  easy to implement, it is 
artificial because one continuously hops from one wave to another. Moreover, the N 
factors calculated using the envelope method increase monotonically to the end of the 
instability region, and hence the envelope method may over estimate the amplitude 
ratios. 

For an infinite swept wing, the mean profiles are independent of the spanwise 
ccordinate, and hence it follows from equations (4.4) and (4.5) that 6 is Constant. 
Mack (ref. 62) performed crossflow stability calculations over the forward region of 
a 35" sweptback wi'ng using this condition and determined the N factors for a zero 
frquency and a band of initial wave numbers. He found that the peak value maximized 
over all wave numbers is 7.8 compared with 11.2, obtained using the SALLY code. In 
contrast with the results of the envelope method, which increase monotonically in the 
instability region, the results of Mack achieve a peak because he followed a given 
wave from a more unstable region to a less unstable region. Using the temporal 
theory, Lekoudis (ref. 63) and Mack (ref. 64) determined the influence o f  suction on 
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the stability of flows over sweptback wings. Lekoudis (ref. 65) ascertained the 
influence of cooling on the stability of flows over sweptback wings. 

If the wing is not infinite, the mean flow will be a function of both spanwise 
and streamwise coordinates and hence a and B are functions of x and z. In this case, 
the wave motion will be dominated by a single frequency spatial wavepacket as 
discussed above. Based on this theory, Nayfeh (ref. 21) proposed a method for 
determining the most amplified disturbance propagating from sovie given initial chord 
location on a wing. We select one specific wave at an initial point and then fo l low 
only that one wave along its trajectory. Then, we change the initial conditions and 
repeat the calculations to determine the most unstable wave. 

To demonstrate the method we choose B,, the dimensional form of B,, to be a 
constant at some initial chordwise location x = a for all z. At this initial point we 
still have three unspecified values B ~ ,  ar, and ai. Two of these are determined 
through numerical integration of the disturbance equations and satisfaction o f  the 
boundary conditions through a Newton-Raphson iteration. The third is found by 
requiring that w / W  be real. This fixes the direction of marching. From here we 
evaluate 

* 

B a  

h2 
- E -  

da _ -  
W a ds 

d8 h 3  
- = E -  

W a ds 

(7.13) 

(7.14) 

To stay on the initial wave, we increment the characteristic variable s by ds, 
evaluate dx and dz from equations (4.33), and correct a and B by 

h2 

h3 

a = a + E - ds 
w a 

B = B + E - ds 
W a 

(7.15) 

(7.16) 

We then renondimensionalize with respect to local edge variables at the new x and z. 
To test that we are on the same wave, we integrate the disturbance equations at the 
new x and z with the new a and B to see if the boundary conditions are satisfied and 
wB/wCr is real. If they are, we evaluate da/ds and ds/ds, increment s, correct CL and 
8 ,  and continue marching along the trajectory. I f  these conditions are not all 
satisfied, we decrease the step size ds until they are and then proceed as above. 
Since A, is the amplitude of the disturbance initially, i t  follows from equations 
(4.32a) that 

s h. 

Hence a " '  a 
X w h .  

+ E --f-]dx 
w a 

iwt ] 

(7.17) 

(7.18) 

and the n-factor is given by 
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V h, 
E (TI r Id‘ n = -  

“ % 1  w 1 a a a 

As we march we compute the  n - fac to r  from where the  d is turbance f i r s t  goes uns tab le  

(;i;; < 0 )  t o  where i t  becomes s tab le  again (;r;; < 0) .  Once we compute n we change 6, 

t o  determine which B, i s  associated w i t h  the  l a r g e s t  value o f  n. This  t e l l s  us the  
i r ; i t i a l  spanwise wavenumber o f  the most dangerous wave f o r  a g iven frequency from a 
g iven chord loca t ion .  Then we vary the dimensional frequency t o  determine t h e  most 
dangerous freqcency. 

* dn dn 

* 

This approach has been implemented by Padhye and Nayfeh ( r e f .  66) and Reed and 
Nayfeh ( r e f .  67) f o r  the  X-21 wing w i t h  upper sur face chordwise pressure c o e f f i c i e n t  
and suc t ion  d i s t r i b u t i o n  as shown i n  Figures 1 and 2. A schematic o f  t he  wing i s  
presented i n  F igure  3 showing the coordinate system used. This  wing was designed f o r  
laminar- f low c o n t r o l  and der ived from the NACA 65A210 a i r f o i l .  The sweeps a t  t h e  
leading and t r a i l i n g  edges are 33.2 and 19.1 degrees, respec t i ve l y ,  and the  
freestream v e l o c i t y  i s  774.4 f e e t  per second. Under the  assumption o f  n e g l i g i b l e  
spanwise (along r o o t s )  pressure gradient ,  t he re  are  no t w i s t  and t i p  and wing-body 
e f fec ts  inc luded i n  the analys is .  Also they made the  assumption o f  constant  Prandt l  
number and s p e c i f i c  heat a t  constant  pressure. 

Reed and Nayfeh ( r e f .  67) focused t h e i r  a t t e n t i o n  on the  a f t  r e g i o n  of t he  wing, 
s p e c i f i c a l l y  the  70-percent l o c a t i o n  on the  14.66-foot chord. They in t roduced 
disturbances a t  t h i s  p o i n t  and fo l lowed them along t h e i r  t r a j e c t o r i e s  as descr ibed 
above t o  asce r ta in  t h e i r  s t a b i l i t y  c h a r a c t e r i s t i c s .  Th is  i n i t i a l  l o c a t i o n  l i e s  i n  
the r e a r  adverse chordwise pressure grad ien t  reg ion.  

For a s p e c i f i c  constant  dimensional frequency in t roduced a t  t he  70-percent 
chord, t o  f i n d  the  spanwise wavenumber maximizing the  a m p l i f i c a t i o n  f a c t o r ,  they 
consider the  wavenumber r e s u l t i n g  i n  l o c a l  maximum temporal growth ra te .  That i s ,  
they took the  frequency w t o  be complex and t h e  two wave numbers Q and 8 t o  be 
r e a l .  They s p e c i f i e d  wr  and i t e r a t e d  on a, B and wi t o  s a t i s f y  the  boundary 
cond i t ions  and the c o n d i t i o n  t h a t  w B / w Q  be r e a l .  Then they converted t o  s p a t i a l  
s t a b i l i t y  and marched along the  d i r e c t i o n  def ined by t h e  group v e l o c i t y ,  which i s  
kept  r e a l  as descr ibed above. The a m p l i f i c a t i o n  f a c t o r  was computed i n  marching. 
This  process was done f o r  a whole gamut of f requencies u n t i l  t he  frequency w i t h  
maximum a m p l i f i c a t i o n  f a c t o r  was i d e n t i f i e d .  F igure  4 shows r e s u l t s  of frequency 
p l o t t e d  versus spanwise wavenumber causing maximum growth f o r  d is turbances in t roduced 
a t  the  70-percent-chord l oca t i on .  The d i s t r i b u t i o n  appears t o  be l i n e a r .  

As a r e s u l t  o f  searching, they found t h a t  the  most uns tab le  d is tu rbance 
in t roduced a t  70-percent chord i s  the  one w i t h  a frequency o f  about 330 h e r t z  and 
spanwise wavenumber o f  272 per  foot .  F igure 5 shows d is turbance a m p l i f i c a t i o n  r a t i o s  
f o r  f requencies i n  t h i s  neighborhood. If the s t a b i l i t y  was performed Using 
incompressible theory,  the most unstable frequency would be about 200 Hz. The 
a d d i t i o n  o f  c o m p r e s s i b i l i t y  increases the frequency o f  t he  most uns tab le  
disturbance. Moreover, c o m p r e s s i b i l i t y  s i g n i f i c a n t l y  reduces the  growth r a t e s  and 
a m p l i f i c a t i o n  fac to rs .  
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= 1  a i 2  - a 5 6  = a 7 e  
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2 2 A 

= a + B - iwR/umTm 

d . ,  = - Da /F; m m  L -  

a;, = - ia (m + 1)OT /T - iaDpm/vm + RDUm/~mTm m m  

a 2 +  = iaR/pm + (m + l)yMLau 03 

1,. 

A 

= - a(m + l)w/T, - D(u;DUm)/um 
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a,, = DTm/Tm 
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= - i x r s D T m / T m  - 2 i x ~ D 4 ~ ~  

a,, = - i x s  

a6 2 = - 2 ( y  - i)M:PrDU, 
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2 
a 6 3  = - Z ~ ( Y  - 1)M I) P r ( a D U m  + 3DWm) + R P r  DT,/hmTm 

2 *  
= i ( v  - l ) M  m P r R w / p m  

A 2 2 2 2 
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2 
- D u,/!Jm 

a,, = - 2Du / P  m m  
2 

l a,, = - 2 ( y  - l)MmPrDW, 

a,, = - i (m + 1)5DTm/Tm - i B D p m / u m  + RDW,/:,T, 

a,,, = (m + l)yM m BU + ieR/u,,, 
2 -  

a,, = - u;DWm/lJm 

2 2 n 

a a 7  = a + 6 - iwR/;l,Tm 

a,, = - DU / U  m m  
w h e r e  

* = dpm/dTm, DF = a F / a y ,  

A 2 -  - 1  
and 

w = w - dm - sW,, x = [R/um - i r y M m m ]  
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APPENDIX B 

8 aanm 
O n = i  1 - 

aw 'rn m= 1 

aanm F = - i  1 ~ c ,  
m= 1 n 

where small terms O(R-') can be neglected. The anm are g iven in Appendix A. 

G, = G, = G, = 0 

R Urn ar;, 5 ,  aU, Vm 3 5 ,  5, aUm 

2 v m  Tm ax, Tm ax ,  Tm ay Tm az, 
G = - [ - -  + - -  + - -  + - -  
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APPENDIX C 

h, = ig, - 1  E ~a aanm 

C,,,SidY g 1  = i Jrn aanm 
a w  m,n=l o 

C,Cr*;dY 

s m i  ;dY 
a aanm 

g , = - i  i yc 
rn,n=l 

The an, are defined in Appendix A .  The G,,, are defined in Appendix B. 
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Multiple wave numbers of 20 noninflectional neutral waves (c=l). 
Insulated wall, wind tunnel temperatures, calculations o f  Mack (ref. 
11). 

-11 

<= = o  <= = x 

-1 

Figure 2. Pressure-fluctuation eigenfunctions of first six modes of 20 
noninflectional neutral waves (c=l) at Ma = 10. Insulated wall, T* 
= 50°K, calculations of Mack (ref. 11). 
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Figure 3. Multiple wave numbers o f  20 inflectional neutral waves (c=c,). 
Insulated wall, wind tunnel temperatures, calculations o f  Mack (ref. 
11). 
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Figure 4. Pressure-fluctuation eigenfunctions of first six modes of 20 
inflectional neutral waves (c=c ) at M m  = 10. Insulated wall, T: = 

I 50"K, calculations of Mack (ref. 71). 



Figure 5. Effect of Mach number on maximum temporal amplification rate of 20 waves 
for first four modes. Insulated wall, wind tunnel temperatures (ref. 
11). 
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Figure 6. Temporal amplification rate of first and second modes versus frequency 
for, several wave angles at M m  = 4.5. Insulated wall, T* m = 311°K (ref.  
11). 
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Figure 7. Effect of wall cooling on ratio of maximum temporal amplification rate 
with resoect to bath frequency and wave angle o f  first and second modes 
at M = 3.0, 4.5 and 4.8 to insulated-wall 
Windmtunnel temperatures (ref. 11). 
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Figure 8. Two-dimensional neutral-stability curves at M = 1.6, 2.2, 2.6, 3.0, and 
3.8; asl i s  the first neutral inviscid wavenufiber with c = cs (ref. 11). 
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Figure 9. Distribution of maximum temporal amplification rate with Reynolds number 
at (a) M = 1.3, ( b )  M = 1.6, (c) M = 2.2 and (d) M = 3.0 for 20 and 
30 waves: Insulated w a l ,  wind tunne7 temperatures (rzf. 15). 
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Figure 10. Variation of the maximum spatial amplification rate (with respect to 
frequency) with streamwise position at M = 1.6 for an oblique wave 
at J, = 50" and a two-dimensional wave (ref." 19) 
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Figure 11. Effect of wall cooling on the most amplified first and second mode 
disturbances in a flat plate boundary layer at R = 1500 (ref. 43). 
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Figure 13. 

Effect of wall cooling on second mode instability in a boundary layer 
= 4.5 and R = 1500 (ref. 43). "e 
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Effect of wall suction on the second mode instability in a boundary 
layer at Me = 4.5 and R = 1500 (ref. 43). 
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Figure 15. Variation o f  the maximum growth rate of secondary waves with spanwise 
wavenumber for three Mach numbers and ,two amplitudes a of the primary 
wave at R = 1048.8 and an F = 83x10- for the primary wave. Dashed 
curves - a = 0 . 0 2 / ~ 2  and solid curves - a = O . O l / i ? .  Mach numbers for 
each set. proceeding downward are M = 0, 0.8, and 1.6. 
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Figure 17. Variation o f  the growth rate of secondary waves with spanwise wave 
number for M = 4.5: the amqlitude and frequency o f  the primary \wave are 
a = 0 . 0 1 / ~ 7  grid F = 120x10- : (a) first-mode primary xave at R = 1150 
and (b) second-mode primary wave at 1950. 
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Figure 20. A typical computational grid for a backward-facing step. 
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Figure 21. The friction-coefficient distribution calculated over a backward-facing 
step whose height is -0.003 and center is at Re = 10' f o r  an M n = 0.5. 
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Figure 22. Pressure-coefficient distr 
whose height is -0.003 and 
- I B L ,  --- Navier-Stokes 
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Figure 23. Spatial growth rates o f  20 waves having the frequnecy ~ O X ~ O - ~  
propagating over a ,backward-facing step whose height is -0.003 and 
center is at Re = 10 for an M = 0.5: - IBL, --- Navier-Stokes solver 
(grid 4). 
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Figure 24. Amplification factor distribution over backward-facing step *dhose 
heightcis -0.003 and center i s  at Re = 10 for an M 9 = 0.5 and an F = 
80x10- . 
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F i g u r e  26. V a r i a t i o n  o f  t h e  N - f a c t o r  d i s t r i b u t i o n  w i t h  f requency f o r  waves 
p ropaga t ing  p a s t  a backward- fac in9 s tep  whose h e i g h t  i s  -0.003, s l o p e  i s  
-4.349", and c e n t e r  i s  a t  Re = 10 ; Mr, = 0.5. 
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SECONDARY THREE-DIMENSIONAL INSTABILITY 

IN COMPRESSIBLE BOUNDARY LAYERS 

Nabil M. El-Hady 
Department of Mechanical Engineering and Mechanics 

Old Dominion University 
Norfolk, Virginia 

SUMMARY 

Three-Dimensional linear secondary instability theory is extended for 
compressible boundary layers on a flat plate in the presence of finite amplitude 
Tollmien-Schlichting (T-S) wave. The focus is on principal parametric resonance 
responsible for strong growth of subharmonics in low disturbance environment. 

I. INTRODUCTION 

Theoretically or experimentally, the compressible stability theory lacks 
a firm connection with boundary-layer transition. "There is little doubt 
that transition is preceded by linear instability in many instances, but the way 
these individual unstable waves,act, alone or in combination , to trigger the 
transition process is not known:' [l]. The nonlinear theories and the secondary 
instability that are much a prominent feature of incompressible stability theory 
do not exist for compressible boundary layer. 

Recently, Erlebacher and Hussaini, [2,3] by using direct simulation of 
parallel boundary layer, generated numerically a high Mach number vortical 
structure (peak-valley) similar to that observed and computed for incompressible 
flows. 

Stimulated by this work, we formulated the secondary three-dimensional 
instability problem for compressible boundary layers. In this paper, we 
investigate theoretically the effect of finite amplitude two-dimensional (2D) 
wave on the growth of three-dimensional (3D) perturbations in compressible 
boundary layers. Hence, this paper covers only a range of Mach numbers up to 
the transonic, where the critical primary disturbance is 2D. For supersonic 
boundary layers, the critical primary disturbance is 3D, and it is investigated 
by the author elsewhere. An analysis similar to that of Herbert [ 4 ] ,  
Herbert et al. [ 5 ]  and Nayfeh [ 6 ]  is followed here but spatial stability is 
considered for both primary and secondary instabilities. 

The primary instability leads to the growth of T-S waves and a streamwise 
almost periodic modulation of the flow. We study the linear stability of this 
flow with respect to spanwise periodic 3D disturbance. Floquet theory gives as 
a solution to the stability equations, all various types of resonance. We 
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consider the case of principle parametric resonance responsible for strong 
growth of subharmonics in low disturbance environment. 

IT. PRIMARY INSTABILITY AND THE BASIC FLOW 

We consider the primary instability of the 2D compressible boundary layer on 
a flat plate, with respect to 2D quasi-parallel spatially growing T-S 
disturbances. The critical disturbance is 2D up to the transonic range of Mach 
numbers [7]. The flow field is governed by the 2D compressible Navier-Stokes 
equations,the energy equation and the state equation. Dimensionless quantities 
are introduced by using the reference velocity Ur and the reference length 
L = fm, so that Reynolds number is given by R = fm, where x measures 
the distance from the leading edge of the plate, and& is the fluid kinematic 
viscosity. The thermodynamic and transport properties of air (treated as 
perfect gas) are made dimensionless using their corresponding freestream values. 

At sufficiently large distance from the leading edge, primary instability 
These 

I 
of the compressible laminar flow occurs with respect to T-S disturbances. 
disturbances take the traveling wave form, 

exp [i(jD(dx -Ut)] + C.C. 

Where the y-axis is defined normal to the flat plate, u and v are the 
disturbance velocities, p is the disturbance pressure, t is the disturbance 
temperature, p is the disturbance density. p is the disturbance viscosity, and 

For the spatial stability analysis o( is a complex wavenumber given by 
o( = W r +  io(; and d is a real disturbance frequency, and C.C. denotes complex 
conjugate terms. The eigensolutions u,v,p and t are governed by a six-order 
system of equations that is given in reference 9. The density disturbance is 
related to the temperature and pressure disturbances through the state equation, 

while the viscosity disturbance is related to the temperature disturbance by 

( 3 )  
p=(d\l/dT)t= p t  n 

- 
where p and are the mean-flow density and viscosity respectively, f is the 
ratio of specific heats and M is the freestream Mach number. The six-order 
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system is numerically integrated as initial value problem using a combination of 
shooting [8] and Newton-Raphson iteration technique that employs a Gram-Schmidt 
orthonormalization procedure. The solution of this eigenvalue problem is 
calculated by the author elsewhere [7,9]. 

The linear stability theory of primary instability provides e for a givenW 
and R. Then the integration of the growth rate - M i  gives the amplification 
factor , 

(4) In ( A / A, ) = -2jR o(i dR 
"P 

where A, is an arbitrary initial amplitude of the primary instability at R o p  (R 
where the onset of the primary wave) . The eigensolutions may be normalized 
such that A measures directly the maximum r.m.s. value of the streamwise 
disturbance, that is 

2 
( 5 )  max lu(y)l = 1/2 

0 5 Y < ~  

Since the primary instability of boundary -layer flows is induced by viscosity, 
the growth rates and amplification factors here are typically very small. 

Now the basic state under consideration is composed of the sum of the 2D 
compressible mean flow and a finite amplitude A of the primary T-S wave, that is 

Where 

A = A ,  exp(-( w i  dx), assumed constant, and 

111. SECONDARY INSTABILITY 

We consider the 3D quasi-parallel spatial subharmonic instability of the 
basic state given by ( 6 ) .  The finite amplitude primary wave acts as a 
parametric exitation on the secondary instability. Following the analysis of 
Herbert [4,5] , Nayfeh [ 6 ] ,  and El-Hady [lo] we apply Floquet theory and express 
the secondary wave using the normal mode concept, 
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( 7 )  

+c.c. 

h 

I h 

w5 = exp(jfdx)w(y) exp(2 i0) sin p z  + C.C. 
h 

where /3 is a spanwise real wavenumber, and Y = fr+ iyi is a characteristic 
exponent. spatial growth rate of the secondary wave is given by yr, while 
yj can be interpreted as a shift in the streamwise wavenumber. In our 
calculations, we consider only the case of vi = 0, that is the secondary wave is 
perfectly synchronized with the basic state. 

The 

The secondary wave (7) is superposed on the basic state ( 6 )  and the result 
is substituted into the dimensionless Navier-Stokes equations. The meam flow 
plus the 2D T-S quantities are substracted, and the resulting equations are 
linearized in the secondary disturbances. Then one obtains an eigenvalue 
problem that can be written as 

( 9 )  

- I  2 - I  
z 7  ) 

T-'(gZ,-T DTZ3+DZ + P Z  ) + G ( y M  Z 6 - T  
3 4 

+ A (a\) = 0 

- 1  - - I  - - I  
+( T DU - DP R g ) Z3- (&I) P R g (DZS + 24 ) 

-\ A A - \  2 + g Zg - R D( DU) 2, - p R DU Z 8  + A (a,) + A (bt) = 0 P 

- \  - - I  - 
-(m+2) R D ( P  DZS ) - m R Dr ( g Z l  + /3 Z q  ) + DZ6 

h -I 2 
- y R DU g 2, + A (a,) + A (bg) = 0 
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2 
- p Z6+A(a ) + A  (bq)=O 4 

- -\ 4 F\ 

(12) -2M ),I R DU ( Z2 + g Zs )+ T DT Z3 - M T G Z6 

- \  -I - -  2 
- R  Pr ( 2 2  D - DZ )+A(a5)+A (bg)=O 8 P  P 8 

where 

h 4 r\ 4 

z 4 = w ’  Z, = u  , Z t =  Du , Z 3 = v  , 

h 4 4 A 
Z 5 = D w  , Z 6 = p  , Z = t  , Z8 = Dt 7 

- I  I 
G = T  ( g U - l i W )  

A 2 
M = ( Y - L ) M  

also Pr is Prandtl number, D=d/dy, and m=2(e-1)/3 is the ratio of the 
coefficients of viscosities, where e=O corresponds to the Stokes hypothesis. 

The boundary conditions are 

ZI =zs=z4=z, = o  at y= 0 



I Equations (8 ) - (12 )  govern the secondary 3D instability of compressible 2D 
flows. They represent the mass, x-momentum, y-momentum, z-momentum, and energy 
equations respectively. The coefficients of A and A2 (ai, bi, i=1-5 ) are given 
in Appendix A. The coefficients of A in the mass equation and those of A* in 
all other equations are new in this system of equations in contrast to the 
secondary instability equations for incompressible flows. These coefficients 
are present mainly due to the density disturbance of both primary and secondary 
instabilities. In the incompressible limit equations (8)-(12) reduce exactly to 
that given by El-Hady [ l o ] .  When A=O,the system of equations (8)-(13) govern a 
primary subharmonic 3 D  wave. 

The system of equations (8)-(12) can be written as eight complex equations 
in the form, 

DZI - Z2 = 0 

DZ + c2 DZ3 + c3 = 0 3 

DZ + c DZ5 + c5 = 0 5 4  

DZ + c6 DZ6 + c = 0 
6 7 

DZ, - Z8 = 0 

where the CIS are quadratures in the primary and secondary disturbance 
quantities, and the overbar indicates a complex conjugate. Equations ( 1 4 )  are 
numerically integrated as initial value problem from y = ye (edge of the 
boundary layer) to the wall. The eigenvalue search used a Newton-Raphson 
iteration technique to satisfy the last boundary condition at the wall. A well 
tested code SUPPORT [ a ]  is used which is coupled with an orthonormalization test 
based on the modified Gram-Schmidt procedure to overcome the stiffness of the 
integrated system of equations. 

h 

The linear stability theory of the secondary instability provides f for a 
given P and R. Then the integration of the growth rate vr gives the 
amplification factor, 



where sois an arbitrary initial amplitude of the secondary instability at ROs (R 
where the onset of the secondary wave) . The secondary subharmonic instability 
is believed to originate from a strong mechanism of combined tilting and 
stretching of the vortices such as the case of incompressible flows [ l o ] ,  thus 
the growth rates and amplification factors are expected to be large as they 
occur on a convective length scale. 

IV. RESULTS AND DISCUSSION 

For the incompressible limit (M = 0), our compressible secondary 
instability code gives results that are in full agreement with those obtained by 
Herbert et a1.[5] and by El-Hady [lo]. All results reported here are for the 
nondimensional frequency F = 0 / R = 60E-6 , that remains fixed as a wave of 
fixed physical frequency travels downstream. 

At M = 0, a primary 2D instability grows between Rop = 554 and ElP = 1052 
(first and second neutral points) reaching a maximum amplification ractor of 
A/AO = 41.68. As Mach number increases, the growth rates of the primary 2D 
waves decrease as shown in Fig.(l). Also the first and second neutral points, as 
well as the streamwise location where the maximum growth rate to 
the left, they occur earlier upstream as Mach number increases. Fig.(2) shows a 
reduction in the amplification factor of the primary 2D instability as Mach 
number increases. 

occursr shift 

Almost in the same region where the primary 2D waves are growing, a broad 
band of spanwise wavenumbers of primary 3D subharmonic waves are subject to 
amplification. Fig.(3) shows the growth rate curves of these primary 3D 
subharmonics (F = 30E-6) for different Mach numbers. These curves possess the 
same features of the primary 2D waves of having lower growth rates that shift to 
lower R as Mach number increases. Fig.(4) shows the amplification factors of 
these primary subharmonics. Both Figs.(3) and (4) suggest that the growth rates 
and amplification factors of the primary subharmonics are typically so small to 
bear any resemblance to experimentally observed transition. 

However, the growth rates shown in Fig.(S) as function of the spanwise 
wavenumber B =10E+3 P / R  for secondary 3D subharmonics, are much larger than 
those for primary 20 waves or primary 3D subharmonics. This strong growth is 
due to the parametrical exitation by the finite amplitude primary 2D wave. 
Fig.(5) is calculated at R=850 and a primary 2D amplitude A =.Ol, for different 
Mach numbers. For high spanwise wavenumbers (B+.225), compressibility appears 
to have a stabilizing effect on the secondary subharmonic instability. In other 
words, the secondary subharmonic instability is largest at M = 0, and decreases 
as Mach number increases. But for low spanwise wavenumbers (BC.225) the effect 
of compressibility depends on the value of the spanwise wavenumber. 

At fixed F and R ,  results for different Mach numbers show a destabilizing 
effect ( higher growth rates for the secondary subharmonic ) as the primary 2D 
amplitude A increases. At R.11050, Fig.(6) illustrates the destabilizing effect 
of increasing A for M =0.8 compared with that for M -0. Fig.(6) reveals that 
the influence of compressibility onsecondary subharmonics is not the only function 
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of the spanwise wavenumber, but also is a function of the primary 2 D  amplitude. 
While at A1.01 compressibility i s  stabilizing for large values of B and 
destabilizing for small values of B, it has a destabilizing influence on the 
secondary subharmonics at As.002 for all range of spanwise wavenumbers. The 
figure also shows that at very small amplitudes, considerable growth rates exist 
in a small band of wavenumbers, that extend to larger values as the amplitude 
increases. 

Fig.(7) shows the effect of Reynolds number R on the growth of the 
secondary subharmonics at M -0.8. As R increases , an increase in the growth 
rates exist at fixed F and A .  

To evaluate the overall effect of compressibility on the secondary 
subharmonics, we can combine the influence of increasing the amplitude A of the 
primary 2D wave and increasing R for various Mach numbers at fixed F. For 
comparison purposes, the amplification factor of the subharmonic i s  calculated 
using equation (15) from Ros (onset of the secondary subharmonic instability) to 
any R downstream. For different Mach numbers, Fig. (8) shows the variation of 
the growth rates of the secondary subharmonics with R at a spanwise wavenumber 
B=.15. The initial primary 2D amplitude used for these calculations is A1.001. 
Fig.(9) shows the amplification factors decreasing from about 29 at M =O. to 12 
at M =0.8. 

Figs.(8) and (9) indicate that while the growth rates and amplification 
factors of the secondary subharmonics are decreased by increasing Mach 
number,the onset of the secondary instability is almost not affected. This is 
probably due to the combined effect of the upstream shift of the onset of the 
primary 2 D  instability, as well as the growing of the primary amplitude. 

V. CONCLUSION 

We formulated the secondary three-dimensional instability problem for 
compressible boundary layers. The effect of finite amplitude two-dimensional 
T-S wave on the growth of three-dimensional subharmonics is investigated for a 
range of Mach numbers from 0 to 1.2. Numerical results for F =60E-6 show that 
the local (at fixed R) effect of compressibility on the secondary subharmonics 
may be stabilizing or destabilizing depending upon their spanwise wavenumbers, 
as well as the finite amplitude of the primary 2 D  wave. However, the overall 
effect of Increasing Mach number is a reduction in the growth rates and 
amplification factors of the secondary subharmonics, almost with no change In 
the streamwise location where this instability set8 in. 

ACKNOWLEDGMENT 

This work was supported by NASA Langley Research Center under grant 
NAGl-729. The author is indebted to P.J. Bobbitt and W.D. Harvey for their 
interest and support during the course of this work. 



REFERENCES 

1. Mack, L.M. "Review of Linear Compressible Stability Theory". In 
Stability of Time Dependent and Spatially Varying Flows. Ed. D.L. 
Dwoyer and M.Y. Hussaini, Springer Verlag, N.Y., pp. 164-187, 1987. 

2. Erlebacher,G. and Hussain1,M.Y. " Incipient Transition Phenomena in 
Compressible Flows over a Flat Plate." ICASE Report 86-39,1986. 

3. Erlebacher, G. and Hussaini, M . Y .  "Stability and Transition in 
Supersonic Boundary Layer". AIAA Paper No. 87-1416, 1987. 

4. Herbert, Th." Subharmonic Three-Dimensional Disturbances in Unstable 
Plane Shear Flows." AIAA Paper No. 83-1759, 1983. 

5. Herbert Th., Bertolotti, F.P., and Santos, G.R.," Floquet Analysis of 
Secondary Instability in Shear Flows." In Stability of Time Dependent 
& Spatially Varying Flows, Ed. D.L. Dwoyer &I M.Y. Hussaini, Spring 
Verlag, N.Y., pp. 43-57, 1987. 

6. Nayfeh, A.H." Nonlinear Stability of Boundary Layers" A I M  Paper 
87-0044, 1987. 

7. El-Hady N.M. and Nayfeh A.H., " Nonparallel Stability of Compressible 
Boundary-Layer Flows". AIAA Paper No. 80-0277, 1980 (see also VPI&SU 
Report No. VPI-E-79.13). 

8. Scott, M.R. and Watts, H.A., " Computational Solution of Linear 
Two-Point Boundary Value Problems Via Orthonormalization". SIAU J. 
Numer. Anal., Vol. 14, pp. 40-70, 1977. 

9. El-Hady, N.M." On the Effect of Boundary-Layer Growth on the Stability 
of Compressible Flows." NASA-CR 3474, 1981. 

LO. El-Hady, N.M.," Secondary Subharmonic Instability of Boundary Layers 
with Pressure Gradients and Suction". Submitted to Phys. Fluids, also 
NASA-CR 4112, 1988. 

11. Orzag, S.A. and Patera, A.T.,"Secondary Instability of Wall B,ounded 
Shc8r Flaws." J. Fluid Mech., Vol. 128, 347, 1983. 

APPENDIX A 

= f ( g  z, + #I z, ) + D(f z3) + g u 7 + D(v 7) a\ 
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b, = 0 

I 
I 
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- - I  h -  - h Z  
a t = [ G f + T  g u - m Z R g ( g + i M ) t + R  P t ] Z ,  

A h - A 

- R t D Z ~  - R ( m g  + t D Z ~  + R P  ( m ,  + i m * )  t z 4  

- - - L  L - 4 - 
b t =  [ ( g + i % ) f  u + g f  u ]  Z, + (  f v + f  v ) Z Z + (  f D u + f  D u ) Z s  

- h - -\ 4 
- R  D y ( i m O ( u + m Z D v ) ) Z , - R (  i m q u + m 2 D v ] Z B  

d c - 
b 3 = i o ( (  f v - f  v ) Z , + [ (  f u + f ; ) g + f D v + f  D G ] Z ,  

- e -  + ( f v + f ) DZ, + [ 2v D T  + i o C (  v u - v u ) ]  F 



- I  -1 h h d 

+ [ T v - R  D (  p t) 1 2 , - R  [ t D Z ~ - P  t ( g + m g )  Z ,  

-1 h - - m ,  p t DZ3 - m p  ( i w  u + Dv ) 2, ] + R /.3 D( p t )  Z 3  

- L - 
b 4 = (  f u + f  u ) g Z q + (  f v + f  v ) Z 5  

2 2  2 - I  - h A  - I  
= { f G + T  g u - 2 M R D U ( D u + i o < v ) - P r  [ R t ( g  + 2 i o ( i i - w  - P I  = 5  

h 4 -  - + R I D (  D t  ) ] }  z , +  [ i ( d U  -u) t + v DT ] F -  M g u Z 6  

h * - I  4 4 h -I - 
- M v D Z 6 + [ T  v - P r - ' (  2 R D t + t R 9 ) ] Z g - R P r  t D Z g  

-1 h 4 - I  - - 
+ [ i o (  ( T  t - M p )  - 2 M p R  g ( i o C m t u - m D v )  ] 2, 

4 - 1  h - 2 M R [ p ( i # v  + Du)+ p t DU ] ( Z2 + z3 ) 

h - - I  + ( T D t  + f DT - M Dp ) Z3 

h - I  - - 
- 2 M R  p [  ( i m O ( ~ + m ~ D v ) D Z ~ + m ~ ( i ~ u + D v ) Z ~ ]  

d A h  2 -  - -  2 ,  
b s = {  ( f  u + f  z )  g - 2 M R  [ oc v v + i o C (  v D u - v D u  ) + m t W  u u  

2 - -  4 - + m o (  ( u v + u v ) + m2Dv Dv + Du Du ] 

- 
+ [ ] F + (  f v + f ; ) Z g  

A h  - d - 2 M R  ( t Du + t D';+ i o ( (  v - t v ) ( Z t +  g Z 3 )  

- - A h  d + ( f D t  + f D t  ) Z 3 -  2M R m Z  ( T  D v +  t Dv ) D Z 3  
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Fig.1 Growth rates of the primary 2D wave Fig.2 Amplification factors of the primary 
(F=60E-6) at different Mach numbers. 2D wave (F=60E-6) at different Mach 

numbers. 

R 

0 
0 
0 
A 

0 .o 
0 .r 
0 -8 
1.2 

e 

Fig.3 Growth rates of the primary 3D Fig.4 Amplification factors of the primary 
subharmonic wave (p30E-6 and B=.12) at 3D subharmonic wave (Fz30E-6 and Bz.12) at 
different Mach numbers. different Mach numbers. 

I 702 



20 +lo-' 

18 - 

16 - 

111 
I I - -  

x 0 

- 

5 1 2 -  

2 1 0 -  

9 8 -  

x -  
m 

> -  
(L (I 

0 u 

cn w -  

6 -  

0 0.8 
A 1.2 

Fig.5 Growth rates of the secondary 3 D  subharmonic at 
R=850 and A = . 0 1  as function of the spanwise wavenumber, 
for different Mach numbers. 

Fig.6 Effect of the primary amplitude A on the growth 
rates of the secondary 3 D  subharmonic at R=1050, for 
Mach numbers 0 and 0.8. 

703 



Fig.7 Effect of Reynolds number R on the growth rates 
of the secondary 3D subharmonics at M -0.8, fDr 
different primary amplitude A .  
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I Fig.8 Variation of the growth rates with R Fig.9 Variation of the amplification 
of a secondary 3D subharmonic at B=.15 for factors with R of a secondary 3D 
different Mach numbers. subharmonic at B=.15 for different Mach 

numbers . 
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SUMMARY 

Our ability to get good experimental data in wind tunnels is often compromised by things 
seemingly beyond our control. Inadequate Reynolds number, wall interference, and support interference 
are three of the major problems in wind tunnel testing. 

Techniques for solving these problems are available. Cryogenic wind tunnels solve the problem of 
low Reynolds number. Adaptive wall test sections can go a long way toward eliminating wall interference. 
A magnetic suspension and balance system (MSBS) completely eliminates support interference. We are 
beginning to realize the potential of these techniques. 

This survey paper covers cryogenic tunnels, adaptive wall test sections, and MSBS. We give a brief 
historical overview and describe the present state of development and application 
we attempt to predict future developments and applications of these test techniques. 

INTRODUCTION 

There are many reasons why we want good data from our wind tunnels. H 

n each area. Finally, 

iwever, prot.dms with 
wind tunnels often keep us from getting the quality of data we need. Any list of problems with wind 
tunnels would include inadequate  Reynolds number, wall interference,  and support  interference.  
Fortunately, techniques for solving these major problems are available. 

Earlier in this Symposium, Wayne McKinney gave the status of the U.S. National Transonic 
The NTF is an excellent example of the use of a 

In this survey paper we give 
Facility (NTF) and described the early test results. 
cryogenic wind tunnel to solve the problem of low Reynolds number. 
information on several other cryogenic tunnels. 

We also describe solutions to two other major problems with wind tunnels, wall and support 
interference. Adaptive wall test sections, first used in the 1930s, go a long way toward getting rid of wall 
interference. Magnetic suspension of the model, first used in the 1950s, completely eliminates support 
interference. I 

The three sections of this paper cover cryogenic tunnels, adaptive wall test sections, and magnetic 
suspension and balance systems. Each section gives a brief historical overview and describes the present 
state of development and application. Finally, we predict a bright future for the continued rapid 
development and application of these test techniques. 

* NRC Associate 
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CRYOGENIC WIND TUNNELS 

The world’s first cryogenic wind tunnel was built at NASA Langley in 1972. Following the 
development of this small low-speed tunnel, cryogenic tunnels were built at other research centers. This 
section describes some of these tunnels. 

References 1 and 2 are the two parts of a review article on cryogenic tunnels published in 
Cryogenics in 1984. Reference 1 gives the evolution, theory, and advantages of cryogenic tunnels. 
Reference 2 describes the early use of cryogenic tunnels in the United States at NASA Langley. 
Reference 2 also briefly describes some of the cryogenic tunnel activities around the world. 

Work on the development and use of cryogenic tunnels has continued since 1984. Reference 3 is a 
recent article in Cryogenics which gives an update on cryogenic tunnel activities. The emphasis in 
reference 3 is on the cryogenic engineering aspects of the cryogenic tunnels. We base this present survey 
paper on reference 3. However, the emphasis in this survey paper is on the aerodynamic capabilities of 
the cryogenic tunnels. 

We do not attempt to describe every cryogenic tunnel. Rather, we describe selected tunnels to give 
a general idea of activities around the world. These tunnels also illustrate the wide variety of cryogenic 
tunnels built since 1972. 

England 
Royal Aircraft Establishment - Bedford 
Crvonenic Test Duct 

Law and  his colleagues a t  the Royal 
Aircraft Establishment (RAE) in Bedford built a 
simple closed c i rcu i t  wind tunnel  called the  
Cryogenic Test Duct. The Cryogenic Test Duct is 
part of the United Kingdom support for the 
European Transonic Windtunnel (ETW) p r ~ g r a m . ~  

The photograph in figure 1 shows the 
general arrangement of the RAE Cryogenic Test 
Duct. This photograph shows the uninsulated Test 
Duct. Table 1 gives the basic features of the 
Cryogenic Test Duct. 

The 1:l contraction is a clear sign the Test 
Duct is not designed for aerodynamic research. 
However, the Test Duct is ideally suited to provide 
the required cryogenic gas flow needed to test 
balances and model components. The Test Duct is 
simple in both design and construction. A heating 
and air conditioning shop in Bedford built the Test 
Duct for RAE. 

The Test Duct has a simple calibration 
device for loading wind tunnel balances mounted 
in the test section. The test section has transparent 
side walls which allow direct visual observation 
during tests. The use of internal insulation permits 
rapid changes in the  operat ing temperature .  
Reference 4 gives more details on the design and 
operation of the RAE Cryogenic Test Duct. 

Fig. I - Photograph o f  R A E  - Bedford 
Cryogenic Test Duct. 

TABLE 1.- Cryogenic Test Duct 
at RAE-Bedford (England) 

Type ................................................ closed circuit, 

Material of construction ................ aluminum 
Insulation ........................................ external and internal 
Cooling ........................................... liquid nitrogen 
Test gas ........................................... nitrogen 
Test section size (h,w,l) ................. 0.3 x 0.3 x 1.5 m 
Speed range .................................... up to 25 m/s 
Contraction ratio ............................ 1:l 
Stagnation pressure ........................ atmospheric 
Stagnation temperature .................. 90 K - ambient 
Running time ................................ typically 1 hour 
Max. Reynolds number/m ............. 11.4 million 

Fan speed ....................................... up to 2500 rpm 

centrifugal fan 

Drive motor .................................... 9 kW 

LN tank volume ........................... 1.28 m3 2 
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University of Sou thampton 
0.1 m Crvoaenic Wind Tunnel 

Figure 2 shows a photograph of the 0.1 m 
Cryogenic Wind Tunnel at Southampton.' Table 2 
gives the basic features for this low-speed tunnel. 

Goodyer and his colleagues have used the 
low-speed tunnel at Southampton for a variety of 
purposes .  These  r ange  f r o m  searching  
unsuccessfully for temperature spottiness (thermal 
turbulence) to successfully developing flow 
visualization techniques. In 1977, Kell used this 
tunnel to develop a surface flow visualization 
technique using liquid propane carrying a pigment.6 
He and Goodyer also found they could use a variety 
of tuft materials, including wool and cotton, even at 
79 K. 

Since first  running in 1977,  several 
improvements have made this simple cryogenic 
tunnel a very useful research tunneL7 For example, 
the tunnel now has automatic controls able to hold 
either Mach number or Reynolds number constant.' 

Goodyer added three 1 kW electric heaters to 
the circuit to speed up the warming of the tunnel 
following cryogenic operation. The heaters also 
provide close temperature control. The technique is 
to inject a slight excess of liquid nitrogen over the 
amount required to balance heat added by the fan. 
Modulation of the heaters controls temperature to 
20.5 K. 

By adding to the heat from the fan, the 
heaters also make it possible to run at temperatures 
up  to 380 K. The ability to run at high 
temperatures gives an increased range of test 
Reynolds numbers. The test gas is usually air when 
operating at room temperatures or above. 

After modifying the tunnel in 1978, Britcher 
used i t  with the Southampton 6-component 
Magnetic Suspension and Balance System (MSBS).' 
We will tell you more about the Southampton MSBS 
later in this paper. 

Europe 
EuroDean Transonic Windtunnel - Kbln 

Fig. 2 - O.1m Cryogenic wind tunnel at 
Southampton. 

TABLE 2.- Cryogenic Low-Speed Tunnel 
at Southampton (England) 

Type ............................................... closed circuit, fan 
Material of construction ................ mostly aluminum 
Insulation ........................................ external 
Cooling ........................................... liquid nitrogen 
Test gas ........................................... nitrogen; 

air (when running hot) 
Test section size (h,w,l) 

Regular ......................................... 0.1 1 x 0.1 1 x 0.25 m 
MSBS ............................................ 0.14 x 0.11 x 0.41 m 

Speed range .................................... 14 - 72 m/s 
Mach range .................................... 0.04 - 0.40 
Contraction ratio ............................ 5 . 4 1  
Stagnation pressure ........................ atmospheric 
Stagnation temperature .................. 79 - 380 K 
Running time ................................. typically 1 hour 
Max. Reynolds number/m ............. 50 million 
Drive motor ................................... 4 kW 
Fan speed ....................................... up to 7200 rpm 
LN, tank volume ........................... 0.17 m3 

Four European countries have joined through AGARD to design and build a large fan-driven 
transonic cryogenic tunnel. The countries 
funding the ETW are France, the Federal Republic of Germany, the Netherlands, and the United 
Kingdom. These countries expect the ETW to meet their transonic high Reynolds number testing needs. 
Table 3 gives the major design features of the ETW. 

The tunnel is the European Transonic Windtunnel (ETW). 
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Each of the four  countries is doing 
research in support of the design and use of the 
ETW. Sverdrup Corporation has completed the 
preliminary design of the ETW. 

The DFVLR center at Porz-Wahn (near 
Koln) is the s i te  selected for  the ETW. 
Construction of the ETW will start later this year. 
Reference 10 gives a complete account of the 
evolution and status of the ETW project. 

Pilot EuroDean Transonic Windtunnel (PETW), 
NAL - Amsterdam 

Work on the ETW includes building a 1:8.8 
scale pilot tunnel  a t  the National Aerospace 
Laboratory (NAL) in Amsterdam." The pilot 
tunnel, known as PETW, has the same operating 
ranges as proposed for the ETW. 

One big difference between the PETW and 
the ETW is the type of thermal insulation. The 
PETW is inside an insulated room. The latest 
design for the E T W  calls for internal thermal 
insulation similar to the insulation used in the U.S. 
NTF. Table 4 gives the major design features of 
the PETW. 

Researchers at NAL are using the PETW 
to check the aerodynamic performance of the ETW 
design. In addition, they are using the PETW to 
make control studies and  gain operational 
experience. 

France 
ONERA-CERT - Toulouse 
T2 Crvonenic Induction Tunnel 

Mignosi and his colleagues at ONERA- 
CERT modified an injector driven tunnel, T2, for 
cryogenic operation. They also fitted the T2 with 
an adaptive wall test section. 

T h e  cryogenic modification followed 
development work in a 1:4 scale model pilot 
tunnel, T'2. Reference 11 gives a complete 
description of this work. Figure 3 shows a 
photograph of the T2. Table 5 gives the main 
features of the T2. 

The T2 and the T'2 are the only cryogenic 
tunnels driven by induction. The induction drive 
of the T2 is in the seven turning vanes of the first 
corner. The hollow vanes receive high pressure 
dry air which blows through the trailing edges. 

TABLE 3.- European Transonic Windtunnel (ETW) 
at  DFVLR Porz-Wahn (W. Germany) 

Type ................................................ closed circuit, fan 
Material of construction ................ stainless steel 
Insulation ........................................ internal 
Cooling ........................................... liquid nitrogen 
Test gas ........................................... nitrogen 
Test section size (h,w,l) ................. 2.0 x 2.4 x 6.9 m 
Mach range ..................................... 0.15 - 1.3 
Contraction ratio ............................ 1 2 1  
Stagnation pressure ........................ 1.25 - 4.5 bars 
Stagnation temperature .................. 90 - 313 K 
Running time ................................. typically IO min 
Max. Reynolds number/m ............. 228 million 
Drive motor .................................... 50 MW 
Fan speed ....................................... up to 1200 rpm 
LN2 tank volume ........................... 3000 ms 

TABLE 4.- Pilot European Transonic Windtunnel (PETW) 
at NAL- Amsterdam (The Netherlands) 

(1:8.8 version of ETW) 

Type ................................................ closed circuit, fan 
Material of construction ................ aluminum alloy 
Insulation ........................................ external, cold box 
Cooling ........................................... liquid nitrogen 
Test gas ........................................... nitrogen 
Test section size (h.w.1) ................. 0.23 x 0.27 x 0.78 m 
Mach range ..................................... 0.35 - 1.0 continuous 

Contraction ratio ............................ 1 2 1  
Stagnation pressure ........................ 1.25 - 4.5 bars 
Stagnation temperature .................. 90 - 313 K 
Running time ................................. typically 60 min 
Max. Reynolds number/m ............. 228 million 
Drive motor .................................... I MW 
Fan speed ....................................... up to 9000 rpm 
LN tank volume ........................... 28.5 ms 

1.20, 1.35 fixed nozzles 

2 

F i g .  3 - T2 cryogenic  tunnel, O N E R A / C E R T .  . . . .  
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A digital computer controls the tests in the 
T2. During a typical airfoil test, they program the 
computer to cool the stream to 20 K below the 
intended operating temperature. This under- 
cooling quickly drives the model to the adiabatic 
temperature for the intended test conditions. Once 
the model is at the desired temperature, total 
pressure and Mach number automatically go to the 
desired test conditions. 

When the  tes t  cond i t ions  (pressure ,  
temperature, and Mach number) are stable - a 
matter of only a few seconds - the solid upper and 
lower test section walls iterate to an interference 
free condition. Finally, the computer records the 
model and tunnel wall data. It takes only about 5 
minutes from the beginning of a run until they 
have plotted airfoil data. 

T’3 Crvonenic Fan-Driven Tunnel 

There have been additional cryogenic 
tunnel projects in support of ETW at ONERA- 
CERT. One of these projects is the T’3 Cryogenic 
Tunnel, first operated in 1980.12 The fan-driven 
T’3 gave valuable information on the design and 
operation of fan-driven cryogenic tunnels. 

The T’3 also has an adaptive-wall test 
section. The walls of the 10 by 12 cm test section 
are manually adjusted to the desired streamline 
shapes. Table 6 gives the main features of the T’3. 

Germany 
DFVLR 
Krvo-Kanal-K6ln (KKK) at Koln 

Viehweger and his co-workers at  the 
DFVLR Research Center at Porz-Wahn modified a 
3 m low-speed tunnel for cryogenic 0perati0n.l~ 
The project started in 1978 with studies of how to 
modify the tunnel. 

The studies included modeling the liquid 
nitrogen injection process and finding ways of 
fixing internal insulation to the concrete tunnel. 
They completed modifications to the tunnel in 
March of 1985. The first cryogenic operation was 
in January of 1986. 

The Kryo-Kanal-Koln (KKK)  is a 
modern, closed circuit, fan-driven cryogenic tun- 
nel with automatic control of the test conditions. 
Figure 4 shows an aerial .viewof, the KKK: Table 
7 gives the main features of the KKK. x* 

TABLE 5.- T2 Cryogenic Tunnel 
at ONERA/CERT (France) 

Type ................................................ closed circuit, induction 
Material of construction ................ mild & stainless steels 
Insulation ........................................ internal 
Cooling ........................................... liquid nitrogen 
Test gas ........................................... nitrogen rich air 
Test section size (h,w,l) ................. 0.37 x 0.37 x 1.32 m 

(solid adaptive walls) 
Mach range ..................................... 0.3 - I 
Contraction ratio ............................ 20:l 
Stagnation pressure ........................ I .6 - 3.5 bars 
Stagnation temperature .................. 95 K - ambient 
Running time ................................. up to 100 sec + 
Max. Reynolds number/m ............. 340 million 
LN, tank volume ........................... 20 ms 

TABLE 6.- T’3 Cryogenic Tunnel 
at ONERA/CERT (France) 

Type ................................................ closed circuit, fan 
Material of construction ................ stainless steels 
Insulation ........................................ internal 
Cooling ........................................... liquid nitrogen 
Test gas ........................................... nitrogen 
Test section size (h,w,l) ................. 0.10 x 0.12 x 0.60 m 

(solid adaptive walls) 
Mach range ..................................... 0.05 - 0.80 
Contraction ratio ............................ 13.3:1 
Stagnation pressure ........................ 1.0 - 4 bars 
Stagnation temperature .................. 95 K - ambient 
Running time ................................. up to 25 minutes 
Max. Reynolds number/m ............. 340 million 
Drive motor .................................... 125 kW 
Fan speed ....................................... up to 9800 rpm 
LN, tank volume ........................... 0.58 m3 

Fig. 4 - K r y o - K a n a l - K o l n  at DFVLR-Koln. 
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For model changes or modification, there is 
an access lock and model conditioning room below 
the test section. Following a run, the model and 
its support are moved from the test section into the 
lock. 

For major model changes, warm gaseous 
nitrogen is blown into the closed lock and warms 
everything to ambient temperature. Fans blow dry 
air into the lock before the technicians enter to 
work on the model. The access time is about 4 
hours because of the long warm up time for the 
model support and lifting systems. 

For minor changes to the model, the model 
is moved into the conditioning room. In this 
relatively small room, warm-up of the model takes 
only about 30 minutes. A microcomputer controls 
all model movements in the lock or  the 
conditioning room. 

Cryogenic LudwieP Tube Tunnel at 
Go ttingen 

Hefer and his colleagues at 
D F V L R  G o t t i n g e n  r e c e n t l y  
b r o u g h t  o n  l i n e  a c r y o g e n i c  
Ludwieg tube tunnel (CLTT). The 
sketch in Figure 5 shows the layout 
of the CLTT. Table 8 gives the 
major design features of the CLTT. 
Reference 14 describes the design 
and operation of the CLTT. 

One big advantage seen for 
the Ludwieg tube tunnel is good 
flow quality. W e  expect the 
researchers at DFVLR Gottingen 
to use the high Reynolds number 
capability and good flow quality to 
develop advanced airfoils. 

TABLE 7.- Kryo Kana1 KBlo (KKK) 
a t  DFVLR - KOIn (W. Germany) 

Type ................................................ closed circuit, fan 

Cooling ........................................... liquid nitrogen 
Test gas .......................................... nitrogen 
Test section size (h.w.1) ................. 2.4 x 2.4 x 5.4 m 

Stagnation pressure ........................ up to 1.12 bars 

Running time ................................. up to several hours 
Max. Reynolds number/m ............. 37 million 

Material of construction ................ concrete 
Insulation ....................................... internal 

Mach range .................................... up to 0.38 
Contraction ratio ............................ 10.3:l 

Stagnation temperature .................. 100 - 300 K 

Drive motor ................................... 1 MW 
Fan speed ....................................... up to 1000 rpm 
LN tank volume ........................... 150 ms 2 

lube Thnrst Gate Nozzle lest 0lidcCl)perig Bekm Thnrst Dump 7 Valve 7 Section, W v e ,  -/Stand Tank 

Fig. 5 - Cryogenic Ludwieg Tube Tunnel ut 
DFVL R -Gottingen. 

The present test section of the CLTT has 
conventional slotted walls. However, Hefer and 
his colleagues plan to install an adaptive-wall test 
section as soon as possible. 

The proposed adaptive-wall test section 
will have solid but flexible top and bottom walls. 
In a slight departure from conventional design, the 
proposed adaptive-wall  test section will have 
slotted side walls. This arrangement will let them 
test 3-D models with either adaptive or slotted 
walls by rotating the plain of symmetry of the 
models. 

TABLE 8.- Cryogenic Ludwieg Tube Tunnel 
at DFVLR - G6ttingen (W. Germany) 

Type ................................................ Ludwieg tube 
Material of construction ................ stainless steel 
Insulation ........................................ external 
Cooling ........................................... liquid nitrogen 
Test gas .......................................... nitrogen 
Test section size (h,w,l) ................. 0.35 x 0.40 x 2.0 m 
Mach range ..................................... 0.25 - 1.0 
Charge tube pressure ..................... 12.5 bars 
Stagnation pressure ........................ up to 10 bars 
Stagnation temperature .................. 120 K to ambient 
Running time ................................. 0.6 to 1.0 sec 
Max. Reynolds number/m ............. 400 million 
LN, tank volume ........................... 25 ms 
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Japan 

There is a lot of cryogenic tunnel activity in Japan. In October of 1987, one of the authors 
(Kilgore) visited Japan and saw their cryogenic tunnels. He met the people who designed, built, and use 
the cryogenic tunnels. He also observed two of the tunnels operating. 

National Aerospace Laboratory (NAL) 
0.1 x 0.1 m Pilot Transonic Crvonenic Tunnel 

One company, Ishikawajima-Harima Heavy 
Industries Company, Limited (IHI) has been the 
general contractor for the cryogenic tunnels built 
in Japan. In 1982 IHI designed and built the 0.1 x 
0.1 m Pilot Transonic Cryogenic Tunnel for NAL. 
Figure 6 is a photograph of the NAL cryogenic 
tunnel. Table 9 gives the main features of the 
NAL cryogenic tunnel. 

Sawada and his colleagues at NAL use this 
small tunnel for aerodynamic studies and to gain 
operational experience. They also use it to support 
design studies of a larger transonic cryogenic 
tunnel for Japan. References 15 and 16 give 

I 

details on the construction and performance of this 
closed circuit, fan driven tunnel. 

Fig .  6 - Transonic Cryogerlic Tun,lel at N A L .  

Two 6 cm diameter glass windows allow a 
clear view into the test section. These windows 
use a vacuum space for thermal insulation rather 
than the more conventional dry nitrogen purging 
system. 

The 0.1 x 0.1 m tunnel at NAL has a 
modern digital control and data acquisition system. 
The researchers at NAL make excellent use of a 
color video display dur ing  all phases of the 
operation. The computer displays check sheets and 
prompts to the operator during start up. The 
computer also displays the tunnel conditions 
during the run. The interactive design of the 
control and  data  acquisit ion computer makes 
tunnel operation simple and straightforward. 

TABLE 9.- Pilot Transonic Cryogenic Tunnel 
at NAL (Japan) 

Type ............................................... closed circuit, fan 
Material of construction ................ A5052 AI-alloy 
Insulation ....................................... external, purged 
Cooling ........................................... liquid nitrogen 
Test gas .......................................... nitrogen 

Mach range .................................... up to 1.02 
Contraction ratio ............................ 18:1 
Stagnation pressure ........................ up to 2 bars 
Stagnation temperature .................. 90 K - ambient 
Running time ................................. more than 2 hours 
Max. Reynolds number/m ............. 130 million 
Drive motor ................................... 55 kW 
Fan speed ....................................... 600 - 5700 rpm 
LN, tank volume ........................... 2.17 ms 

Test section size (h,w,l) ................. 0.1 x 0.1 x 0.3 m 

Sawada and his colleagues have made many aerodynamic tests and explored the entire operating 
envelope of the tunnel. They determined tunnel features such as power factor and transient responses to 
changes in fan speed and liquid nitrogen flow rate. In all respects, the NAL cryogenic tunnel works 
satisfactorily and as predicted. 

The NAL cryogenic tunnel usually runs 2 days each week. Since first operated in 1984, i t  has 
accumulated slightly over 400 hours of running. 

Plans for the 0.1 x 0.1 m tunnel include aerodynamic tests on some simple models using a heated 
three-component strain gage balance. 
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University of Tsukuba 

The Institute of Engineering Mechanics at 
the University of Tsukuba has two low-speed 
cryogenic tunnels. One has a 0.1 x 0.1 m test 
section and the other a 0.5 x 0.5 m test section. 

0.1 x 0.1 m Low-!heed Crvogenic Tunnel 

T h e  0.1 x 0.1 m low-speed cryogenic 
tunnel first ran at cryogenic temperatures in 1980. 
Adachi and his colleagues have used this tunnel to 
calibrate sensors and to gain experience with 
cryogenic tunnels. This tunnel also gave design 
information for the larger low-speed tunnel at 
Tsukuba. 

Because of the small size of the 0.1 x 0.1 m 
tunnel, i t  is no longer used for aerodynamic 
research. Table 10 gives the design features of this 
tunnel. 

0.5 x 0.5 m Crvogenic Tunnel 

Figure 7 is a photograph the 0.5 x 0.5 m 
low-speed tunnel. Table 11 gives the main 
features of this tunnel. 

This tunnel is also a closed circuit, fan- 
driven tunnel. The maximum operating pressure 
of this tunnef is quite high at 8.1 bars. A mostly 
mild steel pressure shell makes this tunnel unique 
among p re ss ur  ized co n t in uo us - f low cryogenic 
tunnels. The designers deviated from convention 
in using mild steel for a cryogenic pressure vessel. 
They felt safe using mild steel because of the 
internal insulation system. 

Adachi and his colleagues use this tunnel to 
make a variety of aerodynamic measurements. 
These include testing various cylinders over a wide 
range of Reynolds numbers.17 

National Defense Academy (NDA) 
NDA High Revnolds Number Flow Facilitv 

IHI built  a cryogenic tunnel f o r  the 
Department of Aeronautical Engineering of the 
Japanese National Defense Academy. IHI 
delivered this tunnel, the NDA High Reynolds 
Number Flow Facility, in March of 1985. 
Yamaguchi and his colleagues use this tunnel for 
basic fluid mechanics studies at the Academy. 

TABLE 10.- 0.1 x 0.1 m Cryogenic Low-Speed Tunnel 
a t  Tsukuba (Japan) 

Type ............................................... closed circuit, fan 
Material of construction ................ stainless steel 
Insulation ....................................... external 

Test gas .......................................... nitrogen 
Test section size (h.w.1) ................. 0.1 x 0.1 x 0.3 m 
Speed range .................................... up to 30 m/s 
Contraction ratio ............................ 3.41:l 
Stagnation pressure ........................ up to 2 bars 
Stagnation temperature .................. 100 K - ambient 
Running time ................................. up to 2 hours 
Max. Reynolds number/m ............. 30 million 
Drive motor .................................... 2.2 kW 
Fan speed ....................................... 1500 - 4300 rpm 
LN tank volume ........................... 0.1 75 ms 

Cooling ........................................... liquid nitrogen 

2 

F i g .  7 - 0.5 x 0.5 m Cryogenic Low-Speed 
Tunnel at Tsukuba. 

TABLE 11.- 0.5 x 0.5 m Cryogenic Low-Speed Tunnel 
a t  Tsukuba (Japan) 

Type ............................................... closed circuit, fan 
Material of construction ................ mostly mild steel 
Insulation ....................................... internal 
Cooling ........................................... liquid nitrogen 
Test gas .......................................... nitrogen 
Test section size (h,w,l) ................. 0.5 x 0.5 x 1.2 m 
Speed range .................................... 7 - 65 m/s 
Mach range .................................... up to 0.30 
Contraction ratio ............................ 6.121 
Stagnation pressure ........................ 1.22 - 8.10 bars 
Stagnation temperature .................. I18 K - ambient 
Running time ................................. 30 min. at max. R 
Max. Reynolds number/m ............. 200 million 
Drive motor .................................... 450 kW 
Fan speed ....................................... I50 - I500 rpm 
LN, tank volume ........................... 20 ms 
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Typical of many small tunnels, the plenum 
of the NDA tunnel mounts on a trolley to allow 
access to the test section. The test section has two 
30 cm diameter  optical  windows for  flow 
visualization. Table 12 gives the main features of 
this tunnel. 

Yamaguchi and his colleagues completed 
the initial tunnel calibration in 1985. The exhaust 
system now includes a precise automatic control 
valve and a manual control valve. They plan to 
add automatic control to  the liquid nitrogen 
injection system. They also plan to add an 
automatic Mach number controller. 

United States 
University of Illinois a t  Urbana-Champaign (UIUC) 
Crvoaenic Heat Transfer Tunnel tCHTT) 

TABLE 12.- High Reynolds Number Flow Facility 
at NDA (Japan) 

Type ............................................... closed circuit, 

Material of construction ................ 18-8 stainless steel 
Insulation ....................................... external 
Cooling ........................................... liquid nitrogen 
Test gas .......................................... nitrogen 
Test section size (h,w,l) ................. 0.30 x 0.06 x 1.0 m 
Speed range .................................... up to 157 m/s 
Mach range ..................................... up to 0.80 
Contraction ratio ............................ 1 4 1  
Stagnation pressure ........................ up to 1.77 bars 
Stagnation temperature .................. 108 K - ambient 
Running time ................................. up to 40 min. 
Max. Reynolds number/m ............. 90 million 
Drive motor ................................... 75 kW 
LN tank volume ........................... 5 m3 

centrifugal compressor 

2 

Clausing and his co-workers at UIUC have built a low-speed fan-driven cryogenic tunnel. They 
use their cryogenic tunnel for studies of forced, natural, and combined convective heat transfer. The 
tunnel provides ideal simulation under conditions requiring very large values of both Reynolds number 
and Grashof number. 

The UIUC tunnel fulfills the need of 
accurately predicting combined convective 
losses from large, high temperature bodies 
such as solar "power tower" receivers. For 
these receivers, the values of both the 
Grashof and Reynolds numbers are large. 
Clausing proposed the Cryogenic Heat 
Transfer Tunnel (CHTT) as an economical 
way to get the required large values of 
Grashof and Reynolds numbers.I8 This 
tunnel also achieves an appropriate and near 
constant Prandtl number. 

Figure 8 shows the variations of 
Grashof number and Reynolds number with 
t e m p e r a t u r e .  T h e  use  o f  c r y o g e n i c  
temperatures is a good way to get higher 
Reynolds numbers. It is also an excellent 
way to get higher Grashof numbers. 
Furthermore, the cryogenic environment cuts 
out most of the radiative heat transfer which 
can cause large errors in natural convection 
d a t a  f r o m  c o n v e n t i o n a l  f a c i l i t i e s .  
References 19 and 20 discuss both the theory 
and advantages of the CHTT. 

The CHTT is a very successful use of 
the cryogenic tunnel concept. Table 13 gives 
the main design features. Reference 21 
gives a complete description of this tunnel. 

200 
Values 

relative 
to 322 K 

100 

0 

GRASHOF NUMBER 

100 200 300 
Temperature, K 

Fig. 8 - Variation o f  Grashof and Reynolds 
rtunzbers with temperature. 

~~~~~ ~~ 

TABLE 13.- Cryogenic Heat Transfer Tunnel 
at UIUC (USA) 

Type ............................................... closed circuit, fan 
Material of construction ................ mostly aluminum 
Insulation ....................................... external, urethane 
Cooling ........................................... LN heat exchanger 

Test gas .......................................... nitrogen 
Test section size (h,w,l) ................. 1.22 x 0.60 x 1.0 m 
Speed range .................................... 0 - 8 m/s 
Contraction ratio ............................ I : ]  
Stagnation pressure ........................ atmospheric 
Stagnation temperature .................. 80 - 300 K 

witK GN, injection 

Running time ................................. several minutes 
Max. Reynolds number/m ............. 4 million 
Drive motor ................................... 11.2 k W  
Fan speed ....................................... 0 - I750 rpm 
LN, tank volume ........................... 1 m3 
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NASA Langley 
0.3-m Transonic Crvonenic Tunnel 

The Low-Speed Cryogenic Tunnel studies ended in the summer of 1972. 22i 23 We then built a 
small fan-driven transonic cryogenic pressure tunnel. Our desire was to extend our cryogenic tunnel ex- 
perience to the pressures and speeds needed for a large transonic high Reynolds number cryogenic tunnel. 

The design of the Pilot Transonic Cryogenic Tunnel began in December of 1972. It first ran in 
August of 1973. The first run at cryogenic temperatures was made on October 16, 1973. This was less 
than 2 years after work started at Langley on cryogenic tunnels. 

The Pilot Transonic Cryogenic Tunnel fulfilled its original purpose, that is it proved cryogenic 
tunnels could work at transonic speeds. In 1976 NASA designated this pilot tunnel a proper NASA facility 
and renamed it the Langley 0.3-m Transonic Cryogenic Tunnel (0.3-m TCT). 

The 0.3-m TCT now sees service in a wide range of experimental programs. These include 
research in aerodynamics and cryogenic tunnel techno log^.^^ The basic structure of the tunnel has not 
changed in its 14 years of operation. However, in 1976 we replaced the original octagonal test section 
with a slotted wall rectangular test section. 

In 1986 we replaced the rectangular test 
section with a square test section fitted with 
adaptive walls. We will describe this new test 
section later in this paper. 

We have made changes to the control, 
instrumentation, and data acquisition subsystems. 
We have also made changes to the tunnel operating 
procedures. T h e  tunnel is under  completely 
automatic control. Separate control loops handle 
liquid nitrogen injection, gaseous nitrogen exhaust, 
and Mach number. Other digital controllers 
handle test section side wall boundary-layer 
removal and streamlining of the flexible top and 
bottom walls. We are now integrating the separate 
tunnel control functions under a single supervisory 
computer. 

Table 14 gives the main operating features 
of the 0.3-m TCT. Reference 24 gives a complete 
description of the evolution and status of this 
tunnel. 

U.S. National Transonic Facilitv (NTF) 

The U.S. National Transonic Facility (NTF) 
is located at NASA Langley. Design of the NTF 
started in 1975. It came on line late in 1983. The 
NTF is the largest transonic cryogenic tunnel. 25,26 

McKinney gave the status of the NTF 
earlier during this Symposium. Therefore, we will 
not go into any detail about the status of the NTF 
in this paper. For completeness, we do include the 
main features of the NTF in Table 15. 

TABLE 14.- 0.3-m Transonic Cryogenic Tunnel (TCT) 
at NASA-Langley (USA) 

Type ............................................... closed circuit, fan 
Material of construction ................ aluminum 
Insulation ....................................... external. purged 
Cooling ........................................... liquid nitrogen 
Test gas .......................................... nitrogen 
Test section size (h,w,l) ................. 33 x 33 x 142 cm 

Mach range .................................... 0.05 to FY 1.3 
Contraction ratio ............................ 10.7:1 
Stagnation pressure ........................ 1.1 - 6.2 bars 
Stagnation temperature .................. 78 - 340 K 
Running time ................................. up to several hours 
Max. Reynolds number/m ............. 400 million 
Drive motor ................................... 2.25 MW 
Fan speed ....................................... up to 6500 rpm 
LN, tank volume ........................... 212 m3 

(solid adaptive walls) 

TABLE 15.- U.S. National Transonic Facility (NTF) 
at NASA-Langley (USA) 

Type ................................................ closed circuit, fan 
Material of construction ............... 304 stainless steel, aluminum 
lnsulation ....................................... internal 
Cooling 

Cryogenic mode ........................... liquid nitrogen 
Air mode ..................................... air/water heat exchanger 

Test gas .......................................... nitrogen or air 
Test section size (h.w.1) ................. 2.5 x 2.5 x 7.62 m 
Mach range .................................... 0.2 - 1.22 
Contraction ratio ............................ 15:l 
Stagnation pressure ........................ 1 - 8.9 bars 
Stagnation temperature .................. 78 - 340 K 
Running time ................................. up to several hours 
Max. Reynolds number/m ............. 480 million 
Drive motor ................................... 94 MW 
Fan speed ....................................... up to 600 rpm 
LN, tank volume ........................... 946 ms 
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Other Cryogenic Tunnels 

We have discussed 15 cryogenic tunnels in this survey paper. There are other cryogenic tunnels we 
These did not discuss. 

include the 1 f t  and 4 f t  cryogenic blowdown tunnels at the Douglas Company.27 
There have been some cryogenic tunnel projects started and then abandoned. 

There have been some special purpose cryogenic tunnels built, used, and retired after completing 
their work. In this category is the low-speed cryogenic tunnel built at Langley in 1971-72. In addition, 
we also built a small cryogenic tunnel at Langley in the early 1980’s to study liquid nitrogen injection and 
evaporation. 

Other cryogenic tunnels, such as the Cryogenic Isentropic Light Piston Tunnel at Cranfield,28 still 
exist but are no longer used. 

Our colleagues in the USSR and China undoubtedly have built cryogenic tunnels. Reference 29 
describes a 2.4 x 2.4 m transonic cryogenic tunnel under study by Pan and his colleagues in China. 
However, we have no contact with these activities and remain mostly ignorant of their work. 

Sources of Information 

Reference 30 is a recent (September 1987) bibliography on cryogenic tunnels. The 467 papers 
cited in reference 30 cover most aspects of cryogenic tunnel development and use. 

For current information on cryogenic tunnels we have the Cry0 Newsletter published by the 
Experimental Techniques Branch. This informal quarterly newsletter is available from the Editor, Cry0 
Newsletter, Mail Stop 287, NASA Langley, Hampton, VA 23665-5225. 

Final Remarks on Cryogenic Tunnels 

Many cryogenic tunnels are in use. Some are large enough to let us test airfoils or aircraft models 
at full-scale Reynolds numbers. 

Progress in building and using cryogenic tunnels has been slower than expected. Sometimes 
progress is slow because the designers and users of wind tunnels are not experts in cryogenic engineering. 
However, wind tunnel designers are beginning to learn how to design and install thermal insulation. 
Model builders are beginning to learn how to build models we can use the first time they are built. We are 
beginning to include good cryogenic engineering in our designs and operating procedures. 

In spite of a few slow starts, some cryogenic tunnels run efficiently and safely on a routine 
production basis. More 
cryogenic tunnels will come on line in the next year or so. Slightly further in the future the ETW will 
become operational. 

Data from these tunnels is having a major impact on aerodynamic design. 

The Japanese will build larger cryogenic tunnels. Sawada at NAL has proposed a 3 x 3 m transonic 
cryogenic tunnel capable of operating at 10 bars. Our friends at CARDC (China) will probably build their 
2.4 x 2.4 intermittent cryogenic tunnel with stagnation pressures to 10 bars. 

As with all previous advances in tunnel technology, cryogenic tunnels have been slow to find wide 
acceptance and application. We are always slow to accept radical changes in how things are done. 
However, momentum is gathering. The future for cryogenic tunnels is bright. The long awaited goal of 
testing at full-scale Reynolds number is at hand. 
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ADAPTIVE WALL TEST SECTIONS 

The problem of wall interferences in wind tunnel testing remains despite considerable effort to 
eradicate it. Over the years, the wind tunnel community has used several well-known techniques to 
minimize wall interferences. Models are kept small compared with the test section size. Ventilated test 
sections are used to relieve transonic blockage. Linearized corrections are applied to the model data. 
Usually, all three techniques are used together in transonic testing. Unfortunately, we find these 
techniques are inadequate for high levels of accuracy we now demand from wind tunnel testing. 

A solution to this dilemma exists. It 
involves using modern testing techniques 

(These modern techniques are a re-discovery 
of one of the first solutions to transonic wall 
interferences developed in the 1930s.) These Teat Section B 
techniques adapt the test section boundaries to 
free air streamline shapes, so the test section 
walls become invisible to the model. This is 
the principle of wall streamlining. Figure 9 
shows the general case for a 3-D model. The 
test section boundaries follow an arbitrary 
free air streamtube round the model. (For 
simplicity we ignore the boundary layer 
g r o w t h  on  the test section boundaries.) 
Therefore, the free air flow field is split into 
a real part within the test section and an 
imaginary part round the test section. The 
imaginary flow field extends to infinity in ail 
directions.  T h e  principle is simple but  
applying the principle is complex. The  
complexity arises from the need to adjust the 
test section boundaries for each test condition. 

Principle of Wall Streamlining 
which minimize wall interferences at source. General Three-Dimcariooal Free Alr Simulation 

Flow Field Extending to Infinity 

Fig. 9 - Principle o f  wall streamlining for general 
3 - 0  free air simulations. 

We define a streamlining as the condition the adjustable boundaries must satisfy for 
the walls to be streamlined/adapted. (The term adapted is equivalent to the term streamlined, and we can 
refer to the adjustable test section boundaries as adaptive walls.) The streamlining criterion for free air 
simulations is straightforward. The adaptive walls must not support a local pressure imbalance between 
the real and imaginary parts of the flow field. 

Advantages of Adaptive Walls 

Other than the major benefit of minimizing wall interferences for free air simulations, adaptive 
wall test sections (AWTSs) offer other advantages. With wall interferences minimized, we are free to 
increase the size of the model for a given test section. Typically, we can double the test Reynolds 
number, perhaps allowing testing at full scale Reynolds numbers. Larger models are also important for 
h igh  dynamic pressure tests and provide increased dimensions for more detailing and more volume for 
instrumentation. We can also expect simpler magnetic suspension of a model using an AWTS because the 
coils can be closer to the model. 

With solid adaptive walls (called flexible walls), the test section boundaries are much smoother than 
with perforated walls. This smoothness reduces the tunnel drive power required for a given test condition 
with the model and test section size fixed. In addition, the removal of slots and holes reduces tunnel noise 
and turbulence levels improving flow quality. For intermittently operating tunnels, the removal of the 
plenum volume from the tunnel circuit reduces settling times and minimizes flow resonance. 
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Historical Overview 

The modern adaptive wall testing techniques are a re-discovery of one of the first solutions to the 
problem of transonic wall interference. The National Physical Laboratory (NPL), UK built the first 
adaptive wall test section in 1938, under the direction of Dr. H. J. G o ~ g h . ~ ~  They sought a solution to the 
problem of transonic blockage. Their research proved streamlining the flexible walls of an AWTS was a 
viable testing technique for high speed tunnels. They opted for minimum mechanical complexity in their 
AWTS by using only two flexible walls. Unfortunately, the absence of computers made wall streamlining 
a slow and labor intensive process. Sir G. I. Taylor developed the first wall adjustment procedure. His 
procedure was necessarily approximate to cut out the need for any calculations during the streamlining 
process. Nevertheless, NPL used flexible walled AWTSs into the early 1950s. They generated a large 
amount of 2- and 3-D transonic data,34 which we are still uncovering in the literature. 

The advent of ventilated test sections in 1946 provided a "simpler" approach to high speed testing, 
since the adjustments to the test section boundaries are passive. Consequently, ventilated walls superseded 
adaptive walls which actively control the test section boundaries. The AWTSs of NPL eventually became 
obsolete and disappeared. 

After a 20-year lull, interest in AWTSs was rekindled in the early 1970s. Several researchers 
independently re-discovered the adaptive wall testing technique in the quest for improved data accuracy at 
transonic speeds.s2 Some advocated modifications of conventional ventilated test sections (the so-called 
variable porosity test section), while others opted for the NPL approach using flexible walled test sections. 

This renewed interest has led to the establishing of various adaptive wall research groups around 
the world. Researchers have built many AWTSs of various designs for testing 2- and 3-D models. This 
development has even led to production type AWTSs. 

Fallacies 

During the development of any new technology, mistaken beliefs will arise. Adaptive wall 
technology has not escaped. A selection of mistaken beliefs follows: 

The idea of AWTSs first appeared in 1972. 
AWTSs will not work in large wind tunnels. 
AWTSs will not work at transonic speeds. 
AWTSs cannot streamline with sonic flow at the test section boundaries. 
The testing technique is too complex to be practical. 
The testing technique requires more computer power than conventional test sections. 
Knowledge of the flow round the model is a prerequisite for wall streamlining. 
Wall streamlining for each data point wastes too much tunnel time. 
Operation of an AWTS requires expert knowledge. 
2-D testing is trivial and the effects of the walls are not important. 

We hope you will agree that these statements are indeed fallacies, after you read this survey. 

AWTS Design 

As mentioned in the historical overview, the renewed interest in AWTSs encompassed two 
approaches using ventilated or solid walls. We have observed many interesting designs during the modern 
era of AWTS development. In 2-D testing, only two walls need to be adaptable and researchers have 
tested both flexible wall and ventilated wall designs. The complexity of controlling a 3-D boundary has 
led to a variety of AWTS designs. Moreover, some approximation in the shape of the test section 
boundaries is inevitable. The magnitude of this approximation has been the subject of much research. 
The number of adaptive walls necessary in a 3-D AWTS is not simple to answer and must ultimately be a 
compromise. From practical considerations, the design of a 3-D AWTS must be a compromise between 

717 



magnitude of residual interferences (after streamlining), hardware complexity, model accessibility and the 
existence of a rapid wall adjustment procedure. Table 16 shows the list of current AWTSs in use around 
the world, highlighting the variety of designs. 

The vast research experience reported on 2- and 3-D testing with AWTSs3' shows flexible walls to 
have distinct advantages over ventilated walls. These advantages are as follows: 

a)  Flexible walls can be rapidly streamlined. 
b) Flexible walls provide more powerful adaptation control of the test section boundaries. 
c) Flexible walls provide simple test section boundaries for adaptation measurements and 

d)  Flexible walls improve flow quality providing reduced interferences and reduced 
residual interference assessment. 

tunnel operating costs. 

In 2-D testing, flexible walled test sections have operated with test section height to chord ratios of 
unity. In addition, we have recorded model normal force coefficients up to 1.54 with the walls 
streamlined. No ventilated AWTS, past or present, at Calspan, AEDC, or NASA Ames can match these 
conditions. The demonstrated 2-D capability of flexible walled test sections can be adequate for current 
production type testing, as shown later. 

The old claim that ventilated AWTSs could be simply made from modified conventional ventilated 
test sections is no longer relevant. we now know that 
substantial changes to a conventional ventilated test section are necessary to make it adaptive. Therefore, 
any update of an existing wind tunnel to adaptive wall status will involve the design of an AWTS insert. 
Any attempt to modify an existing test section would probably be much more difficult and involve too 

From AEDC and NASA Ames 

many compromises. 

Researchers have investigated 
various numbers of adaptive walls in 
many AWTS designs for transonic 3- 
D testing. DFVLR used a nominally 
circular thick rubber tube in their 
DAM test section3' with eight 
circumferential positioning jacks at 
each streamwise station for boundary 
control (see Figure 10). Similarly 
controlled, Technical University of 
Berlin TU-Berlin) built an octagonal 
AWTS" with eight f lexible walls 
sealed to one another by spring steel 
leaves (see Figure 11). AEDC has 
built the only transonic 3-D variable 
porosity AWTS" which has f o u r  
adaptive walls and a square cross- 
section. Here, wall adaptation is by 
adjustment of the local porosity at 
each of the four perforated walls (see 
Figure 12). In addition, researchers 
have made 3-D tests in 2-D AWTSs 
at NASA Langley (see Figure 13), 
U n i v e r s i t y  of  S o u t h a m  t o n ,  
0NERA:l and TU-Berlins' These 
2-D AWTSs use only two flexible 
walls and have roughly square cross- 
sections. 

4 0  

Side View End View 

Fig. 10 - DFVLR Gottingen DAM rubber tube AWTS. 

4-----1J- 

Position 
sensor mm Electric Motor 

Jac 
necha 

Side View End View 

Fig. II - TU-Berlin octagonal AWTS with flexible walls. 
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Se p e n  t e d I Perforated Wall 

Rotation System 

Variable I i 
Flexible 

D1i'furer , , , t , b , ;  '-I\" Contraction 
I'ontr;iiLion , 1 , Streamlining Portion 

Flow izzzz- 

Wal l  Jack Positions r '  Wall Movements no- ' I  Static Pipe 

Fig. 12 - AEDC IT Tunnel AWTS. Fig. 13 - NASA Langley 0 .3-m T C T  f lexible  walled AIVTS. 

Experience with 3-D testing in AWTS is not as broad as we would like. Nevertheless, there are 
strong indications the simpler the AWTS the better the system. Simplicity reduces hardware complexity, 
gives better model access, and simplifies the assessment of residual interferences. We see no major 
disadvantages, but we need more research to confirm this. The development of 3-D adaptive wall testing 
techniques will continue to emphasize the trade-off between boundary adjustments and residual 
interference corrections. The outcome of this trade-off will effect the AWTS design. 

We believe solid flexible walls offer the best approach to use of adaptive wall technologies in 2- 
and 3-D testing. Of the 14 high speed AWTSs operational worldwide, all but 2 use flexible walls. 

Operational Experience with AWTSs 

We direct operational experience with AWTS towards the following goals: 

Minimization of time attributed to wall streamlining. 
Examination of the operating envelope. 
Establishment of an operating system for production- type testing. 

Since 1975, researchers have made inroads into the time involved in wall streamlining, particularly 
with flexible walled AWTSs. A major part of this progress has been the development of rapid wall 
adjustment procedures for flexible walled AWTSs. (The term rapid refers to minimization of the number 
of iterations in the streamlining process.) For 2-D testing, the method of Judd, Goodyer, and Wolf42143 
(University of Southampton, UK) is now well established for reasons of speed, accuracy, simplicity (we 
can easily use the method on any mini-computer), and adaptability to general use with flexible walled 
AWTSs. For 3-D testing, the methods of Wedemeyer /Lamar~he~~ (Von Karman Institute, Belgium) and 
Rebstock4' (TU-Berlin) show promise in speed and accuracy. Nevertheless, we require more evaluation of 
these methods before we can regard them as well established. 

Other time-saving features of modern AWTSs are computer controlled movement of the adaptive 
walls-and automated acquisition of wall data. However, for the tunnel user to benefit from the full 
potential of these time-saving features, we require a well defined streamlining criterion. This criterion 
optimizes the streamlining procedure. We find it necessary to compromise the streamlining criterion, 
described earlier, to allow for tunnel measurement accuracies. For 2-D testing, AWTSs at ONERA/CERT 
and TU-Berlin use the condition of insignificant wall adjustments and model flow changes. We prefer the 
condition of residual wall interferences reduced below acceptable minima used at the University of 
Southamptons2 and NASA Langley.46 The acceptable minima are Induced a < 0.015'; Induced camber 
0.07'; Induced velocity C, error < 0.007. Unfortunately, we do not yet have a well defined streamlining 
criterion for 3-D testing. However, we find the net result of these time-saving features is an acceptable 
time attributed to 2-D wall streamlining, on the order of less than 2 minutes. 
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The examination of AWTS operating 
envelopes involves both hardware and  
software aspects of the AWTS control 
system. We show the streamlining procedure 
for any AWTS in Figure 14. The procedure 
involves an interaction between the tunnel 
hardware and the software. The hardware 
provides wall pressure data  and  wall 
adjustments as requested by the software. 
The software for analysis of the wall data 
contains the wall adjustment procedure and 
assessment of the wall streamlining quality. 
We base this quali ty on  the f ree  ai r  
streamlining criterion described earlier. 

h ANALYSE 1 . INITIAL SHAPES H WALL DATA 
MEASURE 

WALL PRESSURES 
SET-UP TEST CONDITIONS 

L j G L E J l  WALL SHAPES 

I I 1  I I I OUTPUT "CORRECTED' MEASURE MODEL DATA 
REAL-TIME DATA INCLUDING WAKE t-' 

I I I  1 

Fig. 14 - Streamlining procedure for  each data point. 

Good AWTS design should remove wall adjustment (but we have yet to achieve this 
idyllic situation in any AWTS). Then only software limitations will restrict the operating envelope. At 
present, we can experience software limitations because we use linearized theory in the wall adaptation 
procedures. Since sonic flow on the flexible walls invalidates the procedures, we must restrict the free 
stream Mach depending on the model size compared with the test section dimensions. However, for 2-D 
testing, a wall adjustment procedure has been successfully developed based on Judd's method for 2-D 
testing at up to Mach 0.95.47 (Software changes involve a more sophisticated representation of the 
imaginary part of the free air flow field, as discussed later.) Supersonic 2-D testing is also possible using 
wave theory to predict wall shapes. Software limitations in 3-D testing are not well defined since the 
software is in its development stage, but testing up to low supersonic is also possible. 

1.2 
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0.3-m TCT 2-D Test  Envelope 
Estimated for  Cambered 12% Airfoils (h/c > 1 4) 

.2 .4  .6 .8 
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Fig. 15 - A model dependent test envelope for  
AWTS 2 - 0  testing. 

The establishment of an operating system for 
s t r a i g h t f o r w a r d  p r o d u c t i o n - t y p e  t e s t i n g  is  a 
prerequisite f o r  general  use of adaptive wall 
technology. If only experts can use this technology, 
then only specialist facilities can take advantage of 
the testing technique. Our research at Langley using 
the 0.3-m TCT46 involves the f i r s t  at tempts to  
develop a production-type operating system. We are 
attempting to make invisible the complexities of the 
adaptive wall testing technique to the tunnel 
operators. Unfortunately,  this d i f f icu l t  task is 
hampered by hardware shortcomings because of our 
unique application of an AWTS to a continuously 
operating cryogenic tunnel. Nevertheless, we have 
established an envelope for 2-D production-type 
testing (see Figure 15) based on model size and 
performance. This envelope is restrictive and we plan 
to expand it by hardware modifications. 

Testing Results from AWTSs 

There is a wealth of testing experience with AWTSs reported in the l i t e r a t ~ r e . ~ ~  Validation testing 
forms a major part of this experience to determine data quality and limits to the operating envelope. In 
this section, we highlight the important observations to show the current State of the Art in adaptive wall 
research. We discuss 2-D and 3-D testing separately. We review data from various tunnels and where 
possible we include references to allow more detailed study of the results than necessary here. We present 
this data without prejudice. The data comes exclusively from flexible walled test sections because this I 

I design of AWTS is pacing the State of the Art. 
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2-D Testing Results from AWTSs 

Effects of Wall Streamlining in 2-D Testinq 

Figure 16 shows the effects of adjusting the 
flexible walls of a 2-D AWTS on boundary 
interferences. With the flexible walls straight 
(simulating a conventional closed tunnel) the airfoil 
normal force coefficient, Cn, is typical of data with 
large wall interferences. There are considerable 
differences between the straight wall and stream- 
lined wall values. This difference in Cn is a 
demonstration of classical lift interference induced 
by the test section boundaries, since the streamlined 
wall data are  f ree  of top and bottom wall 
interferences. Notice at the zero lift angle (near 
-4.6') the flexible wall shape has no effect on model 
C . This shows the model blockage is small at zero 
lift. We took these data at a subsonic Mach number 
of 0.5. Notice the model experiences stall with the 
flexible wall streamlined. Meanwhile, with the 
flexible walls straight, the model Cn shows no stall 
up to the structural load limit of the model. 

These data are for an advanced cambered 
airfoil tested in the NASA Langley 0.3-m TCT.46 
Notice the high Cn obtained during this test with the 
flexible walls streamlined. The maximum Cn of 
1.54 is the highest ever achieved in any AWTS with 
the walls streamlined. The test section height to 
model chord ratio was a low 1.96 for this test. 

Flexible Wall Effects on Model Data Through Stall 
at Transonic Speeds 

M, - 0.7, Re - I2 million 

1.51 1 

1 

cn .5 

-.5 
-8 -6 -4 - 2  0 2 4 6 a 

Angle of attack. a, degrees 

Fig. 17 - Effects  o f  wall streamlining at Mach 0.7. 

Flexible Wall Effects on Model Data Through Stall 
at Subsonic Speeds 

Moo - 0.5. Rc - 3 million 
2 ,  I 

1.5 

1 

C" 
.5 

0 - - - - - - - - - - - - -  .______---.___________________ 1 E,/ 6 S/llned, Walls - Straight Walls 1 

-.5 -i 
-12 -a -4 0 4 a 12 

Angle of attack, a. degrees 

Fig. 16 - Effects of wall streamlining at Mach 0.5. 

TSWT Schlieren Pictures 
NACA 0012-64 Airfoil : Moo = 0.7 ; a = 4' 

Straight Walls 

Streamlined Walls 

Fig. 18 - Model flow changes with wall adaptation. 
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At transonic speeds the effects of adjusting the flexible walls are significantly different from the 
subsonic case. We show this difference in Figure 17. The onset of compressibility is an important factor 
in this difference. Notice how the lift interference changes sign at an angle of attack of about O S 0 .  This 
is because of the phenomena of test section choking caused by increasing the model blockage. As we 
increase angle of attack, the model blockage increases due to the growth of shocks on the model surface. 
If we increase the angle of attack high enough, the flow channel above the model chokes causing 
significant wall interferences. We show this in Figure 18 with a schlieren icture from the Transonic Self- 
Streamlining Wind Tunnel (TSWT) at the University of Southampton, UK. t 2  

By streamlining the flexible walls we can remove this choking and simulate an interference free 
flow field around the model. Sometimes, as shown here, the model shock changes position and reduces in 
strength. This causes a reduction in lift as for the subsonic case. However, the data in Figure 17 show 
that Cn increases at, for example, an angle of attack of 4O.  This sign change is due to the use of different 
airfoils. (In the schlieren pictures the airfoil is symmetrical; the lift data are from a cambered airfoil.) 

We highlight this point to show how unpredictable boundary interferences can be at transonic 
speeds. This unpredictability is because of the existence of non-linear flow field patches in the test 
section. Hence, the prediction of accurate corrections to the model data is very difficult using 
conventional correction techniques at transonic speeds. 

Notice the straight and streamlined wall Cn data agree at two lifting angles of attack. While the 
values of C agree for these two cases, detailed pressure distributions do not agree. Interestingly, the zero 
lift angles 60 not agree for the two data sets. This shows that the model blockage is not small with the 
flexible walls set straight. At some higher Mach number the test section (with straight walls) will 
completely choke making the setting of higher Mach numbers impossible. However, streamlining the 
flexible walls removes this choking effect and allows us to test at higher Mach numbers. 

I 

The claim that 2-D AWTS data are free of wall interferences requires some qualification. We have 
made many validation tests on well known airfoils to assess the quality of free air simulations in AWTSs. 
Many published data comparisons show AWTS data matching "interference free" data.5 

At Langley, we tried an 
alternative approach. We made an 

residual interferences (we make a 
real time assessment to determine 
if the walls are streamlined) in the 
0.3-m TCT with an AWTS using 
the NASA Langley Wall Inter- 
ference Assessment/Correction 
(WIAC)  procedure^.^^ Figure 19 
shows a plot of model lift coeffi- 
cient, C.L, versus angle of attack 
which is an extract from this 
work. This plot shows how well 
AWTS data for two different size 
NACA 0012 airfoils compare to a 
theoretical prediction of the free 
air result, before and after correc- 
tion for residual interferences. 
The corrections to the AWTS data 
are small and appear unnecessary 
for this case at Mach 0.6. 

I independent assessment of the 

Assessment of Residual Interferences, 0.3-m TCT 
NACA 0012 Airfoil, Moo = 0.6, Re = 9 million 

0 h/c = 0.5, 0 h/c = 1.0 
- Free Air Navier-Stokes Theory 

Corrected Uncorrected 

0, deg 0, deg 
Fig. 19 - Comparison of NACA 0012 airfoil l i f t  for two model 

chords with and without corrections according to the 
WIAC procedure. 
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Also of significance is the agreement between AWTS data using different size models, one has a 
chord twice the other. The larger model has a test section height to chord ratio of 1.0. The comparison of 
model pressure distributions for the different chord airfoils is equally good. These and other46 
observations that the AWTS data are independent of model size further support the claim that the AWTS 
data are free of wall interferences. 

2-D Testinp. with Sonic Flow at the Test Section 

Figure 20 shows wall streamlining for 
a 2-D airfoil in a fully choked test section is 
possible. The montage of real and imaginary 
flow fields comprises a schlieren picture of 
the test section flow at the airfoil. Shown 
with this picture are the outlines of the 
supercritical patches in the imaginary flow 
field outside the flexible walls. In the test 
section flow both airfoil shocks reach the 
flexible walls. The montage shows how well 
the flow fields match at the flexible wall 
interfaces to satisfy the free air streamlining 
criterion. This good match, particularly about 
the shock locations and sonic points, is an 
indication of good wall streamlining. 

Researchers made this demonstration 
in TSWT at the University of Southampton 
during 1986.47 The test section height to 
chord ratio for this test is 1.5. They used a 
modern Transonic Small Perturbation (TSP) 
code to calculate the imaginary flows. They 
found an uncomplicated procedure for wall 
streamlining. The wall adjustment procedure 
used here is a more sophisticated version of 
Judd’s method, which includes TSP and wall 
boundary layer calculations. 

Walls 

CA 0012-64 Airfoil 

Moo = 0.89, 01 = 4 O  

I 
L 
I 

Jack # 

An important observation from these 
tests is the non-existence of shock reflections 
from the flexible wall. For Some time skeptics 
considered the potential of shock reflections 

Fig.  20 - Montage real and ;magi,rary f l o w  j ields.  

as a serious limit to Mach number. Until the oblique bow shock 
appears ahead of the model near Mach 1.0, there cannot be any reflection problems. Even when an 
oblique shock appears, there is every indication that any reflections can be at least directed away from the 
model by a suitable wall curvature. 

We now know this is not the case. 

Effect of Commessibilitv on Flexible Wall Contours in 2-D Testing 

So far, we have only looked at the airfoil data. It is also important to look at the wall contours 
required for streamlining, because we determine these contours without reference to the model. The wall 
contours should show expected aerodynamic trends if the wall adjustment procedure is working well. 

A very graphic example of aerodynamic trends is the effect of compressibility on the wall 
contours. The plot in Figure 21 shows TSWT wall contours for two Mach numbers, one subsonic and one 
tran~onic.’~ The model, a NACA 0012-64 airfoil, was at a fixed angle of attack of about 4’. The 
subsonic contours show lift induced upwash ahead of the model and a small model wake shown by the 
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0.4 - flow separations on the model. The exaggerated 
wall deflection scale helps to amplify the effects of 
compressibility on the wall contours. We expected 
these effects. This finding adds to our confidence 
in the wall adjustment procedure of Judd et al. 

0 . 2 -  
Wall 

deflection, 
inches These wall contours show the poor 

speeds. This poor performance requires more 
severe flexible wall curvature for streamlining 
which could limit the test envelope. Better 

0 -  performance of the NACA 0012-64 airfoil at high 

dependent. We raise this point because it  does 
complicate the AWTS design process. Fig. 21 - TSWT streamline wall contours at two 

I Mach numbers. 

I \  M, 
I \  ]-- 0.50 - 

. 0 '&-WALL - - - -  
\ 'MODEL' 

BOTTOM W A L L  - - - -1 - - - .- \ 

\ /  

'-/ 

I Effect of Model Lift on Flexible Wall Contours in 2-D Testing 

Effect of Model Lift on Flexible Wall Contours 

0.3-m TCT, Advanced Cambered Airfoil, Moo = 0.5, Rc = 3 million 

Figure 22 shows the upwash ahead of a lifting 
airfoil in the family of top wall (ceiling) contours. 
In this plot, we increase the model normal force 

As Cn 
increases, so does the wall deflection. This increasing 

- 1 . 2 4 0  deflection is due to increasing model upwash and an 

cD coefficient, Cn, from near zero to 1.537. 
4 1 537 

* 1.425 

1 .z 

1 

m + 1.046 expanding model wake associated with drag rise. 
r --c 0.818 

+ 0.594 We again emphasize that we determine these 
contours experimentally without reference to the 
model. We show here data for a subsonic case to 

D avoid complication of the wall contours associated 
1 .4 

2 .a .- 
i + 0.347 

+ 0.081 u 

PI 

.- 
a 

- - 
0 with the onset of compressibility. Each wall contour 

This family of contours shows the usefulness 
-30 -20 -10 0 10 20 30 of using streamlined wall contours for a lower angle 

fits into the family of shapes as expected. -I 

.2 

0 

of attack as initial contours for a higher angle of 
attack. The closer the initial wall contours are to the 
streamline shape, the quicker  the streamlining 
procedure. This is because of reduced physical 

movement and reduced iterations within the streamlining procedure. In a series of tunnel tests over a 
range of angle of attack, the change in angle of attack between successive tests is probably up to 2'. This 
is equivalent to the interval between wall contours shown here. In this case, the choice of the streamlined 
contours for the last test as the initial contours for the next test is ideal. 

Station relotive to  model 1 1 4  chord p t . .  inches 

~ i ~ ,  22 - ~ ~ ~ i l , ,  streamline wall shapes with 
increasing model l i f t .  

Unfortunately, the effects of compressibility and operational requirements complicate this selection 
of initial contours. At transonic speeds, it is better to select streamline contours for a lower Mach number 
at the same angle of attack. We achieve operational flexibility by building a library of wall contours and, 
when necessary, calculating theoretical wall contours for a required set of test  condition^.^' So initial wall 
shapes are available for any sequence of test conditions. 
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2-D Testinn Obse rvations 

There is a significant reduction of wall interferences by using AWTSs. We have foi nd n ) 

problems with testing an airfoil through stall (no wall shape induced model hysteresis present). Different 
size models of the same section give the same results without correction, showing we have removed 
different levels of wall interferences in each case. Unfortunately, hardware limitations now restrict the 
test envelope for large airfoils (chords larger than 75 percent of test section height). Therefore, broader 
comparisons of data from different size models are not possible Data repeatability is very good. 

We have observed that the model wake in the 0.3-m TCT with an AWTS shows minimal spanwise 
variation. We speculate that the secondary flows at the airfoil-sidewall junction are small and boundary 
interferences are minimized. There is every indication the flow in the test section is an excellent 
simulation of a 2-D free air flow field. 

Aerodynamic limits to free stream Mach number will occur if there are shock wave reflections on 
to the model. Researchers have made 2-D tests close to Mach l.047 and some limited tests at Mach ~ 2 . ~ '  
We have not yet encountered any fundamental limit to Mach number. However, the usefulness of 2-D 
testing in the supersonic regime may be only academic, providing experience leading to production 
supersonic 3-D testing. 

The time attributed to wall streamlining should be small and is less than 2 minutes for a good 
operating s stem. Researchers have proposed some improvements to the wall adjustment procedure of 
Judd et al!' These improvements are for testing of large models at transonic speeds (when the wall slopes 
are not small) and for simpler selection of initial wall shapes. We have taken up  to 50 data points in an 8- 
hour work shift. The most time consuming operation in our 0.3-m TCT with an AWTS46 is the drag rake 
operation. Our experience shows production type testing is now possible with AWTSs. 

3-D Testing Results from AWTSs 

Effects of Wall Streamlining in 3-D Testing 

Mach Number Distribution on a Three-Dimensional Model 

MaD = 0.7 

-1 2 

a - 2' 
M, = 0.8 

P 
'I 

Q 

Q 
rb. 

- 
0 0.2 0.4 0.6 0.8 1.0 0 0.2 0.b 0.6 0.8 

Position X/L 
/7 Position X/L 

0 

@ TU-BtrIin, 8 wallr rtreamlined 
0 TU-Berlin, 8 wallr rtraight 
V T2-Touloure, 2 wallr rtreamlined 

n Pressure tap positions 0 TH-Aachtn, "Interference Free" 

Fig. 23 - Mach number distributions on a 3 - 0  canard model. 
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Figure 23 shows pressure data measured on a 
canard model of low aspect ratio (see Figure 24). 
Researchers have tested this model in several tunnels 
at free stream Mach numbers of 0.7 and 0.8. 
Stagnation conditions were ambient. There are two 
data sets from the TU-Berlin octagonal AWTS.39 
One set is with the eight flexible walls streamlined 
according to a 3-D wall adjustment procedure of 
Reb~tock .~ '  The other set is with the eight walls set 
straight.  T h e  two sets show the levels of 
interference removed by wall streamlining. Also 
shown is a data set from the ONERA/CERT T2 
tunnel, which has a larger AWTS with two flexible 
walls.50 For this data set, researchers streamlined 
the flexible walls according to a 3-D wall Fig. 24 - Canard model mounted in the 
a d j u s t m e n t  p r o c e d u r e  of  W e d e m e y e r  a n d  TU-Berlin octagonal A WTS. 
L a m a r ~ h e . ~ ~  We show the data from TH-Aachen as 
"interference free" data, 
since the model was very 
small in this tunnel. The 
comparison between the 
streamlined wall data and 
the "interference free" 
data is excellent. This 
observation is good for 
the adaptive wall testing 
technique but also shows 
that two flexible walls 
may be as good as eight. 

0 

Figure 25 shows a c, 

c o m p a r i s o n  o f  l i f t  2 
coefficient, C,, and drag a f 
coefficient, C,, for the 
same canard model as 
before. We compare data I 

sets from the octagonal 
AWTS and the T2 AWTS 

N. 

- I '  

Tbree-Dimensional Canard Model, Moo E 0.7 

Z C b 0  - 
Angle of attack, a, deg with stream lined walls, 

tonether with ref e re nce 
Angle of attack, a, deg 

data from TH-Aachen. Fig. 25 - Comparison of force data from three tests o f  the canard model. 

The comparison of lift coefficient is reasonable. The T2 data agrees slightly better with the 
reference data at the higher angles of attack. However, the differences are small and the data from the 
two AWTS show minimal boundary interferences. This is despite the fact neither AWTS is able to provide 
perfect control of its test section boundaries in three-dimensions. Model size and type probably have a 
strong influence on this, since real-time data on 3-D models in an AWTS should require residual 
corrections. Unfortunately, no publicized AWTS tests have had severe enough test conditions to leave 
significant residual interferences in the model data, after wall streamlining. 

We find a similar comparison to the drag data. Again the T2 data agree slightly better with the 
reference data at the higher QS. We can explain this weak tendency for the TU-Berlin data to differ at 
high Q as a blockage effect because of the large relative size of the model in the octagonal AWTS (see 
Figure 24). The nominal blockage of the canard model is 1.3 percent in the octagonal AWTS (the largest 
reported blockage in a 3-D AWTS test with a non-axisymmetric model) and 0.18 percent in the T2 AWTS. 
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Flexible Wall Contours for 3-D Tests 

The flexible walls of the TU-Berlin 
octagonal AWTS are usually streamlined after two 
iterations starting from straight. We depict an 
example of the required wall shapes in Figure 26 for 
the top wall only. Notice the large wall deflections 
necessary downstream of the canard model. These 
deflections are  necessary to accommodate the 
downwash generated by this high lift configuration. 

Interestingly, researchers obtained similar 
streamlined wall shapes shown in Figure 27 in the 
ONERA/CERT T2 AWTS with just two flexible 
walls. They obtained these wall contours during 
tests of a liftin half model mounted on one sidewall 
of the AWTS.4' The free stream Mach number was 
0.6. The aerodynamically straight wall contours 
generate a constant Mach number distribution along 
the empty test section at Mach 0.6. We use these 
contours as a reference. They determined the 
streamlined wall contours by using the 3-D wall 
adjustment procedure of Wedemeyer and Lamarche. 

For comparison, we also 
show wall shapes found 
u s i n g  a 2 - D  w a l l  
adjustment procedure. 
There is a fundamental 
difference be tween 2- D 
and  3 - D  procedures .  
T h e  2 - D  p r o c e d u r e  
attempts the impossible, 
that is to remove 3-D 
wall interferences in a 
2-D sense. Meanwhile, 
t h e  3 - D  p r o c e d u r e  
attempts to modify the 
3-D wall interferences so 
they become correctable. 
This difference causes 
the prediction of differ- 
ent wall contours with 
the same test conditions 
and model in the tunnel. 

From a designer's 
po in t  of v iew,  t h e  
general wall shapes for 
streamlining in a 3-D 
test pose some problems. 

Jack Number on Top Wall 

0.6 

0.4 
h ; 0.2 
v 

c 0.0 
0 .- 
U : -0.2 c 
6 -0 ,4 - - .  --e plane 
Y 

c, 
-0 1. Iteration 

-x- 2.+3. Iteration 
$ -0.6--, 

-0.8 

-1.0 I I I I 
Canard Model Test - Mm = 0.7 ; a = 7" 

Fig. 26 - Convergence of the top wall contours 
during a typical 3-0 test in the TU- 
Berlin octagonal AWTS. 
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----* 2-D Strategy Contour 
Aero. Straight Contour E 

E 

3-D Strategy Contour 
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Fig. 27 - Floor and ceiling wall contours from the ONERA/CERT T2 
Tunnel during 3 - 0  tests using 2- and 3 - 0  wall adjustmerit 
procedures. 

The downstream movements of the flexible walls required for streamlining tend to be large compared with 
movements encountered in 2-D testing. This movement requirement will make necessary a more 
complicated fairing arrangement between the downstream end of the test section and the rigid tunnel 
circuit, if we are not to restrict the test envelope or model size. 



SuDersonic Tests in a 3-D AWTS 

Figure 28 shows pressure distributions on a cone-cylinder at Mach 1.2. DFVLR Gottingen made 
these tests in their rubber tube DAM AWTS.'* We show two pressure distributions, one before wall 
adaptation and one after. This adaptation involved the calculation of adjustments to the rubber tube at 
one streamwise location to absorb expansion and compression waves. 

IS- 1 institute i Wmdlunnel i Blocka g e 1 
- A E D C  PWTperforated 0,008'1. 

Y D F V L R  Rubbertubemtadap 2,0% 

of-' OO 

P - 
PO 

I 1 I I I 
IO e r i d  0 2 c 6 

AY 
mm A 

Segment 
6 7 8 -. 

IO 
0 , 

I I I 1 I 

IO e r l d  
0 2 L 6 

Cp distribution before adaptation Cp distribution after adaptation 
Wall displacement, AY = 3.5 mm at 6th segment 

Fig.  28 - 3 - 0  Supersonic Tests in the DFVLR DAM rubber tube AWTS. 

Shown with the DFVLR data is reference data from the AEDC PWT tunnel with a very small 
model. Hence, we can consider this data as "interference free." With the rubber tube straight, there is a 
reflection of the model bow shock onto the model at x/d = 5.0. We see this interference as a local pressure 
rise on the model. Wall adaptation significantly reduces this interference. 

The researchers at DFVLR did not design this AWTS for supersonic testing. Therefore, finer wall 
adjustments would only be possible if the wall jacks were closer together. However, a remarkable 
reduction of wall interference is possible with coarse wall adaptation. There would seem to be no 
fundamental limit to the use of flexible walls at supersonic speeds. 

3-D Testinn Obse rvations 

Reported validation tests" support the claim of minimized wall interferences in 3-D testing using 
an AWTS. However, the interferences present before any wall adaptation are already small because of the 
low blockage of 3-D models. This observation highlights the need for improved accuracy in the wall 
streamlining and makes operation of an AWTS more prone to measurement error. We can improve this 
situation by using more accurate instrumentation to refine our definition of the test section boundary 
conditions. Alternatively, we can scale up the complete test section and maintain the same measurement 
accuracy. In addition, we can increase the model disturbances in the test section by using larger models or 
testing only at high speeds. However, further research is necessary to determine just how large a 3-D 
model we can successfully test. 

There are limits to the claim of minimized wall interferences in 3-D testing. The most significant 
This hardware limit severely 

In addition, the cross-sectional dimensions of current AWTSs with the test section 
limit found in all present AWTSs is flexible wall movement capabilities. 
restricts model lift. 



height roughly equal to the width unnecessarily restricts the size of non-axisymmetric lifting models. The 
only way to physically increase model blockage above the conventional 0.5 percent limit is to use low 
aspect ratio models. (We usually limit the model span to 65 percent of the test section width.) Thus, there 
is a need for special 3-D AWTSs of perhaps rectangular cross-section designed with a better understanding 
of the adaptive wall requirements. 

The wall adjustment procedures for 3-D testing are still in a development stage. The need for 
faster and larger capacity mini-computers for real time 3-D computations is now satisfied. However, the 
total computing power required for 3-D tests in an AWTS is still equivalent to that required for using a 
conventional test section and computing off-line wall interference corrections. Several important 
questions about the wall adjustment procedures remain unanswered. How many wall pressure 
measurements are necessary to adequately define the test section boundaries? Also, where on the model is 
it best to minimize the wall interferences? We need further research to resolve these questions. 

We have not found any aerodynamic limits to the minimization of boundary interferences. 
Preliminary tests at low supersonic speeds show we can use flexible walled AWTSs to remove oblique 
shock reflections onto the model. There is every indication routine testing at supersonic speeds is possible, 
although we have yet to show this. 

Alas, the experience with 3-D testing still lags 2-D work. At present, no one uses an AWTS in 
production type 3-D testing. Researchers have made many 3-D validation tests over the years but have 
been unable to evaluate the operating envelope for 3-D AWTSs. So, many questions about 3-D testing in 
AWTSs remain unanswered. 

The Future? 

The development of AWTSs for 2-D testing has reached an important stage. Routine operation for 
current production 2-D testing envelopes is possible. We can test large models successfully to obtain 
significant increases in chord Reynolds number. The use of adaptive wall technologies in routine 2-D 
testing is a reality and the advantages are available to all. 

The experience with 2-D testing has provided an important stepping stone to 3-D testing. 
Nevertheless, the progress of adaptive wall research in 3-D testing has not been very rapid. The reasons 
are not clear, but the availability of computers to carry out real-time 3-D flow computations may be a 
significant factor. Also, considerable 3-D AWTS research effort has gone into developing a wide range of 
complex AWTS designs, when it now appears the simpler 2-D design may well be adequate. (In hindsight, 
this effort appears unnecessary but the contribution to overall knowledge is nevertheless important.) 

Several research centers are now pursuing the development of AWTSs for 3-D testing. Researchers 
need to probe the operating limits of the adaptive wall testing technique in 3-D testing. Then we can use 
the best methods to achieve specific test objectives and to demonstrate all the AWTS advantages. Only 
after these actions will there be any hope of removing the apparent unwillingness of the wind tunnel 
community to accept adaptive wall technologies. (This unwillingness is presumably linked to a phobia 
about the increased test section complexity associated with an AWTS.) Use of adaptive wall testing 
techniques can significantly raise the quality of wind tunnel data above current levels in several important 
areas. To achieve perfection, we must make full use of advanced technologies available to us. 
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TABLE 16. - ADAPTIVE WALL TEST SECTIONS CURRENTLY IN USE 

Organization 

An'zona 
University *** 

DNLR *** 

Cenova 
University ** 

Cenova 
university ** 

NASA Amas ** 

NASA Amas e 

NASA Langley 

N P Univ. ** 
Xian, China 

** 

ONERA/CERT 

ONERA e 

e 

RPI ** 

RPI U 

Southarnpton 
University 0 

Southampton 
University e 

Sverdrup rn 
Technology 

Tech. Univ. 
Berlin e 

Tech. Univ. 
Berlin *** 
Umberto 
Nobile ** 

Tunnel 

HUT 

HKC 

Low Defl 
Cascade 

High Def 
Cascade 

2x2 ft 

HRC-2 

0.3-rn 
TCT 

Low 
speed 

T.2 

S X h  

3x8 

3x1 5 

SSWT 

TSWT 

AWAT 

ID 

m 

FWWT 

- - 2D Capabilky 
*- - 30 Capabilky 

X-Section 
(h x w) rn 

0.51 
Square 

0.75 
Square 

0.2x0.05 
Rectangular 

0.2x0.05 
Rectangular 

0.61 
Squaru 

0.61x0.41 
Rectangular 

0.33 
Square 

0.256x0.15 
Rectangular 

0.37x0.39 
Rectangular 

0.3 
Square 

0.20x0.07 
Rectangular 

0.39x0.07 
Rectangular 

1.1 52~0.305 
Rectangular 

0.15 
quam 

0.305x0.61 
Rectangular 

0.15 
Square 

0.15x0.18 
Octagonal 

0.2 
Square 

Length 
rn 

0.914 

2.40 

1.58 

1.6 

1.53 

2.79 

1.41 7 

1.3 

1.32 

? 

0.6 

? 

0.697 

1.12 

2.438 

0.99 

0.83 

1 .o 

Approx. 
Max. 

loch Nc 

0.2 

>1.2 

>.9 

>.9 

>.85 

>.8 

>1.1 

0.12 

>1.0 

1.2 

0.86 

0.8 

0.1 

>1 .o 

0.2 

>1 .o 

>1.0 

0.6 

ApProX. 
Max R c  
rnlllions 

1 

1 

2 

30 

120 

0.50 

30 

0.38 

2.5 

2 

3.5 

Walls 

2 -  
of Venetian 

Blinds 
2 Solid 

2 flexlble 
2 Solid 

2 flexible 
2 Solid 

2 flexible 
2 Solid 

2 Slotted 
2 Solid 

2 flexible 
2 Solid 

2 flexible 
2 Solid 

2 Flexible 
2 Solid 

2 flexible 
2 Solld 

1 Multiplate 
3 Solid 

1 flexible 
3 Solid 

2 flexible 
2 Solid 

2 Fiexible 
2 Solid 

2 Flexible 
2 Solid 

3 Multi- 
lextble Slats 
1 Solid 

2 flexible 
2 Solid 

8 Flexible 

2 Flexible 
2 Solid 

0 - 2D and 50 Capabmty 

Adaptation 
Control 

16 Panels of 
Vanes and 
a Varlable 

Angle Nozzle 

? Jacksflail 

33 Jacks/Wall 

13 Jacks-Ceiling 
26 Jacks-floor 

32 PCCs/Wall 

7 Jacksfloll 

18 Jacks/Wall 

19 Jacks/Wall 

16 Jacks/Wall 

Transverse 
Sliding Plates 

6 Jacka 

?? Jackafiall 

15 Jacks/lNall 

19 Jacksfiall 

02 Jacks-Ceiling 
51 Jacks/SIdewall 

13 Jackr/Wall 

78 Jacks Total 

18 Jacb/Wall 

Remarks 

Issue 3 

Issue 4 

Issues 
1 /2/3/4/5 

Issues 2/5 

Issue 2 

400 Swept 

Issue 1/3 

Wing Panel 

Issue 6 

S.W.D. Wolf 
PCC - P h u m  Chamber Compartments November 1987 

Note - The Remarks refer to issues of the Adaptive W a l l  Newsletter (published quarterly by the 
Experimental Techniques Branch, LaRC) in which we have published related articles. 
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MAGNETIC SUSPENSION AND BALANCE SYSTEMS 

The first known wind tunnel Magnetic Suspension and Balance System (MSBS) was reported by 
ONERA in 1957. Since then 15 further systems have been constructed by 11 organizations around the 
world. Figure 29 
highlights some milestones in MSBS development. The intense research activity in the 1960s faded due to 
the apparent difficulties and expense of building a large MSBS. Recent developments in the fields of 
large-scale applications of superconductors, advanced position and attitude sensors, and digital control 
systems have greatly enhanced the feasibility of a large MSBS. Research activity has therefore increased 
with two MSBSs operational at NASA Langley, two in England, one in Japan, and rising interest in other 
countries. 

Five systems are currently active and each will be reviewed briefly in this paper. 

Technical Background 

Fig. 29 - History of MSBS development. 

The operating principles of MSBSs have 
been widely documented elsewhere and will not 
be repeated in this paper.51 The principal 
attraction of MSBSs is, of course, the complete 
elimination of support  interference.  This 
problem, illustrated in Figure 30, can otherwise 
be particularly difficult in the transonic regime. 
Secondary benefits are the freedom to rapidly 
select model attitudes over a wide range and the 
possibility of more sophisticated and versatile 
dynamic testing than previously feasible. 

.Trim & tail loads 

0 u -1 -2 i, 

I 1 1 
0 5 IO 

a 

Fig. 30 - Examples of model support problems. 
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United States 
NASA Langley Research Center 
13 inch MSBS 

This system was originally built at the Arnold Engineering Development Center (AEDC) in the 
mid 1 9 6 0 ~ . ' ~  It was moved to NASA Langley in 1979 and has been progressively modified since then. 
In fact, of the original hardware, only the axial electromagnet and the support structure remain. The 
comments below relate to the present configuration. 

Five electromagnets are arranged in a so-called V configuration, illustrated in Figure 31. The 
four vertical electromagnets are uncooled copper windings on laminated iron cores. The single water- 
cooled axial electromagnet is air cored. Model position and attitude is detected by an optical system 
based on solid-state, linear photodiode arrays. The control system is implemented with a PDP 11/73 
minicomputer. A low 
speed open circuit wind tunnel (maximum Mach 0.5) is installed. Figure 32 shows a schematic diagram 
of important hardware. Figure 33 shows a recent test in progress viewed from the control room. 

Each electromagnet is fed from a bipolar thyristor power supply rated at 16kW. 

Detail of electromagnet configuration 

Con tro 1 
Room 

Fig.  31 - N A S A  Langley Research Center 13 inch MSBS. 

Shunts 

A r i d  elcclro- 

minicomputer 

system controller 

Fig. 32 - Schematic of 13 inch MSBS. F ig .  33 - View from control room. 
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NASA Langley Research Center 
6 incfi MSBS 

T h i s  s y s t e m  w a s  . b u i l t  a t  t h e  
Massachusetts Institute of Technology in the 
lale 4960s.'' It was moved to NASA Langley 
and is operational in more or less its original 
form, shown in Figure 34. There are 16 
separate water-cooled copper electromagnets 
supplied from a mix of thyristor, thyratron, and 
m o t o r - g e n e r a t o r  p o w e r  s u p p l i e s .  S i x -  
component control is possible with an AC roll 
control scheme. Perhaps the most notable 
design feature is the use of an Electromagnetic 
Position (and attitude) Sensor (EPS). Upgrading 
of EPS electronics is under way. A digital 
controller has been ordered and replacement of 
the power supplies is anticipated soon. 

Fig. 34 - N A S A  Langley Research Center 6 inch MSBS 

Great Britain 
University of Southampton 
7 inch MSBS 

Original construction of this system started in the mid 1960s. In its initial form it  was used in 
low-speed, supersonic, and low-speed cryogenic wind tunnels. Extensive modifications were made i n  
the early 1980s, including a fully symmetric electromagnet configuration, shown in Figure 35, and a 
digital c~ntrol ler . '~  The system is now installed in a purpose-built low-speed (M=0.3) wind tunnel. 
Electromagnets are uncooled copper windings, mostly using laminated iron cores, fed from bipolar 
transistor power supplies with a PDP 11/84 
minicomputer based control system. An elaborate 
position sensing system, based on linear photodiode 
arrays, is presently installed to permit suspension up 
to 90' angle of attack. Previous achievements in 
high angle of attack suspension are shown in Figure 
36. 

Fig.  35 - Southampton MSBS con figuration. Fig.  36 - High angle o f  attack suspension. 
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Oxford University 
3 inch MSBS 

For several years this MSBS has 
been in regular use measuring drag on 
small cone models in hypersonic low- 
density flows.54 Figure 37 shows the 
system being prepared for a test. The 
system is simple in design, using eight 
water-cooled copper electromagnets for 
3 O  of freedom control. Lateral motions 
a r e  p a s s i v e l y  s t a b i l i z e d  by s p e c i a l  
contoured pole pieces alongside the test 
section. A n  optical  position sensing 
system and an analogue controller are 
used. Modifications are being studied to 
extend the angle of attack range for 
future testing. 

Japan 
National Aerospace Laboratory 
4 inch MSBS 

Fig. 37 - Oxford University MSBS.  

This system became operational in 1987. It is designed for 6 O  of freedom control but has 
apparently been used in 3 O  up to the present time. Ten electromagnets are arranged in a fairly symmetric 
configuration as illustrated in Figure 38. Model position and attitude sensing is carried out by a specially 
built camera assembly, comprising three linear photodiode arrays, illustrated in Figure 39. The camera 
operates in a passive mode, not requiring collimated z 
light beams as used in other MSBSs. Current plans are I 
to install the system in a small, transonic cryogenic Y q@ dX. 
wind tunnel in the near future. 

I 

Fig. 38 - N A L  MSBS configuration. 

Recent Aerodynamic Test Results Fig. 39 - N A L  position sensor. 

The NASA Langley 13 inch MSBS has been used for drag measurements on two laminar flow bodies of 
revolution (Hansen & Hoyt and Boltz). Preliminary testing of a family of slanted-base ogive cylinder 
models has been completed. Further tests will include sting interference assessment. The Southampton 
MSBS has also recently tested the Boltz body of revolution. High angle of attack tests of ogive-cylinder 
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or similar models should begin at Southampton shortly. Hypersonic aerodynamic studies of cones at 
small angles of attack are planned at Oxford. The test program for the NAL MSBS is not known at this 
time. The NASA Langley 6 inch MSBS is devoted mainly to instrumentation development. 

Large System Design 

Three major design studies of large MSBSs have been completed.55i56p57 Two of these are 
illustrated in Figure 40. All were targeted to an 8-foot, atmospheric, transonic tunnel. All studies 
concluded that the systems were technically feasible, though some care in design and specification is 
necessary to maintain reasonable costs. Latest studies indicate that the target system could be built for 
around $20 million. An industry survey revealed widespread support for continued MSBS development, 
focusing particularly on the transonic a p p l i ~ a t i o n . ~ ~  

Fig. 40 - Large MSBS design studies. 

New technology will continue to have an 
impact on the cost and usefulness of MSBSs. High 
angle of attack suspension methodology continues to 
advance at Southampton. Digital control systems are 
under widespread de~elopment.~’ The demon- 
stration of a prototype superconducting solenoid 

Fig. 41 - Superconducting 
solenoid model core. 

6-  COMPONtNT 1- STRAIN-GAGE B A L A N C t  STINGEND 1 ADAPT t R 
model core, shown in Figure 41,60 confirms the 
feasibility of this concept for large MSBSs where a 
significant reduction in electromagnet size can result 
from its use. New approaches to the problem of 
force and moment calibration are being pursued, 
including on-board strain-gage balance systems with 
data telemetry, illustrated in Figure 42.61 High 
temperature superconductors may have a dramatic 
impact on the design and cost of a large MSBS, 
though it should be stressed that large MSBSs are 
feasible without these materials. 

MODEL LOAUING 
POINTS 

Fig. 42 - Internal strain-gage balance. 
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CONCLUDING REMARKS 

This survey paper covered cryogenic wind tunnels, adaptive wall test sections, and magnetic 
suspension and balance systems (MSBS). With a cryogenic tunnel researchers can test at flight Reynolds 
numbers. Having a test section with adaptive walls eliminates or greatly reduces wall interference effects. 
Using magnetic suspension of the model eliminates support interference effects. 

Cryogenic tunnels are finding wide acceptance and use. The future for large cryogenic tunnels 
seems assured with the U.S. NTF and the KKK in operation and the ETW under final design. 

Adaptive wall test sections are also finding wide acceptance and use. One remaining question is 
how complex the walls need to be for adaptation for 3-dimensional models. The next year or so will see 
this question resolved. Then we will see adaptive wall test sections in new wind tunnels as well as being 
retro-fitted in existing tunnels. 

Magnetic suspension and balance systems are slower to find acceptance and application than either 
cryogenic tunnels or adaptive walls. One reason for this is the complexity of MSBS. Another is the limita- 
tion on size that existed before the development of so-called ac superconductors. The small systems now 
in use offer a glimpse of the tremendous potential of MSBS. The technology for building a large (8 foot 
or bigger) MSBS is now in hand. The building of large systems is just a matter of time. 

The development of advanced test techniques is steadily moving forward. We now have the ability 
to test at flight Reynolds number free of both wall and support interference. The future for wind tunnel 
testing is bright. 
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ABSTRACT 

Nonintrusive measurements have been made of a normal shock wave/boundary-layer 
interaction. Two-dimensional measurements were made throughout the interaction region 
while three-dimensional measurements were made in the vicinity of the shock wave. The 
measurements were made in the corner of the test section of a continuous supersonic 
wind tunnel in which a normal shock wave had been stabilized. 
measurement and flow visualization techniques were employed for two freestream Mach 
number test cases: The former contained separated flow regions and a 
system of shock waves. The latter was found to be far less complicated. The reported 
results define the flowfield structure in detail for each case. 

* LDA, surface pressure 

1.6 and 1.3. 

INTRODUCTION 

Normal shock wave/turbulent boundary-layer interactions occur in a number of 
important high-speed flow applications. These include, for example, flows within 
turbomachines, transonic flows over wings and external surfaces, and supersonic flows 
within inlet systems. 
application. 

The present investigation is relevant to the latter 

It is well known that large pressure gradients associated with shock-boundary-layer 
interactions have the potential of producing large regions of separated flow. 
in turn, can cause a substantial degradation of inlet performance. Consequently, to 
design improved high-speed flow components, where normal shocks occur, a thorough 
understanding of the flow physics and the capability to compute the interaction is 
necessary. 
with the exception of purely axisymmetric flows, normal shock-boundary-layer 
interactions are three-dimensional. 

These, 

This is made more difficult by the fact that in internal flow applications 

In this investigation a normal shock wave was stabilized in a square wind tunnel 
test section and was allowed to freely interact with the naturally occurring tunnel 
sidewall boundary layers. 
measurements in the corner of the test section in order to determine the flowfield 
associated with the interaction. 

The emphasis was in making nonintrusive three-dimensional 

Two-dimensional measurements (of u and v) were made throughout the flowfield. The 
third component (w) was measured only in the corner near the the shock, where it was 
* Laser-Doppler anemometry(LDA1. 
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expected to be significant. 
contours in addition to secondary flow vector plots where the z component (w) was 
measured. 
is expected to be small due to the small flow angles encountered. 

The results will be presented in the form of Mach number 

The effect of the third component on the Mach number, where w was measured, 

Two entirely different flow structures are known to exist for two-dimensional flows 
at freestream Mach numbers of 1.6 and 1.3. In addition, the Mach 1.3 flow is known to 
be near the limit for the onset of separation. 
f o r  any computational scheme which aims to provide accurate internal compressible 
flowfield predictive capability would be to model these two flow structures. 

It is thought that the ultimate test 

Previous work has been limited to two-dimensional interactions either along the 
center plane of rectangular flow geometries or to axisymmetric configurations, (refs 
1-15). Moreover, much of the existing data was obtained with pitot pressure probes. 
The sensitivity of the normal shock to these intrusive measurement techniques has 
limited the progress in the study of these flows. 

Seddon (ref. 1).  used static pressure probes to produce the benchmark model of the 
two-dimensional interaction shown in Fig. 1. Two-dimensional investigations by 
Abbiss, et al. (ref. 14) and East (ref. 15) have employed laser-Doppler anemometry 
(LDA). However, in addition to being two-dimensional, the scope of these 
investigations were limited to the interaction region only and did not describe the 
flowfield far downstream of the interaction. 

In the following, the experimental apparatus employed, as well as the various 
measurements made during the course of the tests will be described. 
experimental uncertainty in the measured data are made. 
visualization investigation, from surface pressure measurements and from LDA flowfield 
surveys are presented and discussed. 

Estimates of the 
Finally, results from a flow I 

NOMENCLATURE 

aij 

at 
e 
k 
M 
N 

I S 

u,v.w 

Z C  

7 
A 
e 
4 
subscripts 
u.v,w 
1 J . 3  

elements of a 3 x 3 calibration matrix used to convert the measured 
LDA velocity components into orthogonal values. 
speed of sound based on total temperature. 
error. 
ratio of specific heats. 
Mach number. 
number of LDA realizations per channel. 
estimate of the standard deviation. 
orthogonal time averaged, velocity components along the x,y and 
z directions. 
confidence coefficient. 
flow angle in the x-y plane. 
error or change appearing in the parentheses. 
angle in the x-y plane between the x axis and LDA channels 1 and 2 .  
angle in the x-z plane between the x axis and channel 3. 

refers to the x.y or z velocity components. 
LDA channel number. 

742 



EXPERIMENTAL MEASUREMENTS AND EqUIPMENT 

Facility 
A normal shock wave was stabilized in the test section of the NASA Lewis Research 

Center's 30.5cm x 30.5cm (1 foot x 1 foot) supersonic wind tunnel, which is an open 
circuit, continuous-flow facility, Fig. 2. Tests were performed at nominal freestream 
Mach numbers of 1.6 and 1.3. 
in the diffuser approximately 1.2 meters (4 feet) downstream of the wind tunnel test 
section. A schematic of the coordinate system used in the investigation is shown in 
Fig. 3. 
inches). 
layers. 

The shock was established by placing a conical obstacle 

In both test cases, the freestream shock was maintained at x = lOcm (3.9 

The flow Reynolds number for both tests was 15 x 106/meter. 
The shock interacted with the naturally occurring tunnel wall boundary 

A preliminary schlieren investigation indicated high-frequency oscillations in the 
shock wave location. 
caused by the inherent instability of a normal shock in a constant area duct. In 
addition, the oscillation may be exacerbated by the turbulence of the approaching 
boundary layer as well as disturbances arising in the separation regions which emanate 
within the boundary layer throughout the interaction region. 
oscillated about its mean location with a magnitude of approximately kl cm  (0.4 
inches). 
blockage as required. These oscillations manifested themselves in the form of bimodal 
histograms that were obtained during LDA surveys near the shock. 
location was monitored by wall surface static pressure measurements (time smoothed) in 
order to assure that there was no movement of the shock during the lengthy flowfield 
surveys. 

This was suspected from previous studies and is thought to be 

The shock position 

Its mean location could be adjusted or maintained by actuation of the cone 

The mean shock 

The tunnel total pressure was maintained at 103.4 and 97.9 kPa (15.0 and 14.2 psia) 
for the 1.6 and 1.3 cases respectively. 
20°C (50 and 70°F) throughout the tests. 

The total temperature varied between 10 and 

Flow Visualization 

oil flow visualization techniques. Collectively, these two qualitative techniques 
provide valuable insight into the flow physics. 

qualitative measurements of the interaction were made with schlieren and surface 

Floor Static Pressure Measurements 

locations. 
monitor the shock location during the tests in addition to providing important 
pressure recovery information. 

Static pressure measurements were made across the floor of the test section at 72 
These measurements were used to demonstrate flow symmetry as well as to 

The Laser Anemometer 

plane and w along the optical axis. 
off-axis forward scatter. 
rotating the beams about the optical axis. 
rotating the entire system about the y axis. 
nonorthogonal coordinate system depicted in Fig. 4. The LDA system employed had an 
angle 8 of 30" and an angle r$ of approximately 28". 
computer controlled 4-axis table and the measurements were monitored with a real time 

Three velocity components were obtained in this investigation: u and v in the x-y 

The x and y velocity components (u and v) were obtained by 
A single component laser anemometer was used in 

The z component (w) was obtained by 
The LDA system obtained data in a 

The anemometer was mounted on a 
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graphics display that included velocity histograms. 
be important in maintaining the accuracy of the velocity measurements. 

This capability is considered to 

Since the flow in the tunnel was quarter symmetric as demonstrated by examination 
of the wall static measurements, laser anemometer measurements were acquired in only 
one quadrant of the test section. The measurements were performed in the upper half 
of the test section due to the tendency of the seed oil to deposit on the lower half 
of the windows much faster than on the upper half. For clarity, however, the measured 
values are presented in terms of the right hand coordinate system shown in Fig. 3. 
The flowfields were investigated in detail by surveying along both the axial and cross 
section planes. 
measurement locations. 
contained approximately 20,000 measurement locations. 

Each survey plane contained on the order of 1000 individual 
The complete set of data for each freestream Mach number 

The data rate was normally maintained at 1000 realizations per second. At startup 
with clean windows. the data rate could be adjusted up to 10.000 realizations per 
second without affecting the accuracy of the data. During the tests, the windows of 
the test section gradually became fogged with seed oil. For the Mach 1.6 tests, the 
tunnel could normally be run from 2 to 4 hours before the windows required cleaning. 
For the 1.3 case, the rate of contamination was greatly reduced so that 5 to 8 hour 
runs were typical. 

A TSI Inc. 1990B signal processor was used, together with a PDP 11/34 Digital 
Computer, to aquire and record the data. 
computer and transferred to an IBM 3033 in order to make use of a three-dimensional 
graphics capability. 

The data were reduced on a VAX 11/750 

The Particle Generator 
It is well known that in high speed flows, containing large velocity gradients, lag 

of the seed particles is a major experimental concern. The seed particles must be 
sufficiently small and bouyant enough to follow the flow closely so as to maintain 
accurate resolution of the data. 
was designed and built in order to produce Dioctyl Phthalate (DOP) particles with a 
mean diameter of 0.8 micron. From previous investigations (refs. 19-20), it was known 
that this size is small enough to permit the particles to track the flow with 
sufficient integrity but yet large enough to produce a strong LDA signal. 

An evaporation condensation generator (refs. 16-18) 

The seed droplet distribution was observed in situ with a TSI, Inc. Aerodynamic 
Particle Sizer (APS 331, Fig. 6. The on-line LDA data provided an independent check 
on the seeding technique, i.e.. as the shock oscillated about the probe volume while 
surveying near the shock, the resulting velocity histograms were distinctly bimodal, 
Fig. 6, indicating a monodisperse seed distribution. 

ERROR AND UNCERTAINTY ANALYSIS 

Error Analysis 

number calculations can be approximated by assuming that this component has the same 
magnitude as the y velocity component, i.e., wwv. Thus, the flow velocity is 
approximated by d m .  If the w velocity component is completely ignored, the 
velocity would then be d m .  

The maximum uncertainty due to omitting the z component from the velocity and Mach 

The resulting error by making this omission can be 
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approximately written as 

where 7 is the flow angle in the x-y plane. 
(w) was measured the largest flow angle 7 encountered was approximately 10" and 5" for 
the 1.6 and 1.3 cases respectively. 
omitting w in the total velocity would be approximately 1.5% and 0.4% respectively. 

Outside the region where the z component 

With these flow angles the largest error in 

The Mach number throughout the flowfield can be computed from 

where at is the speed of sound calculated at the total temperature, V = du2 + v2 + w2, 
and k is the ratio of specific heats. 
calorically perfect gases undergoing adiabatic processes. Using this expression and 
the velocity approximations described above, the maximum error expected in the Mach 
number due to omitting w would be approximately 3% and 1% for the respective 1.6 and 
1.3 freestream Mach number cases. 

This equation is valid for thermally and 

Statistical Considerations 
For the coordinate system shown in Figs. 3 and 4, it can be seen that the velocity 

components u,v and w can be written in terms of ~ 1 . ~ 2  and v3 (the velocity components 
as measured by LDA channels 1.2, and 3 respectively) as follows 

v1 +v2 
2coso 

u =  

U v3 +- tan+ sin+ 
w = -- 

where 8 is the angle in the x-y plane between the x axis and channel 3. 
al. (ref. 21) have pointed out that this set of equations, for a generalized 
three-dimensional LDA system, can be expressed in matrix form as 

Snyder, et 

Thus, a11 = a12 = (1/2)cos8, a13 = 0, etc 

For uncorrelated data, i.e., measurements made from different seed particles by a 
non-simultaneous LDA system, it has been suggested (ref. 21) that the variances 
associated with each of the coordinate directions x,y and z can be expressed in terms 
of the variances s:,si and si of the velocity ensembles of the three LDA channels in 
the following manner 

{ i t )=  
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The uncertainties due to statistical considerations in the components can be 
calculated from estimation theory to be 

where zc is the confidence coefficient and N is the number of realizations per 
channel. 
1.96. 
velocity components from the standard deviation in each of the LDA channels when N is 
known. 
calculate the value of N which is required to yield a desired uncertainty level, by 
obtaining s1,s2 and s3 from a preliminary sample measurement at that point. 

For a normal distribution and a confidence level of 95%, zc has a value of 
~ 

Equations (5) and (0) allow calculation of the uncertainty in the u.v and w 

Conversely, they can be used on-line in the data aquisition software to 

In order to estimate the statistical uncertainty in the data presented, two 
components of Eq.(6) are written 

Au/u = (ZC/&)SU/U 

Av/v = (zc/&)sv/v 

where su/u and sv/v are the turbulence intensities along the x and y coordinate 
directions. 
consideration. Assuming isotropic turbulence, the uncertainty in V can then be 
approximated by 

Note that the third velocity component has been omitted from this , 
I 

(7) 

with a maximum turbulence intensity of 20% in the 1.6 case and 10% in the 1.3 case and 
with 1000 realizations per channel the uncertainty in the velocity due to statistical 
considerations is computed using Eq.(8) to be approximately 2% in the 1.0 case and 1% 
in the 1.3 case. 
considerations is 3% in the 1.6 case and 1.5% in the 1.3 case. 

The resulting uncertainty in the Mach number due to statistical 

As noted by Orloff and Snyder (ref. 221, in order to determine the matrix elements 

If this precaution is not observed, large 
in Eq.(4) as accurately as possible, great care must be exercised in calibrating the 
LDA system when the angle 4 is small. 
systematic uncertainty can arise in the calculated z velocity component. Systematic 
uncertainty in the x and y velocity components is considered to be very small, and 
therefore has not been considered in the uncertainty analysis. 

The overriding concern with an LDA system of this type (i.e., one where 4 is small) 
is the uncertainty in the w component, since the uncertainty in u and v will be very 
small given a reasonable N. This particular problem due to LDA system geometry (being 
a subset of the generalized 3-D LDA system) has been investigated by Neti and Clark 
(ref. 23) and Yanta (ref. 24). They found the uncertainty in w to be dependent on the 
turbulence intensity, N, 4 and the flow angle. 

From these studies and preliminary measurements it was determined that to achieve 
approximately the same resolution in w, as in u and v, 8000 realizations would be 
required in each of the vi and v3 channels and that measurements should be restricted 
to areas where the flow angle in the x-z plane is expected to be greater than 3'. 
well behaved results tend to support this analysis. 

The 
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It should also be mentioned that velocity bias was not considered for this 
investigation, but is expected to be very small due to the high data rates encountered 
in both flowfields. 

The uncertainty in the Mach number from statisical considerations and from ignoring 
the w component in regions in which it was not measured is therefore approximately 6% 
and 3% for 1.6 and 1.3 cases respectively. 

RESULTS AND DISCUSSION 

Flow Visualization Results 

bifurcated as it approaches the boundary layer. 
was also observed in previous two-dimensional experiments. 
reflections arising from the rear legs of the lambda shocks which cross near the 
tunnel centerline. These phenomenahavenot been observed in the two-dimensional case. 
It also shows a slip line extending downstream of the bifurcation point which arises 
from the air flow on either side having passed through different shock systems. The 
surface oil flow visualization indicates that there are large separation regions in 
the corners of the tunnel near the interaction region. This is shown in Fig. 8. 
These separated flow regions contribute to the three-dimensional nature of the 
interaction and impart a nozzle effect which together with the thickening of the 
boundary layer in the vicinity of the shock causes the reacceleration in 
the freestream behind the normal shock. 
secondary shock whereupon it reaccelerates and shocks down once more before leaving the 
t e st section. 

For the Mach 1.6 case, schlieren photographs reveal that the shock becomes 
This behavior is shown in Fig. 7 and 

The photograph indicates 

This reacceleration region terminates at the 

For the Mach 1.3 case, the schlieren photographs, shown in Fig. 9, reveal a 
different shock structure from that found in the Mach 1.6 case. The shock degenerates 
as it approaches the boundary layer with no indication of a lambda shock, as in the 
1.6 case. Figure 9 does indicate weak oblique shocks forward of the main shock which 
terminate in the boundary layer. 
the lambda shock that appears in the higher Mach number flows. 
indicates that no or very isolated corner separation occurs in the Mach 1.3 case. 
This is shown in Fig. 10. 

This appears to be a precursor of the forward leg of 
Oil flow visualization 

Surface Static Pressure Measurements 
The floor static pressure distributions f o r  the two test cases were normalized to 

the upstream mid-span static pressure and are plotted in Figs. 11 and 12. These plots 
show the symmetry of the flow as well as a sweeping forward of the pressure gradient 
in the corners. This is more pronounced in the 1.6 case, indicating a sweeping 
forward of the front legs of the lambda as was also confirmed in the LDA results. 

LDA Results 
The results of the Mach 1.6 investigation show that the flow follows the 

one-dimensional normal shock relationships only in the center of the tunnel, and then, 
only immediately downstream of the shock. 
supersonic and then experiences a much weaker set of secondary shocks. 
seen in Fig. 13. 
gradient is also indicated. 

This flow is reaccelerated to become 
This can be 

The growth in the boundary layer due to the adverse pressure 
Just downstream of the bifurcation point a slip line can I 
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be seen as has been indicated in previous two-dimensional investigations. The slip 
line is obscured further downstream due to the reacceleration in the freestream and 
the secondary shocks associated with the three-dimensionality of the flow. 

Although LDA surveys were made near the corner, as close as 1 cm (0.4 inches) from 
the sidewall and floor, no reverse flow was ever detected. 
measured in this region was approximately 100 m/s (328 ips). 
for the Mach 1.6 caseareplotted in Fig. 14. 
the lambda shock near the corner and a sweeping back of the rear legs are evident. 
Just downstream of the shock, the flow is subsonic in the freestream. but remains 
supersonic near the corner. 
the reacceleration region and the secondary shocks and then becomes indistinguishable. 
At this point the boundary layer has become very large. At x = 24cm (9.4 inches). the 
flowfield has just passed through the secondary shock, i.e., the flow in the 
freestream is slightly slower than that nearer the corner. At x = 30cm (11.8 inches), 
the flow is about to experience another weak normal shock. At x = 35cm (13.8 inches), 
the flow is nearly uniform in the freesteam and about to exit the test section. 

The lowest velocity 
The cross section data 

A sweeping forward of the front legs of 

This region extends downstream where it interacts with 

The secondary flow vectors given in terms of Mach number are shown in Fig. 15 for 
the Mach 1.6 case. 
with little or no secondary flow outside the lambda shock region. 
normal shock was maintained at x = 10 cm  for both test cases. 

The plots show the flow turning away from the walls and corner 
The freestream 

The results of the Mach 1.3 investigation indicate a less dynamic, less complicated 
and more uniform flowfield. As expected, there is no lambda shock. Instead, weak 
compression waves are seen to extend from the shock into the boundary layer. 
16 indicates that along the tunnel centerline, the flow follows closely the 
one-dimensional normal shock relations. Downstream of the shock in the freestream, 
the flow gradually accelerates to just under sonic conditions (Mach 0.99). 

Figure 

There is a region of high-speed flow in the corner just downstream of the shock as 
in the Mach 1.6 case. This supersonic region remains isolated in the corner and 
becomes smaller and smaller downstream. This is shown in the series of plots in 
Fig. 17. At the exit of the test section, this region of supersonic flow nearly 
vanishes. while the remainder of the flowfield is choked. 

The secondary flow plots for the 1.3 case (Fig. 18) indicate very little secondary 
flow relative t o  the 1.6 case. 
turning is near the limit of resolution for the LDA system which is a function of the 
flowfield turbulence and flow angle. 
turn away from the corner as in the 1.6 case. 
10 cm plot which is at the shock location. 

The plotted results indicate that the slight flow 

The plots indicate a tendency of the flow to 
A vortical flow is indicated in the x = 

CONCLUDING REMARKS 

The test results reveal that the structure of the shock system, the 
three-dimensionality and the extent of separation are highly dependent on Mach number. 
The flowfield associated with the Mach 1.3 interaction is much more uniform and 
two-dimensional than that found in the Mach 1.6 case. 
three-dimensionality (in the Mach 1.6 case) caused regions of strong acceleration 
downstream of the initial shock, thereby inducing a complicated secondary shock 
system. 

Extensive separation and hence 

This causes a consequent erosion of the energy contained in the flow as well 
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as strong non-uniformities across the flow. Since this is generally undesirable, 
these tests confirm the general rule of inlet design where normal shocks are designed 
to occur only at Mach numbers of 1.3 and below. 

Efforts are currently under way to investigate the periodic nature of the shock 
motion from the LDA data already obtained in addition to planning future experimental 
studies into the unsteady nature of the flow. 
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Fig. 7 .  Schlieren photograph taken at  Mach 1 .59 .  

Recirculation Region 

n /  

Shock Location 
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Fig. 9. Schlieren photograph taken at Mach 1.28. 
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Fig. 10. Surface oil-flow pattern a t  Mach 1 .28 .  
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Fig. 11. Floor surface static pressure contours of the Mach 1.6 flow field, normalized to 
mid-span upstream static. 

X,cm 

Fig. 12. Floor surface static pressure contours of the Mach 1.3 flow field, normalized to 
mid-span upstream static. 
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Secondary Shocks 

Fig. 13. LDA mid-span Mach number contours (z = 1Scm) for the Mach 1.6 test case. 
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Fig. 16. LDA mid-span Mach number contours (z = 16cm) for  the Mach 1.3 test case. 
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N89 - 2095 7 
INSTRUMENTATION ADVANCES FOR TRANSONIC TESTING 

Percy J .  B o b b i t t  
NASA Langley Research Center  

Hampton, V i r g i n i a  

SUmARY 

New and improved ins t rumenta t ion ,  1 i k e  new and improved wind tunne ls ,  
p r o v i d e  capabi 1 i t i e s  which s t i m u l a t e  i n n o v a t i v e  research and d i  scovery . 
t h e  p a s t  few years  t h e r e  have been a number o f  i n s t r u m e n t a t i o n  developments 
which have "a ided and abet ted"  t h e  a c q u i s i t i o n  o f  more accurate aerodynamic 
da ta  and have l e d  t o  new p h y s i c a l  i n s i g h t s  as w e l l .  The paper reviews some 
o f  these advances, p a r t i c u l a r l y  i n  the  area o f  t h i n - f i l m  gages, h o t - w i r e  
anemometry, and l a s e r  i n s t r u m e n t a t i o n .  A d e s c r i p t i o n  i s  g iven o f  t h e  
i n s t r u m e n t s  and/or techniques and some sample r e s u l t s  a re  shown. F i n a l l y ,  a 
few ideas  f o r  f u t u r e  research are  descr ibed. 

Dur ing  

INTRODUCTION 

There i s  an o f t  quoted statement by Ronald Smelt '  i n  h i s  Guggenheim 
Memorial Lec ture  o f  1978 which reads i n  p a r t  " . . . in every a e r o n a u t i c a l  cen ter ,  
i t  i s  notewor thy t h a t  once t h e  resource was a v a i l a b l e ,  t h e r e  grew up around t h e  
f a c i l i t i e s  a group o f  people who knew how t o  use them, and use them 
w i s e l y  ..." 
s u b s t i t u t e s  the  word ' ' ins t ruments"  f o r  " f a c i l i t i e s " .  It may w e l l  be t h a t  he 
in tended " f a c i l i t i e s "  t o  i n c l u d e  i n s t r u m e n t a t i o n ,  f o r  c e r t a i n l y  they  go hand i n  
hand. Reference 2 i n c l u d e s  bo th  f a c i l i t i e s  and i n s t r u m e n t a t i o n  i n  i t s  l i s t  o f  
research " d r i v e r s " ,  which were d e f i n e d  as techno log ies  o r  f a c t o r s  t h a t  
s t i m u l a t e  research. The impact o f  new and improved i n s t r u m e n t a t i o n  can be seen 
i n  n e a r l y  e v e r y t h i n g  we do o f  an exper imental  nature.  One can h a r d l y  a t t e n d  an 
aerodynamics conference these days where i n s t r u m e n t a t i o n  "breakthroughs" and 
i n n o v a t i v e  a p p l i c a t i o n s  are  n o t  be ing  d isp layed o r  discussed i n  some form. 
Therefore,  i t  i s  a p p r o p r i a t e  i n  a conference which p u r p o r t s  t o  make a s ta temen t  
about t h e  s t a t e  o f  t h e  a r t  o f  exper imental  t r a n s o n i c  aerodynamics, t h a t  r e c e n t  
p rogress  i n  i n s t r u m e n t a t i o n  be t h e  t o p i c  o f  a t  l e a s t  one paper. 

T h i s  o b s e r v a t i o n  l o s e s  very  l i t t l e  o f  i t s  accuracy if one 

Over t h e  p a s t  decade t h e r e  has been a steady growth i n  the  amount of  
d i a g n o s t i c  exper imentat ion.  
improved i n s t r u m e n t a t i o n ,  data a c q u i s i t i o n  computers, and wind tunnel  
f a c i l i t i e s  as w e l l  as t h e  ever  i n c r e a s i n g  need/desire t o  v a l i d a t e  f l u i d -  
dynamics computer codes. So i n  a d d i t i o n  t o  t h e  general b e n e f i t s  d e r i v e d  f rom 
improved o r  new i n s t r u m e n t a t i o n ,  code v a l i d a t i o n  research w i l l  be a major 
benefac tor .  

T h i s  i s  be ing  d r i v e n  by the  a v a i l a b i l i t y  of new o r  

O f  p a r t i c u l a r  i n t e r e s t  i n  t h e  present  paper a re  improvements t h a t  have been 
made i n  severa l  types o f  t h i n  f i l m  gages, h o t - w i r e  anemometers, l a s e r  
i n s t r u m e n t a t i o n ,  and a moving-band s k i n - f r i c t i o n  gage. It w i l l  be shown t h a t  
i n  many cases more accura te  measurements can be made than j u s t  a few years  ago 
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and, i n  o t h e r s  , measurements ( o r  understanding)  n o t  p r e v i o u s l y  p o s s i b l e  can be 
acqui red.  The ins t ruments  w i l l  be discussed i n  t h e  o r d e r  j u s t  mentioned; some 
thoughts about f u t u r e  work w i l l  a l s o  be o f f e r e d .  
presented has been c a r r i e d  o u t  o r  sponsored by t h e  Langley Research Center  
(LaRC) Transonic Aerodynamics D i v i s i o n ,  and some was i n  c o l l a b o r a t i o n  w i t h  
o t h e r  LaRC organ iza t ions .  

Most o f  t h e  research 

NOMENCLATURE 

A 

cf 

CL 

cP 

C 

E 

e 

f 

l 

M 

m 

n 

P 

R 

KC 

~ 

S i  O2 

S T t  

SU 

ampl i tude o f  boundary-1 ayer d i  s turbance 

ampl i tude o f  boundary- l a y e r  d is tu rbance a t  n e u t r a l  s t a b i  1 i ty 

s k i n  f r i c t i o n  c o e f f i c i e n t  

1 i f t coe f f i c i  e n t  

pressure c o e f f i c i e n t  

a i  r f o i  1 chord  

mean vo l tage across h o t  f i l m  

f l u c t u a t i n g  vo l tage 

frequency 

Mach number 

mass f l o w  

l o g a r i t h m i c  exponent o f  T-S wave growth ra tes ,  

n = I n  (A/Ao) 

pressure 

Reynolds number p e r  f o o t ,  l / f t  

Reynolds number based on chord  

Reynolds number based on momentum th ickness  

S i  1 i c o n  D i o x i d e  
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P 
S 

W 

X 

a 10 E 
u, Tt, Tw 

mean temperature 

v e l o c i t y  i n  f l o w  d i r e c t i o n  

v e l o c i t y  i n  v e r t i c a l  d i r e c t i o n  

v e l o c i t y  i n  h o r i z o n t a l  d i r e c t i o n  

chordwise d i s t a n c e  from l e a d i n g  edge o f  a i r f o i l  

a angle o f  a t t a c k ,  degrees 

t r a i l i n g - e d g e  f l a p  d e f l e c t i o n  6f 

Y r a t i o  o f  s p e c i f i c  heats  

P d e n s i t y  

"R degrees Rankine 

Abbreviations: 

ii 
COSAL 

Hz 

I RD 

L 

LDV 

LTPT 

mv 

N AE 

NLF 

NTF 

SALLY 

T 

TCT 

T- S 

angstrom (10-10 meters)  

name o f  compressi b l  e boundary- l a y e r  s t a b i  1 i ty code 

Her tz ,  cyc les/sec 

Langley Research Center, Ins t rument  Research D i v i s i o n  

1 ami n a r  

Laser doppl e r  ve loc imeter  

Low-Turbul ence Pressure Tunnel 

m i l l i - v o l t  

Canadian Natura l  Aeronaut ica l  Establ  i shnient 

n a t u r a l  1 ami nar  f l  ow 

N a t i o n a l  Transonic F a c i l i t y  

name o f  i ncompressi b l e  boundary-1 ayer s t a b i  1 i ty code 

t u r b u l e n t  

Trans o n i c C ry o gen i c Tunnel 

To1 lmien-Schl  i c h t i n g  

- - - 
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SuDerscri D t i :  

h. root-mean square value 

- mean value 

I instantaneous value 

Subscri Dts : 

aw 

rnax 

T 

t 

tr 

W 

W 

ad iaba t i c  wa l l  

maximum value 

end o f  t r a n s i t i o n  

t o t a l  c o n d i t i o n  a lso  s t a r t  o f  t r a n s i t i o n  

value a t  t r a n s i t i o n  

w a l l  

f ree-stream cond i t ions  

THIN-FILM SENSORS 

The use o f  t h i n - f i l m  ( o r  h o t - f i l m )  sensors spans a number o f  decades w i t h  
a p p l i c a t i o n  t o  both heat t r a n s f e r  and t r a n s i t i o n .  
i n  the amount o f  1 ami n a r - f l  ow exper imentat ion has resu l  t ed  i n  a corresponding 
increase i n  the use o f  t h i n - f i l m  sensors. Tests o f  laminar - f low a i r f o i l s  and 
wings are g r e a t l y  enhanced i f  they inc lude a determinat ion o f  where t r a n s i t i o n  
takes place. 
a m p l i f i e d  frequency s ince i t  i s  t h i s  quan t i t y  t h a t  determines t r a n s i t i o n  as 
p r e d i c t e d  by c l a s s i c a l  s t a b i l i t y  theory.  I n  the subsequent sect ions a v a r i e t y  
o f  t h i n - f i l m  gages w i l l  be discussed w i t h  some sample data t o  i n d i c a t e  the  type 
o f  i n fo rma t ion  t h a t  one can e x t r a c t  us ing these gages. 

I n  recent  years the  increase 

O f  near ly  equal importance i s  the i d e n t i f i c a t i o n  o f  the  most 

Patch Thi n-Fi l m  Gages 

T r a n s i t i o n  de tec t i on  has been accompl i shed us ing s t i ck -on  o r  patch gages 
i n d i v i d u a l l y  o r  i n  arrays.  
o r  the mon i to r ing  o f  the  movement o f  t r a n s i t i o n  as f l ow  cond i t ions  change. 
row o f  patch gages on a laminar- f low a i r f o i l  model i n  the Low-Turbulence 
Pressure Tunnel (LTPT) and on a laminar- f low wing (Cessna 210 w i t h  laminar  
g love)  are shown i n  f i g u r e s  l ( a )  and 2, respec t ive ly .  F igure  l ( b )  shows an 
enlarged photograph o f  the patch gages on the a i r f o i l  model i n  the LTPT and the  
t r a i l i n g  f l e x i b l e  leads connected t o  terminal  blocks. Each t h i n - f i l m  patch 
gage w i l l  cause t r a n s i t i o n ;  consequently, downstream gages must be d isp laced 
1 a t e r a l  l y  t o  make an uncontaminated measurement. 

The l a t t e r  permi ts  the mapping o f  t r a n s i t i o n  zones 
A 
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Normally, one l o o k s  a t  t h e  ampl i tude and c h a r a c t e r  o f  the  ou tpu t  s i g n a l s  t o  
make a de terminat ion  i f  t h e  f l o w  i s  laminar ,  t r a n s i t i o n a l ,  o r  t u r b u l e n t .  T h i s  
was done i n  bo th  t h e  wind tunnel  and f l i g h t  experiments, and t r a n s i t i o n  was 
e a s i l y  detected. T r a n s i t i o n - l o c a t i o n  r e s u l t s  f rom these i n v e s t i g a t i o n s  a r e  
p l o t t e d  i n  f i g u r e  3 i n c l u d i n g  severa l  p o i n t s  determined f rom s u b l i m a t i n g  
chemicals i n  f l i g h t .  
c a l c u l a t e d  r e s u l t s  f rom incompress ib le  s t a b i l i t y  theory ,  i t  i s  e v i d e n t  t h a t  they  
a l l  agree q u i t e  we1 1. 

When these data a r e  compared w i t h  each o t h e r  and t o  

The LTPT t e s t  mentioned above had an a d d i t i o n a l  s i g n ' f i c a n c e  s ince  i t  was 
d u r i n g  the  course o f  t h i s  i n v e s t i g a t i o n  t h a t  J .  P. Stack 3 showed f o r  t h e  f i r s t  
t i m e  t h a t  these gages were s e n s i t i v e  enough t o  enable t h e  d e t e c t i o n  o f  the  
most a m p l i f i e d  frequency. 
gages o f  t h e  LTPT t e s t s  and c l e a r l y  shows t h a t  a T o l l m e i n - S c h l i c h t i n g  wave o f  
1.4 KHz was the  most a m p l i f i e d  frequency. S t a b i l i t y  c a l c u l a t i o n s  c a r r i e d  o u t  
f o r  t h e  same c o n d i t i o n s  as the  t e s t  ( r i g h t  s i d e  o f  f i g u r e  4)  a l s o  i n d i c a t e d  
t h a t  t h e  most a m p l i f i e d  frequency was i n  the  v i c i n i t y  o f  1500 Hz and added 
c r e d i  b i  1 i ty t o  t h e  d i  scovery . 

s i m i l a r  t o  those ob ta ined i n  the  wind tunnel  except  they are  f o r  a h i g h e r  Mach 
number (M = 0 . 7 9 ) .  
wing o f  a Lear  28 /29  as p i c t u r e d  i n  f i g u r e  5. Several gages were l o c a t e d  a t  a 
number o f  chordwise l o c a t i o n s  b u t  most o f  the  data were ob ta ined a t  t h e  30 and 
40 percent  chord  l o c a t i o n s .  Power spect ra ob ta ined a t  these two l o c a t i o n s  a r e  
shown i n  f i g u r e  6 and, as i n  t h e  wind tunnel  t e s t s  ( f i g u r e  41, the  most 
amp1 i f i  ed f requenc ies  are  eas i  l y  seen. These f requenc ies  , however, a re  i n  t h e  
range o f  4 t o  5.5 thousand, which are much h igher  than those encountered a t  low 
speed. Another noteworthy f e a t u r e  o f  the  data o f  f i g u r e  6 i s  t h e  a m p l i f i c a t i o n  
i n  t h e  range o f  8.35 t o  11.10k Hz. 

F i g u r e  4 g ives  the  spectrum from one of the  pa tch  

Patch gages have a l s o  been employed i n  f l i g h t  t e s t s 4  and produced r e s u l t s  

The exper iments were c a r r i e d  o u t  on t h e  t o p  s ide  o f  the  

S t a b i l i t y  c a l c u l a t i o n s  were c a r r i e d  o u t  w i t h  both incompress ib le  and 
compress ib le  codes u s i n g  the  measured d i s t r i b u t i o n  and the r e s u l t s  d i s p l a y e d  i n  
r e f e r e n c e  4. F i g u r e  7 ,  taken from t h i s  re ference,  shows the  exper imenta l  
pressure d i s t r i b u t i o n  and the  wave a m p l i f i c a t i o n  r a t i o  (n  f a c t o r )  f o r  a range 
o f  f requenc ies  up t o  7000 Hz, c a l c u l a t e d  u s i n g  the  SALLY incompress ib le  code. 
The most a m p l i f i e d  frequency i s  5600 Hz which i s  i n  good agreement w i t h  t h e  
t h i n - f i l m  data;  t h e  corresponding n f a c t o r  i s  approx imate ly  8.3. Compressible 
c a l c u l a t i o n s  u s i n g  t h e  COSAL code i n d i c a t e  an n f a c t o r  o f  3.9 a t  t r a n s i t i o n  
which i s  much lower  than most would expect.  

Plug Thin-Film Gages 

P l u g  type gages can be used i n  the  same way as patch gages5 b u t  have t h e  
added advantage t h a t  they are  f l u s h  w i t h  t h e  sur face  and, u n l i k e  the  patch 
gages, do n o t  cause t r a n s i t i o n .  Consequently, one gage can be p laced d i r e c t l y  
downstream o f  another.  T h e i r  d isadvantaye i s  t h a t  they are illore d i f f i c u l t  t o  
i n s t a l l .  The l a m i n a r - f l o w  c o n t r o l  (LFC) a i r f o i l  exper iment i n  the  8 '  TPT 

u t i l i z e s  p l u g  gages6y7 t o  determine the  reg ions  where the  f l o w  i s  laminar  o r  
t u r b u l e n t .  
where t h e  p l u g  gages are  made o f  quar tz  w i t h  a diameter o f  0.06 i n .  A tilap of 
t h e  sur face  o f  t h e  LFC a i r f o i l  w i t h  the  l e t t e r s  L and T a t  the  var ious yaye 
l o c a t i o n s  t o  i n d i c a t e  t h e  s t a t e  o f  the  f l o w  f o r  a p a r t i c u l a r  t e s t  i s  g iven on 

F i g u r e  8 shows an enlarged p i c t u r e  o f  a plug-gage i n s t a l l a t i o n  
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the  l e f t  s i de  o f  f i g u r e  9. On the  r i g h t  o f  f i g u r e  9 are t y p i c a l  t ime t races  o f  
the vo l tage output  from gages as one moves from the laminar reg ion  (bottom o f  
f i g u r e )  through the t r a n s i t i o n a l  zone and f i n a l l y  ( top  o f  f i g u r e )  t o  the  
t u r b u l e n t  f l ow  near the t r a i l i n g  edge. These gage outputs are monitored i n  r e a l  
t ime as an a i d  i n  ad jus t i ng  the  suc t ion  d i s t r i b u t i o n  on the a i r f o i l .  I n  
add i t ion ,  the s igna ls  are e l e c t r o n i c a l l y  analyzed t o  determine the s t a t e  o f  the  
boundary l a y e r  a t  each gage f o r  recording. 

Surface Deposited Thin-Fila-Gage Arrays 

For wing o r  a i r f o i l  models w i t h  chords o f  j u s t  a few inches, n e i t h e r  patch o r  
p l u g  gages are appropr ia te.  However, there are several  gage, o r  sensor, a r ray  
concepts t h a t  have been invented which are q u i t e  capable o f  " f i l l i n g  the b i l l  . I '  
One o f  these i s  the McDonnel 1 -Doug1 as devel oped vapor deposi ted h o t - f i  1 m gages 
and go ld  leads a l l  on an epoxy d i e l e c t r i c  subst rate (see f i g u r e  10). A 
photograph of an a i r f o i l  model equipped w i t h  these f i l m s  i n s t a l l e d  i n  the  Langley 
0.3-Meter TCT i s  given i n  f i g u r e  l l ( a )  i n  which the gold leads are c l e a r l y  
v i s i b l e ;  the  sensor i t s e l f  can be seen i n  the enlarged p i c t u r e  i n  f i g u r e  l l ( b ) .  
O f  course, some means o f  c a r r y i n g  the e l e c t r i c a l  s igna ls  from the go ld  leads t o  
the  anemometer cables must be provided. 
the a i r f o i l  model where the contac t  po in ts  are labe led  and the anemometer leads 
can be e a s i l y  seen. 

Typ ica l  r e s u l t s  from the  0.3-M TCT are presented in f i g u r e  13 taken from 
reference 8. Shown i n  f i g u r e  13(a)  i s  a t y p i c a l  pressure d i s t r i b u t i o n  f o r  a Mach 
number of 0.6, Rc o f  7.5 x lo6,  and angle o f  a t tack  o f  -4". 

f o r  the same free-stream cond i t ions ,  the normal ized RMS vol tages f o r  e i g h t  
sensors along the chord of the s u p e r c r i t i c a l  a i r f o i l  a t  ad iaba t i c  wa l l  
cond i t ions .  The f l u c t u a t i n g  vol tages from each o f  these gages i s  a l so  given. 
The gage nearest  the l ead ing  edge ind i ca tes  a very low ampl i tude o s c i l l a t i o n  
i n d i c a t i v e  o f  laminar  f l ow  wh i l e  the second ind i ca tes  sho r t  per iods o f  laminar  
f l ow  fo l lowed by t u r b u l e n t  burs ts  ( l a r g e  vo l tage sp ikes) .  A t  an x/c o f  0.2, the 
l o c a t i o n  o f  the f o r t h  gage, the f low has become f u l l y  t u rbu len t .  Data f o r  
several  Mach numbers and Tw/Tt r a t i o s  are given i n  re ference 8 and c l e a r l y  
demonstrate the v i a b i l i t y  o f  the vapor deposi ted sensors. 

F igure  12 shows a p i c t u r e  o f  t he  end o f  

F igure  13(b)  gives, 

Despi te  the  success of the  0 . 3 4  TCT tes ts ,  a l a r g e  number o f  gages were l o s t  
and i t  was c l e a r  t h a t  some improvements t o  the gage system were des i rab le.  A f t e r  
considerab e e f f o r t  and numerous t r i a l s ,  a new meta l i za t i on  process was 
formulated . It has a 0.0003 inch  d i e l e c t r i c  subs t ra te  o f  
pary lene C, which a l so  serves as a s t r a i n  i s o l a t i o n  pad, covered by an even 
th inne r  l a y e r  o f  s i l i c o n  d iox ide  Si02 (see f i g u r e  14). 

leads are deposi ted on the Si02 and are composed o f  n i cke l  and aluminum, 

respec t ive ly .  
much b e t t e r  than go1 d. 

4 
The h o t - f i l m  sensor and 

Aluminum i s  used ins tead o f  go ld because it adhears t o  the Si02 

Proof  o f  concept t e s t s  were c a r r i e d  ou t  i n  the  NTF w i t h  a s idewal l  mounted 
model as shown i n  f i g u r e  15 and i n  a small c a l i b r a t i o n  tunnel w i t h  the model 
shown i n  f i g u r e  16. The NTF model used a 20% t h i c k  symmetric a i r f o i l  w i t h  an 8 
i nch  span mounted on the tunnel  s ide wa l l .  Tests o f  t h i s  model showed t h a t  the  
new hot  f i l m  and subst rate ma te r ia l s  worked we l l  together  a t  both ambient and 
cryogenic temperatures (down t o  -247" F ) .  
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The model used i n  the  low speed c a l i b r a t i o n  tunnel ,  shown i n  f i g u r e  17,  had a 
NACA 0012 a i r f o i l  sect ion,  a 12-inch chord, and a 12-inch span. A s l o t  was c u t  
i n  the upper surface f o r  a 3- in.  by 10-in. aluminum i n s e r t  on which 30 h o t - f i l m  
gages were deposi ted ( f i g u r e  18). 
sensors along the chord o f  t h i s  model are p l o t t e d  i n  f i g u r e  19. 
cond i t i ons  are M = 0.122 and an angle o f  a t tack  o f  zero degrees (Rc = 0.86 x 

l o6 ) .  A lso shown i n  f i g u r e  19 are t ime t races  o f  the vo l tage ou tpu t  t o  i n d i c a t e  
the  s ignal  d i f f e rences  t h a t  go w i t h  laminar, t r a n s i t i o n a l ,  and t u r b u l e n t  f low.  
Spect ra l  ana lys is  o f  th ree  o f  these s igna ls  near the onset o f  t r a n s i t i o n  y i e l d  
the curves i n  f i g u r e  20. O f  p a r t i c u l a r  note here i s  the peak near 2.5 Ktiz which 
was the frequency p red ic ted  t o  be the most ampl i f ied .  

Normalized RMS vol tages from a number of 
Free-stream 

OD 

I n  summary, a technique has been developed t o  deposi t  a d i e l e c t r i c ,  h o t - f i l m  
gages and leads on a model surface, which w i l l  f unc t i on  a t  cryogenic temperatures 
and has the p o t e n t i a l  f o r  p rov id ing  much needed t r a n s i t i o n  data a t  h igh  Reynolds 
numbers a t  t ranson ic  speeds. However, t e s t s  on wings on complete a i r c r a f t  models 
i n  a cryogenic wind tunnel  are s t i l l  requ i red  t o  f irmly e s t a b l i s h  t h i s  fonn o f  
t h i n  f i l m  technology. 

Thin-Fi 1m-Gage Arrays on Polyimide Substrate 

Another t h i n - f i l m  ar ray  concept which i s  being developed cons is t s  o f  a number 
o f  i n d i v i d u a l  n i c k e l  f i l m s  electron-beam evaporated on a t h i n  (0.05 irm) po ly imide 
subs t ra te  ( f i g u r e  21). l0 Each sensor cons is ts  o f  a N icke l  f i l m  0.9-mn long and 
0.15-mm wide w i t h  50 micron copper-coated n i cke l  leads rou ted  t o  the attachment 
p o i n t  o f  the  anemometer leads. The f i l m s  may be pos i t i oned  very c lose  together  
i n  a s i n g l e  row o r  a number o f  rows, and they can be a l i gned  e i t h e r  w i t h  t h e  chord 
o r  on a diagonal .  One o f  the f i r s t  ar rays us ing  the very small spacing i s  shown 
i n  the photograph o f  f i g u r e  22 where 30 sensors are mounted a t  0.1-inch 
i n t e r v a l s .  It was bonded t o  a low-speed na tura l  laminar- f low (NLF) a i r f o i l  w i th  
a chord o f  15 cm and w i t h  the sensors pos i t i oned  i n  the streamwise d i r e c t i o n  on 
the top surface. The f i r s t  sensor i s  loca ted  a t  0.45 c and the l a s t  a t  0.95 c. 

The leads o f  the sensors shown i n  f i g u r e  22 run  t o  the t r a i l i n g  edge where 
they are  taken ou t  t o  the anemometer. Clear ly ,  t h i s  arrangement was no t  meant t o  
p rov ide  d e f i n i t i v e  fo rce  and moment data b u t  t o  prove the sensor-array concept 
and i n v e s t i g a t e  the c h a r a c t e r i s t i c s  o f  the gage outputs.  
a r ray  were scanned i n  groups o f  8 s ince only  8 anemomenters were ava i l ab le .  A 
mul t ichannel  swi tch was used t o  connect the des i red  sensor group t o  the constant  
temperature anemometers which s imultaneously heated the f i l m  t o  a nominal 50°C 
(122°F) above recovery temperature. 
and the heated t h i n  f i l m s  cause l i t t l e  d is turbance t o  the shear l a y e r  o r  t o  each 
o ther .  
w i t h  the  downstream sensor maintained a t  a c o l d  temperature. The sensor s igna ls  
were a m p l i f i e d  by an A-C coupled a m p l i f i e r  and recorded on an analog tape 
recorder .  
o s c i  1 loscopes t o  p rov ide  on-1 i n e  t ime-h is to ry  t races.  

The 30 gages i n  the  

This requ i red  only  a small amount o f  heat  

This  was es tab l i shed by heat ing  each sensor i n d i v i d u a l l y  and i n  groups, 

S ignals  from the a m p l i f i e r  were a l so  prov ided t o  an ar ray  o f  

The NLF a i r f o i l  used i n  the  t e s t  i s  designated LRN(1)-1010 and was chosen 
because o f  i t s  known laminar  separat ion c h a r a c t e r i s t i c s  a t  low Reynolds number. 
Pressure d i s t r i b u t i o n  on t h i s  a i r f o i l  obta ined i n  a low-speed tunnel  a t  a Mach 
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number o f  0.06 and a Reynolds number o f  2U0,OOO are p l o t t e d  i n  f i g u r e  23. 
separat ion bubble e x i s t s  a t  a l l  angles o f  a t tack p l o t t e d  i n  the v i c i n i t y  o f  
0 . 7 0 ~ .  

A 

Typ ica l  t ime h i s t o r i e s  from the t h i n - f i l m  gages a t  d i f f e r e n t  l o c a t i o n s  along 
the chord o f  the a i r f o i l  are shown i n  f i g u r e  24 beginning w i t h  the " laminar- f low" 
s igna l  a t  x/c = 0.467. Time t races  are given f o r  a l o c a t i o n  f u r t h e r  downstream, 
j u s t  past  separat ion (x/c = 0.6671, a t  the beginning o f  t r a n s i t i o n  (x/c = 0.7171, 
a t  peak separat ion (x/c = 0.7501, and f i n a l l y  a t  reattachment (x/c = 0.883). An 
i n t e r e s t i n g  discovery repor ted i n  reference 10 was t h a t  i f  only  the low frequency 
components ( <  20 H,) o f  the s igna ls  are reta ined,  one can see a c l e a r  phase 

reversa l  o f  the s igna ls  from gages on e i t h e r  s ide o f  separat ion.  F igure  25 shows 
t h i s  e f f e c t  where the s igna ls  ahead o f  and downstream o f  x/c = 0.65, the 
separat ion po in t ,  are ou t  o f  phase. The same type o f  s ignal  reversa l  occurs a t  
reattachment . 

An ana lys is  o f  the spectra o f  a s ignal  t race  from a gage near the  onset o f  
t r a n s i t i o n  has been c a r r i e d  ou t  t o  demonstrate t h a t  the present sensors a l so  have 
the  s e n s i t i v i t y  t o  de tec t  the most a m p l i f i e d  T-S f requencies which l e a d  t o  
t r a n s i t i o n .  F igure  26 shows the auto c o r r e l a t i o n  o f  the t h i n - f i l m  s igna ls  o f  the 
gage a t  x/c = 0.6 and the r e s u l t s  from a boundary-layer s t a b i l i t y  c a l c u l a t i o n  
us ing  the SALLY code. C lea r l y  the most a m p l i f i e d  f requencies from the experiment 
a re  i n  the  range o f  1000 t o  2200 Hz; the t h e o r e t i c a l  f requencies are i n  the  same 
range. 

Tests o f  an improved gage ar ray  on the poly imide subst rate were c a r r i e d  ou t  
i n  the Langley Low-Turbulence Pressure Tunnel (LTPT). l1 The mu1 t ie lement  sensor 
leads i n  t h i s  t e s t  ran spanwise (see f i g u r e  271 so t h a t  the  anemometer leads were 
connected a t  the tunnel  wa l l  and, consequently, the f l ow  was no t  d i s t o r t e d  a t  t he  
t r a i l i n g  edge as was the case f o r  the prototype conf igura t ion .  
d i f f e rence  o f  these t e s t s  was the a i r f o i l  model, which had an Eppler 387 sec t i on  
and a 6- inch chord. The r e s u l t s  obtained i n  the LTPT t e s t  were s i m i l a r  t o  those 
descr ibed prev ious ly ;  separat ion and reattachment were e a s i l y  detected. F igure  
28 showing f i l t e r e d  and u n f i l t e r e d  s igna ls  i n  the  v i c i n i t y  o f  reattachment shows 
the low energy s igna l  a t  reattachment, x/c = 0.687, and the s igna l  reversa l  on 
e i t h e r  side. Phase c o r r e l a t i o n s  of the s igna ls  from the  gages on e i t h e r  s ide o f  
reattachment and separat ion conf i rm the reversa ls .  

Another 

The t e s t s  o f  the poly imide based t h i n - f i l m  gages descr ibed p re i vous ly  have 
a l l  been low speed. High-subsonic speed t e s t s  have a l so  been c a r r i e d  ou t  i n  the  
0.3-M TCT t o  look no t  on ly  a t  separat ion and reattachment b u t  t o  explore the  
p o s s i b i l i t y  t h a t  new d iagonost ic  in fo rmat ion  r e l a t e d  t o  the supersonic zone and 
shock i n t e r a c t i o n  cou ld  be obta ined from the t h i n - f i l m  s ignals .  
bonded on both the top and bottom surface o f  the a i r f o i l  depic ted i n  f i g u r e  29(a) 
but ,  f o r  a number of reasons, on ly  a few o f  the gages on the upper sur face were 
opera t ive  throughout the tes ts .  
i n t e r e s t i n g  r e s u l t s ;  a sample i s  descr ibed below. 

-1.0" and a Mach number o f  0.7 (Rc  = 6 x 10 1. 
pressure d i s t r i b u t i o n  i s  p l o t t e d  i n  f i g u r e  29(b) and shows a shock i n  the  
v i c i n i t y  o f  x/c = 0.33; r e s o l u t i o n  does no t  permi t  a p rec ise  determinat ion.  I f  
one looks a t  the gage outputs i n  t h i s  reg ion (see f i g u r e  30) and phase 

F i lms were 

Gages on the lower suface y i e l d e d  some 

A t e s t  was run w i t h  the a i r f o i l  o f  f iguge 29(a) a t  an angle o f  a t tack  o f  
The r e s u l t i n g  lower sur face 
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c o r r e l a t i o n s  between successive gages ( f i g u r e  31), i t  i s  c l e a r  t h a t  t h e r e  i s  a 
smal l  separa t ion  bubble beneath the  f o o t  o f  the  shock. The separa t ion  p o i n t  i s  
somewhere between x/c o f  0.326 and 0.343 (see phase r e v e r s a l  i n  f i g u r e  3 1 ( c ) ) ,  and 
reat tachment  occurs between x/c = o f  0.343 and 0.359 (see phase r e v e r s a l  i n  
f i g u r e  3 1 ( d ) ) .  
i n d i c a t e d  t h a t  t h e r e  i s  shock unsteadiness and bubble movement. Even though da ta  
r e d u c t i o n  and a n a l y s i s  o f  the  present  t e s t  r e s u l t s  have j u s t  begun, i t  i s  c l e a r  
t h a t  more t e s t s  a r e  needed a t  t r a n s o n i c  speed i n c l u d i n g ,  i f  poss ib le ,  some 
compl imentary  f low v i  sua1 i z a t i  on a c t i v i t y  . 

A c l o s e  look  a t  the  t ime t races  f o r  a l o n g  p e r i o d  of t ime 

The development o f  mu l t ie lement  dynamic shear s t r e s s  sensors and t h e  
d iscovery  of the  phase r e v e r s a l  phenomenon a t  f l o w  separa t ion  and reat tachment  
have opened up new avenues f o r  s t u d y i n g  sur face  shear- f low c h a r a c t e r i s t i c s  i n  
ways t h a t  were considered imposs ib le  u n t i l  r e c e n t l y .  It should now be p o s s i b l e  
t o  o b t a i n  d e t a i l e d  sur face  f l o w  c h a r a c t e r i s t i c s  i n  such hard- to- reach l o c a t i o n s  
as turbomachinery blades and j u n c t u r e s  as w e l l  as on very t h i n  sur faces.  I n  view 
of t h e  a b i l i t y  t o  make simultaneous measurements, the new technique can be used 
w i t h  equal ease f o r  steady as w e l l  as unsteady f l o w  c o n d i t i o n s  and has enormous 
p o t e n t i a l  f o r  bo th  ground and f l i g h t  t e s t  a p p l i c a t i o n s .  Since the  e n t i r e  s u r f a c e  
f l o w  f i e l d  can be mapped, w i t h  t h e  r i g h t  equipment, i n  ''one f e l l  swoop,ll t h e  t ime 
r e q u i r e d  t o  conduct an exper iment i s  remarkably small  compared t o  a l l  o t h e r  
e x i s t i n g  techniques which a r e  more cumbersome and time-consuming. 

Another p o s s i b l e  a p p l i c a t i o n  o f  t h i n - f i l m  a r r a y s  i s  t o  determine t h e  
d i r e c t i o n  o f  t h e  most a m p l i f i e d  wave. T h i s  i s  an impor tan t  q u a n t i t y  a t  t r a n s o n i c  
speeds where s t a b i l i t y  theory  p r e d i c t s  t h a t  waves propagat ing  a t  up t o  50" o r  60" 
f rom t h e  stream d i r e c t i o n  a r e  t h e  most a m p l i f i e d .  A gage a r r a y  w i t h  perhaps 5 o r  
6 rows and twenty sensors on a row cou ld  y i e l d  the  necessary s o l u t i o n s .  

HOT- WIRE ANEMOMETRY 

Through t h e  1950's and 6 0 ' s  progress i n  h o t - w i r e  anemometry was a ided by 
advances i n  computers and e l e c t r o n i c  equipment, b u t  improvement i n  t h e  accuracy of 
r e s u l t s  was h indered by assumptions i n  the  data r e d u c t i o n  methodlogy. It was t h e  
consensus t h a t  t h e  problems due t o  these assumptions were c o n f i n e d  t o  
compressible subsonic and t r a n s o n i c  f lows where mean f l o w  measurements i n d i c a t e d  
t h a t  t h e  vo l tage measured across a heated w i r e  o r i e n t e d  normal t o  t h e  f low was a 

f u n c t i o n  o f  v e l o c i t y ,  dens i ty ,  and t o t a l  temperature.  ''-I7 Several  papers were 

p u b l i s h e d  i n  t h e  mid sevent ies  by Rose, McDaid, and Horstman 1 8 9 1 9  which r e p o r t e d  
on r e s u l t s  which i n d i c a t e d  t h a t  the  mean vo l tage across a heated w i r e  was on ly  a 
f u n c t i o n  of mqss f l o w  and t o t a l  temperature. Assuming t h i s  t o  be t r u e ,  they 
formulated a two probe technique For  temperature and mass f l u c t u a t i o n s  w h i c h  
made t h e  de terminat ion  o f  t h e  v e l o c i t y ,  mass f low,  and d e n s i t y  f l u c t u a t i o n s  
t r a c t a b l e .  

I n  1980 Stainback" o u t l i n e d  a new technique u t i l i z i n g  a t h r e e  w i r e  probe 
(see f i g u r e  3 2 ) ,  each w i t h  d i f f e r e n t  overheats dnd a s o l u t i o n  technique 
account ing  f o r  s e n s i t i v i t i e s  t o  v e l o c i t y ,  dens i ty ,  and t o t a l  temperature.  For  a 
c o n s t a n t  temperature h o t - w i r e  anemometer t h e  equat ion  f o r  t h e  instantaneous 
v o l t a g e  r a t i o e d  t o  t h e  mean i s  g iven by20 

I 
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where Su, s p y  'Tt are the s e n s i t i v i t y  c o e f f i c i e n t s .  

so lve equat ion (1) f o r  the instantaneous value o f  u, p ,  and Tt. 
c o e f f i c i e n t s  ?re obtained froin a mean f l o w  c a l i b r a t i o n  and curve f i t t i n g  
techniques; e and E are measured. So lu t i on  o f  the s e n s i t i v i t y - c o e f f i c i e n t  
ma t r i x  i s  abet ted by operat ing the three wi res a t  d i f f e r e n t  overheats p rov ided 
the  heat t r a n s f e r  c h a r a c t e r i s t i c s  o f  the wi res are s i m i l a r .  Add i t i ona l  d e t a i l s  
o f  the method and e r r o r  sources are given i n  references 20 and 21. 

Some resu l  t s  o f  app ly i  ng the "3-wi r e "  technique t o  f low qual i ty 
measurements i n  the Langley 0.3-Meter Transonic Cryogenic Tunnel are g iven i n  
reference 20. It was shown t h a t  the  s e n s i t i v i t y  c o e f f i c i e n t s  f o r  dens i ty  and 
v e l o c i t y  are no t  the same, as o f ten  assumed i n  the past,  w i t h  t h a t  f o r  dens i ty  
genera l l y  being h igher  than t h a t  f o r  ve loc i t y .  It was a lso demonstrated i n  
re ference 22 t h a t  mass f low f l u c t u a t i o n s  were very much less  than the v e l o c i t y  
f l u c t u a t i o n s  due t o  the f a c t  t h a t  a t  h igh subsonic Mach numbers most o f  the 
disturbances are moving upstream from the d i f f u s e r .  
t h i s ,  u I / u  and p ' l p  are a n t i - c o r r e l a t e d  and the mass f low f l u c t u a t i o n s  are 
reduced. Thus, the use of mass f low f l u c t u a t i o n s  as an i n d i c a t o r  o f  tunnel  
d is turbance l e v e l s  was shown t o  be inappropr ia te.  

I n  the pas t  few months, a f l o w - q u a l i t y  survey o f  the Langley 8 - foo t  
Transonic Pressure Tunnel has been made u t i l i z i n g  3-wire and s i n g l e  w i r e  probes 
and associated data reduc t ion  techniques. Data were obta ined i n  the t e s t  
sec t ion  us ing  3-wire probes and i n  the s e t t l i n g  chamber us ing  s i n g l e  wi res.  
Probes were l oca ted  i n  a number o f  l oca t i ons  i n  the t e s t  sec t ion  b u t  the 
l o c a t i o n  which was thought t o  g ive f l ow-qua l i t y  data t h a t  was most 
representa t ive  o f  t h a t  seen by the " laminar" t e s t  reg ion  on the laminar f l ow  
- c o n t r o l  (LFC) a i r f o i l  was one t h a t  was ahead o f  the a i r f o i l  2 l/2Teet off-the 
s ide  wa l l  and 3 f e e t  above the f l o o r .  F igure  33 shows t h i s  i n s t a l l a t i o n  w i t h  
the LFC a i r f o i l  downstream o f  the probe holder .  

Stainback's approach i s  t o  

S e n s i t i v i t y  

Because o f  

A 3-wire probe was c a l i b r a t e d  on t h i s  rake by ho ld ing  pressure and 
temperature constant  and vary ing Mach number then changing pressure a t  the same 
temperature and repeat ing  the Mach sweep. Temperature was then changed and the  
process repeated. Data f o r  f o u r  pressure l e v e l s  a t  a f i x e d  temperature and 
th ree  temperatures a t  a f i x e d  densi ty  was obtained. 

, and S w i t h  l og (p ) ,  l og (u ) ,  and log (T t )  the w i res  f o r  the v a r i a t i o n  o f  Su, 

r espec t i ve l y  are given i n  f i g u r e  34(a).  
curve f i t  technique and can be i n s e r t e d  i n  equat ion (1)  along w i t h  those f o r  
the o ther  two w i res  and a 3- by 3-matr ix solved f o r  the instantaneous values 
o f  p,  u, Tt, w i t h  the vo l tage from each o f  the th ree  w i res  f o r  i npu t .  
Subsid iary  equations a l l ow  f o r  the determinat ion o f  m and p as we l l .  

There are a number o f  d i f f e r e n t  approaches f o r  us ing  a s i n g l e  w i r e  f o r  t he  

determinat ion o f  u/u. Most requ i re  the assumption t h a t  the s e n s i t i v i t y  o f  the 
w i r e  t o  dens i ty  and v e l o c i t y  be the same. I n  one approach, c a l i b r a t i o n s  are 
done vJith mass f low and a s i n g l e  s e n s i t i v i t y  curve t h a t  gross ly  approximates 
the  po in ts  obta ined by vary ing  pressure ( i f  one uses a pressure tunnel  
u. This type o f  approximation i s  labe led  Method I on f i g u r e  34(b) and works 
bes t  a t  very low Mach numbers where the data tends t o  co l lapse on a s i n g l e  
l i n e .  

Example p l o t s  f o r  one o f  

S T t  P 
These p l o t s  were obta ined us ing  a 
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A second approach (Method I 1  ) uses the  s lope o f  the  data i n  t h e  v i c i n i t y  o f  
t h e  Mach number and pressure  o f  the  t e s t .  
f o r  a pressure o f  710 p s f .  
on l o g ( p u )  
s l o p e  o f  the  data a t  M = 0.65 where l o g ( E )  i s  a maximum, then t h e  s e n s i t i v i t y  
w i l l  be zero  and t h e  Method w i l l  y i e l d  r i d i c u l o u s  values o f  u t .  Resu l ts  f o r  the  
3-wi re technique and bo th  Method I and I 1  f o r  s i n g l e  w i r e s  are  discussed below. 

Us ing  t h e  3-w i re  s e n s i t i v i t y  c o e f f i c i e n t s  j u s t  descr ibed, t h e  RMS values 

o f  u/u, p/p, f t /Tt ,  i / m ,  and i / p  have been determined f o r  Mach numbers f o r  0.4 t o  
0.82. Values o f  these q u a n t i t i e s  f o r  a probe l o c a t i o n  discussed p r e v i o u s l y  (see 
f i g u r e  33) a re  g iven i n  Table I. I f  one of t h e  w i r e s  i s  t r e a t e d  as a s i n g l e  w i r e  
u s i n g  s i n g l e - w i r e  da ta- reduc t ion  assumptions, the  s e n s i t i v i t y  c o e f f i c i e n t  o f  
Method I and 

F i g u r e  34(b)  shows t h i s  approx imat ion 
T h i s  g ives a r e p r e s e n t a t i o n  o f  the  l o g ( E )  dependence 

t h a t  i s  q u i t e  good f o r  Mach numbers below 0.6. I f  one takes the  
m 

- 

[1 + ( v  U 

then the  va lues f o r  ;/u and i / m  l a b e l e d  
l a s t  column o f  Table I are values o f  i / p  

Several  t h i n g s  s tand o u t  i n  Table I. 

values o f  u/u and m/m between t h e  3-wi re 

1 arge d i f f e r e n c e s  between t h e  3-wi r e  i / p  
remembered i n  l o o k i n g  a t  these data t h a t  

.. .. 

1-wire a re  obta ined.  F i n a l l y ,  i n  t h e  
ob ta ined f rom a microphone i n  t h e  probe. 

One i s  the  l a r g e  d i f f e r e n c e s  i n  t h e  

and s i n g l e  w i r e  r e s u l t s .  Another i s  

and t h a t  o f  t h e  microphone. 
most o f  our  t h i n k i n g  r e l a t i v e  t o  what 

It must be 

c o n s t i t u t e s  good f l o w  q u a l i t y  i s  based on s i n g l e  w i r e  and microphone data. 
i n  t h i s  case, we were t o  use s i n g l e - w i r e  t h i n k i n g  i n  i n t e r p r e t i n g  t h e  s i n g l e  w i r e  
data, we would conclude t h a t  we have " p r e t t y  good'' f l o w  q u a l i t y .  
hand, i f  we use s i n g l e - w i r e  t h i n k i n g  and t h e  3-wi re data we would say we have 
poor  f l o w  q u a l i t y .  The f a c t  i s  t h a t  a whole new s e t  o f  standards has t o  be 
c r e a t e d  t o  dec ide what i s  good and bad f l o w  q u a l i t y  when u s i n g  t h e  3-wi re data.  

If, 

On t h e  o t h e r  

Another look  a t  s i n g l e  w i r e  data i s  a f f o r d e d  by f i g u r e  35 where 
;/u and t b n  f rom Method I and I 1  a r e  p l o t t e d  as a f u n c t i o n  o f  f ree-stream Mach 
number a long w i t h  p/p. 
q u a l i t y  tunne l  and, a t  t h e  h i g h e s t  Mach numbers where the  t e s t  s e c t i o n  i s  choked 
(M > 0.751, t h e  l e v e l s  f rom Method I are ou ts tand ing .  The l a r g e  e f f e c t  of t h e  
''choke" on t h e  l e v e l s  i s  c l e a r  and, indeed, what most would expect. 

Values o f  u/u f rom Method I 1  a r e  q u i t e  a b i t  h i g h e r  than those o f  Method I 
b u t  a re  s t i l l  an o r d e r  o f  magnitude lower  than those produced by t h e  3-wi re 
techniques.  A q u i t e  d i f f e r e n t  p i c t u r e  emerges i f  we examine t h e  3-wi re 
u/u da ta  p l o t t e d  i n  f i g u r e  36. 
h i g h e r  than those o f  t h e  s i n g l e  w i r e  and t h a t  t h e  choke i s  l e s s  e f f e c t i v e .  The 

The l e v e l s  are what one would expect  i n  a good f l o w  

.. 
It i s  obvious t h a t  3-wi re l e v e l s  are 3 t o  4 t i ines 

drop i n  magnitude o f  u/u i s  about the  same i n  each case b u t  t h e  3-wi re l e v e l  i s  
so h i g h  t h a t  t h e  r e l a t i v e  e f f e c t  o f  the  choke i s  much smal le r .  
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Only a few f lows have been examined us ing  the 3-wire hot -wi re probe. 
l a r g e r  data base must be created t o  prov ide the understanding t h a t  w i l l  enable 
the  fo rmula t ion  o f  new standards. One c o n t r i b u t i o n  t o  t h i s  understanding w i l l  
come from an experiment i n  the Basic Aerodynamic Research F a c i l i t y  t o  be 
descr ibed l a t e r .  
3-wire probe t o  prov ide two independent measurements o f  u/u. 

A much 

I n  t h i s  experTment a 3-componenT LDV wilT be used a long w i t h  a 

LASER INSTRUMENTATION 

Laser velocimeters have been i n  use f o r  over decades i n  f l u i d  f l ow  research 
s t a r t i n g  w i t h  the work o f  Yeh and Cummin i n  1964.'3 Most o f  the systems 
producing data s ince t h a t  t i m e  have been 2-component systems and used p r i m a r i l y  
f o r  mean-flow v e l o c i t y  measurements. Some systems employed forward sca t te r ,  
o thers back s c a t t e r  and w i t h i n  these two-categories a number o f  d i f f e r e n t  
techni  ques/systems were devel oped. A t  Langley 2-component systems have been 
i n s t a l l e d  i n  the 14- by 22-Foot Subsonic Tunnel f o r  h e l i c o p t e r  and turboprop 
f l o w - f i e l d  research, i n  the Vortex F a c i l i t y  f o r  t r a i l i n g  vor tex d iagnos t ics  and 
i n  the 16-Foot Transonic Tunnel f o r  f low- f  i e l  d surveys. 

I n  t h i s  sec t ion  several  types of 3-component LDV systems t h a t  have been used 
a t  LaRC f o r  f l o w - f i e l d  surveys w i l l  be discussed fo l lowed by a desc r ip t i on  of a 
1 aser i n te r fe romete r  bei ng devel oped f o r  t r a n s i  t i on measurements. F i  na l  l y  , a 
sho r t  sec t ion  i s  inc luded t o  show some recent  r e s u l t s  from the use o f  a l a s e r  
vapor screen. 

3-Corponent Single Axis LDV 

The f i r s t  use o f  a 3-D LDV used a t  t h i s  Center f o r  3-component mean and 
f l u c t u a t i n g  f l o w - f i e l d  data was i n  the LTPT f o r  a j unc tu re - f l ow  

i n v e ~ t i g a t i o n . ~ ~ ~ ~ ~ , ~ ~  The system used was a s i n g l e  ax is ,  five-beam o p t i c a l  
c o n f i g u r a t i o n  and i s  shown i n  the photograph i n  f i g u r e  37. 
on ly  through a s ide  window i n  the tunnel t e s t  sec t i on  and precluded the  use o f  an 
o f f - a x i s  system. 
accurate on the u and v ax i s  bu t  l ess  so on the w ax i s  due t o  the small beam 
angle. 27 

Opt ica l  access was 

The data obta ined from the j unc tu re - f l ow  experiment was h i g h l y  

A second a p p l i c a t i o n  of the LDV system o f  f i g u r e  37 was i n  a study o f  Tay lo r -  

G;rtler i n s t a b i l i t i e s  i n  a concave reg ion  o f  the a i r f o i l  p i c t u r e d  i n  f i g u r e  

38.28 The a i r f o i l  model was equipped w i t h  a suc t ion  panel i n  the concave reg ion  

l a s e r  r e s u l t s  obta ined are p l o t t e d  i n  color-coded contours i n  f i g u r e  39. 
i n  t h i s  f i g u r e  are  the mean ( t o p  of f i gu re )  and f l u c t u a t i n g  (bottom o f  f i g u r e )  
components o f  the ho r i zon ta l  v e l o c i t y  measured adjacent t o  the sur face i n ,  and 
j u s t  beyond, the concave reg ion.  The pe r iod i c  nature o f  the vor tex  spacing i s  
very c l e a r  i n  the  LDV measurements and f u r t h e r  subs tan t ia ted  by the subl imat ing-  
chemical f low v i s u a l i z a t i o n  p i c t u r e d  i n  f i g u r e  40. Wavelength data from both o f  
these sources ( f l o w  v i s u a l i z a t i o n  and l a s e r )  are p l o t t e d  i n  f i g u r e  41 as a 
func t i on  o f  u n i t  Reynolds number. Also shown f o r  comparison i s  the t h e o r e t i c a l  

p r e d i c t i o n  o f  F10yan.'~ The f i g u r e  i nd i ca tes  t h a t  the theory agrees w i t h  both 
the l a s e r  and f low v i s u a l i z a t i o n  measurements. 

l and patch t r a n s i t i o n  gages j u s t  beyond the suc t ion  panel. A small sample o f  the  
Shown 
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Orthogonal 3-Component LDV 

The angle betweem the  beams y i e l d i n g  the  w, o r  l a t e r a l ,  v e l o c i t y  component 

shou ld  be made as l a r g e  as t h e  o p t i c a l  access w i l l  permi t28 w i t h  an or thogonal  
arrangement such as t h a t  p i c t u r e d  i n  the  photograph o f  f i g u r e  42 y i e l d i n g  t h e  
b e s t  accuracy. 
t r a n s o n i c  Basic  Aerodynamic Research F a c i  1 i ty (BAKF) d u r i n g  i t s  1 abora tory  
checkout. 
s e c t i o n  o f  BARF. 
i n  f i g u r e  44(a)  where the  t e s t  s e c t i o n  w i t h  a w a l l  i n t e r f e r e n c e  model mounted on 
a s t i n g  i s  shown. 
c ross  s e c t i o n  i s  18- in .  x 18- in  and t h e  l e n g t h  i s  55- in.  F i g u r e  44(b)  g ives  a 
sketch o f  the main components o f  the  BARF i n c l u d i n g  the  c o n t r a c t i o n ,  t e s t  
sec t ion ,  plenum, and high-speed d i f f u s e r .  

T h i s  f i g u r e  shows the  LDV system which has been i n s t a l l e d  i n  t h e  

F i g u r e  43 shows the same system wrapped around t h e  g lass-wa l led  t e s t  
A b e t t e r  view o f  the  t e s t  s e c t i o n  i s  a f f o r d e d  by t h e  photograph 

Both s i d e  w a l l s  and the  top o f  the  t e s t  s e c t i o n  are  glass;  t h e  

The BARF was s p e c i f i c a l l y  m o d i f i e d  t o  make 3-D LDV measureinents w i t h  a system 
as accura te  as technology permi ts  i n  o rder  t o  compare LDV measu ments w i t h  those 
o b t a i n e d  by mu1 t i w i  r e  h o t - w i r e  anemometers a t  t r a n s o n i c  speeds." A v a r i e t y  o f  
b a s i c  a t tached and separated f l o w s  w i  11 be "measured" and accuracy r e 1  a t i  on 
judgments made where p o s s i b l e .  I n  t h i s  connect ion i t  i s  a n t i c i p a t e d  t h a t  h i g h  
order  v iscous f l o w  c a l c u l a t i o n s  w i l l  be an equal p a r t n e r  i n  many o f  the  accuracy 
assessments. 

The f i r s t  measurements made i n  t h e  BARF were o f  the " f ree-st ream" f l o w  
q u a l i t y  i n  t h e  t e s t  sec t ion .  Some s e l e c t e d  data f o r  the  RMS unsteady component 
o f  the  l o n g i t u d i n a l  v e l o c i t y  a re  p l o t t e d  i n  f i g u r e  45 and are  p r e l i m i n a r y  i n  t h e  
t r u e s t  sense o f  t h e  word ( t h e y  were o t a i n e d  j u s t  a few days ago).  T rans ien ts  i n  
t h e  tunnel  c i r c u i t ,  u n i f o r m i t y  o f  seeding, and t h e  e f f e c t s  o f  the  tunnel  
v i  b r a t i o n  and a c o u s t i c  environments s t i  11 need t o  be i n v e s t i g a t e d .  The s c a t t e r  
i n  t h e  LDV data a t  Mach numbers o f  0.4, 0.45, and 0.5 are  much l a r y e r  than one 
can a t t r i b u t e  t o  i n s t r u m e n t  accuracy. R e p e a t a b i l i t y  a t  Mach numbers o f  0.1 and 
0.2 was e x c e l l e n t ;  each o f  t h e  p l o t t e d  p o i n t s  represents  severa l  t e s t  p o i n t s .  

The reason f o r  p r e s e n t i n g  t h i s  p r e l i m i n a r y  data i s  t o  make a comparison o f  
t h e  LDV data w i t h  t h a t  o f  t h e  3-wi re and 1-wi re anemometers. C l e a r l y  the  LDV and 
3-wi re measurements o f  u/u agree q u i t e  w e l l  i n  l e v e l .  80th are  dt var iance w i t h  
t h e  s i n g l e  w i r e  r e s u l t s  ob ta ined u s i n g  Method I. 
values o f  the l o n g i t u d i n a l  v e l o c i t y  ob ta ined by t h e  LDV are  i n  e x c e l l e n t  
agreement w i t h  t h e  values ob ta ined from t h e  pressure system used t o  determine 
Mach number i n  t h e  t e s t  sec t ion .  F u r t h e r  exper imenta t ion  i n  t h i s  f a c i l i t y  w i l l ,  
no doubt, l e a d  t o  a b e t t e r  understanding o f  bo th  t h e  l a s e r  and 3-wi re r e s u l t s .  

" 

I t  should be noted t h a t  mean 

Laser Interferometer f o r  Transit ion Measurement 

Responding t o  the  need f o r  measurements o f  boundary- layer  t r a n s i t i o n  d u r i n g  
w ind  tunnel  exper iments,  NASA Langley has developed under c o n t r a c t  an o p t i c a l  
i n t e r f e r o m e t e r  t o  noni  n t r u s i  ve ly  d e t e c t  t r a n s i t i o n  i n  compressible boundary 
l a y e r s .  The dev ice i s  a h i g h l y  s e n s i t i v e  d i f f e r e n t i a l  i n t e r f e r o i i i e t e r  capable of 
d e t e c t i n g  o p t i c a l  p a t h - l e n g t h  d i f f e r e n c e s  of l e s s  than one-thousandth of t h e  
wavelength o f  t h e  l a s e r  l i g h t .  
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The in ter ferometer  uses a 5-mW helium-neon l a s e r  f o r  i t s  l i g h t  source (see 
f i g u r e  46 1. The beam i s  passed through a p o l a r i z i n g  p l a t e  and then i n t o  a VocKei s 
c e l l ,  which i s  a l igned 45" from the d i r e c t i o n  o f  o r i g i n a l  p o l a r i z a t i o n  and 
e f f e c t i v e l y  produces two or thogona l ly  po la r i zed  beams. 
c e l l  prov ides a means o f  c r e a t i n g  a phase d i f f e rence  between the two beams so 
t h a t  the inst rument  operates a t  i t s  g rea tes t  s e n s i t i v i t y  (see reference 31). 
Seam expander and lens prov ide a co l l ima ted  beam t o  the  beam s p l i t t e r  and 
Wollaston (1 ) .  Wollaston (1 )  acts  as a pr ism t h a t  d e f l e c t s  one of the two 
or thogona l ly  po la r i zed  beams by a predetermined angle. The two beams then pass 
through the boundary l a y e r  on the model (see f i g u r e  47) a t  d i f f e r e n t  l oca t i ons .  
Di f ferences i n  densi ty  f l u c t u a t i o n s  i n  the boundary l a y e r  a t  the two model 
l o c a t i o n s  mani fest  themselves as o p t i c a l  path length  di f ferences. 

L i g h t  r e f l e c t i n g  back from the model surface re tu rns  through the lens  and 
Wollaston (1) and i s  d i r e c t e d  by the beam s p l i t t e r  t o  Wollaston ( 2 )  and the  two 
photodetectors.  The photodetectors generate the s igna l  voltage, which i s  a 
func t i on  o f  o p t i c a l  path length  d i f fe rences  between the two beams, and a l s o  
prov ide  i n fo rma t ion  back t o  the Pockels c e l l  f o r  a d j u s t i n g  the r e l a t i v e  phase 
between the two beams f o r  opt imal in te r fe rometer  performance. 
the  t h i n - f i l m  data p rev ious ly  discussed and t r a v e r s i n g  p i t o t  pressure probe 
s tud ies  by Dougherty i n  re ference 32, the f l u c t u a t i o n s  i n  vo l tage s igna l  are 
expected t o  be minimal f o r  a laminar region, t o  reach a maximum i n  the  

I t r a n s i t i o n a l  region, and f a l l  again t o  a lower l e v e l  i n  the f u l l y  t u r b u l e n t  
I regi on. 

I 

I n  add i t ion ,  the  Pockel s 

The 

On the  bas is  o f  

An impor tant  eva lua t ion  o f  the instrument occurred dur ing  June o f  1986 when 
it was tes ted  i n  the Boeing Model Transonic Wind Tunnel a t  a Mach number o f  
0.7. As seen i n  f i g u r e  48, the inst rument  was se t  up on an o p t i c a l  bench nex t  t o  
the tunnel  and the beams entered the tunnel normal t o  the t e s t  sec t ion  side- 
w a l l .  A 6- inch NACA 66-006 a i r f o i l  was mounted between the bottom and top wa l l  s 
so t h a t  the beams s t ruck  the a i r f o i l  i n  a d i r e c t i o n  approximately normal t o  i t s  
surface. As seen i n  f i g u r e  49(a),  the RMS output  s igna l  values vary as expected 
f o r  na tura l  t r a n s i t i o n  a long the a i r f o i l .  I t s  value i s  i n i t i a l l y  minimal near 
3.5-inches from the l ead ing  edge, where laminar f l ow  i s  expected t o  be present.  
However, as t r a n s i t i o n  begins t o  take p lace i n  the boundary layer ,  the l e v e l  of 
f l u c t u a t i o n s  increases u n t i l  a maximum magnitude i s  reached near 5-inches, which 
i s  assumed t o  be the l o c a t i o n  o f  g rea tes t  unsteadiness i n  the t r a n s i t i o n a l  
region. 
t u rbu len t ,  the RMS l e v e l  has dropped below i t s  maximum value and appears t o  be 
approaching an in te rmed ia te  l e v e l .  

sub l imat ing  chemicals and the beginning o f  the scrubbed reg ion  was found t o  
co inc ide,  w i t h i n  experimental e r ro r ,  w i t h  the l o c a t i o n  of the  maximum s ignal  RMS 
o f  the i n te r fe romete r  (see f i g u r e  49(b)) .  
fundamental reason why these two pos i t i ons  should co inc ide,  the inst rument  i s  
record ing  peak a c t i v i t y  i n  the same reg ion  t h a t  sub l imat ing  chemicals would 
suggest t r a n s i t i o n  occurs. 

1 ayer t r a n s i t i o n  w i  11 be f u r t h e r  i nves t i ga ted  a t  the Langley Research Center 
dur ing  1988 as p a r t  of an assessment o f  boundary-layer t r a n s i t i o n  measurement 
techniques t o  be conducted i n  the Un i ta ry  Plan Wind Tunnel a t  supersonic 
speeds. The r e s u l t s  of the o p t i c a l  in te r fe rometer  w i l l  be compared, dur ing  the  
same tes t ,  t o  techniques such as l i q u i d  c rys ta l s ,  i n f r a r e d  photography, and ho t -  
f i l m  anemometers. 

I 

Fu r the r  downstream a t  5.75-inches, where the flow i s  becoming f u l l y  

For  comparison purposes, a separate f low v i s u a l i z a t i o n  run was done w i t h  

Even though there  may be no 

F i n a l  l y  , t h i s  promis ing technique f o r  unobstrusi  ve measurement o f  boundary- 



Laser Vapor Screen for F1 ow V i  sua1 i z a t i  on 

Another a p p l i c a t i o n  o f  l a s e r  technology t o  d i a g n o s t i c  measurements i s  t h e  
vapor screen. The vapor screen technique i s  a s imple,  y e t  e f f e c t i v e ,  f l o w  
v i s u a l i z a t i o n  t o o l  used t o  study the of f -body f l o w s  about aerodynamic shapes a t  
subsonic,  t ranson ic ,  and supersonic  speeds. I n  r e c e n t  years,  t h i s  technique 
has f r e q u e n t l y  been employed i n  wind tunnel  exper iments t o  improve t h e  
understanding of t h e  v o r t i c e s  shed from t h e  s lender  bodies o f  m i s s i l e s  and t h e  
fuse lage fo rebod ies  and wings o f  f i g h t e r  a i r c r a f t  a t  h i g h  angles o f  a t t a c k .  
The technique f e a t u r e s  the  i n j e c t i o n  o f  water  i n t o  t h e  tunnel  c i r c u i t  t o  c r e a t e  
a u n i f o r m  f o g  i n  t h e  t e s t  s e c t i o n  and a l a s e r  generated i n t e n s e  sheet of l i g h t  
t h a t  can be o r i e n t e d  i n  any s e l e c t e d  p lane r e l a t i v e  t o  the  t e s t  model. The 
l i g h t  i s  s c a t t e r e d  as t h e  water  p a r t i c l e s  pass through t h e  sheet,  which enables 
t h e  off-body f l o w  t o  be v i s u a l i z e d .  

F i g u r e s  50 and 51 show r e p r e s e n t a t i v e  r e s u l t s  f rom a NASA exper iment t h a t  
were ob ta ined u s i n g  a l a s e r  vapor screen technique i n  the  David T a y l o r  Research 
C e n t e r ' s  (DTRC) 7- by 10-Foot Transonic Tunnel. The model i s  a general  
research f i g h t e r  c o n f i g u r a t i o n  hav ing a 55" cropped d e l t a  wing and s l e n d e r  , 
sharp-edged forebody chines, o r  s t rakes.  A beam o f  coherent  l i g h t  generated by 
an 18-watt  argon- ion l a s e r  was d i r e c t e d  t o  a s e t  o f  o p t i c s  l o c a t e d  i n  a window 
i n  t h e  r i g h t  s i d e  o f  t h e  t e s t  sec t ion .  
generator,  o r  c y l i n d r i c a l  lens,  and the r e s u l t a n t  sheet o f  l i g h t  " s l i c e d "  
through a model cross-p lane l o c a t e d  approx imate ly  75 percent  o f  t h e  d i s t a n c e  
a long t h e  wing c e n t e r l i n e  chord measured f rom t h e  apex. T h i s  p o s i t i o n  
c o i n c i d e d  w i t h  a spanwise row o f  upper sur face  s t a t i c  pressure o r i f i c e s  on t h e  
r i g h t  wing. 
q u a r t e r  r i g h t  r e a r  view, corresponding t o  an angle o f  a t t a c k  o f  30" and a f r e e -  
stream Mach number o f  0.95. The l a s e r  l i g h t  sheet i l l u m i n a t e s  t h e  v o r t e x  p a i r  
generated by the  forebody chines. The dark areas w i t h i n  t h e  donut-shaped 
s t r u c t u r e s  d e f i n e  t h e  l o c a t i o n  o f  the  v o r t e x  centers ,  which a r e  e s s e n t i a l l y  
devo id  o f  water  p a r t i c l e s .  The wing leading-edge v o r t i c e s  are  a l s o  present ,  
b u t  a r e  n o t  w e l l - i l l u m i n a t e d  due t o  the  s i d e - s c a t t e r  o r i e n t a t i o n .  F i g u r e  51 
shows t h e  f l o w  s t r u c t u r e  i n  t h e  same cross-p lane a t  an angle o f  a t t a c k  of 20" 
and a f ree-s t ream Mach number o f  1.10. The 35-mm s t i l l  camera was p o s i t i o n e d  
i n  a t h r e e - q u a r t e r  l e f t - r e a r  view. The v o r t e x  p a i r  f rom t h e  forebody ch ines i s  
again depic ted.  Due t o  fo rward  s c a t t e r ,  the  r i g h t  wing leading-edge v o r t e x  i s  
now c l e a r l y  v i s i b l e  as a f l a t ,  e l l i p t i c a l l y - s h a p e d  r e g i o n  w i t h i n  which water  
p a r t i c l e s  a re  n o t i c e a b l y  absent. The l e f t  wing v o r t e x  i s  n o t  seen s ince  i t  i s  
l o c a t e d  i n  t h e  shadow c r e a t e d  by t h e  c e n t e r  fuselage. 

The beam passed through a l i n e  

F i g u r e  50 i l l u s t r a t e s  the c ross  f l o w  as observed f rom a t h r e e -  

A r t i c u l a t i o n  o f  the  laser-system p l a t f o r m  o r  the  o p t i c s  has been used i n  
some i n v e s t i g a t i o n s  t o  look  a t  t h e  e n t i r e  f l o w  f i e l d .  

)IOVING BELT SKIN FRICTION BALANCE CONCEPT 

The p r i n c i p a l  of o p e r a t i o n  of the  moving b e l t  s k i n  f r i c t i o n  balance 
developed, under Langley gran t ,  by the  U n i v e r s i t y  o f  Tennessee Space I n s t i t u t e  
(UTSI) can be i l l u s t r a t e d  w i t h  t h e  a i d  o f  f i g u r e  52. 
such t h a t  the  b e l t  i s  f l u s h  w i t h  the  sur face  t o  be i n v e s t i g a t e d .  The two drums 
t h a t  suppor t  t h e  b e l t  are,  i n  t u r n ,  suppor ted by f l e x u r e s .  When t h e  b e l t  
exper iences f o r c e  due t o  t h e  shear o f  a pass ing f l u i d ,  i t  r o t a t e s  the  drums 
a g a i n s t  t h e  r e s t o r i n g  f o r c e  o f  t h e  f l e x u r e s .  The s t i f f n e s s  o f  the  f l e x u r e s  i s  

The balance i s  mounted 
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s e l e c t e d  t o  a l l o w  a maximum o f  3" o f  r o t a t i o n  f o r  t h e  expected fo rces .  
gages are  a t tached t o  the  f l e x u r e s  t o  produce a vo l tage p r o p o r t i o n a l  to ,  and 
l i n e a r  w i t h ,  t h e  torque produced by t h e  b e l t  r o t a t i n g  the  drums. S ince t h e  
small  gaps t h a t  a re  open t o  t h e  f l o w  do n o t  change w i t h  t h i s  r o t a t i o n ,  t h e r e  i s  
no need f o r  a c losed- loop n u l l i n g  dev ice t o  c e n t e r  the  measuring element as 
t h e r e  i s  i n  t h e  f l o a t i n g  element type balances. 
i n  re fe rence 33. 

S t r a i n  

F u r t h e r  d e t a i l s  a re  a v a i l a b l e  

The moving b e l t  gage has been used t o  make measurements i n  severa l  w ind  
t u n n e l s  t o  determine it c a p a b i l i t i e s .  One such t e s t  was c a r r i e d  o u t  i n  t h e  
0.3-M TCT on t h e  t e s t  s e c t i o n  s i d e w a l l  as p a r t  o f  an i n v e s t i g a t i o n  designed t o  
eva lua te  t h e  performance o f  severa l  s k i n  f r i c t i o n  measurement devices i n  a 
cryogenic ,  t r a n s o n i c  environment. To i n s u r e  a minimum o f  d is tu rbance d u r i n g  
these t e s t s  t h e r e  was no model mounted i n  the  tunnel .  Specia l  care  was taken 
i n  mount ing t h e  gage t o  min imize boundary- layer d is turbances;  however, t h e  data 
e x h i b i t s  a rough w a l l  t rend,  !.e., very l i t t l e  change i n  C f  w i t h  i n c r e a s i n g  
Reynolds number. It i s  i n s t r u c t i v e  t o  cons ider  t h e  d i s t r i b u t e d - w a l l  roughness 
h e i g h t  which would be r e q u i r e d  t o  " f i t "  the  observed data. P l o t t e d  i n  
f i g u r e  53 a r e  curves r e p r e s e n t i n g  a range of  va lues f o r  roughness h e i g h t ;  va lues 
i n  t h e  range f rom 0.005 t o  0.02 mn (0.0002 t o  0.0008 inches)  a r e  t y p i c a l  o f  t h e  
data.  
h e i g h t s  i n  a t u r b u l e n t  boundary l a y e r ,  and t h a t  an e q u i v a l e n t  roughness h e i g h t  
o f  o n l y  0.02mm i s  s u f f i c i e n t  t o  match t h e  data. 

The f i g u r e  serves t o  demonstrate t h e  severe e f f e c t s  o f  small  roughness 

The approximate formula f o r  rough f l a t  p l a t e  f l o w  used t o  generate t h e  
curves was 

34 where E i s  t h e  roughness h e i g h t  and x i s  d is tance f rom t h e  l e a d i n g  edge. 
Reference 35 discusses t h e  d e t a i l s  of a p p l y i n g  t h i s  formula t o  a t e s t  s e c t i o n  
w a l l  boundary l a y e r ,  by c a l c u l a t i n g  an e q u i v a l e n t  f l a t  p l a t e  length .  The curve  
l a b e l e d  smooth i n  f i g u r e  53 was c a l c u l a t e d  f rom t h e  r e l a t i o n  

C f  = 0.027/(ReX) 1/7 

a l s o  f rom re fe rence 34. 

C u r r e n t  p lans c a l l  f o r  f u r t h e r  t e s t i n g  o f  UTSI balances on a l a r g e  f l a t  
F l o a t i n g  element balances as w e l l  as o t h e r  types o f  s k i n  

The sur face  
p l a t e  i n  the  NTF. 
f r i c t i o n  measuring devices w i l l  a l s o  be t e s t e d  f o r  comparison. 
f i n i s h  w i l l  be c a r e f u l l y  c o n t r o l l e d  and ex tens ive  boundary- layer p r o f i l e  
surveys w i l l  be conducted. The r e s u l t  w i l l  be f o r  a boundary l a y e r  much b e t t e r  
understood than the  t e s t  s e c t i o n  s i  dewall  cases j u s t  discussed. 

The bas ic  f e a s i b i l i y  o f  t h e  UTSI balance t o  operate i n  cryogenic  c o n d i t i o n s  
has been demonstrated, b u t  c a r e f u l l y  c o n t r o l l e d  t e s t i n g  i s  r e q u i r e d  t o  e s t a b l i s h  
l i m i t s  on accuracy. Work t o  be undertaken i n  t h e  near f u t u r e  w i l l  i n c l u d e  t h e  
use o f  f i b e r  o p t i c s  t o  read the  movement o f  the  b e l t  r a t h e r  than s t r a i n  
gages. A bench setup u s i n g  f i b e r  o p t i c s  i s  descr ibed i n  re fe rence 36. T h i s  
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technique i s  expected t o  be l e s s  s e n s i t i v e  t o  temperature changes, thus 
s i m p l i f y i n g  balance c a l i b r a t i o n  and use a t  cryogenic  temperatures.  A lso  
e l e c t r i c a l  no ise  and e r r o r  due t o  gage heat  w i l l  be e l i m i n a t e d .  F i n a l l y ,  
e l i m i n a t i n g  the  s t r a i n  gage removes the  pr imary b a r r i e r  t o  m i n i a t u r i z a t i o n .  

r e 1  a t i  ve ly  new w i  r e - c u t  method ( e l e c t r o n  d ischarge machi n i  ny u s i n g  a w i  r e  f o r  
an e l e c t r o d e ) .  The use o f  the  w i r e - c u t  technique has the  p o t e n t i a l  t o  lower  
the  c o s t  of the  balances by reduc ing  the  p a r t  count and s i m p l i f y i n g  the  
assembly procedure. T h i s  technique a1 so enhances m i n i a t u r i z a t i o n .  The 
combinat ion of the  w i r e - c u t  technique and the  use o f  f i b e r  o p t i c s  may 
s i g n i f i c a n t l y  reduce the  c o s t  per  balance. Reference 37 speculates on the  
i n s t a l l a t i o n  o f  many balances on a s i n g l e  a i r f o i l  c o n f i g u r a t i o n .  A t y p i c a l  
l a y o u t  i s  shown i n  f i g u r e  54 on a 14-percent t h i c k ,  10- inch chord a i r f o i l .  
Each balance would be contoured t o  match the  a i r f o i l  sur face.  T h i s  would 
s i m p l i f y  measurement o f  the  l o c a t i o n  o f  t r a n s i t i o n  separa t ion  and t r a n s o n i c  
shocks. 

A concur ren t  e f f o r t  i s  a l s o  under way t o  f a b r i c a t e  these balances u s i n g  t h e  

CONCLUDING REMARKS 

The q u a l i t y  and pace o f  exper imenta l  research i n  aerodynamics i s  very much 
dependent on t h e  c a p a b i l  t i e s  o f  the  i n s t r u m e n t a t i o n  a v a i l a b l e .  So our  p u r s u i t  
of new i n s i g h t s  i n t o  the  behavior  o f  complex f l u i d  f lows should always be 
accompanied by an e f f o r t  t o  improve t h e  accuracy and "range" o f  our  
measurements. The v a l i d  ty o f  t h i s  statement was demonstrated i n  a number o f  
ins tances  i n  t h e  present  paper where new o r  improved i n s t r u m e n t a t i o n  were shown 
t o  p rov ide  n o t  o n l y  more accura te  r e s u l t s  b u t  f r e q u e n t l y  y i e l d  new t r u t h s  as 
w e l l .  Th in- f i lm-gage a r r a y s  and 3-D l a s e r  i n s t r u m e n t a t i o n  are  j u s t  s t a r t i n g  t o  
pay d iv idends w h i l e  mu1 t i w i  r e  ho t -w i re  anemometers a re  y i e l  d i  ng data much 
d i f f e r e n t  f rom " c u r r e n t "  techniques and o f f e r i n g  new o p p o r t u n i t i e s  f o r  unsteady 
f low measurements. There are  severa l  new techniuqes f o r  s k i n  f r i c t i o n  
measurement be ing  i n v e s t i g a t e d ,  one example, a compact s k i n - f r i c t i o n  gage, was 
d i  scussed. 
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1-Wire 
3-Wi re 1 Method I 

0.40 0.830 0.306 0.026 0.528 0.334 

0.75 2.963 0.946 0.0581 2.019 1.507 

0.82 2.643 0.781 0.052 1.8ti4 1.399 

I Mach No. ;/u 
I 

I 

0.039 0.033 0.026 

0.118 0.063 0.130 

0.050 0.055 0.033 '  
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( a )  Photograph o f  t h i n - f i l m  patch 
gages on NASA NLF(11-0414F 
A i r f o i l  i n s t a l l e d  i n  NASA 
Langl ey Low-Turbul ence Pressure 
Tunnel. 

( b )  Enlarged photograph o f  patch- 
gage i n s t a l  1 a t i  on showing h o t -  
f i l m  sensors and termi na l  b l  ocks 
f o r  anemometer leads. 

F igu re  1. Patch gage i n s t a l l a t i o n  i n  LTPT a i r f o i l  t es ts .  
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F i g u r e  2. Photograph o f  an ar ray  o f  t h i n - f i l m  
gages i n s t a l l e d  on the Cessna 210 
w i t h  a NASA NLF(1)-0414F A i r f o i l  
g love. Photograph i s  taken f rom 
upstream. r .I55 M 5 . 3  . 2 5 C ~ < . 7  ' f = O  

-8 t 
.6 - 

Data 
( W t r  

0 LTPT Thin film 

0 Cessna210 Thin film 

0 Cessna210 Sublimation 

.4 - 

I I I I 1 6 
4 6 8 10 1 2 x  10 

.2 
2 

RC 

F i g u r e  3. Comparison o f  wind tunnel  and f l i g h t  
t r a n s i t i o n  measurements. 
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Waveform Incompressible T-S 

11.065 
12.185 
10.705 

Most amplified frequency 

Frequency 

n 

1 
1 
2 
0 
8 
6 
4 
2 

0 .1 .2 .3 .4 .5 .6 .7 .8 
Chord station, XJC 

Figure 4. Predicted and measured Tollmien- 
Schlichting wave character is t ics .  

Figure 5.  Lear 28/29 instrumentation for  T-S 
ins tab i l i ty  detection t e s t .  



M = 0.79; h = 39 000 ft; R' = 1.5 x 10 6 ft -1 
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Pressure 
coefficient, O 
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3000 
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4400 
5000 

Signal 
amplitude, 

dB 

3.677 
3.677 
7.222 
8.238 

-80 ' I I I ]  

102 1 o3 1 o4 
Frequency, Hz 

Figure  6.  Power spectral density analysis of 
hot-film signals a t  30- and 40- 
percent chord. M = 0.79, 
h = 39,000 f t ,  R 9 1.5 x 106/f t .  

Incompressible T-S I 

18 
16 
14 
12 

Predicted maximum 
amplification - 

location 
<---' Stable region 

.- 
0 .1 .2 .3 .4 .5 .6 .7 .8 .9 1.0 

Chord station, x/c 

T-S freq., I 
HZ "max 

,w, 
8.231 

6000 8.284 
7000 1 7.593 

Figure 7.  Incompressible prediction of T-S 
amplification r a t io s  for  measured 
pressure d is t r ibu t ion .  Mu, = 0.79, 
h = 39,000 f t ,  R = 1.5 x li16/ft.  
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Figure 8. Enlarged photo of a thin-film plug 
gage ins ta l led  on the 7-fOOt chord 
Laminar F1 ow Control (LFC) A i  r foi  1 . 
Diameter of plug i s  0.0625 i n .  

LFC airfoil 

f Turbulent: - 
/ 

LFC wing upper surface I 

i Transitional: 

Laminar: - 

Hot-film signals 
.2 
0 
.2 

.2 
0 
.2 

.4 r 

.2 
0 
.2 

.1 
0 

.1 

Time, sec 

Figure 9. Sketch showing the location of the 
thin-film p l u g  gages on the LFC 
a i r f o i l  and the s t a t e  of the boundary 
layer a t  each location ( L  f o r  
laminar, T for  turbulent) .  
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I-. 030 in.4 

Hot 0.002 in. Nickel 

, M I A  
loo0 A 1 i n c h )  

Dielectric substr 
(epoxy paint) 

( NAE and 0.3-m TCT 
2-D airfoil tests) 

F igu re  10. Sketch showing the cons t ruc t i on  o f  
t he  McDonnell -Doug1 as h o t - f i  l m  
gages, leads, and subst rate.  

F i g u r e  11 ( a). Photograph o f  the  supercr i  t i c a l  
a i r f o i l  model i n s t a l l e d  i n  the  
0.3-M TCT showing the  vapor- 
depos ted  gold h o t - f i l m  leads. 
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( b )  Enlarged photographs o f  h o t - f i l m  
sensor, go ld  leads, and 
d i e l  e c t r i  c subst rate.  

F i g u r e  11. Photographs o f  a s u p e r c r i t i c a l  
a i r f o i l  model w i t h  h o t - f i l m  gage 
i n s t a l  1 a t i o n .  

L 

F igu re  12. Photograph o f  end o f  s u p e r c r i t i c a l  
a i r f o i l  model showing h o t - f i l m - l e a d  
contac ts  and anemometer leads. 
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n l l l l l o  Lower surface- 

0 0 2  . 4 .  6 .  8 1.0 
X l  c 

( a )  A i r f o i l  pressure d i s t r i b u t i o n .  

1 
T 
150 mV 

I I  

- 
e 
E 
- 

0 . 2  .4 .6 .8 1.0 
XlC 

( b )  Normal i z e d  RMS f l  u c u a t i  ny v o l  tayes 
f o r  a number o f  chordwi se 1 o c a t i  ons. 

d i s t r i b u t i o n  and normal ized RMS 
f l  u c u a t i  ng vo l  tages from the  0.3-M 
TCT h o t  f i l m  t e s t s .  Adi  b a t i c  w a l l ,  

F i g u r e  13. A t y p i c a l  a i r f o i l  pressure 

% M = 0.6, Rc = 7.5 x 10 , 
co 
a = 4.00, Tt = 360"R. 
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::;)Hot f i lm, nickel and chrome (mostly nickel) 

A l u m i n u m  
Substrate, electr ic leads 

,,- Si02 

F igu re  14. Sketch showing the  cons t ruc t i on  o f  
the  Lanyl  ey devel oped scheme o f  ho t -  
f i l m  deposi t ion.  

F igu re  15. A i r f o i l  mounted on the  s idewal l  o f  
t h e  NTF f o r  t e s t s  o f  the  h o t - f i l m  
d i e l  e c t r i c .  
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F igu re  16. NACA 0012 A i r f o i l  model i n s t a l l e d  i n  
t e s t  sec t i on  o f  I R D  small 
c a l i b r a t i o n  f a c i l i t y .  

F igu re  17. 2-D a i r f o i l  w i t h  h o t - f i l m  i n s e r t  
used t o  demonstrate on-1 i n e  
t r a n s i t i o n  de tec t i on  w i t h  cryogenic  
h o t - f i l m  system. NASA 0012 A i r f o i l  
c = 12 in. ,  12- in .  span. 
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Figure 18. Metallic insert w i t h  30 Langley 
devel oped cryogenic h o t - f  i l m  
sensors. 

XJC 

Figure 19. Normal ized RMS fluctuating voltages 
for  a number of chordwise 
locations.  
Rc = 0.86 x l o6 ,  c = 12 i n .  

a = 00, Ma = 0.122, 
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x l c  bf zz 2.5 kHz 

Arb i t ra ry  
scale 

.05 .1 .5 1 5 10 
f, kHz 

F igu re  20. Spectra a t  th ree  chordwise l o c a t i o n s  
showing a m p l i f i c a t i o n  o f  T-S .waves 
i n  v i c i n i t y  o f  2.5 KH,. a = 00 
M = 0.122, Rc = 0.86 x lo6. 

00 

Nickel sensor elements (A) -, r Copper coated nickel leads 

Sensor geometry, mm 
Length: 1 .o 
Width: 0.12 
Thickness: 0.00025 
Spacing: 2.54 

30 - element sensor 

(A) Exploded view of sensor elements 

F igu re  21. Pro to type h o t - f  i 1 m sensor ar ray.  
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Figure 22.  Photograph of prototype hot-f i lm 
sensor  a r r ay  of polyimide s u b s t r a t e  
bonded t o  LRN(1)-1010 a i r f o i l  
model. 15-cm chord, 30.48-cm span. 

rn Lower surface 
0 Upper surface 

-2.4 r a = 2" r 6" 
-1.2 

c p  0 
1.2 

-2.4 

-1.2 
c p  0 

0 .5 1 .o 0 .5 1 .o 
XIC XIC 

1.2 

Figure  23. Pressure d i s t r i b u t i o n  f o r  var ious  
angles  of a t t a c k  o f  L R N ( 1  
a i r f o i l .  

1010 
li Rc = 0.200 x 10 , 

M = 0.06. 
OD 
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x/c 
.883 

.750 

.717 

.667 

.467 

I -1 ' ' . . I  

Turbulent reattachment 

End transition 

Transition beginning 

- -  

Laminar separated shear layer 

~ -- 

Laminar boundary layer 
Figure 24. Time history of s ignals  from hot 

films a t  f ive chord locat ions.  
Rc = 199,900, ci = 5O, M = 0.06. 

m 

Separated 
laminar 

shear layer 

X/C 
.683 

.667 

*650 2 Separation 

.633 

.617 

.600 

Laminar 
boundary layer 

Figure 25. Time history of s ignals  from gages 
i n 1 ami nar separation region. 
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dB 

0, 
100 10 000 

f, Hz 

0.025 sec 4 
Figure  26. Auto c o r r e l a t i o n  o f  h o t - f i l m  s igna ls  

and comparison o f  most amp1 i f i e d  T-S 
f requencies w i t h  s t a b i  1 i ty theory.  
A t y p i c a l  t ime h i s t o r y  p l o t  o f  
ou tpu t  s ignal  i s  g iven i n  the lower  
p a r t  of the p i c tu re .  
Rc = 0.222 x lo6, x/c = 0.6. 

a = 7.250, 

Flow + 
Leads 

F igure  27. Improved mu1 t i - e l  ement sensor 
conf  i g u r a t i  on. 
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- 4 k  
.1 sec 
Filtered 

(increased gain) Unfiltered 

F i g u r e  28. Time h i s t o r y  o f  s igna ls  i n  the  
1 ami nar reattachment reg ion  on 
Eppler-387 a i r f o i l  a t  Rc = 200,000, 
a = 2O, Ma = 0.06 

F igure  29(a). Photograph o f  a i r f o i l  model , 
wi th  t h i n - f i l m  ar rays  bonded t o  
t h e  surface, t h a t  was used i n  
the  0.3-M TCT t e s t s .  
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zlc 0 

c P  

-1.4 

-1 .o 

-.6 

-.2 

.2 

.6 

(b )  Pressure distribution on ai rfoi 1 
model .a = -1 . W O ,  Moo = 0.70, 
R, = 6 x lo6 .  

Figure 29. Airfoil model tested in 0.3-M TCT and an example of pressure 
di stri  buti on. 

x/c 

0.375 

0.369 
- 

0.343 

0.326 

0.277 4 - A  
0.261 

Figure 30. Time traces of voltage outputs from 
gages in the vicinity of shock on 
the lower surface of the a i r fo i l .  
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X/C 0.277 vs 0.326 
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x/c 0.261 vs 0.277 x/c 0.326 vs 0.343 

0 200 0 Hz Hz 
x/c 0.343 vs 0.359 

180 

Phase 

-1 80 
0 200 Hz 

Figure 31. Phase correlation between success 
separation and reattachment. 

200 0 200 Hz 

x/c 0.359 vs 0.375 - 

I I I I I I I I I I  

200 Hz 0 

ve gages show ng phase reversals a t  

Figure 32.  Enlarged photograph o f  a three-wire, 
hot-wire probe. 
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Figure  33. Photographs o f  probe-rake 
i ns ta l l  at ion i n  LaRC 8-Foot 
Transonic Pressure Tunnel. 
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.25 r 
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Log P 
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, 710 

..._. - - 
e..- ...... -..ye ...._ 

(0.40 < Mach < 0.82), T = 540 R 

77 ' 

0 Sm= 0.217 

Method II. , S,=O.O72 
0 

0 , , 
0 1723 psi 
0 1430 psi 
0 863 psi 
A 710 psi 

'6798 1.08 1.1 8 1.28 1.38 1.48 1.58 
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Log u 
a )  3-wire s e n s i t i v i t y  c o e f f i c i e n t s  

s,, STt, and sp 

( b )  Single w i re  var ia t ions  o f  l o g ( E )  
with l o g  (m) and the associated 
s e n s i t i v i t i e s  for Method I and 
11. 

Figure 34. Single and 3-wire s e n s i t i v i t y  coef f ic ien ts .  
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U 0 -  
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.12 
N N N  

.08 
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A 

0 iii m 
- 

I I I 1 1 I 
.4 .6 .8 1 .o 

Mach number 

The v a r i a t i o n  o f  i/u, p/p, and i / m  
w i t h  Mach number as determined f r o m  
a s i  n g l  e-wi r e  hot -wi  r e  anemometer 
and microphone i n  t h e  LaRC 8'TPT. 

F i g u r e  35. 

P t  = 710 p s f .  

.30 F 3-wire + 
G/u, % 

Method I 
Method II 

.4 .6 .8 1 .o 
Mach number 

F i g u r e  36. The v a r i a t i o n  o f  i/u w i t h  Mach 
number f o r  bo th  s i n g l e  and 3 - w i r e  
anemometers. pt = 710 p s f .  
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Figure 3 7 .  Photograph of the signal a x i s ,  
5-beam, 3-component LDV system used 
i n  LTPT Taylor-Gortler i n s t a b i l i t y  
and juncture-flow investigations. 

Figure 38. Photograph of a i r f o i l  w i t h  concave 
sur face  used i n  Tayl or-Gortl e r  
i n s t a b i l i t y  inves t iga t ion .  
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SLSmb ANlz WHIT& P.-:ir;roGRAPcts 

806 



ORlGlNAL PAGE 
COLOR PHOTOGRAPH 

Height, 
cm 

m-' n I U-component, Mean 
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.3 .4 .5 .6 .7 .8 
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3 6 9 12 1518 

Figure  39. Contour p l o t s  o f  mean and f l u c t u a t i n g  u components o f  v e l o c i t y  
f i e l d  obtained by 3-component LDV showing s t r u c t u r e  o f  Tay lor -  
Gor t l  e r  vo r t i ces  . 
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Figure  40. Flow-visgal izat ion picture of 
Tayl or-Gortl  e r  v o r t i c e s  i n  a i  rfoi 1 
concave region 1 ooki  ng downstream. 

2.0 r x 1 0 6 j o  0 Flow visualization 

Unit 
Reynolds 
number 

1.5 

1 .o 

.5 

0 
.1 

Figure  41. 

.2 .3 .4 .5 .6 
Wavelength, cm 

Compari son of t h e o r e t i c a l  and 
ezperimental da ta  on Taylor- 
Gortler vor tex  spacing. 
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F igu re  42. Photograph o f  or thogonal  3-component 
LDV system s e t  up i n  l abo ra to ry  t o  
measure p ipe  f low.  

F igu re  43. Photograph o f  an orthogonal  
3-component LDV system i n s t a l l e d  i n  
the Basic Aerodynamics Research 
F ac i 1 i ty . 
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Flow 
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( a )  Photograph o f  g l  ass-wal l  ed t e s t  
sec t i on  w i t h  w a l l - i n t e r f e r e n c e  
model mounted on s t i n g .  

Wide-angle diffuser 

TScreens Test section 

' U I  1 Model support Plenum section 

Contraction section 1 Flow conditioning chamber 

( b )  Sketch o f  Basic Aerodynamics 
Research Faci  1 i ty showing 
con t rac t i on ,  t es t - sec t i on ,  
plenum, and h igh  speed d i f f u s e r .  

F igu re  44. Features o f  Basic Aerodynamics 
Research Faci  1 i ty . 
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F igu re  45. Comparison o f  ho t -w i re  and LDV 
measurements f o r  u/u i n  BARF. 

Reflect i ng 
model surface7 

Polarizer Beam Beam Wpllactnn (1 )  

- 1  expander splitter 
He-Ne laser 

Wollaston (2) 

3to detectors 15 13 Phc 

F igu re  46. Schematic o f  1 aser i n te r fe romete r  
system. 

. .  
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Tunnel 
side wall 

F igu re  

nall 

47. Sketch showing o p t i c a l  paths near 
model. 

F igu re  48. Photograph showi ng t r a n s i t i o n  
de tec t i on  system ( i n t e r f e r o m e t e r )  
i n s t a l l e d  i n  the  Boeing Model 
Transonic Wind Tunnel . 
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Line f r o m  flow 'k,k transi t ion Onset of v isual izat ion 

01 I I M I 1 
3.5 4.0 4.5 5.0 5.5 6.0 

Distance fom leading edge, x, i n c h  

(a) RMS interferometer signal 
compared to beginning of 
scrubbed region in the 
sublimating chemical flow 
vi sual i zati on. 

M OD = 0.70, Rc = 2 x lo6. 
NACA 66-066, 

surface shear 

(b) Flow visualization picture 
showi ng- transi ti on. 

Figure 49. RMS interferometer signal variation 
through transi ti on regi on and f 1 ow 
vi sual i zati on picture showi ng 
transition 1 ocation. 
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Figure 50. Laser vapor screen photograph as 
observed from a three-quarter right 
rear view. M = 0.95, a = 300. 

OD 

Figure 51. Laser vapor screen photograph as 
observed froin a three-quarter l e f t  
rear view. M = 1.10, a = 200. 

OD 
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Belt supported by 2 drums 
(approx 3" rotation) 

F igu re  52. Sketch o f  the moving b e l t  sk in -  
f r i c t i o n  gage showing i t s  p r i n c i p a l  
features.  

M a  = 0.7 
T = 3 0 0 K  0 0 
T = 2 2 0 K  A A 
T = 1 6 0 K  0 
T = 1 0 0 K  O + 

M, = 0.4 
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'4 
Cf x10  
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1 Smooth 
I I I I I I I I I  I I 1 I I I I I I  1 

1 2 3 5  10 . 20 30 50 100 
R~ 

F igu re  53. P l o t  o f  the  v a r i a t i o n  o f  s k i n  
f r i c t i o n  w i t h  Reynol ds number based 
on momentum thickness. 
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Figure 54. Sketch o f  an a i r f o i l  model w i th  
mu1 t i p l e  s k i n - f r i c t i o n  gages 
i n s t a l l e d .  
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WALL INTERFERENCE 

ASSESSMENT AND CORRECTIONS 

P. A. Newman 
NASA Langley Research Center 

Hamp ton , Virginia 

W. B. Kemp, Jr. and J. A. Garriz 
Vigyan Research Associates, Inc. 

Hampton, Virginia 

SUMMARY 

Wind -tunnel-wall interference assessment and correction (WIAC) concepts, 
applications, and typical results are discussed in terms of several nonlinear 
transonic codes and one panel method code developed for and being implemented at 
NASA Langley Research Center. Contrasts between 2-D and 3-D transonic testing 
factors which affect WIAC procedures are illustrated using airfoil data from the 
0.3-m Transonic Cryogenic Tunnel (TCT) and Pathfinder I data from the National 
Transonic Facility (NTF). Initial results from the 3-D WIAC codes are 
encouraging; research on and implementation of WIAC concepts will continue. 

INTRODUCTION 

The technology of wind-tunnel-wall interference was first formulated about 
I 1919 by Prandtl (refs. 1-3), and its continued development, refinement, and 
I extension parallels that of the wind tunnel. The classical theory, taken to mean 

that based upon boundary value problems for the linearized potential flow 
equation subject to linearized tunnel-wall boundary conditions, predicted wall 
interference satisfactorily in the open-jet and solid-wall wind tunnels used for 

I subsonic testing. Furthermore, this theory pointed to the partially open test 

I introduction of a slotted wall about 1948 (refs. 4 - 6 ) .  The ventilated wall 
allowed for tunnel testing through the transonic range without choking; however, 
for the sensitive high-speed flow and ventilated walls at the test section 

classical wall-interference theory and applications can be traced through a few 
sample works, listed herein as references 7 to 13. 

I 
I section as a possibility for minimizing wall interference, prompting the 

I boundary, flow linearity and homogeneity became suspect. The evolution of this 

The introduction of practical high-speed digital computers during the 1960's 
opened the door to computational aerodynamics. It permitted rapid systematic 
recalculations of the linear theory wall-interference parameters, particularly 
those for several formulations of the ventilated-wall boundary conditions (refs. 
14, 15). However, interest in obtaining accurate results for the high subsonic 
speed regime led to the numerical solution of nonlinear partial differential 
equations. Demonstration of a method for making 'practical transonic aerodynamic 
calculations occurred about 1970 (ref. 16) and spawned applications within 
several years to rather complex geometric configurations and also for more 
realistic field equation sets. Numerical experiments related to tunnel-wall 
effects could be performed without the linearization restriction on either the 
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field equation or the wall boundary condition; it became evident that somewhere 
in the transonic flow regime linear superposition did not remain valid 
(ref. 17). During this same time frame, it was realized that ventilated tunnel- 
wall flow characteristics (from which the wall boundary conditions are obtained) 
were very nonlinear at transonic flow conditions and dependent upon the model 
pressure field (ref. 18). Many attempts to obtain satisfactory ventilated-wall 
boundary conditions have been and still continue to be made (ref. 19, 20); the 
early history of tunnel-wall boundary conditions can also be traced through the 
several works listed as references 7 to 13. 

The concept of actively adapting the test section wall shape or flow 
condition in order to eliminate or minimize the interference as the test proceeds 
was put forward around 1973 (refs. 21, 22). The various procedures for 
implementing these concepts required hardware complexity in two forms: 
additional instrumentation for making flow property measurements near (or on) the 
walls; and, automatically variable geometry for iteratively adapting the test 
section at each data point. The feasibility of having instrumentation for 
routinely measuring flow data at or near the walls, as in the adaptive tunnel, 
also led to reformulations of the classical wall-interference ideas where various 
measured data were used in lieu of tunnel-wall and/or model boundary 
conditions. Two such posttest wall-interference-assessment formulations for 2-D 
subsonic and transonic flow were given in references 23 and 24, respectively; in 
these two, only measured pressures are used in the boundary conditions. Most 
posttest wall-interference-assessment/correction (WIAC) procedures were 
formulated by the early 1980's and are based upon linear field equations. 
However, since this is a transonic symposium, the present discussion of WIAC 
emphasizes the nonlinear transonic procedures. Progress in developing and 
applying WIAC methods from the mid-1970's to the present can be traced through 
the topical conference proceedings and summary papers listed as references 25 to 
35. 

In this paper, WIAC concepts, applications, and typical results are 
discussed in terms of several nonlinear transonic codes (refs. 23, 24, 36-48) and 
one panel method code (refs. 49-51) developed for and being implemented at NASA 
Langley Research Center. Contrasts between 2-D and 3-D transonic testing factors 
which affect WIAC procedures are illustrated using airfoil data from the 0.3-m 
Transonic Cryogenic Tunnel (TCT) and Pathfinder I data from the National 
Transonic Facility (NTF). In addition, both 2-D and 3-D Euler equation method 
WIAC codes have been developed (refs. 52, 53) but not yet implemented into a 
procedure nor used on real wind-tunnel data; the 3-D code is briefly discussed. 
The nonlinear procedures discussed herein are truly representative of what is 
currently available; only five other nonlinear code procedures have been 
published and apparently none of them has been used very much. Of these latter 
procedures, three are for 2-D flow (refs. 54-56), another is for axisymmetric 
flow (ref. 57), and the last is a two-variable procedure for 3-D flow (ref. 
19). Note that reference 56, which discusses the latter of these 2-D nonlinear 
procedures, is the following paper in these proceedings. The 2-0 WIAC procedures 
are pretty mature; a few sample results are shown and general observations about 
applications are made. Results from application of 3-D nonlinear transonic WIAC 
procedures to real wind-tunnel data have not yet been published; however, limited 
initial results for the Pathfinder I model tested in the NTF are given herein. 
Other research groups in government and industry have contributed to developing 
and testing the nonlinear WIAC procedures which are discussed. 

818 



SYMBOLS 

arabic 

b 

C 

- 
C 

'd 

CL 

Cm 

'n 

cP 
h 

M 

Re 

Re C 

UP V 

x, Y, = 
subscripts 

c, corr 

ref 

t 

W 

T 

WI 

WIAC 

0 

wing or airfoil semispan 

airfoil chord 

wing mean chord 

2-D or section drag coefficient 

2-D or section lift coefficient 

3-D configuration lift coefficient 

2-D o r  section moment coefficient 

2-D or section normal force coefficient 

pressure coefficient 

tunnel half-height 

Mach number 

Reynolds number 

Reynolds number based on chord 

velocity components parallel to x,y,z 

vertical velocity at upstream end of test section 

Cartesian coordinates, x streamwise 

corrected condition or at corrected conditions 

reference condition or at reference condition 

tail 

wing 

tunnel condition 

classical wall interference correction 

wall interference assessment/correction 

calibration condition 
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greek 

a 

AC 

AM 
P 

Aa 

AC 
Pwa 11 

AC 

0 
'gauge 

T 

t 
t abbreviations 

AR 

AW, AWTS 

BC 

CFD 

I 

, 

DFVLR 

EUCOR3D 

NACA 

NASA 

NTF 

PANCOR 

SW, SWTS 

SWBL 

TUNCOR 

TC T 

I TS 

angle of at tack 

pressure coefficient difference 

Mach number correction, = Mcorr - %e€ 

- a  ref angle-of-attack correction, = a 

scatter in wall pressure coefficient measurements 

error due to pressure gauge accuracy 

flow angularity, = v/u 

airfoil thickness to chord ratio 

cor r 

Model Aspect Ratio 

Adaptive-Wall Test Section 

Boundary Condition 

Computational Fluid Dynamics 

Deutsche Forschungs- und Versuchsanstalt fiir Luft- 
und Raumf ahr t 

3-D Euler Equation WIAC code 

National Advisory Committee for Aeronautics 

National Aeronautics and Space Administration 

National Transonic Facility 

3-D Panel Method WIAC code 

Slotted-Wall Test Section 

Sidewall Boundary Layer 

3-D TSDE Method WIAC code 

Transonic Cryogenic Tunnel 

Test Sect ion 
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TSDE 

VLOR 

WBT 

WIAC 

1 -D 

2-D 

3-D 

Transonic Small Disturbance Equation 

Vertical Line Over-Relaxation 

Wing-Body-Tail Configuration 

Wall Interference Assessment/Correction 

One-d ime ns i onal 

Two-dimensional 

Three-dimensional 

WIAC CONCEPT, METHODS AND VALIDATION 

WIAC concepts and applications draw upon ideas and capabilities from 
classical wall-interference theory, computational fluid dynamics (CFD) 
capabilities, and adaptive-wall technology. Briefly stated, the WIAC concept is 
to determine the wall interference which exists in conventional or partially 
adapted wind-tunnel data by making use of measurements made during the test, 
generally at or near the test-section walls. WIAC is, therefore, a posttest 
technique. The various applications or realizations of it depend upon the amount 
and type of data taken, the fluid flow equation approximations used in the 
analysis, the tunnel geometry and capabilities, as well as the timeliness, 
costliness, and accuracy desired in the result. It is not expected that all test 
data can be corrected; an assessment procedure should give some indication of the 
measure of goodness for the corrections which are obtained. When one considers 
the trade-offs between computational complexity versus wind-tunnel complexity, 
the two extremes being complete 3-D Navier-Stokes CFD solutions and 3-D adaptive- 
wall wind-tunnel data, respectively, then WIAC techniques lie between those 
extremes, hopefully making good use of the best practical aspects of both 
computational and wind-tunnel simulations. 

Traditionally, transonic testing of both 2-D airfoil and 3-D configuration 
models has been carried out in wind tunnels with ventilated-wall test sections. 
As already noted, the flow interactions at these finite length walls are 
generally neither homogeneous nor linear and can be greatly influenced by the 
model flow field. Thus it is not surprising that the classical linear theories 
were found to be inadequate. For wind-tunnel data taken in most 3-D transonic 
facilities with ventilated-wall test sections, no wall-interference corrections 
were made. The renewed interest and effort in transonic wall-interference 
corrections here at NASA Langley commenced about 1974 in order to support the 
NTF. In this facility where both Mach and Reynolds numbers of free flight could 
be simulated (ref. 58, the first paper in this proceedings), wall interference 
would be a prime candidate for uncertainty in the test data. A conventional 
slotted-wall test section (with some capability to vary test-section divergence 
angle, reentry flap angle and step height, and diffuser entrance angle) was 
chosen since the 3-D adaptive wall concept had not yet been demonstrated to be 
feasible. Reference 5 9 ,  a prior paper in this proceedings, discusses the history 
and current status of adaptive wall wind-tunnel technology. The total wall- 
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interference assessment/reduction effort at Langley which resulted from this 
renewed interest sparked by NTF was summarized in reference 3 3 .  

The elements involved in establishing the corrected test conditions in 
conventional transonic wind tunnels are depicted in Table I. Calibration runs 
and flow-angle surveys will have been made to determine the tunnel-empty Mach 
number and angle-of-attack offsets at the model location (AM , Aao) which are to 
be applied in the data reduction process to reyerenee conditions 
(M a ) for each test-data point in order to obtain the tunnel test 

conZfEfongef (MT, a ). Wall interference corrections in the conventional sense 
(AydI, AaWI) are &en determined by some procedure or  analysis and applied to 

obtain the corrected flow conditions (M , a ). As previously noted, this latter 

developed and pursued in order to be able either to perform this latter step in a 
consistent and meaningful way or to indicate that it might not be possible. 
However, it should be pointed out that WIAC is not limited to application at only 
the latter step, as will be shown subsequently. The last entry i n  Table I is 
intended to indicate that the WTAC quantities (A%I c, AaYItc) may be obtained 
with or without regard to a tunnel calibration an% appl e to whatever flow 
conditions (M7, a?) were quoted as belonging to (i.e., used to reduce) the test 
data. I n  fact', application of WIAC procedures to calibration run data provides 
information about the tunnel-empty flow and effects due to variable tunnel- 
geometry parameters (ref. 51). For adapted-wall or partially adapted-wall 
tunnels, it is not clear what meaning should be attached to the tunnel-empty 
calibration. The WIAC procedure can be constructed to model (account for) tunnel 
geometry other than just the constraining walls (i.e., sting, sting support, 
etc.); the corrections obtained are then more properly called tunnel-interference 
rather than simply wall-interference corrections. 

I step is frequently not taken with venti5ateCd transonic tunnel data. WIAC was 

/ 

Transonic Concept 

As previously noted, the possibility of routinely measuring flow data at or 
near the test-section walls (as required in the adaptive-wall tunnel) led to 
reformulations of the classical wall-interference ideas for 2-D airfoil tunnel 
data at subsonic (ref. 23)  and transonic (ref. 2 4 )  flow conditions. A schematic 
of the WIAC concept where pressure measurements are made on both the top and 
bottom test-section walls as well as on both model surfaces is shown in Figure 
1. As shown on the left side, the tunnel is instrumented to make the additional 
wall measurements. As shown on the right side, one now solves at least two fluid 
flow problems. The first is an equivalent inviscid tunnel flow simulation where 
pressure measurements on the walls and the model are specified boundary values 
with the measured lift and drag forces constrained (i.e., also used or 
matched). Since this is an inverse (or design-like) problem, the equivalent 
inviscid model shape is obtained as its solution. This shape is then used as the 
internal boundary condition in the second problem, with external boundary 
conditions appropriate to unbounded flow (free air). In this solution, the far- 
field Mach number, M, and angle of attack, a, required to minimize the error in 
local velocity (squared) or Mach number over the airfoil surface between these 
two calculated solutions are determined. The adjustments to far-field Mach number 
and angle of attack so determined define the corrections to tunnel conditions and 
the value of the error which was minimized is  a measure of the residual 
interference. 
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In Figure 2, the upper half-plane of a Cartesian grid used in the transonic 
2-D WIAC (ref. 2 4 )  is shown. The wind-tunnel grid (outlined by the inner bold 
lines) I s  used in the first problem discussed above; it is a proper subset of the 
free-air grid used in the second problem. The top and bottom wall boundary 
conditions are derived from the measured tunnel-wall pressure coefficients, C , 
and enforced along grid lines at the (mean) tunnel-wall location. Lift a d ,  
indirectly, drag enter the downstream outflow boundary condition, whereas it was 
assumed that the upstream upwash velocity components v near the walls would be 
measured and used in the inflow boundary condition. However, it was found (ref. 
38)  that these upwash components could be obtained iteratively by successive 
passes through the WIAC code if they were not measured. The airfoil boundary 
conditions, cP for the in-tunnel calculation and equivalent inviscid airfoil 
shape for the free-air calculation, are applied along the slit as noted on 
Figure 2. For the free-air calculation, the grid extends outward in all 
directions from the tunnel grid, and approximate free-air far-field boundary 
conditions are imposed. 

UP 

Classification of Methods 

Kraft (ref. 60) has categorized WIAC procedures in terms of the number of 
measured data arrays used in the boundary conditions. The zero (0) measured-data 
array procedures are, therefore, pretest procedures and include the classical 
wall-interference correction methods as well as a number of more recent CFD code 
analyses which implement the tunnel-wall boundary condition in some functional 
(or empirical) form. The one ( 1 )  measured-data array procedures utilize one 
flow-variable array (C or 8 or u or v) measured along an interface near (or on) 
the wall as outer bougdary data. The two (2) measured-data array procedures 
utilize either two flow-variable arrays (C and 8 or u and v) measured along an 
interface near (or on) the wall or one flgw-variable array measured along two 
interfaces or boundaries. For 2-D WIAC procedures, these arrays of measured data 
are 1-D whereas for 3-D WIAC procedures the arrays are 2-D on each interface. 

The concept outlined on Figures 1 and 2 applies to the 2-D transonic small 
disturbance equation (TSDE) WIAC procedures developed (refs. 23, 24, 36-44) and 
used to obtain the sample results to be presented herein; it is seen to be one 
type of the two-measured flow-variable array procedures. Another of this type, 
but using 8 rather than C was described by Schairer (ref. 61). Other 2-D WIAC 
procedures utilizing the two measured-variable arrays on one surface for boundary 
specification have been described by Ashill and Weeks (ref. 62), by Kraft and 
Dahm (ref. 63), and, at this symposium, by Lo and Sickles (ref. 56). These 
methods need no a priori definition of either the test model or the tunnel-wall 
characteristics. The 2-D WIAC procedures utilizing one measured-variable array 
at the walls (e.g., static pressure) plus a model representation based on known 
model geometry and aerodynamic loads have been given by Capelier, Chevallier, and 
Bouniol (ref. 64), Sawada (ref. 65), Mokry and Ohman (ref. 66), and Smith (ref. 
6 7 ) .  Methods using either of the above boundary types require the assumption of 
Linear superposition of model and tunnel influences to quantify the tunnel 
interference and, therefore, are strictly applicable only to purely subsonic 
flows. They are probably suitable, however, for low transonic cases where the 
outer boundary flow is fully subsonic. A review of most of these 2-D procedures 
is given in reference 31. 

P’ 

823 



Both of the 3-D WIAC procedures developed (refs. 45-51) and used to obtain 
the sample results to be presented herein are one measured flow-variable array 
procedures. Measured tunnel-wall C data are used in the outer-wall boundary 
condition but the model is defined by its real geometry. For the 3-D TSDE WIAC 
procedure, TUNCOR, the inner model boundary condition for both the in-tunnel and 
free-air calculations is the model shape. With this one important exception, the 
TUNCOR concept and method are 3-D analogs of that outlined in Figures 1 and 2. 
For the 3-D panel method WIAC procedure, PANCOR, the measured wall C data are 
used in conjunction with geometric data (related to the slotted wall, pfenum, and 
reentry flaps) to define the complete outer-wall boundary condition, as will be 
discussed later. The Euler equation based WIAC code (ref. 53) mentioned later is 
also a one measured-variable array method utilizing Cp in the outer boundary 

~ condition. Other 3-D one measured-variable array linear procedures have been 
developed by Rizk and Smithmeyer (ref. 6 8 ) ,  Mokry (ref. 69), Schulz (ref. 70), 
Labrujere (ref. 71),  Moses (ref. 72), and Crites (ref. 73), for example. Two 3-D 
two measured-variable array procedures have been discussed by Schairer (ref. 74) 
and Kraft, et al. (ref. 19). The classification by Kraft (ref. 6 0 )  does not 
distinguish those procedures which have been formulated to include the nonlinear 
flow equations; in fact, many of the WIAC procedures rely on linear superposition 
and are, therefore, not strictly appropriate for flows with extensive regions of 
supercritical flow. The nonlinear procedures to be discussed and others which 
are available have been identified in the Introduction section of this paper. 

P 

Validation Procedure 

Validation or verification of the WIAC procedure results ( o r ,  for that 
matter, those obtained by any means) must depend upon the mutual agreement or  
consistency of results from all viable means of obtaining the answer. Since the 
WIAC is both an assessment and correction procedure, it is natural to assume that 
all test data contain some wall interference. Operating from this premise then, 
one would expect to obtain consistent corrected results for data from separate 
tests of a common model shape if the WIAC procedure were valid in accounting for 
all pertinent aspects of the interference. That is, test data on the same model 
in different tunnelsltest sections, or  test data from different size models in 
the same facility should collapse to a common curve, result, etc. G second 
variation of this theme is to make independent free-air flow-field calculations 
with the best available CFD codes at both uncorrected (M a ) and corrected 

a ) flow conditions. Comparison of calculated ;fe)tah results (such 
a?c&%ll %face Cp, lift-curve slope, drag-rise Mach number, etc.) with the 
experimental data and the experimental data renormalized to the corrected 
conditions, respectively, allows one to ascertain whether or not  the corrections 
are valid or ,  perhaps, the range of validity. 

WIAC APPLICATIONS TO AIRFOIL (2-D) DATA 

Initial applications of WIAC were to airfoil tunnel data where, to good 
approximation, the flow is 2-D. Most of the procedures, both linear and 
nonlinear, have been discussed in reference 31. The techniques are relatively 
mature, but questions still remain concerning the tunnel sidewall boundary-layer 
(SWBL) interaction, particularly at transonic flow conditions. In this section, 
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test techniques which affect WIAC for 2-D transonic airfoil tunnel data are 
discussed so that a comparison can be made with the 3-D case. Then, recent 
results from application of nonlinear WIAC to sample data from the 0.3m TCT are 
given to illustrate several points. 

2-D Test Techniques Affecting WIAC 

Table IT gives the transonic testing factors affecting 2-D WIAC. For 
routine testing, the airfoil chord, c, is typically the order of 1 / 2  to 1/4 of 
the tunnel half-height, h, resulting in solid blockage ratios, r/(2h/c), of 
several percent. The measured model data generally includes 1-D pressure data, 
Cp, with good resolution which can be integrated to produce good values for the 
normal force coefficient, Cn, and moment coefficient, Cm. The drag coefficient, 
cd, is normally deduced from measurements of the wake momentum deficit, taken on 
a wake rake. It is deemed to be more accurate than the value obtained using the 
axial force from integrated model pressures along with a and Cn. Measured 
field data on an interface near (or on) the upper and lower walls are needed for 
WIAC. These 1-D arrays are taken very near the center of the walls; C data can P be obtained with good resolution and signal (to noise) strength. Figure 3 shows 
distributions of Cp (negative up) on the airfoil and tunnel walls. These data 
were from the 0 . 3 3  TCT slotted-wall test section with a nominally sized (h/c = 
2.0) supercritical model at transonic flow conditions. The vertical scale is 
gtven as the pressure coefficient difference, AC , over the vertical length of 
the chord, c. Tt can be seen that both on the mod81 and wall the pressure signal 
(to noise) strength is good. 

T 

Measurements of 1-D data arrays of the flow angularity, 0 ,  or upwash 
velocity, v, are more difficult near the walls of the ventilated-wall test 
sections used for transonic testing. In the case of the solid-wall adaptive 
tunnels, this information (within the local viscous effect) is given by the wall 
location. With all WIAC procedures using one-variable arrays of C o r  u, one 
flow angularity or upwash velocity measurement is required; it is ne2ded by WIAC 
as an integration constant. In the present 2-D nonlinear WIAC procedures, this 
requirement has been circumvented in second and succeeding WIAC passes by using 
the front portion of the airfoil as a flow angle probe; procedures using two 
measured-variable arrays on a single interface should not require the additional 

8 measurement. 

In airfoil testing, models are mounted between the two sidewalls on 
turntables in order to provide angle-of-attack changes. The boundary layers on 
these two sidewalls (SWBL) are subjected to the model pressure field which 
includes severe adverse pressure gradients (for the flow approaching the model 
leading and trailing edges and at shock waves) and rapid favorable gradients 
(behind the model leading and trailing edges). These SWBL interactions become so 
severe at transonic high-lift conditions that the flow is no longer 2-D. In 
fact, there are always some manifestations of 3-D flow near the sidewalls. This 
present 2-D nonlinear WIAC procedure incorporates several simple means for 
approximating the subsonic attached-flow SWBL interaction due to Barnwell and 
Sewall (ref. 75) and Murthy (ref. 76). Transonic 2-D WIAC procedures must 
include some accounting for the SWBL interaction; i.e., a 4-wall correction. 
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The test section design of ventilated-wall airfoil tunnels is generally near 
the classical-theory minimum blockage condition; this is required in order to be 
able to test without choking or extremely large blockage (Mach number) 
corrections. The test sectirrns are ventilated, either by means of holes 
(perforated) o r  longitudinal slots. The minimum blockage condition, however, 
does mean that large angle-of-attack corrections are to be expected according to 
classical wall-interference theory. Adaptive-wall test sections have been used 
now for about a decade (ref. 5 9 )  in pilot-size (less than 1-ft diameter) and 
small (-2-ft diameter) airfoil tunnels. In these facilities, the wall 
adaptation attempts to minimize all aspects of the wall interference. The 
present adaptive-wall nonlinear 2-D WIAC procedure is deemed to assess and 
correct for the residual interferences. 

Sample Results for 0.3- TCT Data 

t 

A number of results obtained from various versions of the nonlinear 2-D 
airfoil WIAC codes have been presented over the last few years in references 23, 
24, and 36-44. These results have been for data obtained in the NASA Langley 
0.3- TCT (ref. 77) for several different airfoil shapes tested during the 
Advanced Technology Airfoil Test Program (ref. 78) and later cooperative 
agreements with industry and foreign government laboratories. WIAC results have 
been obtained for both slotted- and adaptive-wall test sections. The technology 
is mature, and several findings have evolved from the work. These are briefly 
summarised as follows : 

For all of the airfoil data assessed to date, some wall interference 
appears to be present according to the WIAC procedure. 
The SWBL interaction effects appear to be part of (sometimes 
dominating) this wall interference and must be accounted for in WIAC. 
For test conditions near and above the transonic drag rise for aft- 
loaded supercritical airfoils at moderate to high lift, the simple 
approximate SWBL interaction models are inadequate (which is not 
surprising since these models are based upon subsonic attached-flow 
theories). 
Multiple passes (2 o r  3) through the WIAC procedure are required to 
properly assess the unmeasured upstream flow angularity which directly 
influences the angle-of-attack correction. 
WIAC results for both AM and ha are smaller for the adapted-wall test 
section than those for the slotted-wall test section. 
Independent transonic free-air CFD code solutions from both 
conservative full-potential with interacted boundary-layer (ref. 79) 
and Navier-Stokes (ref. 80) tend to confirm the WIAC results, except as 
noted in (c) above. 
Corrected data for common airfoils tested at different size and in 
different test sections tend to collapse to a common curve; i.e., the 
corrected data correlates. 
Not all test data are correctable by WIAC; for some cases the code 
solutions may not be obtained and for others, there may not bc a good 
correspondence with any free-air result. Quantitative interpretation 
of the WIAC measure of error still appears to be elusive. 
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Some of the findings summarized above concerning application of the 2-D 
nonlinear WIAC are illustrated on the next several figures using transonic data 
for two different airfoils. Sample data and WIAC results for NACA 0012 airfoils 
of three chord lengths and CAST 10-2/DOA 2 airfoils of two chord lengths are 
discussed. The relative sizes of the models with respect to the test sections in 
which they were tested are given in Table 111; also indicated are tunnel half- 
height to chord ratios, model aspect ratios, model thickness ratios, and 
references for both the data and WIAC results. As indicated earlier in 
discussing the present transonic WIAC concept, both the measured lift and drag 
are constrained; therefore, corrections to Mach number and angle-of-attack 
generally produce only small changes (due to the dynamic pressure rescaling) in 
CR and Cd, Cd being measured via the wake rake. Thus, the angle-of-attack 
correction, ha, is seen on a lift curve plot (C versus a )  as an a shift at 
almost constant C whereas the Mach number correction, AM, is seen on a drag 
rise plot (cd versus M) as an M shift at almost constant cd' For a ventilated 2- 
D airfoil tunnel designed at near minimum classical blockage, the Mach number 
correction is generally small up to near the drag rise Mach number and above 
unless the contribution from the SWBL effect is large. 

II 
R 

Shown in Figure 4 are the results of applying the 2-D WIAC to data from the 
adaptive-wall 0.3-m TCT for two different size models. The data shown were 
obtained during the adaptation sequence from unadapted to fully-adapted. These 
are lift curve plots and therefore illustrate the cororections to angle-of-attack 
at the nominal test conditions of MT=0.65, = 2 , and Rec = 9x106 on two 
different size NACA 0012 airfoils, h/c = 1.0 and h/c = 0.5. Data are shown as 
symbols for seven different model/tunnel configurations (though not all 
distinguishable at this scale) and these represent seven different tunnel wall 
interferences. The uncorrected data are shown in the upper left hand plot, 
having different C at the same nominal test a. The solid curve, shown on all 
plots in this figure, is the free-air Navier-Stokes solution obtained from the 
code of Swanson and Turkel (ref. 80). The first application of WIAC (1st pass) 
assumes that the far upstream flow direction at the upper and lower wall 
positions is known and is used in the upstream boundary condition. As can be 
seen in the upper right hand plot, the angle-of-attack correction makes the lift- 
curve slopes for the two models approximately the same, but the curves themselves 
appear to have been displaced from one another. Successive applications of the 
WIAC procedure (passes) with improving estimates of the upstream flow direction 
(as deduced from the alignment of the computed and real model camber lines) 
produce angle-of-attack corrections which tend to collapse the two sets of data 
around the Navier-Stokes free-air solution. The interference and thus 
corrections were greatest for the larger model (h/c = 0.5, the 13" chord model in 
the 13" high AWTS) at the highest lift level; three WIAC passes were required to 
produce an acceptable correction. 

a 

R 

The results of applying the 2-D WIAC to data from the slotted-wall test 
section of the 0.3-m TCT for two different size CAST 10-2/DOA 2 airfoils are 
shown in Figure 5. These are.,,drag-rise curves and thus illustrate the Mach 
number corrections which are directly related to the SWBL interference and our 
approximation of it. The uncorrected data, plotted at the left, shows distinctly 
different drag-rise Mach numbers for the two different size models. Application 
of WIAC with the Rarnwell-Sewall (ref. 75) SWBL approximation produces Mach 
number corrections which tend to spread, rather than collapse the curves at the 
drag rise as shown in the center plot. The Murthy (ref. 76) SWBL approximation 
includes a model aspect-ratio factor and reduces to the Barnwell-Sewall 
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approximation in the limit AR + 0 ,  I narrov tuimel. It can be seen in the plot 
at the right that the knee of the drag-rise curves are most nearly collapsed, 
tending to define the same drag-rise Mach number. 

Shown in Figure 6 are the results of applying the 2-D WIAC to data €or  the 
NACA 0012 airfoil in several sizes from both slotted-wall and fully adapted-wall 
test sections of the 0.3-m TCT. Both uncorrected and corrected data For lift 
curves vs. a) and drag-rise curves (cd vs. M) are shown in Figures  6a and 6h, 
respectivefy. The free-air Navier-Stokes results shown as the solid line are 
obtained from the code described in reference 80. The WIAC results utilized the 
SWBL approximation of Murthy (ref. 76). Again, the corrected data are collapsed 
and correlate well with the free-air result at the corrected conditions. Note 
also that the angle-of-attack and Mach number corrections are larger for the 
slotted-wall data. 

(C 

WIAC APPLICATIONS TO CONFIGURATION (3-D) DATA 

/ 
There are several fundamental differences between 2-D and 3-D transonic 

testing techniques and practices which have important implications for the WIAC 
procedures. Two of these differences are the amount of data measured and the 

following section and contrasted with the 2-D case discussed previously. 
I means of model support. These will be discussed for the 3-D case in the 

As already mentioned, several applications of linear WIAC procedures t o  3-D 
tunnel data have appeared in the literature. The 3-D nonlinear WIAC results 
shown in the last section here, for the Pathfinder I in the NTF, are the first 
such results, as far as we know, to be published. 

I 

3-D Test Techniques Affecting WIAC 

I Table IV gives the testing factors affecting 3-D WIAC. Typical model sizes 
for transonic testing are generally governed by the model wing span, 2b, lift 
level, o r  body length. This results in solid blockage ratios of 1/2 to 1 
percent; i.e., much less than 2-D airfoil tunnels. Thus, wing-section chord 
lengths are less than those in 2-D tunnels, and even when pressure distributions 
are measured, the resolution is not as good. Furthermore, there are seldom more 
than a few chordwise rows of pressure taps so that the resulting 2-D C arrays on 
the model are indeed very sparse. In fact, €or many tests no mole1 surface 
pressures are taken. For most tests, force balances are installed in the model 
o r  sting mount so that model aerodynamic forces are available. Thus, most 3-D 
WIAC procedures are constructed assuming that model pressures will not be 
available to be used as an inverse internal boundary condition. The model 
description must come from its geometry and the measured forces if it is required 
by the WIAC procedure. Figure 7a shows typical wing pressure coefficient data 
from the Pathfinder I model in the NTF. The dashed lines in the Cp distribution 
indicate missing data at the leading and trailing edges. Where data are taken, 
on six spanwise wing stations in this case, as indicated at the left, the signal 
(to noise) strength is good. 
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Measured 2-D field data arrays on interfaces near (or on) all walls are 
generally required by the 3-D WIAC procedures. Such large amounts of data are 
not going to be taken routinely and even those data which are taken generally 
have small signal (to noise) strength. This is illustrated in Figure 7b, where 
NTF wall pressure data, taken for a Pathfinder I test point, are shown along the 
top, bottom, and sidewall centerlines. As indicated at the left, the top and 
bottom wall data are taken on the centerlines of three slats, whereas the two 
sidewall pressure tap rows off the centerline are in the solid blanks covering 
the region reserved for the sidewall slots. The 2-D data arrays are indeed 
sparse, and the "noise" is evident; more will be said about this aspect later. 

Measurement of 2-D arrays of the flow angularity, 0 ,  or boundary interface 
normal velocities near the walls is extremely difficult. The small blockage 
coupled with the 3-D relief effect implies very small signal strength. Thus the 
present 3-D WIAC procedures do not rely on such arrays of flow data. However, 
several simultaneous flow angularity measurements or  frequent model inverted runs 
may be required in order to properly assess the upstream flow angularity which 
effectively appears in the boundary data or as integration constants. 

The model support effects and resulting interference in 3-D testing are 
varied, depending on both the facility and test data desired. In semispan model 
testing there is generally one SWBL interaction at the root station. For 
transonic flow conditions where shock waves impinge upon this SWBL, the true 3-D 
effects are modified. In the WIAC procedure, measured Cp data, rather than a 
symmetry condition, should be used for the mounting-wall boundary condition. The 
usual means for supporting full-span models is a sting at the rear of the model 
generally through the fuselage. The model support can also be done via blade 
mount into the fuselage bottom or from the top at the vertical tail. These 
latter two arrangements, as well as some high angle-of-attack testing, require 
more complicated bent stings. The support interference can thus differ from test 
to test and, even though not generally considered to be wall interference, is 
certainly part of the tunnel environment interference. At transonic flow speeds, 
one may not be able to decompose or separately account for all of the individual 
interferences; therefore, the concept of tunnel interference may be the most 
proper. 

\ 

DesBgn criteria for 3-D transonic test sections vary even though most of the 
conventional ones are now ventilated. Again the relatively small blockage and 
3-D relief effects make the classical minimum blockage criteria of lesser 
importance than in the airfoil tunnel. Adaptive-wall test sections specifically 
designed for 3-D testing have been at the pilot-size, with the one exception 
being the "rubber-wall'' subsonic tunnel of the DFVLR (ref. 59) .  Several 2-D 
adaptive-wall tunnels have been used for testing 3-D models (ref. 591, and the 
criterion to which the 2-D wall is adapted varies. In these latter facilities, 
there will surely be residual interference, for which one needs a 3-D WIAC 
procedure. The two measured-variable array WIAC procedures may be better suited 
€or this task. The last paper in this symposium (ref. 8 5 )  gives results for a 
semi-span wing tested in the 2-D AWTS of the 0.3- TCT. 

Description of 3-D Codes 

Some features of the 3-D WIAC codes being developed for use in the NTF and 
to be discussed here are given in Table V. The left column lists the code 
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characteristics to be covered whereas the next three columns give those 
characteristics for the WIAC codes PANCOR, TUNCOR, and EUCOR3D respectively. 
PANCOR is based on linear-theory panel methods whereas TUNCOR and EUCOR3D are 
based on nonlinear flow equations. 

The PANCOR code was developed by Kemp (refs. 49-51) in order to simulate the 
slotted-wall boundary flow features better than would be possible by using only 
the sparsely measured C distributions alone. Figure 8 depicts the types of 
singularity panels and networks used in PANCOR for the tunnel boundaries. Tt can 
be seen that the finite length, discrete, segmented source lines are used to 
simulate the slots; their strength is governed by the sparsely measured slotted- 
wall C distributions. Panel representations are used to simulate the solid 
surfaces (slats between the slots, sidewalls, and reentry flaps) as well as to 
enforce unperturbed outer flow and flow through the end planes of the test 
section. In addition, other tunnel features such as variable wall divergence, 
reentry flap settings, model sting, and sting support sector are also treated in 
PANCOR. Sample results from the application of this code to NTF data are shown 
later. 

P 

P 

The TUNCOR code was developed by Rizk, et a1 (refs. 45-48) in order to 
provide a (nonlinear) transonic WIAC capability for the NTF. As indicated i n  
Table V, this code is based upon numerical vertical Line overrelaxation (VLOR) 
solutions of 3-D TSDE's, analogous to the 2-D procedure previously discussed. 
The grid and boundary conditions are the 3-D extensions of those depicted €or  the 
2-D WIAC in Figure 2. The sparsely measured C distribution data on all of the 
walls are enriched and interpolated onto the outer boundary grid for the tunnel 
flow calculation in the WIAC procedure. Sample results from the application of 
this code to NTF data are also shown later. 

LJ 

P 

The EUCOR3D code was also developed by Rizk et a1 (refs. 52, 53) in order to 
overcome some of the approximations inherent in the TSDE formulation of TUNCOR 
and to provide benchmark corrections against which more approximate WIAC codes 
could be evaluated. As indicated in the right column of Table V, EUCOR3D i s  
based upon the Euler equations which are solved by an efficient numerical 
algorithm on an H-H body fitted grid. Figure 9 depicts this grid for a wing-body 
configuration; both symmetry plane and spanwise section cuts through the grid 
near the model are shown; the final shearing transformations to the outer flat 
tunnel-wall boundaries have not been included here. This code is still being 
debugged and adapted into a partially automated procedure; it has not yet been 
applied to real tunnel data. 

Sample Results €or  NTF Data 

WIAC results relevant to the NTF which are discussed here include numerical 
simulations of the Pathfinder T model in NTF-sized ideal tunnels, assessment o €  
the "tunnel-empty'' interference using NTF calibration data, and initial 
corrections of Pathfinder I data taken i n  the NTF. The size of the Pathfinder I 
model with respect t o  the NTF was that of a typical transport configuration €or  
testing at high-subsonic speeds with little wall interference according to 

I conventional guidelines. It was a 0.5% solid-blockage model. The only data 
published to date for both the NTF calibration and Pathfinder T tests ate given 
in reference 58 ,  the first talk in this symposium. 
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Numerically Simulated Pathfinder I in Ideal Tunnels 

Numerical simulation of the Pathfinder I model in NTF-size ideal tunnels was 
performed in order to bracket and size the wall-interference corrections to be 
expected in the NTF. The open-jet and solid-wall outer boundary conditions 
represent the two extremes of a slotted-wall and, according to classical 3-D wall 
interference theory, produce corrections AM and ha which bracket those for the 
ideal slotted wall. The numerical simulations were carried out using various 
options of the TUNCOR 3-D WIAC procedure; values of AM and Aa which were 
obtained are given in Table VI. The NTF test section design criterion was to 
eliminate lift interference with all four walls slotted, according to an 
empirically correlated ideal slotted-wall theory (ref. 8 6 ) .  Currently, the NTF 
sidewall slots are closed; therefore, the current configuration should appear to 
be somewhat closed. It can be seen from Table VI that the numerically simulated 
open-jet and solid-wall test section results bound those for the NTF slotted-wall 
configuration which were obtained from classical theory. This classical theory 
calculation also shows the present NTF configuration to be somewhat closed. 

Figure 10 illustrates the effect of the WIAC corrections for these ideal 
open-jet and solid-wall tunnel results, in particular, those for the flow 
parameters CL and the size of the embedded region of supersonic floz above the 
wing. The simulated test conditions are % = 0.82 and a = 1.93 . The lift 
curve, shown in Figure 10(a), is not sensitive to the Mach number correction, 
AM, so the effect of the angle-of-attack correctioon, ha, is readily seen. The 
baseline free-air curve, over approximately a 0.6 range, is established by the 
three open circles connected by the solid line; the open-jet and solid-wall 
tunnel solutions at the nominal a are seen to lie below and above the free-air 
curve, respectively. When the WlkC is applied, these results are shifted by 
Aa as indicated and lie very near the free-air curve. Figure 10(b) is more 
complicated since the size of the embedded supersonic flow region (bubble) 
depends upon both M and a (AM and Aa). The free-air solution surface for this 
parameter versus M and a is denoted by the five open circles connected by solid 
lines, traces for M = % (with a variable) and a = a (with M variable). At 
the nominal tunnel conditions, MT and a the open-jet and solid-wall tunnel 
results lie below and above the free-air surface respectively. Upon correction 
by the  WIAC procedure, the  r e s u l t s  are s e e n  to c l o s e l y  approach the  free-air 
surface from below and above, respectively. 

T 

T 
T' 

Typical NTF Calibration Data 

Recall from the earlier discussion on the WIAC concept that calibration 
tests are performed to assess the "tunnel-empty" Mach number, AMo, and flow 
angularity, Aao, offsets (corrections) which must be applied to the reference 
values deduced from the measured data in order to arrive at the test conditions, 
MT and a Conventional wall-interference corrections, and AayI, are then 
deemed td' be those attributable to the wall after considerat on of the 
calibration offsets. The WIAC procedure can be applied with or without the 
calibration; however, some subtle differences need to be considered. Kemp (ref. 
5 1 )  has discussed the philosophy of WIAC without regard to needing the tunnel 
calibration, structured the PANCOR procedure accordingly and, thus, obtains 
tunnel corrections (or more properly, interference fields) which correspond to 

and Aa plus the effect of calibration offsets. AMWI WI - 
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In the NTF, test-section wall-divergence (convergence) angles can be varied 
in order to provide the capability for maintaining zero Mach number gradient 
through the "empty" test section over the wide range of Mach and Reynolds numbers 
achievable. Typical wall-angle settings for uniform tunnel-empty Mach number 
through the test section as well as the Mach number offsets (corrections) from 
the reference values are determined in the tunnel calibration as a function of 212 
and Re. During this calibration, wall pressure data were taken so that the WIAC 
codes could be used to assess the calibration. Application of WIAC procedures to 
calibration data provides information about the tunnel-empty flow and effects due 
to variable tunnel-geometry parameters. Such studies have been made using the 
PANCOR code and are reported in reference 51. An example of the PANCOR WIAC 
analysis for two sample NTF calibration points is shown in Figure 11. The 
distribution of flow angle along the tunnel centerline is shown. The upstream 
test-section flow angularity was assumed to be zero and, accorging t o  the WIAC 
code, a downwash is being produced which amounts to about 0.1 at the nominal 
model location. This occurs for both MT = 0.6 and 0.8. 

Results from both TUNCOR and PANCOR WIAC analyses of calibration data from 
the NTF for nominal tunnel Mach numbers of 0.6 and 0.8 at a Reynolds number of 
4x106/ft are given in Table VTI. Here, the WTAC results are compared with the 
experimental values of AM from the tunnel calibration and Aa obtained from 
lifting models tested in both the upright and inverted positions (ref. 58). The 
first row of results (where the upstream upwash velocity, v is set to zero) is 
from the first pass. Both WIAC codes assess, from the measured wall-pressure 
signatures used in the boundaryoconditions, that the upstream part of the test 
section is generating about 0.1 downwash, indicating either (a) that value at 
the model position, or (b) a non-zero upwash at the upstream end of the test 
section. As can be seen from the model upright and invertei tests, the f l o w  
angularity in the vicinity of the model location is about 0.01 upwash. When an 
upwash equal to the negative of that at the model location obtained from the 
first pass is used as the upstream value in the second pass (i.e., v = 
-Aa ) then the second pass WIAC assessments show zero o r  small positive upwash 
at tke model. Without an independently measured flow angularity somewhere in the 
test section during the test, this second pass through WIAC cannot be any more 
meaningful than the first pass; a flow angle criterion must be satisfied 
somewhere in the test section in order to have properly aligned the flow and 
deduce an angle-of-attack correction. These calibration points, using the 
upright and inverted model data, give the "zero-lift'' value for this upstream 
flow angularity; it should be measured during the tunnel run f o r  each data point. 

UP ' 

UP 

Typical NTF Pathfinder I Data 

The NTF Pathfinder I data used here for assessment by the WIAC procedures 
had been reduced before the tunnel calibration had been included in the tunnel 
data-reduction process. Thus, the reference values of static pressure and 
corresponding values of Mach number and dynamic pressure were used to compute C , 
etc. in the data reduction. This is evident in Figure 12, where tunnel sideway1 
centerline C data are shown. It can be seen that the far upstream values of the 
C from the model wall-pressure signature, denoted by the solid symbols, do not 
vanish. In addition, these model signature Cp data show a scatter estimated to 
be about k0.003 which is larger than the indicated gauge accuracy and therefore 
due perhaps to local wall or pressure tap imperfections. When the calibration 
run ("tunnel-empty") wall-pressure signature at the same tunnel M and Re is 

P 
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subtracted (as a tare) from the model wall-pressure signature, the data denoted 
by the open symbols (model-no model) are obtained. It can be seen in taking such 
a tare correction of the wall C data, that one must make a corresponding Mach 
number correction or accounting 'and also (perhaps) an unknown flow angularity 
correction. 

The WIAC codes have been run with both tared and untared data in the outer 
boundary condition. The formulation of the PANCOR code was made assuming that 
one should not make such tare corrections since one is in effect subtracting out 
part of the tunnel interference present in the test data point. On the other 
hand, boundary conditions presently in the TUNCOR code seem to be more 
appropriate, particularly at the upstream and downstream ends of the test 
section, to properties exhibited by the tared wall-pressure signature. Details 
and conclusions relating to this matter are still being investigated in both WIAC 
codes. A s  has been seen, both codes give very good assessment of the tunnel 
calibration, where one must use the untared signature. 

- 

Sample PANCOR code results for AM are presented as a contour plot &n the 
wing-plane on Figure 13. The data were taken at % = 0.6 ,  a = 4 . 3  , and 
Re- = 2x106 and the WIAC results are for no tare correction of the tunnel wall 

C signature. Tt can be seen that the principal part of the correction is that P due to the tunnel calibration, -0.0037, as previously quoted in Table VII. The 
AM deviations from this value over the model are seen to be an order of 
magnitude smaller, tending to confirm the NTF slotted-wall test section design 
results given in Table VI. 

T 
C 

Sample TUNCOR code results showing the influence of Aa on the lift curves 
at M = 0.6 and 0.8 for Re- = 2x10 are given in Figure 14. The tunnel-wall Cp 
signature used in the WfAC boundary condition is that "tared" using the 
corresponding calibration wall signature. It can be seen that the angle-of- 
attack corrections are indeed small and positive for positive %. This also 
agrees with the NTF slotted-wall tunnel design estimates based on classical 
theory and given in Table VI. However, the small size of these corrections does 
not necessarily mean that they are of no concern o r  consequence. The sensitivity 
of the supercritical flow on the Pathfinder I wing to such small changes in the 
tunnel Mach number and angle of attack was demonstrated in reference 58.  

6 

CONCLUSIONS 

Several general conclusions are drawn here for the WIAC applications to both 
2-D and 3-D transonic wind-tunnel data. Recall that a number of specific 
findings (conclusions) fo r  the 2-D nonlinear WIAC have already been given in the 
section of this paper concerning application to the 0.3-m TCT airfoil data. 
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General conclusions with respect to the 2-D airfoil-tunnel WIAC are: 

1. 

2. 

3. 

4. 

5. 

6 .  

7. 

8. 

(a) The nonlinear, 4-wall, posttest WIAC procedures offer a means for 
assessing and correcting transonic wind-tunnel data to accuracies 
approaching present-day requirements for airfoil test results. 

(b) At transonic flow conditions with very large regions of supercritical 
flow, the complicated 3-D sidewall boundary-layer interaction is 
inadequately modelled by simple approximations; further work is 
required for this aspect. 

General conclusions with respect to the 3-D configuration-tunnel WIAC are: 

A high degree of quality is needed in the wall C signature data since 
the signal (to noise) is small relative to &at from 2-D airfoil 
tunnels. 

For one measured-data, Cp, array WIAC procedures, some flow angle data, 
taken during the model test runs, is also required. 

The nonlinear 3-D WIAC is just now being applied to real 3-D transonic 
data while the transonic limits of applicability of the linear 3-D WIAC 
are still being investigated; initial results from both procedures are 
encouraging. 
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Table  I. Approaches t o  Es t ab l i sh ing  Corrected Transonic  Wind Tunnel 
T e s t  Condi t ions 

CONVENTIONAL TUNNEL 
Test Data Point: Mrefs aref 

Mach Number Calibration: AM, -+ MT = Mref + AM, 

Flow Angle Survey OR 
Model Upright/lnverted: Aa,, 7) aT = aref + Aao 

Wall Interference: AMwi M, = MT -+ AMwl 
(modeVwall interaction) Actw, + cx, = a T  + Aawl 

W IAC 
Tunnel Interference: AMWIAC + Mc = M? + AMWIAC 

AaWIAC + = OL? + AaWIAC 
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Table TI. Transonic Testing Factors Affect ing WIAC for  2-D A i r f o i l  
Tunne 1 

. 
chord 
length Airfoil Section 

NACA 0012 6" 
6.5" 

13" 
CAST 1 0 - m A  2 3" 

6" 

MEASURED MODEL DATA 

1-D C, arrays with good resolution 
Drag rake for C, 

MEASURED FIELD DATA 

1 -D C, arrays with good resolution and signal 
1 -D 0 arrays are difficult to measure 
One 0 required with C, array 

MODEL SUPPORT EFFECT 

Two SWBL interactions 
Flow may not be 2-D 

TEST SECTION DESIGN 

Ventilated, generally near minimum blockage 
Adaptive 

Data WIAC 
ref. ref. 

ha'f- model 

chord (2b/c) 

thickness height to AR 
to chord test section 

ollc) 
size type 

7- 

.12 8"x 24" sw 2.0 1.33 81.82 40 

.12 13"x 13" AW 1.0 2.00 42.43 

.I2 13"x 13" AW 0.5 1 .00 42.43 
.121 8"x 24" sw 4.0 2.61 84 40.44 
.121 8"x 24" SW 2.0 1.33 83 40,44 

Table I l l .  Relat ive S izes  of 0.3-m TCT Test Sections and A i r f o i l  
Models Used for  Sample 2-D Results 

Table I V .  Transonic Testing Factors Affect ing WIAC for  3-D 
Configuration Tunnel 

MEASURED MODEL DATA 

2-D C, arrays with sparse resolution OR none 
Force balances 

MEASURED FIELD DATA 

2-D C, arrays wl sparse resolution and small signal 
2-0 0 arrays are very difficult to measure 
Several e's required with C, array 

MODEL SUPPORT EFFECT 

One SWBL interaction for semi-span models 
Stinglsector interference 

TEST SECTION DESIGN 

Ventilated, criterion varies 
Pilot adaptive 
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TUNNEL 

open-jet 
solid-wall 

classical theory 
for NTF Slot design 

finite TS length 

Table VII. WIAC Results for Two NTF Calibration Data Points at 
Re = 4x106/ft. 

CORRECTIONS 
- 

AM Aa 
-0.00063 -0.1 2693 
+0.00127 +0.20445 

+0.00030 +0.00612 
+0.00050 +0.00612 

CONDITIONS 

MT vup 
I I !  I !I !I I 

0.6 I 0 11 -0.0035 I -0.1328 11 -0.0037 I -0.0866 11 -0.0034 I =+0.01 

TUNCOR PANCOR EXP. 

AM AM 1 Aa* AM I Aa I Aa 

I -Aal 11 -0.0034 I +0.0177 11 -0.0037 I 0 II I 
0.8 I 0 11 -0.0038 I -0.1117 11 -0.0042 I -0.1016 II -0.0038 I =+0.01 

I 1 -Aal 11 -0.0039 I +0.0153 11 -0.0042 I 0 !I I 1 
* 

obtained from model upright and inverted tests 

TUNNEL COMPUTER 

TAKE ADDITIONAL SOLVES EQUIVALENT FINDS BEST 
WALL MEASUREMENTS I N V I S C I D  TUNNEL FLOW FREE-AIR MATCH 

---- 
~ M E A S U R E M E N T  

23 l N V l  SCI  D 
SHAPE - 

CORRECTIONS TO M AND a 
MEASURE OF RESIDUAL INTERFERENCE 

Figure 1. - Schematic of 2-D transonic WIAC concept. 
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Figure 2. - Upper half-plane of Cartesian grid for 2-D TSDE WIAC code. 

A I RFO I L D I STR I BUT1 ON 

Vert. Scale: ACp /c = 1.9 
WALL DISTRIBUTIONS 

Vert. Scale: ACp /c = 0.052 

Figure 3. - Sample 0.3-m TCT slgtted-wall and airfoil C distributions; 6 p  MT = 0.765, a = 2 , c = 6", Rec = 6x10 . T 
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.5 

Cl [d 
uncorrected 

0 

0 h/C = 0.5 1st pass 

0 h/c= 1.0 

- Free Air .5 
Navier Stokes Ydrs yp7 Cl 

OO 4 0 4 
a, deg. a, deg. 

Figure 4. - Sample results for 2-D TSDE WIAC application to NACA 0012 
airfoil data from the 0.3- TCT w&th partially adapted walls; 

6 Lift curves at = 0.65, a = 2 , Rec = 9x10 T 

o hlc = 2.0 

0 h/C - 4.0 

, 
.M .70 .w .O 

M d  

. I  . .  
* .  I ,  * ,  
: :  

Barnwell-Sewall SWBL . .  . .  
i i  

Figure 5. - Sample results for 2-D TSDE WIAC application to CAST 10-2/ 
DOA 2 airfoil data from the 0.3- TCT with slotted walls; 
Drag-rise curves at CQ = 0.5, Rec = 15~10~. 
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Uncorrected *'I- 
CI 

1 ,  

? 

-4 0 4 

r 
corrected 

J 
-4 0 4 

a, deg. a, deg. 

(a) L i f t  cu rves  a t  % = 0.76. 

0 0 Adapted, h/c - 0.5 

Q rn Adapted, h/c - 1.0 

o 8 Slotted, h/c - 2.0 

Free Air, Navier-Stokes 

2.0 

8 

uncorrected corrected 
3 

1 
:*, 

1 1 
.7 .8 % - .6 .7 .8 .6 

Mref Mcorr 

(b)  Drag-r ise  cu rves  a t  C = 0.2. 
k 

F i g u r e  6 .  - Sample r e s u l t s  f o r  2-D TSUE WIAC a p p l i c a t i o n  t o  NACA 0012 
a i r f o i l  d a t a  from t h e  0.3m TCT w i t h  s l o t t e d  and fu l ly -adap ted  
walls a t  Rec = 9 ~ 1 0 ~ .  
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II 
I 

Vert. Scale: AC,/C = 2.0 

(a) Model wing Cp distribution 

MOOEL 
t----------l 

E 
H 

Vert. Scale: A C ~ E  = 0.0045 

(b) Tunnel wall centerline C distributions P 

Figure 7. - Sample NTg slotted-wall - and model C distributions; % = 0.8, 
a = 2.2 , c = 5.74", b = 53.08", 'Re- = 2x10 . T C 
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SECMEN I ED UNIFORM 
SOURCE AND 
DOUBLE - 1. -7 

TI I PANEL 

' 1 1  I 
BILINEAR SOURCE PANEL ,b 
NETWORK 

UNIFORM 

Figure 8. - Singularities representing the tunnel boundaries in the 3-D 
panel method WIAC code PANCOR. 

Symmetry plane Spanwise cut 

Figure 9. - Body-fitted H-H grid about wing-body configuration for the 
3-D Euler equation WIAC code EUCOR3D. 
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I I 1 
1.5 2.0 2.5 

a, deg. 

(a) Lift curve, CL versus a. 
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0 
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FREE-AIR 

OPEN-JET 

SOLID-WALL 

WlAC CORRECTED 

WlAC CORRECTED 

L 

M 

* (.820,1.63") 

(b) Size of embedded supersonic flow region versus M and a. 

Figure 10. - Numerically simulated wall corrections for the Pathfinger I 
model in NTF-size ideal tunnels; % = 0.82, 
CL = 0.452. 

aT = 1.93 , 
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0.2 

tunnel station, 11. 

M T  = 0.6 

M, = 0.8 

- 
- - - -  

Figure 11. - Sample results for 3-D PANCOR WIAC application to calibration 
data from the NTF; Distribution of flow angularity along the 
tunnel centerline at Re = 4x106/ft- 

+ Model Signature 

0 Model - No Model 
+0.05 

AChd - f0.003 

1 - 
cP 0.0 7- 

- f0.0008 POW@ 
AC 

0 -0.05 

MODEL - 
Figure 12. - Sample NTF sidewall centerline distribution for the 

Pathfinder I model,owith arid out calibration data as tare; 
% = 0.8, UT = 2.2 , Re- = 2x10 . 

C 
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AM interval = O.OOOIO 

Figure 13. - Sample results for 3-D PANCOR WIAC application to Pathfinder I 
data fromothe NTF; Con&our plot of AM at = 0.6, 

a = 4.3 , Re- = 2x10 
T C 
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0.t 

0.4 
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O.( 
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/” 

’ /  m 

MT = 0.8 
0 uncorrected 

corrected 

MT = 0.6 
tJ uncorrected 

I corrected 

-0.2 
-3 0 3 6 

a, deg. 
Figure 14. - Sample results for 3-D TUNCOR WIAC application to Pathfinder I 

data from t e NTF; Lift curves at MT = 0.6 and 0.8, b Re- = 2x10 . I 
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N89-20959 
TWO-MEASURED VARIABLE METHOD FOR WALL INTERFERENCE 

ASSESSMENT/CORRECTION 

C. F. Lo and W. L. Sickles 
Calspan Corporation/AEDC Division 
Arnold Air Force Station , Tennessee 

Summary 

An iterative method for wall interference assessment and/or 
correction is presented specifically for transonic flow conditions in 
wind tunnels equipped with two-component velocity measurements on a 
single interface. The iterative method does not require modeling of the 
test article and tunnel wall boundary conditions. Analytical proof for 
the convergence and stability of the iterative method is shown in the 
subsonic flow regime. The numerical solutions are given for both two- 
dimensional and axisymmetrical cases at transonic speeds with the 
application of global Mach number correction. 

Introduction 

The recognition of the shortcomings of the classical methods for 
determining wall interference has demanded that a variety of flow 
measurements near or on the tunnel wall be made to assess wall 
interference. For example, Arnold Engineering Development Center has 
designed an interface measurement system for the &foot Transonic Tunnel 
and the wall pressure measurement system is being planned for 
installation in the current 12-ft Wind Tunnel restoration project at 
NASA/Ames Research Center. It is well known that classical methods 
require a mathematical modeling of the wall boundary condition which is 
a difficult task, in particular, for a ventilated wall. The 
characteristics of a ventilated wall are not precisely known and 
generally vary with Mach number, model geometry, Reynolds number and 
wall configuration. Another shortcoming is the necessity to accurately 
represent the test article beyond the simplified representation used in 
the classical approach. 

Furthermore, the development of an adaptive wall tunnel requires 
that the boundary flow measurements be an integral part of the 
procedure. The boundary measurements are designed to determine 
adaptive-wall setting for free-air or noninterference condition. 
Techniques using only the measurements to assess the level of 
interference will complement the adaptive-wall process by determining i f  
a noninterference wall setting has been achieved or by correcting for 
residual interference. Therefore, several wall interference methods 
based solely on the measured flow boundary condition have been developed 
for different kinds of measurements, such as two velocity components at 
a single interface (Refs. 1-4) or one velocity component at two 
interfaces (Ref. 5). However, all methods are limited to subsonic flow. 
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The purpose of this paper is to present a method for assessing wall 
interference for subsonic as well as transonic flow regimes based only 
on two velocity distributions measured on a single interface and no 
knowledge of the test article. This method as shown in Fig. 1 is 
divided into two tasks. The first task is the determination of the 
effective (equivalent) shape of the model from the two-measured 
variables by an iterative procedure. The second task is to predict the 
wall interference, such as a global Mach number correction, based on the 
effective shape predicted from Task 1. 

In the presentation of the paper, a proposed iterative procedure to 
accomplish Task 1 is described and convergence analytically proved for 
subsonic flow. Numerical validation is demonstrated for two-dimensional 
and axisymmetrical transonic flows using a transonic small disturbance 
equation, and the global Mach number corrections are determined for Task 2. 

Iterative Procedure of Effective Shape 

To accomplish Task 1, an iterative procedure using two measured 
distributions of velocity near the wall has been developed and is shown 
in Fig. 2. The procedure consists of two basic steps in which each 
step involves obtaining a solution for the region between a measurement 
interface (y=h) and an effective shape line (y=y1) near the model. In 
the first step, the velocity component, uO(yi), i s  obtained from a 
solution o f  the region where the boundary condi ions are provided by an 
initial guess of the effective shape vo(yl), and the measured velocity 
component t(h). With the result, uo(yl), the second step obtains the 

vt(h). These two steps are repeated until convergence has been achieved 
and the effective shape, v(yl), determined. 

Defining a merit function for the difference, vn+l(yl) - vn(y1), 
one can relax the effective shape between iterations by the form of 

solution v Y (yl) in the same region using the measured boundary condition 

with o as a relaxation factor. An updated effective shape, v(yl), is 
yielded by repeating Steps 1 and 2 with this relaxed form o f  velocity as 
input until the given criterion of merit function is satisfied. 

Predicted Effective Shape 

The iterative procedure for determining the effective shape i s  
extremely flexible and can be applied to a variety of tunnel flow 
conditions. Depending on the flow condition, the region between the two 
surfaces could be analytically or numerically solved for the appropriate 
fluid equations, such as the Prandtl-Glauert equation, transonic small 
disturbance equation, full potential equation, or Euler equations. To 
illustrate the validity of the iterative procedure, it is applied to the 
two-dimensional, subsonic, Prandtl-Glauert equation. For this linear 
problem the solution for each iterative step can be determined 
analytically. The analytical expressions of the iterative solutions were 
derived by the Fourier transform technique as 
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The convergence and stability of these iterative procedures has been 
proved analytically in Appendix A and Appendix B, respectively. The 
results for a NACA0012 airfoil at M = 0.6 in an open-jet tunnel are 
shown in Fig. 3.  It can be seen that the predicted effective shape 
compares well with an independent reference calculation from the 
original airfoil profile. 

For transonic flow, the numerical solution of the transonic small 
disturbance equation was solved for the procedure as shown in Fig. 4.  
The results for a two-dimensional 12% parabolic airfoil at M = 0.8 and 
an axisyrnrnetrical body of revolution o f  a 10% parabolic arc profile at M 
= 0.975 are given in Figs. 5 and 6, respectively. For both two- 
dimensional and axisymrnetrical cases, the agreement between the 
predicted effective shape and the reference calculation are very good. 
Now that effective shape has been determined, the next task is to 
determine the correction. 

Global Mach Number Correction 

The concept of global Mach number correction assumes that there 
exists an equivalent Mach number in free air where the calculated pres- 
sure distribution at a corrected Mach number will match the tunnel 
pressure distribution on the model or in a surface near the model as on 
the current procedure and simulation. This equivalent or corrected Mach 
number (Mc) is computed using the effective shape determined from the 
iterative procedure. Setting the free-air Mach number equal t o  the tunnel  
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Mach number (Mf = Mt), free-air calculations are performed exterior to 
the surface near the model. Comparisons of the pressure distribution for 
the axisymmetric case are shown in Fig. 7. Correcting the free-air Mach 
number from Mf = 0.975 to Mc = 0.925 resulted in a very good match 
between the free-air pressure distribution determined at Mc and the 
tunnel pressure distribution determined from the iterative procedure as 
shown in Fig. 7. Therefore, these tunnel da ta  a t  M = 0.975 correspond 
to those in free air at M = 0.925. 

Concluding Remarks 

A method of the wall interference assessment/correction for 
transonic flow conditions has been developed using a two-component 
measured flow boundary condition approach successfully. The method 
avoids the difficulty of modeling the test article and the tunnel wall 
boundary conditions. The prediction of interferences includes subsonic 
and transonic flow regimes without the limitation on the selection of 
equations. 

1. 

2. 

3.  

4. 
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Figure 1. Prediction methods of wall interference assessment/correction 
using two measured variables at interface. 
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Figure  2 .  I t e r a t i v e  procedure for  o b t a i n i n g  e f f e c t i v e  f low shape a t  
y = y1 by using measured v a r i a b l e s ,  ut (h)  and v t ( h ) .  
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Figure 3.  Comparison of results between i t e r a t ive  procedure w i t h  analytic 
expressions and reference calculation for NACA 0012, M = 0.6. 
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Figure 4. Two-variable numerical procedure t o  determine effect ive shape. 
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Predicted e f f e c t i v e  shape f o r  two-dimensional case over 12% parabol ic  
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Figure 6 .  Predicted equiva len t  shape f o r  axisymmetric case over 10% parabol ic  a r c  
body a t  M t  = 0.975, r l  = 0 . 1 ,  h = 0.5 ,  v O ( x , r l )  = 0 ,  open j e t  tunnel .  
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Appendix A. Convergence o f  the I te ra t ive  Procedure 

For the convenience of mathematical manipulation, the Fourier 
Transform technique is applied to prove the convergence of the iterative 
procedure. In the transform plane, the solution for u(y1) at y = y1 for 
Step 1 in Eq. (1) is of the form 

- 
(A-1) - u ( p h )  i - I f l l  

u I n )  (p,y,) = - - L’ (ps ’ , )  tanh pp(h-yl) 
c o s h p p ( h - y l )  p 

The boundary conditions applied to obtain the solution u(n)(yl) are 
ut(h) measured and v(n)(yl) selected. For Step 2, the solution for 
v(y1) o f  Eq. (2) can be expressed in the transform plane as 

where u(n)(yl) is obtained from Eq. (A-1) of step 1 and vt(h1) is 
measured. 

Substituting u(n)(yl) from Eq. (A-1) into Eq. (A-2), one obtains a 
single expression which can be used to start the iterative procedure as 
described in the previous section 

This single expression, Eq. (A-3), can be utilized to prove the 
convergence o f  the iterative procedure. For simplicity the iterative 
expression, Eq. ( A - 3 )  i s  written in the following function form, 

(A-3a) 

(A-3b) 

2 K = tunh p p  (h -v , )  

Before carrying successive substitution of each iteration, we can obtain 
the converged solution directily from Eq. (A-3a) as v(n+l) = v(n) = v 

1 
u = G -  

1 - K  

- 
(A- 4 1 
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It should be noted that the solution o f  Eq. (A-4) in the physical plane 
is an integral equation of the first kind which i s  unstable and 
difficult to solve (see Appendix B) .  Thus, we choose Eq. (A-3)  to 
obtain the present solution in an iterative fashion. 

V ( 0 )  ( y l ) ,  the n-th iteration gives Let the initial guess be 

d n )  = G + GK + G K ~  + ... 

Since K = tanhz pp ( h - y l  

- 

1 - 
l im 
n + m  I - K  

U ( n '  = G - . 

which converges to Eq. (A-4) as we wish to prove. 

(A -5 )  
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Appendix B. Stability o f  the Iterative Procedure 

Before examining the stability of the iterative procedure, we 
investigate the explicit solution Eq. ( A - 4 )  in the physical plane. 
Equation ( A - 4 )  in the physical plane can be expressed as an integral 
equation o f  the first kind 

The effects of measurement errors of ut, vt on the effective shape wil 
be evaluated by the following assumed errors 

where a is a parameter. The measurement error will vanish as a 
approaches infinity. 

The result of effective shape due to vterr of Eq. (B-2) obtained 
from Eq. (B-1) is 

A s  the vterr decreases to the vanishing small as a + 00, the error of 
effective shape is magnified to an arbitrarily large value 

This demonstrates that the formulation o f  Eq. ( B - 1 )  is not stable, since 
a small measurement error in the boundary flow quantities will result in 
the effective shape of E q .  (B-4)  growing t o  an arbitrarily large amount. 
On the other hand, we will demonstrate that the iterative procedure is 
stable as follows. 

We assume that the measurement error of vt and ut of the forms 

1 
ut h , h )  = - cos an 

e r r  a 

1 
ut  (x ,h)  = - cos ax 

e r r  a 

The error of the effective shape obtained from Eqs. (1) and (2) is: 

cosax 1 sinax tanhaph 
err a coshaph a coshaph Ut (x)  = - - P -  

(B-5) 
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when the measured error vanishes as a * 00, the error of effective shape 
Eq. (8-6) will also vanish. T h i s  indicates that the iterative procedure 
i s  stable as the measured input i s  perturbed. 
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COMPARISON OF AIRFOIL RESULTS FROM AN ADAPTIVE WALL TEST SECTION 

AND A POROUS WALL TEST SECTION 

Raymond E. Mineck 
NASA Langley Research Center 

Hampton, Virginia 

SUMMARY 

Two wind tunnel investigations have been conducted to assess two different wall 
interference alleviation/correction techniques: adaptive test section walls and 
classical analytical corrections. The same airfoil model has been tested in the 
adaptive wall test section of the NASA Langley 0.3-Meter Transonic Cryogenic Tunnel 
(TCT) and in the National Aeronautical Establishment (NAE) High Reynolds Number Two- 
Dimensional Facility. The model has a 9-inch chord and a CAST 10-2/DOA 2 airfoil 
section. The 0.3-m TCT adaptive wall test section has four solid walls with flexible 
top and bottom walls. The test section is 13 inches by 13 inches at the entrance. 
The ratio of the TCT test section height to the model chord is 1.4. The NAE test 
section has porous top and bottom walls and solid side walls. It is 15 inches wide 
and 60 inches tall. The ratio of the NAE test section height to model chord is 6.7. 

This report compares the aerodynamic results corrected for top and bottom wall 
6 interference at Mach numbers from 0.3 to 0 . 8  at a Reynolds number of 10 x 10 . 

Movement of the adaptive walls was used to alleviate the top and bottom wall 
interference in the test results from the NASA tunnel. Classical analytical 
techniques were used to correct the test results from NAE tunnel for top and bottom 
wall interference. Selected chordwise pressure distributions and the integrated 
force and moment coefficients are presented for common test conditions. A comparison 
of the slope of the normal force curves, the drag rise characteristics, and the upper 
surface shock locations is also included. A portion of the results has been 
corrected for sidewall interference. These experimental results are then compared 
with analytically predicted free air results. 

The shock locations were in very good agreement. The slopes of  the normal 
force curves and the drag levels were in reasonable agreement except at the highest 
Mach numbers. The adaptive wall used for the NASA tests alleviated the top and 
bottom wall interference to produce results in reasonable agreement with the 
analytically corrected results from the NAE tests. 

INTRODUCTION 

The interference of test section walls on the flow field around a model 
introduces an error in the measurements from wind tunnel tests. In two-dimensional 
airfoil tests, different types of interference arise from the top and bottom walls 
and from the sidewalls. Corrections are applied to wind tunnel test results to 
account for the wall interference. These corrections are relatively simple for tests 
in closed test sections at low subsonic speeds. However, the corrections become more 
complex and difficult to apply for tests in ventilated test sections at high subsonic 
speeds. 
measuring the flow field at the wall. The digital computer has aided the development 
of sophisticated wall correction techniques for ventilated test sections at high 
subsonic speeds. These techniques often depend on extensive measurements taken on or 

The difficulties involve mathematically modeling and experimentally 



near the test section boundaries. Several examples of these techniques used for two- 
dimensional testing are presented in reference 1. The digital computer has also 
aided the development of adaptive wall test sections which have the potential o f  
removing the wall interference at its source. Free air results can be approached 
using a post-test wall correction technique, a real-time adaptive wall test section 
technique, or some combination of the two techniques. 

The National Aeronautical Establishment (NAE) of Canada and the National 
Aeronautics and Space Administration (NASA) have a cooperative agreement to develop 
and validate methods to correct or alleviate wall interference in transonic two- 
dimensional wind tunnel testing at high Reynolds number. Both organizations desired 
to verify wall interference correction methods for data obtained at high subsonic 
speeds and high Reynolds numbers. The same model was tested in both wind tunnels. 
The corrected results could then be compared to assess each correction technique. 
The NAE used an analytical wall correction technique for airfoil data from its High 
Reynolds Number Two-Dimensional Facility. NASA used an adaptive wall test section 
technique for airfoil data from its 0.3-m Transonic Cryogenic Tunnel (TCT). 

Under the cooperative agreement, the NAE designed and fabricated a CAST 10-  
2/DOA 2 airfoil model with a 9-inch chord. This airfoil profile was chosen because 
it has aerodynamic characteristics sensitive to changes in Mach number and Reynolds 
number. The model was tested in both tunnels at Mach numbers from 0.3 to 0.8 at 
chord Reynolds numbers of 10, 15, and 20 x lo6. The angle of attack varied from 
about - 2 O  t o  s t a l l .  The a i r f o i l  model was f irst  t e s t e d  i n  t h e  NAE High Reynolds 
Number Two-Dimensional Facility. This tunnel, described in references 2 and 3, has a 
15-inch by 60-inch test section with perforated top and bottom walls. The ratio of 
the NAE test section height to the model chord was 6.7 for this test. The relatively 
large ratio was expected to lead to moderate levels of wall interference. The 
results from the NAE tests, presented in reference 4 ,  were corrected for top and 
bottom wall interference using the method of reference 5. 

The same model was then tested in the NASA Langley 0.3-m TCT with the two- 
dimensional, adaptive wall test section. Details of the tunnel may be found in 
reference 6. A description of the test section may be found in reference 7. The 13-  
inch by 13-inch test section has four solid walls with flexible top and bottom walls. 
The ratio of TCT test section height to model chord was 1.4. This small ratio would 
be expected to lead to large levels of wall interference unless the flexible walls 
were properly positioned. The results from the 0.3-m TCT tests, presented in 
reference 7 ,  were corrected for top and bottom wall interference by the movement of 
the adaptive walls. The wall adaptation technique used for this test is described in 
reference 8. 

This report compares the aerodynamic r sults corrected for top and bottom wall 
interference at a Reynolds number of 10 x 10 . 

conditions. A comparison of the slope of the normal force curves, the drag rise 
characteristics, and the upper surface shock locations is also included. A selected 
portion of both sets of results has been corrected for sidewall interference. These 
experimental results are compared with analytically predicted free air results. 

E Selected chordwise pressure distribu- 
I tions and the integrated force and moment coefficients are presented for common test 

C 

SYMBOLS 
model chord, inches 

section drag coefficient, measured on tunnel centerline ‘d 
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section pitching moment coefficient, resolved about the 0 . 2 5 ~  

section normal force coefficient 

section normal force coefficient corrected for sidewall interference 

slope of section normal force coefficient curve, deg-’ 

section drag coefficient corrected for sidewall interference 

slope of section normal for e coefficient curve corrected for 
sidewall interference, deg - E  
local pressure coefficient 

free stream Mach number 

average free stream Mach number for a set of data 

free stream Mach number corrected for sidewall interference 

NAE Two-Dimensional High Reynolds Number Facility 

NASA Langley 0.3-Meter Transonic Cryogenic Tunnel 

free stream Reynolds number based on model chord 

Tunnel used for experiments 

non-dimensional disturbance velocity in x direction due to 
test section walls 

non-dimensional computed disturbance velocity in x direction 

non-dimensional measured disturbance velocity in x direction 

non-dimensional disturbance velocity in y direction due to 
test section walls 

non-dimensional computed disturbance velocity in y direction 

chordwise position, measured aft from leading edge, inches 

chordwise position of shock on upper surface, measured 
aft from leading edge 

adaptive wall displacement or distance normal to free stream direction 

model vertical ordinate, positive up 

geometric angle of attack, degrees 

Prandtl-Glauert compressibility factor, 

ratio of specific heats 
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r strength of vortex 

AY change in adaptive wall displacement 

AY ' change in slope of adaptive wall 

ACX Correction to angle of attack due to top and bottom wall interference 

AMm Correction to Mach number due to top and bottom wall interference 

P strength of doublet 

rl transformed co-ordinate in y direction 

E transformed co-ordinate in x direction or dummy variable of integration 

" disturbance potential 

disturbance potential from model boundary 

disturbance potential from wall boundary 

"m 

"W 

WIND TUNNELS 

NASA Langley 0.3-Meter Transonic Cryogenic Tunnel 

The NASA tests used the Langley 0.3-m TCT with the adaptive wall test section. 
The 0.3-m TCT is a fan-driven, cryogenic pressure tunnel which uses gaseous nitrogen 
as the test gas. It is capable of continuous operation at stagnation temperatures 
from about 80K to 327K and at stagnation pressures from 1.2 atmospheres to 6.0 
atmospheres. The fan speed is variable so that the empty test section Mach number 
can be varied from about 0.20 to 0 . 9 5 .  This combination of te t conditions provides 
a test envelope of chord Reynolds numbers up to about 100 x 10' based on a model 
chord of 12 inches. Additional details of the tunnel may be found in reference 6. 

A sketch of the adaptive wall test section with the test section plenum wall 
removed is presented in figure 1. The test section is 13 inches by 13 inches in 
cross section at the entrance. All four walls are solid. The sidewalls are rigid 
and parallel, The top and bottom walls are flexible and movable. The test section 
portion of the flexible wall is 55.8 inches long. The flexible walls are anchored at 
the upstream end. The shape of each wall is determined by 21 independent jacks. 
Pressure orifices are located at each jack position on each flexible wall centerline. 
The model is supported between two turntables centered 30.7 inches downstream o f  the 
test section entrance. The sidewall boundary layer removal system, shown in figure 
1, was not used in this test. Further details of this test section may be found in 
reference 7. 

A total head probe rake was installed 17.5 inches downstream of the center of 
This location was 1.2 chords downstream of the model trailing edge. the turntable. 

The rake had 6 total pressure probes positioned across the left half of the test 
section. The drag data presented in this report was computed from the data from the 
probe on the test section centerline. 
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No traditional model upright and inverted tests of flow angularity and no empty 
test section tests with a flow angularity probe have been conducted in the adaptive 
wall test section. Therefore, no corrections for flow angularity have been made to 
the angle of attack, CY. 

NAE Two-Dimensional High Reynolds Number Facility 

The NAE tests used the 5-ft x 5-ft Blowdown Wind Tunnel with the Two- 
Dimensional High Reynolds Number Facility test section. Details of the tunnel and 
the test section may be found in references 2 and 3 .  The tunnel with the two- 
dimensional test section typically operates at stagnation pressures up to about 10 
atmospheres and at stagnation temperatures near room temperature. The test section 
Mach number can be varied from about 0.10 to 0.95. hese test conditions provide a 
test envelope of chord Reynolds number up to 50 x 10' based on a model chord of 12 
inches. The air storage system provides run times from 5 to 60 seconds depending on 
the test conditions. 

A sketch of the two-dimensional test section is presented in figure 2. The 
test section is 15 inches wide and 60 inches high at the entrance and is 141 inches 
long. The sidewalls are solid and parallel. The porous top and bottom walls are 
also parallel. The porous walls are covered with a 30 mesh, 40.8-percent open screen 
to reduce the edgetone noise. The resulting overall porosity of the walls is 8.4 
percent. A l-inch diameter static pressure tube is mounted on the centerline of the 
top wall and the bottom wall. There are 40 static pressure taps on the tube. The 
pressure orifice locations extend from 80.9 inches upstream to 47.1 inches downstream 
of the model center of rotation. The center of rotation is located on the 
centerline, 94 inches downstream of the start of the test section. The model i s  
mounted on a porous turntable within an 18-inch by 24-inch porous panel covered with 
a woven wire sheet. The porous panel is connected to a suction box to control the 
boundary layer in the vicinity of the model. The suction is intended to control the 
adverse growth of the boundary layer from the pressure signature imposed on the 
sidewall by the model. It is not intended to remove completely the boundary layer. 
A suction velocity (nondimensionalized by the free stream velocity) of 0.0085 was 
chosen for these tests. Previous tests have shown that this value is sufficient to 
prevent premature separation of the sidewall boundary layer in the region of adverse 
pressure gradients. 

A total head probe rake is mounted 21 inches downstream of the center of  the 
turntable. For the 9-inch chord airfoil used in this test, this location corresponds 
to 1.78 chords downstream of the trailing edge. The rake had four total head probes. 
The drag data presented in this report was computed from the data from the probe on 
the test section centerline. 

The flow angularity in the NAE test section is very small. Measurements taken 
before the latest improvements to the tunnel indicate a downwash of about 0.05'. 
current flow angularity is expected to be even smaller. No correction to the angle 
of attack for test section flow angularity has been applied to the results. 

The 
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The model used in these tests has a 9-inch chord and a CAST 10-2/DOA 2 airfoil 
section which is 12.2 percent thick. The design and measured airfoil ordinates are 
presented in table 1. A photograph of the model is given in figure 3. The model has 
a 15-inch span to fit the NAE test section. Since the 0.3-m TCT test section is 13 
inches wide, the outer 1 inch on each end of the model extended into the model 
mounting blocks as shown. With this arrangement, the model centerline and the test 
section centerline coincided for both tests. 

The model chord line was defined as the line passing from the center of the 
This line is rotated 0.88O nose up leading to the center of the trailing edge. 

relative to the reference line used to define the airfoil shape. For these tests, ct 
was referenced to the model chord line. Care is needed when comparing these 
CAST 10-2/DOA 2 airfoil results to other CAST 10-2/DOA 2 results because some tests 
have referenced Q to the line z = 0 used to define the airfoil shape. 

The model is equipped with 45 pressure orifices in a chordwise row on the upper 
surface and 23 orifices in a chordwise row on the lower surface. Two spanwise rows 
of 6 orifices were installed, One row was on the upper surface. The other row was 
on the lower surface. The orifices in the chordwise row are staggered about the 
model centerline to minimize interference on the neighboring orifices. The orifices 
from the leading edge back to the 22-percent chord are 0.010 inches in diameter. All 
other orifices are .014 inches in diameter. Smaller orifices are used over the 
forward portion of the airfoil to reduce any orifice size effects where the pressure 
gradients could be large. 

TEST PROGRAM 

The test program was designed to assess test section wall interference 
alleviation and correction techniques in an adaptive wall tunnel and a passive wall 
tunnel. The test program was not intended to determine airfoil performance. 
Previous tests of a CAST 10-2/DOA 2 airfoil section in the ONERA T2 adaptive wall 
tunnel show the shock locations di fer significantly for fixed and free transition at 
a chord Reynolds number of 13 x 10 
for these tests, tunnel turbulence levels could influence the boundary layer 
characteristics and the shock location. Since the primary purpose of these tests was 
to evaluate two wall interference alleviation and correction techniques using two 
different tunnels, the effect of tunnel turbulence on transition and shock location 
had to be removed from the experiments. 

the method of reference 10 for a Reynolds number of 10 x 10 . Carborundum grit no. 
320 with average grit size of .OOll-inches was used for both tests. 
wide transition strip was located at the 5-percent chord. 

(reference 9). At the Reynolds numbers planned 

Therefore, both tests were conducted with 
I transition strips on both surfaces of the model. The grit zize was determined using 

The 0.1-inch 

The range of Mach numbers was from 0.3 to 0.8 at chord Reynolds numbers of 10, 
15, and 20 x l o 6 .  
positioning hardware in the NASA 0.3-m TCT could not reach the required displacement 
for successful wall adaptation for some of the higher Q ' S .  The NASA tests do not 
include results up to the stall angle for many of the test conditions. The a ' s  
chosen for the NASA tests were selected to obtain data at the same normal force 
coefficients achieved in the NAE tests. 

The range of a! was from about -2' through stall. The wall 
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I INTERFERENCE ALLEVIATION AND CORRECTION TECHNIQUES 

Wall Adaptation Technique for the NASA Tests 

This section presents a summary of the wall adaptation technique used to 
alleviate the interference of the top and bottom walls of the NASA results. The 
alleviation is achieved by proper movement of the top and bottom flexible walls. 
Further details of the method may be found in reference 8 .  A s  shown in figure 4 ,  the 
flow field is split into two regions: a real flow field inside a control surface near 
the test section walls and an imaginary flow field extending from the control surface 
to infinity in both directions. The control surface, or the effective wall position, 
is the physical wall position plus the displacement thickness of the boundary layer. 

Finding the proper flexible wall position is an iterative process. 
position and the wall static pressure are measured at each jack station. 
tangential perturbation velocity at the control surface is determined from the 
measured pressure coefficient. 
converted to the incompressible equivalent, y(x) and ~ ( x ) ,  using the Prandlt-Glauert 
compressibility factor. The wall shape for the imaginary flow field is set to the 
measured incompressible wall shape and the potential flow over this wall shape is 
computed. 
velocity, uc(x). The wall slope is assumed to be small. Therefore, the computed 
perturbation uc(x) is assumed to be parallel to the control surface. 
between the measured, I+,,, and the computed ,uc, velocity perturbations can be treated 
as a vortex sheet. 

The wall 
The 

The wall position and the tangential velocity are 

The potential flow solution is used to compute the horizontal perturbation 

I The difference 

For small wall slopes, the downwash, vc(x), induced by the vortex sheet can be 
determined by integration as follows 

The wall shape will be a streamline if the downwash is zero (no normal flow). This 
can be done by redirecting the free stream through the appropriate angle to cancel 
the computed downwash. For small wall slopes, the angle is the non-dimensional 
vertical perturbation velocity. 

AY'(x) = -v,(x) 

The change in wall displacement is found by integration from the wall anchor point. 
X 

Ay(x) = S A Y W  cy 
0 

The change in wall displ.acement is converted to the compressible equivalent and the 
wall positioned to the new shape. This process is repeated until a set of 
convergence criteria are satisfied. 
2.  Once the convergence criteria are satisfied, the data are recorded. 

The convergence criteria are presented in table 

The wall adaptation technique determines the wall position from wall pressures 
measured on the centerline of the top and bottom walls. No pressures are measured 
off the centerline. The flow field in the test section can be three dimensional and 
successful adaptation can still take place. 

I 
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Analytical Correction Technique for the NAE Tests 

This section presents a summary of the analytical technique used to correct the 
NAE results for interference from the top and bottom walls only. 
technique may be found in reference 5. The NAE correction technique assumes the flow 
field at the test section boundaries can be represented by potential flow theory with 
linearized compressibility effects. This type of flow can reasonably be expected f o r  
the long length and large ratio of test section height to model chord for the NAE 
test section and the typical airfoil test Mach numbers. An axis system is defined 
with the origin located at the quarter chord of the model. A rectangular control 
surface, shown in figure 5, is defined with the corners at the most upstream and 
downstream pressure orifices on the top wall and bottom wall static pipes. If this 
control surface is far from the model, the compressible potential equation can be 
used to represent the flow field near the control surface. 

Details of the 

The disturbance potential can be decomposed into two parts, one part due to the wall 
and the other part due to the model. 

The part due to the model can be represented by a series of singularities 
representing the model lift, blockage, and wake. The model lift is represented by a 
vortex, the blockage by a doublet, and the wake by a source. The wake is assumed to 
be small because attached flow on the model is assumed. If there was massive 
separation and a large wake, two dimensional flow would not be expected and the data 
would be questionable. Therefore, the source term is ignored. The resulting series 
for the perturbation potential of the model is 

The strength of the vortex is determined from the model lift coefficient. The 
strength of the doublet is determined from the model cross-sectional area. By 
stretching the x co-ordinate by 1/B, the governing equation is transformed into the 
Laplace equation in a new ((,q) coordinate system. 

x where: ( - 
rl-Y 

The derivatives of solutions of Laplace are also solutions to Laplace’s equation. 
Thus, the perturbation velocity in the x direction also satisfies Laplace’s equation. 

U(((E,rl) + urlrl(€,rl) = 0 

where: u(€,rl) = cp (E , r l )  
w< 

The boundary condition is obtained from 

u(<,rl) = - B (‘rC,(X,Y> 
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The perturbation potential from the model is known from the integrated lift 
coefficient and the model cross-sectional area. 
on the top and bottom sides of the control surface. No measurements of the pressure 
coefficient on the upstream and downstream faces of the control surface are 
available. 
pressures can be approximated by linearly interpolating between the measured values 
at the corners. Thus, the Laplace equation for the perturbation velocity and the 
boundary conditions on all sides of control surface form a Dirichlet problem that can 
be solved by the Fast Fourier Transform method. 
velocity take the form of a Fourier sine series with coefficients determined from the 
boundary conditions. The correction to the Mach number is 

The pressure coefficient is measured 

If these faces are far enough from the model, the missing measured 

The solution for the perturbation 

7'1Mm2)p= ( 1 + -  7 - 1  2 
2 Moo ) M m  A M m =  ( 1 +- 

wX 2 

The perturbation velocity, u, is evaluated at the quarter chord point on the model. 
The correction to Q is 

Acl = v(f,rl) = (Pw 
Y 

The vertical interference velocity can be obtained by integrating as follows 

The integral is evaluated from some reference point to the model quarter chord. The 
resulting constant of integration is a function of the location of the chosen 
reference point and the flow direction at that point with the tunnel empty. 

The applied corrections to Q and the Mach number have been plotted in figure 6 .  
The correction to Q increases with normal force coefficient and is a weak function of 
Mach number. The correction to the Mach number is dependent on both the Mach number 
and the normal force coefficient. A s  expected from the large test section height to 
model chord ratio, the magnitude of these corrections is moderate. The level of 
uncertainty in the results after these corrections have been applied should be only a 
fraction of the correction. 

DISCUSSION OF RESULTS 

Results Corrected for Top and Bottom Wall Interference 

The measured aerodynamic data consisted of chordwise static pressure 
distributions on the airfoil model and loss of momentum in the model wake. Many of 
the chordwise pressure distributions from the two tests have been compared. Two 
samples are presented in figure 7. These samples represent the worst and best 
agreement of the results. The agreement is very good even for the worst case. 
small discrepancies can easily be explained. The small discontinuity near the 5 -  
percent chord location is caused by the presence of the boundary layer transition 
strip. The pressure orifice at the 41-percent chord on the upper surface leaked 
during the NASA tests. It is possible similar problems occurred during the NAE 
tests. 

The 

The chordwise shock location is sensitive to wall interference. It is a useful 
gauge to assess the agreement of the results, especially when the test conditions 
differ slightly. Different methods have been used to define shock location. A 
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I sketch showing the method used is presented in figure 8a. A straight line was drawn 
through the pressure distribution in the area just ahead of the shock, through the 
shock, and just behind the shock. 
and the line through the shock defined the upstream limit of  the shock region. 
Similarly, the intersection of the line downstream of the shock and the line through 
the shock defined the downstream limit of the shock region. The average shock 
location, xs, corresponded to the mid-point of the shock region. 
the shock location with normal force coefficient is presented in figure 8b. The 
shock locations are in excellent agreement with each other, seldom differing by more 
than 2 percent chord. 

The intersection of the line upstream of the shock 

The variation of  

The model chordwise pressure distributions and the momentum loss in the wake 
were integrated to obtain the section normal force, drag, and pitching moment 
coefficients. Two samples of these results are presented in figure 9. The drag 
coefficient was measured on the tunnel centerline. No corrections for the effect of 
flow angularity or for the interference from the sidewall boundary layer have been 
applied to these results. The pitching moment data are in very good agreement except 
near the stall. The drag coefficient at a given normal force coefficient is less for 
the NASA tests than for the NAE tests. 
reached the stall. Of these results, the maximum normal force coefficient measured 
in the NASA tests is greater in all cases except one. 
distribution of the drag coefficient shows the flow in the wake is not two- 
dimensional for many of the test conditions near the stall. 

Only a limited number of the NASA tests 

Examination of the spanwise 

The slopes of the fairings of the section normal force curves have been 
calculated at cn - 0.2 ,  cn - 0 . 4 ,  and cn - 0.6. 
force curve, c 

%' Glauert compressibility factor, over the range of Mach numbers where 
aerodynamic theory is valid. The slopes have been plotted against /3-' rather than M, 
for two reasons. 
relatio ship would indicate a problem in the results. values of M, 
(and p -  ) ,  the data would be spread out on the abscissa to permit closer inspection 
of the results for small Mach number changes. The calculated slopes are presented 
figure 10. Except for the NAE results at /3- 
= 1.05, (M,=0.30), the slopes vary linearly at the lower normal force coefficients 
and Mach numbers. 
increases with Mach number. Both sets of results show the dramatic loss in slope at 
about the same Mach number. 

The slope of the section normal 
p-', the reciprocal of the Prandtl- should vary linearly with 

inear 

At the smaller values of M, (and p-l), deviation from a linear 
At the larger r- 

f " The level of agreement is reasonable. 

The slope measured in the NASA tests is greater and the difference 

The section drag coefficient has been cross-plotted against Mach number at 
constant values of section normal force coefficient. The results are plotted in 
figure 11. As noted previously, the drag at a given normal force is slightly less in 
the NASA tests. 
range. The drag rise Mach number is difficult to determine because of non- 
uniformities in the curves. The drag rise appears to occur at a Mach number 0.01 
lower in the NAE results. 

~ 

The difference in Cd is only 0.0004 over most of the Mach number 

Results Corrected for Sidewall Interference 

The test section top and bottom walls and the sidewalls produce wall 
interference. The top and bottom wall interference has been accounted for in both 
the NAE and NASA results. Both sets of results contain residual interference, 
including that from the sidewalls. The model pressure distribution will lead to a 
local thinning and thickening of the sidewall boundary layer. The change in the 
sidewall boundary layer displacement thickness changes the blockage present in the 
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empty test section calibration. 
sidewall interference in conventional two-dimensional wind tunnels. This method, 
described in reference 11, is not directly applicable to an adaptive wall test 
section. 
sidewalls is felt in the pressures measured on the top and bottom walls. The wall 
adaptation scheme will compensate for that part of the blockage when it finds the 
proper wall shape. 
yet been determined. 

Murthy has developed a correction method for this 

In an adaptive wall test section, part of the blockage change from the 

What portion of Murthy's correction needs to be applied has not 

The results from both tests must be corrected for sidewall interference. The 
Murthy method, as implemented in the computer program of reference 12, was used to 
correct both sets of data for sidewall interference. Since the portion of the 
correction needed for the NASA results was unknown, the whole correction was applied 
as a limiting case. The slopes of the corrected normal force curves were computed at 
cn - 0.4. The results are presented in figure 12. The corrected slopes are still in 
reasonable agreement. Both curves have been shifted slightly upward and to the left. 
The corrected drag coefficients have been crossplotted against the corrected Mach 
number at cn - 0.4. The results are presented in figure 13. These results are also 
in reasonable agreement. 

Comparison with Analytical Free Air Results 

The results still differ slightly after corrections for the sidewall 
interference. A set of free air results is needed to determine the level of residual 
interference remaining in each set of data. Experiments to determine free air 
airfoil results at the desired Reynolds number and Mach number are not practical. 
For this study, analytical results will be used to approximate free air results. A 
coupled inviscid/viscid airfoil program, GRUMFOIL, was used to generate free air 
results. This program is described in reference 1 3 .  The results are presented in 
figure 13. The computed level of drag agrees more closely with the NASA results at 
the lower Mach numbers. The Grumfoil computed drag rise agrees more closely with the 
NAE results. 

The adaptive wall alleviated the wall interference from the top and bottom 

Some residual errors remain in one or both sets of 
walls. Correcting the data for sidewall interference improves the agreement with the 
analytical free air results. 
data. 

CONCLUDING REMARKS 

A two-dimensional airfoil model has been tested in the adaptive wall test 

The 
section of the NASA Langley 0.3-Meter Transonic Cryogenic Tunnel and in the National 
Aeronautical Establishment High Reynolds Number Two-Dimensional Facility. 
primary goal of the tests was to assess two different wall interference alleviation 
and correction techniques: adaptive test section walls and classical analytical 
corrections. The wall interference in the NASA tests has been alleviated by the 
movement of the top and bottom walls. The wall interference in the NAE tests has 
been corrected by classical analytical techniques. 
follows : 

The results can be summarized as 

1. The shock locations are in excellent agreement. 

2 .  The NASA results had a lower drag coefficient at a given normal force 
coefficient. The drag rise for the NASA results occurs at a higher Mach 
number. 
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3 .  The slopes of the normal force curves were in reasonable agreement where 
linear aerodynamic theory is valid. 
slopes were slightly greater. 

At the higher Mach numbers, the NASA 

4. Correcting the results for sidewall interference improves the agreement of 
the results with the analytical results. 

5. The adaptive wall was successful in alleviating the top and bottom wall 
interference. Corrections for the effects of the sidewall interference are 
needed to approach free air results. 
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x/c 

. 0000 

.0003 

.0015 

.0033 

.0063 

.0140 

.0195 

.0247 

.0356 

.0470 

.0654 

.0846 

.1179 

.1519 

.2139 

.2764 

.3321 

.3949 

.4576 

.5132 

.5757 

.6376 

.6925 

.7539 

.8152 

.8763 

.9172 

.9511 

.9782 

TABLE 1 

Airfoil Model Ordinates 

Upper Surface Lower Surface 
z/c 
design 

.0034 

.0062 

.0094 

.0124 

.0159 

.0217 

.0250 

.0279 

.0331 

.0376 

.0432 

.0478 

.0536 

.0580 

.0633 

.0665 

.0681 

.0689 

.0686 

.0673 

.0645 

.0601 

.0542 

.0453 

.0338 

.0203 

.0106 

.0024 
- .0042 

z/c 
measured 

.0034 

.0063 

.0093 

.0123 

.0158 

.0217 

.0251 

.0279 

.0332 

.0377 

.0433 

.0478 

.0536 

.0580 

.0633 

.0665 

.0681 

.0689 

.0685 

.0672 

.0644 

.0600 

.0541 

.0452 

.0337 

.0202 

.0105 

.0024 
- .0042 

x/c 

.OOOl 

.0004 

.0014 

.0031 

.0061 

.0096 

.0153 

.0273 

.0339 

.0470 

.0673 

.0874 

.1148 

.1562 

.2741 

.3366 

.3919 

.4539 

.5161 

.5714 

.6340 

.6967 

.7525 

.8149 

.8775 

.9189 

.9468 

.9743 
1.0000 

z/c 
design 

.0034 

.0004 
- .0021 
- .0043 
- .0066 
- .0081 
- .0099 
- .0127 
- .0141 
- .0169 
- .0205 
- .0238 
- .0277 
- .0328 
- .0446 
- .0492 
- ,0520 
- .0532 
- .0520 
- .0489 
- .0436 
- .0373 
- .0316 
- .0255 
- .0204 
- .0177 
- .0162 
- .0151 
- .0145 

z/c 
measured 

.0034 

.0004 
- .0021 
- .0043 
- .0065 
- .0081 
- .0099 
- .0128 
- .0142 
- .0169 
- .0206 
- .0238 
- .0277 
- .0329 
- .0447 
- .0492 
- .0520 
- .0532 
- .0520 
- .0488 
- .0436 
- .0374 
- .0317 
- .0257 
- .0206 
- .0178 
- .0164 
- .0152 
- .0146 

1.0000 -.0095 -.0095 
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TABLE 2 

Adaptive Wall Method Convergence Criteria 

Average C error, top wall Less than 0.01 

Average C error, bottom wallLess than 0.01 

Induced angle of attackLess than .015O 

Induced camber Less than .07 

Average C error along model chord Less than .007 

P 

P 

P 
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ORIGINAL PAGE IS 
OF POOR QUALtlY 

Wake-rake d r i v e  

y p i c a l  d r i v e  rod 
t h e r s  omitted f o r  c l a r i t y )  S idewal l  boundary 

removal duct 

Top flexible wall 

Bottom f l e x i b l e  wall 

f i x e d  s i d e w a l l  

Model turntable  

Figure 1 .  D e t a i l s  o f  the NASA Langley 13  inch by 13  inch adapt ive  w a l l  tes t  s e c t i o n .  
(Plenum s i d e w a l l  removed). 

POROUS TURNTABLE 
AND FORCE BALANCE 

DIFFUSER 

SUCTION BOX A I R F O I L  YODEL 

S T A T I C  PRESSURE TRAVERSING 
TUILS (FLOOR 8 C E l L  

Figure 2 .  D e t a i l s  o f  the NAE 15  inch by 60 inch Two-dimensional 
High Reynolds Number F a c i l i t y .  
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ORIGINAL PAGE IS 
OF POOR QUALITY 

Model mountina block 

F i g u r e  3 .  CAST 10-2/DOA 2 a i r f o i l  model w i th  t h e  model mounting b l o c k s  for  
the  NASA t e s t s .  

i 

free a i r  
stream1 ines 

1 

F i g u r e  4 .  Diagram of t h e  f l o w f i e l d  assumed € o r  t he  a d a p t i v e  w a l l  t e c h n i q u e .  
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F i g u r e  5. Diagram of t h e  f l o w f i e l d  assumed f o r  t h e  NAE w a l l  i n t e r f e r e n c e  
c o r r e c t  i o n  t echn ique .  
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F i g u r e  6. C o r r e c t i o n s  a p p l i e d  t o  NAE d a t a  f o r  t op  and bottom w a l l  
i n t e r f e r e n c e .  Rc = 10 x 10 6 
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I ~ ~ 0 NASA c" 17 766 M- 1 

, 
x / c  

Figure 7. Comparison of the chordwise pressure distributions. R, = 10 X 10 5 . 
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5 F i g u r e  9. Comparison of the i n t e g r a t e d  f o r c e s  and  moments. Rc = 10 X 10 . 
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CAPABILITIES OF WIND TUNNELS WITH TWO ADAPTIVE WALLS 

TO MINIMIZE BOUNDARY INTERFERENCE IN 3-D MODEL TESTING* 

Rainer Rebstock and Edwin E. Lee, Jr. 
Experimental Techniques Branch 
NASA Langley Research Center 

Hampton, VA 

SUMMARY 

An initial wind tunnel test was made to validate a new wall adaptation method 
for 3 - D  models in test sections with two adaptive walls. The model tested was an 
unswept semi-span wing. It was mounted on one sidewall of NASA's 0.3-m Transonic 
Cryogenic Tunnel, which is fitted with flexible top and bottom walls (semispan/tunnel 
height = 0.51). 
changed to increase the wall interference. The experiments were conducted at 
freestream Mach numbers of 0.7, 0 . 8  and 0.85 and model angles-of-attack between 0 and 
7". Model forces and moments were measured with a five-component balance. 

The vertical position of the wing in the test section could be 

First part of the adaptation strategy is an on-line assessment of wall 
interference at the model position. The wall-induced blockage was very small at all 
test conditions. 
with the walls set aerodynamically straight. The induced upwash varied considerably 
in the chordwise as well as in the spanwise direction. 

Noticeable lift interference occurred at higher angles of attack 

The adaptation of the top and bottom tunnel walls is aimed at achieving a 
correctable flow condition. The deflections are calculated to exactly eliminate the 
upwash gradient and the blockage velocity along one straight line in the test 
section. 
interference at the model. 

The location of this target line can be chosen with respect to the actual 

The blockage was virtually zero throughout the wing planform after the wall 
adjustment. The upwash velocity was small and nearly constant in chordwise 
direction. However, a spanwise gradient remained, even after a second wall 
adaptation. The induced angle of attack at the mean aerodynamic chord of the wing 
was chosen as correction to the freestream velocity vector. 

The lift curve measured with the walls adapted agreed very well with 
interference free-data for M,, = 0 .7 ,  regardless of the vertical position of the wing 
in the test section. However, noticeable discrepancies remained at M,, = 0.85  and 
high model angles of attack. This deviation was probably caused by an inaccurate 
wall interference assessment due to an insufficient number of pressure readings at 
the tunnel boundary. 

The 2-D wall adaptation can significantly improve the correctability of 3 - D  
model data. Nevertheless, residual spanwise variations of wall interference are 
inevitable. 
configurations are needed to clarify this point. 

This may restrict the usable model span. Further tests with different 

*This work was done while the first author held a National Research Council - NASA 
Research Associateship 
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INTRODUCTION 

Wall interference can be eliminated by adjusting the flow at the test section 
boundary. The idea is to provide a streamtube that is the same as in free-air. 

This concept is relatively easy to apply in 2-D airfoil testing. Only the top 
and bottom walls of the test section need to be flexible or ventilated. The side 
walls can be solid. A practical algorithm for streamlining the walls was devised by 
Sears in 1973 (ref. 1). Effectively interference-free data have been obtained in 
these "2-D adaptive" test sections for both conventional and supercritical airfoils. 
References 2, 3, 4 and 5 provide more details. 

The use of adaptive walls is less obvious for testing 3-D models. A simulation 

The three facilities built so far therefore almost inevitably suffer from 
of free-air conditions requires active flow control along the whole test section 
boundary. 
increased mechanical and operational complexity (refs. 3 and 4 ) .  

A simpler approach for transonic 3-D testing has been outlined by Kemp (ref. 6 ) .  
His idea is to provide only the amount of wall control necessary to achieve a 
correctable flow condition. An on-line interference assessment method would be used 
to categorize the disturbances at the model as negligible, correctable or 
uncorrectable according to the required data accuracy. 

The practical implications of this concept were independently studied by Harney 
and Wedemeyer. 
potential to substantially reduce the interference velocities in the region of the 
tested model (ref. 7). In other words, a 2-D adaDtive-wall test section mav also be 
adeauate for testing 3-D models. 

Harney shows experimentally that a 2-D wall adaptation has the 

Wedemeyer develops a wall adaptation technique for this purpose (ref. 8 ) .  
Assuming linear potential flow, he calculates wall deflections that would lead to 
interference-free flow at the tunnel centerline. (The method is also applicable, in 
principle, if the top and bottom walls of the test section are ventilated rather than 
flexible.) The interference velocities (blockage and upwash) are deduced from the 
slope of the two flexible walls and their centerline pressure distributions. 
explicit information about the tested model is needed. 

No 

A computer program of the adaptation method was developed in cooperation with 
Lamarche (refs. 9 and 10). Wind tunnel experiments at TU Berlin and ONERA/CERT 
demonstrated the soundness of this concept. References 3 and 10 contain a detailed 
analysis of the test results. 

The Wedemeyer-Lamarche technique uses the same few wall pressure measurements as 
in airfoil testing. This makes it easy to apply, but seems to preclude an accurate 
interference assessment, at least in half-model tests. Consequently, no 
"figure-of-merit" has been defined (see ref. 4 ) .  The convergence of the wall 
adjustments is the only criterion to estimate the progress of the adaptation. This 
may lead to more iterations than necessary to achieve a correctable condition. 
Moreover, a separate method is needed to determine the residual interference at the 
model (ref. 11). 

In this paper, an improved wall adaptation strategy for 3-D models in 2-D 
adaptive wind tunnels is described. Its essential features are: 
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(1) accurate on-line wall interference assessment based on flow measurements at 
the tunnel boundary ("two-variable method") 
(2)  elimination of wall interference at a user defined straight line in the 
test section 
(3) evaluation of residual interference in terms of a Mach number and 
angle-of-attack correction 

Initial validation tests have been performed with a semi-span wing in NASA 
Langley's 0.3-m TCT with flexible top and bottom walls. 
with the tunnel walls adapted are generally in good agreement with interference-free 

The model forces measured 

I values. 

ASSESSMENT OF WALL INTERFERENCE 

Wall interference in the test section is deduced from the pressure distribution 
and the no-flux condition at the four test section walls (or equivalent 
measurements). A representation of the tested model is not required. Reference 12 
provides a detailed description of the technique. The essential steps are as 
follows : 

The disturbance velocities induced by the tunnel boundary are assumed to be 
small and irrotational. Their potential #w fulfills the linear differential equation 

throughout the test section as long as the flow around the model is dominantly 
subcritical. 

We seek a solution of (1) in form of a source potential 

with 

ThesourcesaW(Q) are distributed at a control surface S enclosing the model. 
choose the cylindrical streamtube formed by the non-deflected test section walls. 

We 

. Equation 2 represents the wall constraint as a source-sink distribution. 
The goal is to determine the local strength aw(Q) from the flow condition at the 
tunnel boundary. 

The measured wall pressures are first transformed into axial disturbance 
velocities uI and the local wall slope into disturbance velocities vI normal to the 
control surface S .  
allow a precise interpolation both in streamwise and cross-stream direction (see 
APPARATUS). 

The number of pressure measurements should be large enough to 

The following analysis is a direct application of Sears' adaptive wall concept 
(refs. 1 and 4). The essential idea is to extend the experimental flow field in the 

893 



test section to infinity by adding a computed exterior flow. This fictitious flow 
satisfies the appropriate (farfield) differential equations and the condition of 
vanishing disturbances at infinity. One of the two measured distributions, say uI, 
serves as inner boundary condition. If the flow field in the test section is 
interference-free, it matches perfectly with the computed outer flow at the control 
surface. In this case, the combined flow fields simply represent the unconfined flow 
around the model. The computed (vE) and measured v-distributions (and all other flow 
variables) are the same at the control surface. 

However, if a mismatch occurs, vE - vI # 0 at S, the experimental flow field is 
not consistent with the farfield boundary conditions. Indeed, the discontinuity in 
the v-component completely defines the wall interference in the test section. We can 
see this as follows: 

For subsonic freestream Mach numbers, the flow in the farfield fulfills the 
linearized potential equation (1). 
a Dirichlet problem for the infinite region beyond the tunnel boundary. We can 
construct the solution in terms of a source-sink distribution at the control surface. 
The resulting surface integral is similar to equation ( 2 ) ,  but the field point P now 
lies in the exterior region. The potential generated within the test section has no 
physical significance. 

The exterior flow field computation thus becomes 

The unknown singularity strength oE is uniquely defined by the inner boundary 
condition. In fact, streamwise integration of the prescribed uI-distribution 
determines the potential at the control surface 

The integration upstream of the test section can usually be ignored in practice. 
However, an extrapolation of uI in downstream direction is often required. 

A combination of ( 3 )  and ( 4 )  leads to an integral equation of the first kind f o r  
We can solve it by approximating the surface integral with a suitable quadrature uE. 

formula. 

Differentiation of the solution in normal direction finally yields the desired 
outer v-component vE at S 

vE(P) = a d ~ / a n ~ ( P )  P E S ( 5 )  

If a jump in the normal velocity occurs, vE - vI # 0 at S, the experimental flow 
field is not interference-free. 
putting sources and sinks at the control surface that exactly compensate the local 
flux imbalance. The required singularity strength is given by Gauss' flux theorem as 

However, this discontinuity can be removed by 

d p )  = vI(p) - vE(p) (6)  
I 

The added singularities modify both the flow field in the test section and the 
computed exterior flow. The resulting flow field is continuous at the control 
surface and still fulfills the boundary condition of vanishing disturbances at 
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infinity. In other words, the modified flow field is interference-free. The source 
layer a(P) generates velocity perturbations within the test section that exactly 
cancel the wall interference. 

Consequently, the singularity distribution that represents the tunnel walls is 
given by 

uw(P) = - a(P) = VE(P) - VI(P) (7) 

Insertion of (7) into (2) defines the wall interference potential everywhere in the 
test section. The wall-induced velocities follow by differentiation. 

CALCULATION OF ADAPTED WALL SHAPES 

A deflection of the top and bottom walls of the test section changes the 
blockage and upwash interference experienced by the model. 
by small contour changes are governed by the linear potential equation 

The perturbations caused 

The cross-stream component is zero, since the wall deflections are constant across 
the tunnel width. 

The existence of a flow potential allows us to calculate the induced velocities 

everywhere in the test section. 

An adjustment of the wall contours is, of course, aimed at minimizing the wall 
The blockage and upwash velocities interference in the region of the tested model. 

for the given wall shape are known from the wall interference potential (equation 2) 

We disregard the cross-stream component since it cannot be reduced by a 2-D wall 
adaptation. 

The physical condition for the wall adaptation therefore reads 

A s  we can see, the determination of the required deflections is an inverse problem 
We need to simplify it in order to find a solution. A reasonable compromise is as 
follows : 
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We pick the vertical plane Y - Yo in the test section where the wall 
interference is worst. 
const. that passes through the model region. 

Within this plane we define a straight target line Zo = 

An easy-to-impose boundary condition for the wall adaptation is 

In other words, it is feasible to exactly cancel the blockage and upwash interference 
along the target line. (However, it is often more practical to just eliminate the 
upwash-gradient and include the remaining constant value in the angle-of-attack 
correction. See RESULTS AND DISCUSSION.) The residual interference in the model 
region can be accounted for as corrections to the freestream velocity vector. 

To find the desired deflections Ahu (upper wall) and Ahl (lower wall), we take 
Basically, we expand Ahu advantage of the linearity of the potential equation ( 8 ) .  

and Ahl in Fourier series, calculate the induced disturbance velocities, and then 
determine the unknown series coefficients by imposing the boundary condition (12): 

00 
Ahl(X) = aoX + C ansin(XnX) 

n= 1 

00 
Ah,(X) = cox + C cnsin(AnX) 

n= 1 

A, = nn/L, L = test section length 

The linear divergence terms are added to allow non-zero deflections at the test 
section end (allowance for model wake). 

The calculation of the induced disturbance velocities is easier in terms of the 
stream function J, rather than the potential 4.  
the (Cauchy-Riemann) differential equations 

The two functions are related through 

J,( = -flv 9 *v = (14) 

where fl(c,q) denotes the incompressible potential obtained from the Prandtl-Glauert 
transformation 

The boundary-value problem for the stream function follows from ( 1 3 ) ,  (14) and 
(15) as 

J,(C + J,vv = 0 

+((,-PH/2) = -Ah&€) , OI&L 

+(C,PH/2) = -Ahu(€) , OIeIL 
(16) 

(H = test section height) 
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I The solution consists of two parts 

$(<,VI = $1(€,v) t $2(E,v) 

$1(<,'1) = -((ao+co)P + (co-ao)v/PH)< (17) 
00 

1 

! 
$2(<,9) = {ansinh[Xn(v-PH/2)] - cnsinh[Xn(~+PH/2)1) sin(Xn<)/sinh(XnPH) n= 1 

I *  
$1 represents the disturbances caused by a linear divergence of the top and bottom 
walls. 
variables. Ref. 13 describes this technique in detail. 

The Fourier solution $2 can be derived by a separation of the independent 

The velocities induced at the target line Zo = const., result from ( 9 ) ,  (14) and 
(15) 

U(X,ZO) = $v(<,Pzo)/P 

W(X,ZO) = -$<(E,Pzo) 
(18) 

We develop the upwash and blockage interference at the target line into Fourier 
series compatible with (18) 

00 
uw(X) = uw(L)X/L + C r sin(X,X) 

n=l 

00 
WW(X) = so/2 t c s,cos(X,x) 

n= 1 

with the coefficients 

L 

0 
rn = 2/L (uw(X)-uw(L)X/L) sin(X,X)dX , n=1,2, ... 

s, = 2/L wW(X)cos(X,X)dX , n=0,1, ... 
0 

Imposition of the boundary condition (12) finally leads (after some 
straightforward calculations) to the following expressions for the series 
coefficients in ( 1 3 )  

a. = -s0/2 - P 2 uW(L)(H+2Z0)/2L 

co =  SO/^ t /3 2 u W ( L ) ( H - ~ Z ~ ) / ~ L  

a, = - 1 /An (Pr,sinh[X,/3(Zo+H/2)] + s,cosh[Xn~(Zo+H/2)]) 

c, = - 1 /An (Pr,sinh[X,/3(Zo-H/2)] + s,cosh[X,~(Zo-H/2)]) 

As we can see, the determination of the adapted wall shape involves three steps. 
First, computation of the Fourier coefficients rn and sn (eq. 20). 
blockage and upwash velocities are very smooth, both sets of coefficients rapidly go 

Since the 
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to zero with increasing frequency n. 
provide enough resolution. We pick N - 16 (= 2 ) in order to apply the very 
efficient FFT-method. This requires an even distribution of the input values uw(Xi) 
and ww(Xi), i-1, . . . ,  N along the target line. Reference 14 provides more details on 
FFT and contains a suitable computer program. 
algebraic equations (21) is straightforward. 
determine the wall deflections (eq. 13). We can compute the finite sums (inverse 
Fourier transform) with the same FFT computer program as in step 1. All three steps 
combined require very little execution time, even on a small computer. 

Typically the lowest 8 to 12 frequencies 4 

The subsequent evaluation of the 
The coefficients an and cn, n=O, . . . ,  N-1 

APPARATUS 

We conducted the experiment in NASA Langley's 0.3-M Transonic Cryogenic Tunnel. 
An adaptive test section with flexible top and bottom walls was installed in the 
tunnel circuit in 1985. It is nominally 33cm (13 inches) square and has an effective 
length of 1.42111 ( 5 5 . 8  inches). Reference 5 describes the facility in more detail. 

The model was a scaled-up (1.6 times) replica of a semi-span wing tested at 
Langley Research Center in 1951 (ref. 15). It was selected for the experiment 
because of the essentially free-air data available from this test. We measured the 
forces and moments on the model with a five-component strain gauge balance. 
shows the apparatus in detail, including the model turntable, which was installed in 
the right sidewall of the test section. We could mount the wing at two vertical 
positions; the tunnel centerline and halfway between the center and the top wall. 
Figure 2 shows the wing in the center position. 

Figure 1 

The blockage ratio of the model in the TCT adaptive wall test section was 0 . 7 9 %  
and the semi-span to tunnel width ratio was 0.51. Table 1 provides more information 
about the wing geometry and summarizes the test conditions. As in the early Langley 
test, all experiments were performed without a boundary-layer trip. 

Recording of the static pressure distribution at the tunnel walls provided some 
difficulty. 
centerline of the top- and bottom walls, which is adequate for airfoil testing. On 
the other hand, three rows of orifices above and below the model and one row at one 
sidewall are typically required for an accurate wall interference assessment in 3 - D  
flows (ref. 16). 

The test section was only equipped with pressure orifices at the 

However, it was too time-consuming to add orifices on the flexible walls. 
Instead, we installed two rows at the right sidewall of the test section, as close to 
the flex walls as possible. 
exact location of the two rows (see figure 1). 
angle-of-attack was ignored in the wall interference computations. 
sidewall was equipped with 14 pressure taps, concentrated in the model region. 

The orifices drilled in the model turntable show the 
Their displacement for non-zero 

The opposite 

The inaccurate representation of the wall pressure distribution is probably 
responsible for the noticeable residual interference at higher Mach numbers and 
angles-of-attack (see RESULTS AND DISCUSSION). 
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RESULTS AND DISCUSSION 

In the following, we will illustrate the wall adaptation procedure for the 
typical flow case M,, = 0.7 and a - 7". 
above the tunnel centerline. 

The wing is in the high position, 3.25 inches 
A flow chart of the algorithm is presented in figure 3. 

The first step is an assessment of the wall interference at the model position. 
Figures 4,5 and 6 show the induced Mach number and angle of attack at three spanwise 
locations with the tunnel walls set to aerodynamically straight. The blockage 
interference is small and constant at the wing planform. However, the induced upwash 
varies considerably, in chordwise as well as in spanwise direction. At the wing 
root, for example, ACY increases from 0.3" at the leading edge to 1.7" at the trailing 
edge. 
(figure 5) and the wing tip (figure 6 ) .  

A similar behavior occurs at the location of the mean aerodynamic chord 

Figure 7 summarizes the wall interference experienced by the model. This plot 
appears on the control monitor of the wind tunnel computer during the test. 
indicates the progress of the adaptation and helps the researcher to position the 
target line for the wall shape calculation (equation 12). The calculated Mach number 
increment AM at each spanwise location simply is an average value across the 
respective chord. 
induced absolute angle-of-attack (ref. 17): 

It 

The lift interference across the span is represented by the 

In this way, the induced camber at each spanwise section is properly taken into 
account. 

Interference is highest at the wing root and we position the target line 
accordingly. The wall interference assessment method then calculates the blockage 
and upwash along this line. In other words, the previously computed interference 
velocities at the selected wing location are extended upstream and downstream. 

The next step is to determine improved wall shapes. It is possible to 
completely eliminate the blockage and lift interference at the target line. The 
necessary deflections are calculated in eq. (21). However, the required constant 
downward wall slope downstream of the model may result in jack movements beyond the 
2-D design limits. It is therefore more practical to eliminate the upwash gradient. 
We simply achieve this by setting so = 0 in (21), that is by ignoring the constant 
part in the induced upwash distribution. 
rotated about the anchor points compared with the 'fully' adapted contours. Figure 8 
shows this schematically. 

The resulting wall shape appears to be 

Figure 9 presents the actual wall contours after the first iteration. The 
largest deflection of about 0.65  inches occurs in the region of the model. These 
rather small displacements are quite feasible in a 2-D adaptive test section. 
example, the 0.3-m adaptive wall test section allows a maximum jack movement of 3 
inches upward and 1 inch downward. 

For 

The residual interference after the wall adjustment is shown in figure 10 for 
the wing root. 
as expected. 

The induced angle of attack is virtually constant across the chord, 
The remaining Mach number deviation is beyond measurement accuracy. 

899 



The upwash and blockage interference at the other spanwise locations is, of course, 
simultaneously reduced. Figure 11 summarizes the results. 

However, the induced angle of attack still varies across the wing span. This 
residual spanwise gradient is an inevitable limitation of a 2-D wall adjustment 
(deflections constant across the tunnel width). In practise, we may need to reduce 
the span of the tested model to achieve the required accuracy. However, conclusions 
are difficult to draw at this point. 
important role. Numerical simulations done by Smith provide some insight into this 
problem (ref. 18). 

The model aspect ratio will undoubtedly play an 

The remaining wall interference had no significant effect on the measured model 
data in this test. 
high position. 
aerodynamically straight (fig. 9) is larger than the 7x10 (interference-free) values. 
However, a linear correction based on the induced angle-of-attack at the mean 
aerodynamic chord of the wing (2y/b = 0.42 , see figure 7) is generally sufficient in 
this case. Only for the highest angle of attack, do we actually need to deflect the 
walls to achieve correctability. As expected, a second wall adjustment has little 
effect on the model measurements. 

We can see this on figure 12 for M, = 0.7 and the wing in the 
The model lift measured with the flexible walls set to 

Figure 13 shows a similar comparison for the wing in the center position. 
Again, the model lift in the adapted test section agrees well with 
the interference-free data throughout the whole angle-of-attack range. 

However, noticeable discrepancies remained for M, = 0 . 8 5 .  Figure 14 presents 
the results obtained with the wing centered. Adapting the walls reduces the wing 
lift as it should, but not to the extent necessary to simulate free-air con itions. 
This defect fay be partly caused by a Reynolds number mismatch (Re - 1.5~10 
with 0.73~10 in the 7x10 test, ref. 15). Another contributing factor undoubtedly 
was the inaccurate interference assessment due to an insufficient number of wall 
pressure orifices. 

$ compared 

CONCLUDING REMARKS 

Although a 2-D adaptive-wall test section cannot precisely simulate 
interference-free flow around a 3-D model, it can improve the correctability of the 
test data to a considerable extent. However, some residual spanwise variation of 
wall interference is inevitable. The required wall deflections are feasible within 
2-D design limits. 
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TABLE 1. Three-Dimensional Semispan Adaptation Test 

0 Unswept wing model 

Aspect ratio 
Taper ratio 
Airfoil section 
Semispan/width 
Reference data 

I 0 Test conditions 

Mach number 
Angle of attack 

0 Test configurations 

0 Measurements 
I 

4.0 
0.6 
NACA 65A006 
0.51 
LRC 7' x 10' tunnel - 1951 

0.7 - 0.85 
00 to 70 

Wing centered and high 

Model forces; wall pressures and deflections 

Figure 1. Semispan force-model apparatus. 
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Figure 2 .  Model i n s t a l l e d  i n  Langley 0.3-m Transonic Cryogenic Tunnel. 
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Figure 3 .  Wall adap ta t ion  f l o w  c h a r t .  
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Figure 5. Chordwise variation of wall interference, walls straight, 
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Figure 11. Interference at wing after first wall adjustment, 
M, - 0.7, a = 7', wing high. 

908 



Lift CL 

A-A straight walls 
‘’ 0 straight walls , corrected 

0.60 

Lift CL 

0.40 

0.20 

0.00E 

fin1 o I .  iteration 0 

0 adapted 
7 x 1  0 - -  

4 

/ 
0 

0 
- -  

a0 
/ e3 

,cs -- 
/ 

/ fJ 
/ d -- 

a’ 
/ el’ 

: I 1 I 1 

1 / 0 

1 
I 

1 
I 

I 
I 

I 
I 

0 2 4 6 8 10 

An g I e-o f -a tt a c k, d eg . 
Figure 12. Measured wing lift versus interference-free 

data, M, = 0.7, wing high. 
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Figure 13. Measured wing lift versus interference-free 

data, M, = 0.7, wing centered. 
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