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PREFACE 

This pub l i ca t ion  conta ins  papers  presented a t  t he  Second NASA/Air Force Symposium 
on Recent Advances i n  Mul t id i sc ip l inary  Analysis and Optimization he ld  September 
28-30, 1988 i n  Hampton, Virginia .  The symposium w a s  cosponsored by NASA Langley, 
NASA L e w i s ,  and t h e  Wright Research Development Center. The meeting w a s  a t tended 
by 195 p a r t i c i p a n t s ,  with 41% from indus t ry ,  35% from academia, and 24% from 
government organizat ions.  

The aim of t h e  symposium w a s  t o  provide a forum f o r  researchers ,  software developers,  
and p r a c t i t i o n e r s  of mul t id i sc ip l ina ry  ana lys i s  and optimization t o  l ea rn  of t he  
la tes t  developments and t o  exchange experiences i n  t h i s  burgeoning f i e l d  of 
engineering. 

Ninety-two papers  were presented (83 of which a r e  published he re ) .  Of the .pape r s  
o r i g i n a l l y  presented ,  58% discussed method development, 30% app l i ca t ions ,  and 1 2 %  
software development o r  implementation. Most (72%) of t h e  cont r ibu t ions  t o  the  
symposium w e r e  s t r i c t l y  mul t id i sc ip l ina ry .  There were 15  papers dea l ing  with t h e  
cmbina t ion  of s t r u c t u r e s  and c o n t r o l  systems, 10  with a e r o e l a s t i c  problems, and 5 
with ae rose rvoe la s t i c  problems. Eight papers  dealt  with generic  developments i n  
mul t id i sc ip l ina ry  design. The keynote address w a s  a review of t he  r o l e  of knowledge 
based systems i n  a n a l y s i s  and optimization. 

The papers are grouped by se s s ions  and are i d e n t i f i e d  i n  the  Contents. Papers w e r e  
ed i t ed  t o  conform t o  t h e  t echn ica l  s tandards set by NASA f o r  conference publ ica t ions .  
A l i s t  of addresses  of a l l  r e g i s t e r e d  p a r t i c i p a n t s  i s  included. 

Jean-Franqois M. Barthelemy 
Technical Program Chairman 

PRECEDING PAGE BLANK NOT FILMED 

iii 



?REFACE ....................................................................... iii 

Part I f  

Session 1 :  Plenary 
Chairman: Owen F. Hughes 

APPLICATIONS OF INTEGRATED DESIGN/ANALYSIS SYSTEMS IN AEROSPACE 
STRUCTURAL DESIGN ........................................................... 3 
Philip Mason, Fdwin Lerner, and Lawrence Sobel 

INTEGRATED DESIGN OPTIMIZATION RESEARCH AND DEVELOPMENT IN AN INDUSTRIAL 
ENVIRONMENT .................................................................. 39 
V. Kumar, M. D. German, and S.-J. Lee 

OPTIMIZATION BY DECOMPOSITION: A STEP FROM HIERARCHIC TO NON-HIERARCHIC 
SYSTEMS .................................................................... 51 
Jaroslaw Sobieszczanski-Sobieski 

OVERVIEW OF DYNAMICS INTEGRATION RESEARCH (DIR) PROGRAM AT LANGLEY 
RESEARCH CENTER: Goals and Progress ........................................ 79 
Steven M. Sliwa and Irving Abel 

SESSION 2: HgLIcopTERs 

Chairmen: D. Anderson and R. G. Kvaternik 

AN INITIATIVE IN MULTIDISCIPLINARY OPTIMIZATION OF ROTORCRAFT ................. 109 
Howard M. Adelman and Wayne R. Mantay 

STRUCTURAL OPTIMIZATION OF ROTOR BLADES WITH STRAIGHT AND SWEPT TIPS 
SUBJECT TO AEROELASTIC CONSTRAINTS .......................................... 145 

Peretz P. Friedmann and Roberto Celi 

OPTIMIZATION OF ROTOR BLADES FOR COMBINED STRUCTURAL, PERFORMANCE, AND 
AEROELASTIC CHARACTERISTICS ................................................. 163 
David A. Peters and Y. P. Cheng 

TRANSONIC AIRFOIL DESIGN FOR HELICOPTER ROTOR APPLICATIONS .................... 181 
Ahmed A. Hassan and B. Jackson 

EFFICIENT SENSITIVITY ANALYSIS AND OPTIMIZATION OF A HELICOPTER ROTOR ......... 195 
J. W. Lim and I. Chopra 

STRUCTURAL OPTIMIZATION OF ROTOR BLADES WI'i'H INTEGRATED DYNAMICS AND 
AERODYNAMICS ................................................................ 205 
Aditi Chattopadhyay and Joanne L. Walsh 

*Presented under separate cover. 
PRECEDING PAGE BLANK NOT FILMED 

V 



......... 
I 

MULTI-OBJECTIVE/LOADING OPTIMIZATION FOR ROTATING COMPOSITE FLEXBEAMS 235 
I Brian K. Hamilton and James R. Peters 

SESSION 3: ARTIFICIAL INTELLIGENCE 
Chairmen: K. E. Abbott and P. Bajela 

NEW DIRECTIONS FOR ARTIFICIAL INTELLIGENCP (AI) METHODS IN 
OPTIMUM DESIGN .............................................................. 259 
Prabhat Ha j e la 

DEVELOPMENT OF A MICRO-COMPUTER BASED INTEGRATED DESIGN SYSTEM FOR HIGH 
ALTITUDE LONG ENDURANCE AIRCRAFT ............................................ 275 
David W. Hall and J. Edward Rogan 

, 3EMONSTRATION OF DECOMPOSITION AND OPTIMIZATION IN THE DESIGN OF 

Sharon L. Padula, Chris A. Sandridge, Raphael T. Haftka, 
and Joanne L. Walsh 

EXPERIMENTAL SPACE SYSTEMS .................................................. 297 

STRUTEX - A PROTOTYPE KNOWLEDGE-BASED SYSTEM FOR INITIALLY CONFIGURING 
A STRUCTURE To SUPPORT POINT LOADS IN TWO DIMENSIONS ........................ 317 

James L. Rogers and Jaroslaw Sobieszczanski-Sobieski 

TRUSS: AN INTELLIGENT DESIGN SYSTEM FOR AIRCRAFT WINGS ....................... 333 
Preston R. Bates and Daniel P. Schrage 

REAL-TIME APPLICATION OF KNOWLEDGE-BASED SYSTEMS .............................. 357 
Randal W. Brumbaugh and Eugene L. Duke 

THE DESIGNER OF THE 90's: A LIVE DEMONSTRATION ............................... 373 
Tommy L. Green, Basil M. Jordan, Jr., and 
Timothy L. Oglesby 

SESSION 4: AEROELASTIC TAILORING 
Chairmen: B. A. Rome1 and T. A. Weisshar 

STRUCTURAL TAILORING OF COUNTER ROTATION PROPFANS ............................. 389 
K. W. Brown and D. A. Hopkins 

COMPOSITE SIZING AND PLY ORIENTATION FOR STIFFNESS REQUIREMENTS USING 
A LARGE FINITE ELEMENT STRUCTURAL MODEL ..................................... 403 

N. A. Radovcich and D. P. Gentile 

AEROELASTIC TAILORING AND INTEGRATED WING DESIGN .............................. 431 
Mike Love and Jon Bohlmann 

INTEGRATED AERODYNAMIC-STRUCTURAL DESIGN OF A FORWARD-SWEPT 
TRANSPORT WING .............................................................. 445 
R. T. Haftka, B. Grossman, P. J. Kao, D. M. Polen, 
and J. Sobieszczanski-Sobieski 

STATIC AEROELASTIC ANALYSIS AND TAILORING OF MISSILE CONTROL FINS ............. 465 
S. C. McIntosh, Jr., and M. F. E. Dillenius 

vi 



EFFECTS OF NONLINEAR AERODYNAMICS AND STATIC AEROELASTICITY ON MISSION 
PERFORMANCE CALCULATIONS FOR A FIGHTER AIRCRAFT ............................. 477 
Gary L. Giles, Kenneth E. Tatum, and William E. Foss, Jr. 

OPTIMUM STRUCTURAL DESIGN WITH STATIC AEROELASTIC CONSTRAINTS ................. 497 
K. B. Bowman, R. V. Grandhi, and F. E. Eastep 

OPTIMUM DESIGN OF SWEPT-FORWARD HIGH-ASPECT-RATIO GRAPHITE-EPOXY WINGS ........ 509 
M. J. Shuart, R. T. Haftka, and R. L. Campbell 

PART 2 

SESSIOR 5: SOFTWARE I 
Chairmen: G. N. V a n d e r p l a a t s  and R. E. Fulton 

ASTROS . A MULTIDISCIPLINARY AUTOMATm STRUCTURAL DESIGN TOOL ................. 529 
D. J. Neil1 

A GENERALIZED SOFTWARE EXECUTIVE FOR MULTIDISCIPLINARY COMPUTATIONAL 
STRUCTURAL DYNAMICS ......................................................... 545 
Alex Berman 

RESEARCH ON OPTIMIZATION-BASED DESIGN AT THE ENGINEERING DESIGN 
METHODS LAB, BRIGHAM YOUNG UNIVERSITY ....................................... 565 
R. J. Balling, A. R. Parkinson, and J. C. Free 

RECENT EXPERIENCES USING FINITE-ELEMENT-BASED STRUCTURAL OPTIMIZATION ......... 58' 
B. K. Paul, J. C. McConne11, and M. H. Love 

THE SIZING AND OPTIMIZATION LANGUAGE (SOL) - A COMPUTER LANGUAGE TO 
IMPROVE THE USER/OPTIMIZER INTERFACE ........................................ 601 
S. H. Lucas and S. J. Scotti 

ROBUST COMPUTER-AIDED SYNTHESIS AND OPTIMIZATION OF LINEAR MULTIVARIABLE 
CONTROL SYSTEMS WITH VARYING PLANT DYNAMICS VIA AUTOCON ..................... 621 

C .  P. Lefkowitz, J. A. Tekawy, P. K. Pujara, and M. G. Safonov 

COMPUTERIZED DESIGN SYNTHESIS (CDS), A DATA BASE-DRIVEN MULTIDISCIPLINARY 
DESIGN TOOL ................................................................. 639 
D. M. Anderson and A. 0. Bolukbasi 

SESSION 6: SENSITIVITY ANALYSIS 
Chairmen: R. T. Haftka and B. Prasad 

ON EQUIVALENCE OF DISCRETE-DISCRETE AND CONTINUUM-DISCRETE DESIGN 
SENSITIVITY ANALYSIS ........................................................ 653 
Kyung K. Choi and Sung-Ling Twu 

AN INVESTIGATION OF USING AN RQP BASED METHOD TO CALCULATE PARAMETER 
SENSITIVITY DERIVATIVES ..................................................... 673 
Todd J. Beltracchi and Gary A. Gabriele 

vi i 



GRID SENSITIVITY CAPABILITY FOR LARGE SCALE STRUCTURES ........................ 697 
Gopal K. Nagendra and David V. Wallerstein 

ITERATIVE METHODS FOR DESIGN SENSITIVITY ANALYSIS ............................. 713 
A. D. Belegundu and B. G. Yoon 

RESULTS OF AN INTEGRATED STRUCTURE/CONTROL LAW DESIGN SENSITIVITY 
ANALYSIS .................................................................... 727 
Michael G. Gilbert , 

ON THE CALCULATION OF DERIVATJVES OF EIGENVALUES AND EIGENVECTORS 
IN THE SIMULTANEOUS DESIGN AND CONTROL OF STRUCTURES ........................ 747 
Luis Mesquita and Manohar P. Kamat 

TREATMENT OF BODY FORCES IN BOUNDARY ELEMENT DESIGN SENSITIVITY 
ANALYSIS .................................................................... 759 
Sunil Saigal, R. Aithal, and J i m  Cheng 

DESIGN SENSITIVITY ANALYSIS OF BOUNDARY ELEMENT SUBSTRUCTURES ................. 777 
James H. Kane, Sunil Saigal, and Richard H. Gallagher 

SESSION 7: CONTROL OF AEROELASTIC STRUCTURES 
Chairmen: I. A b e l ,  and N. A. Radovcich 

AEROSERVOELASTIC TAILORING FOR LATERAL CONTROL ENHANCEMENT .................... 803 
Terrence A. Weisshaar and Changho Nam 

RESULTS OF INCLUDING GEOMETRIC NONLINEARITIES IN AN AEROELASTIC MODEL 
OF AN F/A-18 ................................................................ 815 
Carey S. Buttrill 

FLUTTER SUPPRESSION USING EIGENSPACE FREEDOMS TO MEET REQUIREMENTS ............ 837 
William M. Adams, Jr., Robert E. Fennell, and David M. Christhilf 

AEROELASTIC MODELING FOR THE FIT TEAM F/A-18 SIMULATION ....................... 861 
Thomas A. Zeiler and Carol D. Wieseman 

DIGITAL ROBUST CONTROL LAW SYNTHESIS USING CONSTRAINED OPTIMIZATION ........... 879 
Vivekananda Mukhopadh yay 

AN INTEGRATED APPROACH TO THE OPTIMUM DESIGN OF ACTIVELY CONTROLLED 
COMPOSITE WINGS ............................................................. 897 
E. Livne 

CONTROL SURFACE SPANWISE PLACEMENT IN ACTIVE FLUTTER SUPPRESSION 
SYSTEMS ..................................................................... 919 
E. Nissim and J. J. Burken 

SESSION 8: STRUCTURES 
Chairmen: R. Levy and P. Papalanbros 

AN APPROXIMATION FUNCTION FOR FREQUENCY CONSTRAINED STRUCTURAL 
OPTIMIZATION ................................................................ 937 
R. A. Canfield 

viii 



STRUCTURAL OPTIMIZATION OF FRAMED STRUCTURES USING GENERALIZED 
OPTIMALITY CRITERIA ......................................................... 955 
R. M. Kolonay, V. B. Venkayya, V. A. Tischler, and R. A. Canfield 

FINITE ELEMENT FLOW-THERMAL-STRUCTURAL ANALYSIS OF AERODYNAMICALLY 
HEATED LEADING EDGES ........................................................ 971 
Pramote Dechaumphai, Allan R. Wieting, and Ajay K. Pandey 

INVOLUTE COMPOSITE DESIGN EVALUATION USING GLOBAL DESIGN SENSITIVITY 
DERIVATIVES ................................................................. 991 
J. K. Hart and E. L. Stanton 

OPTIMIZING FOR MINIMUM WEIGHT WHEN TWO DIFFERENT FINITE ELEMENT MODELS 
AND ANALYSES ARE REQUIRED ................................................... 1009 
Jeffrey C. Hall 

PART 3f 

SESSION 9: LARGE ENGINEERING SYS- 
Chairman: G. L. G i l e s  

ENGINEERING APPLICATIONS OF HEURISTIC MULTILEVEL OPTIMIZATION METHODS ......... 1029 
Jean-Franqois M. Barthelemy 

RECENT DEVELOPMENTS IN MULTILEVEL OPTIMIZATION ................................ 1039 
G. N. Vanderplaats and D-S Kim 

A DECOMPOSITION-BASED DESIGN OPTIMIZATION METHOD WITH APPLICATIONS ............ 1055 
S. Azarm, M. Pecht, W.-C. Li, and S. Praharaj 

MULTILEVEL DECOMPOSITION OF COMPLETE VEHICLE CONFIGURATION IN A 
PARALLEL COMPUTING ENVIRONMENT .............................................. 1069 
Vinay Bhatt and K. M. Ragsdell 

SESSION 10: SHAPE OPTIMIZATION 
Chairman: G. A. Gabriele 

DESIGN OPTIMIZATION OF AXISYMMETRIC BODIES IN NONUNIFORM TRANSONIC 
FLOW ........................................................................ 1085 
C. Edward Lan 

PROCEDURES FOR SHAPE OPTIMIZATION OF GAS TURBINE DISKS ........................ 1097 
Tsu-Chien Cheu 

SESSION 11: ENGINEERING SYS- DESIGN 
Chairmen: M. D. German and D. P. Schrage 

A DECISION-BASED PERSPECTIVE FOR THE DESIGN OF METHODS FOR SYSTEMS 
DESIGN ...................................................................... 1 1 1 1  
Farrokh Mistree, Douglas Muster, Jon A. Shupe, and Janet K. Allen 

*Presented under separate cover. 

ix 



THE ART OF SPACECRAFT DESIGN: A MULTIDISCIPLINARY CHALLENGE .................. 1137 
F. Abdi, H. Ide, M. Levine, and L. Austel 

I HYPERSONIC AIRBREATHING VEHICLE CONCEPTUAL DESIGN (FOCUS ON 
AERO-SPACE PLANE) ........................................................... 1157 
James L. Hunt and John G. Martin 

OPTIMIZING CONCEPTUAL AIRCRAFT DESIGNS FOR MINIMUM LIFE CYCLE COST ............ 1195 
Vicki S. Johnson 

SESSION 12: llETH0DS 
Chairmen: II. P. Kamat and J. E. m a n  

AN INTERPRETATION AND SOLUTION OF ILL-CONDITIONED LINEAR EQUATIONS ............ 1239 
I. U. Ojalvo and T. Ting 

GENERALIZED MATHEMATICAL MODELS IN DESIGN OPTIMIZATION ........................ 1253 
Panos Y. Papalambros and J. R. Jagannatha Rao 

OPTIMUM DESIGN OF STRUCTURES SUBJECT TO GENERAL PERIODIC LOADS ................ 1265 
R. Reiss and B. Qian 

FUZZY SET APPLICATIONS IN ENGINEERING OPTIMIZATION ............................ 1279 
Alejandro R. Diaz 

A PENALTY APPROACH FOR NONLINEAR OPTIMIZFTION WITH DISCRETE DESIGN 
VARIABLES ................................................................... 1291 
Dong K. Shin, Z. Gurdal, and 0. H. Griffin, Jr. 

MULTIPLIER-CONTINUATION ALGORITHMS FOR CONSTRAINED OPTIMIZATION ............... 1303 
I Bruce N. Lundberg, Aubrey B. Poore and Bing Yang 

SESSION 13: SOFTWARE I1 
Chairmen: R. A. Canfield and J. L. Rogers, Jr. 

A LARGE SCALE SOFTWARE SYSTEM FOR SIMULATION AND DESIGN OPTIMIZATION 
OF MECHANICAL SYSTEMS ....................................................... 1319 
Bernhard Dopker and Edward J. Haug 

THE ROLE OF OPTIMIZATION IN THE NEXT GENERATION OF COMPUTER-BASED 
DESIGN TOOLS ................................................................ 1335 
J. E. Rogan 

AN OVERVIEW OF THE DOUGLAS AIRCRAFT COMPANY AEROELASTIC DESIGN 
OPTIMIZATION PROGRAM (ADOP) ................................................. 1359 
Alan J. Dodd 

MEETING THE CHALLENGES WITH THE DOUGLAS AIRCRAFT COMPANY AEROELASTIC 
DESIGN OPTIMIZATION PROGRAM (ADOPI .......................................... 1369 
Bruce A. Rommel 

X 



SESSION 14: DYNAMICS AND COtWROL OF FLEXIBLE STRUCTURES 
Chairmen: J.-N. Juang and E. Lime 

OPTIMIZATION O F  STRUCTURE AND CONTROL SYSTEM .................................. 1381 
N. S. Khot and R. V. G r a n d h i  

STRUCTURAL OPTIMIZATION AND RECENT LARGE GROUND ANTENNA 
INSTALLATIONS ............................................................... 1393 

ROY Levy 

A NOVEL IMPLEMENTATION O F  M E T m D  O F  OPTIMALITY CRITERION I N  SYNTHESIZING 
SPACECRAFT STRUCTURES W I T H  NATURAL FREQUENCY CONSTRAINTS .................... 1417 

B. P. Wang and F. H. Chu 

COMPUTATIONAL EXPERIMENTS I N  THE OPTIMAL SLEWING OF FLEXIBLE 
STRUCTURES .................................................................. 1427 

T. E. B a k e r  and E. Polak 

OPTIMAL PLACEMENT OF EXCITATIONS AND SENSORS BY SIMULATED ANNEALING ........... 1441 
M. Salama, R. B r u n o ,  G-S. C h e n ,  and J. G a r b a  

EXPERIENCES I N  APPLYING OPTIMIZATION TECHNIQUES TO CONFIGURATIONS 
FOR THE CONTROL O F  FLEXIBLE STRUCTURES (COFS)  PROGRAM ....................... 1459 

Joanne L. Walsh 

AN IMPROVED ALGORITW FOR OPTIMUM STRUCTURAL DESIGN W I T H  MULTIPLE 
FREQUENCY CONSTRAINTS ....................................................... 1489 

O l i v e r  G. McGee and Khing F. Phan 

ADDITIONAL PAPERS 

The fol lowing paper i s  being included i n  t h i s  pub l i ca t ion  although t i m e  
restrictions d id  n o t  permit i t s  presentat ion a t  t h e  September conference. 

STRUCTURAL DAMAGE ASSESSMENT AS AN IDENTIFICATION PROBLEM ..................... 1507 
P. B j e l a  and F. J. Soeiro 

The f o l l o w i n g  paper arrived d u r i n g  the p r i n t i n g  process and w a s  o r i g i n a l l y  
inc luded  i n  Sess ion  I. 

RECENT DEVELOPMENTS I N  LARGE-SCALE STRUCTURAL OPTIMIZATION .................... 1521 I 

V. B. V e n k a y y a  

x i  



ATTENDEES 
D r .  JeM-FrmCOi. M. B8&.hOluPy 
NASA/Langley Ra8earch Center 
MS 246 
Hunpton, VA 23665-5225 

Mr. Oscar Barton, Jr. 
Howard Univor8ity 
Departnnnt Of MchMfCal 
Engineering 
2308 6th S t .  1.1. 
Washington. DC 20059 

Mr. P. R. Bates 
Georgia I n s t i t u t e  of Technology 
School of Aaro8pace Engineering 
P. 0. Box 30302 
A t l M t a .  GA 30332-0150 

Mr8. Kathy H. Abbott 
NASA/Lmgley Ramarch Center 
MS 156A 
Rampton, VA 23665-5225 

Mr. I rving Akl 
NASA/Langley Usearch Center  
MS 242 
H w t o n ,  VA 23665-5225 

W. W i l l i a m  M. Admu Jr. 
NASA/LMgley Research Center 
MS 489 
Huupton, VA 23665-5225 

D r .  Howard M. Adelnun 
NASA/Lmgley -8e8rch Center 
MS 246 
Hmpton, VA 23665-5225 

D r .  Don Andrrmon 
m O M . 1 1  Dougla. Helicopter CO. 
Bldg. 530/B321 
5000 B. MCDolmll Rd. 
bh8&, 85205 

Mr. E r n e s t  S .  Anutrong 
NASA/Lmgley Usearah C u r t e r  
us 499 
Hunpton, VA 23665-5225 

Prof.  Shapour - a m  
The Univarsity of Maryland 

Enginwring 
Collegr Park, MD 20142 

D r .  Richard J. Bal l ing 
Brigham Young University 
Engineering D e 8 i g n  Mthod8 
Laboratory 
368R Cl- Building 
Provo, UT 84602 

Departnnnt Of b l c h M i C d  

D r .  Day BMerjee 
M c D o M ~ ~  Douglas Relicopter Co. 
Bldg. 530, MS/B 346 
5000 E. McDowrll Rd. 

85205 

Mr. Paul Barnhart 
Sverdrup Technology, Inc. 
P .O.  Box 30650, Midpark Branch 
Middleburg Heightm, OH 44130 

D r .  Bruno Bartheluny 
Ford ResaarCh Md Engineering 
Center  
Room E3184/SCI-LAB 
P .  0. Box 2053 
Dearborn, M I  48121-2053 

Prof.  Aahok 0. Bolegundu 
Penn S t a t e  Univarsity 
blchanical  Engineering 
Univer8ity Park, PA 16802 

Mr. Todd J. Boltracchi 
Ransaelamr Polytechnio Institute 
2418 Huntington L M ~  (3 
Redondo Baach, CA 90218 

Dr. Laszlo Bark. 
N A S A / h W i 8  Rasearch Center 

21000 Brookpark Road 
4901 

C h V e l M d .  OH 44135 

Mr. Alex Box7Mn 
K a m ~  hatoapace Corp. 
O l d  Wind8or Road 
P.O.  Box 2 
Bloomfield, CT 06002 

Mr. Vinay Bhatt 
Univer8ity of Missouri-Columbia 
b l c h m i c a l  and Aaroapacr 
Engineering 
1080 Engineering U X  
Columbia, MO 65201 

Mr. R o b r r t  Blackwell 
Sikorsky Aircraf t  
No. Main Street 
S t ra t ford ,  CT 06601-1381 

Mr. Chri8 Borland 
Booing bll1it.q Airplane CO. 
P.O.  Box 3101 
M a i l  Code 33-04 
S e a t t l e ,  UA 98124 

W. m i t h  Bomm~ 
US Air Force 
AFWAWFIBCA 
Wright AF'B 
Wright-Patter8on AFB, OH 45433 

-8 .  Lynn M. BOWAUI 

Planning Re8rarch Corporation 
303 Bu t l e r  Farm Rd, Su i t e  100 
Rmpton, VA 23666 

Mr. KaMeth W. Brown 
P r a t t  & Whitney Ai rc ra f t  
400 Main S t r e e t ,  M.S. 163-09 
h 8 t  Hartford, CT 06108 

Mr. Randal W. Brumbaugh 
Planning RO8.&rCh Corporation 
PO Box 213 
NASA Dryden Bldg. 4839 
Edward., CA 93323 

Mr. Chri8topher N. Butten 
Dig i t a l  Equipmrnt Corporation 
4417 Corporation 
Vi rg in i a  Beach, VA 23462 

Mr. Carey S. B u t t r i l l  
NASA/Langley U8earCh Center 
MS 494 
Hunpton, VA 23665-5225 

blr. Charles C u u a r d a  
NASA/Langley Research Center 
MS 396 
Hunpton, VA 23665-5225 

Mr. P r r d  C m p i 8 M O  
Northrop Corporation 
One Northrop Ave 
Hawthorne, CA 90250 

Capt. R o b e r t  A. Canfield 
AB Wright Aaronautical 
Laboratories 
AmAL/PIBRA 
Wright-Pattrr8On AF'B, OH 
15433-6553 

M r .  Richard C .  Carter  
ICASB 
NASA/Lmgley Research Center 
MS 132C 
Hunpton, VA 23665 

Mr. J e f f r e y  A. Cerro 
Planning Re8€18rCh Corporation 
303 But l e r  Farm Rd. Su i t e  100  
Su i t e  100 
Huupton, VA 23666 

D r .  Christ08 C. C h d 8  
N A S A / h W i 8  Ra8eatCh Center 
MS 49-8 
21000 Brookpark Road 
Cleveland. OR 44135 

xiii 
PRECEDING PAGE BLANK NOT FILMED 



Prof .  A. Chandra 
Univeraity of  Arizona 
Amroapace and Mechanical 
Engineering 
Amro B l d g  116 
Tucaon, AZ 85121 

D r .  Kwan J. C h u g  
Planning Reararch Corporation 

Flunpton, VA 23666 
303 Butler Farm Rd, S u i t e  100 

D r .  Mladon Chargin 
NASA/Amra Reararch Center 
MC 213-3 
Moffatt Pield,  CA 94035 

D r .  M i t i  Ch8ttOp8dhy8y 
A n 8 l y t i C d  S O N i C e .  and 
Matariala Inc. 
NASh/Langley Research Center  
MS 246 
Hunpton, VA 23665-5225 

D r .  Tau-Chien Chou 
Textron Lycoming, Dept. LSK-5 
550 S .  Main S t r e e t  
S t r a t fo rd ,  CT 06497 

Prof.  K y u n g  K. Choi 
The U n i w r a i t y  of Iowa 
Dept.of Meohmical Engineering 
2132 Engineering B l d g  
Iowa C i t y ,  I A  52242 

Mr. Choon 2. Chon 
Ford Motor Company 
s-1108. SRL 
P.O. Box 2053 
Dearborn, MI 48121 

Prof .  Inderj i t  Chopra 
U n i w r a i t y  of  Maryland 
Dept. of Aaroapacr Engineoring 
Collegr Park, 19) 20742 

Mr. David Y. Chr ia th i l f  
Planning Reaearch Corporation 
NASA/Lmgley Reaearch Center 
MS/489 
Aunpton, VA 23665-5225 

Mr. Ching-Flung Chuang 
Old Dominion Univeraity 
937 Rockbridge Ave. 1244 
Norfolk, VA 23508 

Prof .  Young W. Chun 
Villanova Univereity 
Dopt. of bfmohanioal Engineoring 
V i l l ~ O V 8 ,  PA 19085 

Mr. R o h r t  D .  Con8oli 
General Dynunioa 
9. 0. Box 748 
Fort  Worth, TX 76102 

Mr. Mark W. Davis 
United Technologiea Reae.arch 
Center 
MS 19 
S i l v e r  Lane 
E .  Hartford, CT 06108 

~ r .  md.11 c. D~VI. 
NASA/bmgley Reaearch Center 
US 396 
Hrmpton, VA 23665-5225 

D r .  Pramote Dechaumphai 
NASA/Langley Re8.8rCh Center 
Ms 395 
Hunpton, VA 23665-5225 

Prof.  Alejandro Diaz 
Michigan S t a t e  Univeraity 
Dept. of Mechanical Engineering 
Room 200, Engineering Building 
Eaat Lanaing, blI 48824-1226 

Mr. Alan J. Dodd 
Douglra Aircraf t  Company 
Cl-E84, M a i l  Cod. 212-10 
3155 Lakewood B l v d .  
Long BI8ch. CA 90815 

Mr. Auquatine R .  Dovi 
Planning Reaearch Corporation 

Hlmpton, VA 23666 

Mr. Rodney Dreiabrch 
The Boring Company 
P. 0. Box 707 

303 But le r  F8rm Rd, S u i t e  100 

M a i l  Stop 9W-22 
Se8 t t l e ,  a 

Mr. D e l n u r  W. Drier 
NASA/hwla ReDe8rCh Center 

21000 Brookpark Road 
MS 86-12 

C h v e l M d ,  OH 44135 

D r .  Erneat D. Zaaon 
Modeling L Computing Services 
1153 Bordeaux Drive 
Su i t e  107 
Sunnyvale, CA 94089 

D r .  Peter A. Panyea 
General Motor. Remaarch 
Laboratorlea 
Engineering Mmchanica Departmmnt 
30500 Mound R d  Dept 15 
Warren, M I  48090-9055 

m. ~r1.n Fit. 
NASA/Lewle Reaearoh Contmr 
21000 Brookpark Road 

Cleveland, OH 44135 
MS 86-10 

D r .  Donald Flagga 
Lockherd P8lo Alto Research 
Laboratory 
Lockheed HLS 93-30/251 
3251 Banover ST. 
Pal0 Alto, CA 94304 

Prof .  Claude Fleury 
U n i w r a i t y  of Ca l i fo rn ia  
Dept. of hch. Aero. L Nuclear 
Engrg . 
5132 Boel ter  H a l l  
Loa Angelea, CA 90024 

Mr. Wlll iard E. Foam Jr. 
NASA/Langley Reaearch Center 
MS 412 
Hrmpton, VA 23665 

Prof .  Joarph Free 
Brigham Young Univeraity 
Departmmt of Mmchanical 
Engineering 
242 Clyde Building 
Provo, UT 84602 

Prof. Peretz  P. Friedmann 
Univeraity of California-Loa 

51328 Boel ter  H a l l  
Ang.1.. 

LO8 h g e h D ,  CA 90024 

Prof .  Rokrt E. Fulton 
Goorgia i n a t i t u t e  of Technology 
M.chanical Engineering 
A t l a n t a .  GA 30332 

D r .  G a r y  A. G a b r i m l a  
Renaaelaer Polytechnic I n s t i t u t e  
Dept. of M.chanical Engineering 
Johnaon Engineering Center, 
Rm. 4026 
Troy, NY 12180-3590 

Mr. Jamma E.  Cardner 
NASA/Langley -8e8rch Center 
MS 246 
H.mpton, VA 23665 

Mra. Marjorie G~ITUUI 
G .  E .  Re8.8rch and Developnmnt 
1 River Road, Bldg. K-1, Room 
3A20 
Schonectady, NY 

Mr. D .  Ch0.h 
Pluvling R0.08rCh Corporation 
303 Butler ?arm Rd, Su i t e  100 
Hunpton, VA 23665 

Mr. Daniel P. Giamy 
Planning R*a*.tCh Corporation 
303 Butler Farm Rd, Su i t e  1 0 0  
Su i t e  100 
Aunpton, v8 23666 

xiv 



Mr. Michael C. C i l b o r t  
NASA/Langley Research Center 
MS 243 
Haupton, VA 23665-5225 

D r .  G a r y  L. C i l e s  
NASA/Langley Research Center 
MS 246 
Hampton, VA 23665-5225 

Mr. D h d  E. Class 
~ n a i y t i c a l  Services L Materials 
107 Research Drive 
Hampton, Va 23666 

Prof.  RM.na C r a n d h i  
Wright S t a t e  University 
Mochanlcal Systemr and 
Engine. r ing 
Dayton, OH 45435 

Mr. P h i l i p  C. Craves 
V i g y a n  Research Association 
30 Research Drivo 
Hampton, Va 23666 

Mr. Tormny L. Green 
LTV Aerospace and Defense 
C O m p ~ Y  
Ai rc ra f t  Products Croup 
P .O.  Box 655907, EIS 194-24 
Dallas, TX 75265-5907 

Mr. W i l l i a m  H. Creene 
NASA/Langlry Rosearch Center 
Ms 190 
Hlmpton, VA 23665-5225 

Prof .  Bornard Cross- 
Aorospace and Ocean Engineering 
V P I  L so 
Black8burg, VA 24061 

Prof.  Zafar Gurdal 
VPI L su 
Engineering Science and 
Mechanics Dept. 
Norris Hall  
Blacksburg, VA 24061 

Prof.  R.pha.1 T.  Haftka 
VPILSU 
Dept. of Aorospace L Ocean 
Engineering 
Blacksburg, VA 24061 

Prof .  Prabhat Hajela 
University of Flor ida 
Dopt. of Aoro. Eng., m c h .  and 
Eng. Sc i .  
231 Aorospace, Aoro 
Gainesville,  FL 32611 

Mr. David W. Hall 
David Hall  Consulting 
1158 South Wry  Avenue 
sunnyvaie, CA 94087-2103 

D r .  J e f f r e y  C.  Hall 
Goneral D y n d c s  Corp. / i h c  
Boat D i v .  
Dopartnwnt 443 
Eastern Point Road 
Croton, CT 06340 

Mr. Stephen A. H m b r i c  
David Taylor Research Center  
Cod. 1844 
Bothrs&, W 20084 

D r .  M. N a b 1 1  E.mou& 
Planning Rosearch Corporation 
NASA/Lmglmy Rosearch Center 
MS 340 
Haqton,  VA 23665-5225 

Mr. Jonathan K. Hart 
PDA Englnerrlng. Ina. 
2975 R e d h i l l  Avonua 
Costa M.8, 92626-5923 

Mr. Ahnwd A. Ha#.&n 
XcDonnell D O U g l a 8  Eelicopter 

5000 E. XcDowmll 
B l d g  530, US B346 
msa. AZ 05205-9797 

C0mp-Y 

Mr. T .  K. Easselmur 
Engineering Mechanics Assoc., 
Inc . 
3820 D e l  Am0 Boulevard, Su i t e  
318 
Torrance, CA 90503 

M8. JeMifer HOW 

303 But le r  Rd, Suite 100 
Planning Research Corporation 

Haqton,  Va 23666 

Mr. Charles Holland 
AB Office of S c i e n t i f i c  Roseax 
Departnnnt of t h e  Air Force 
Bolling Air Force Bas., DC 
20332-6458 

Prof .  Jean Win Hou 
Old Dominion University 
Dept. Moch. Engineering and 
mchan ics  
Norfolk. VA 23462 

Prof .  Owen F. Hughes 
V P I  L SUN 
1745 Jefferson Davis Highway 
STE 300 
Arlington, VA 22202 

Mr. Amir Izadpanah 
V i g y a n  Research Association 
NASA/Langley Research Center 
MS 340 
Harnpton, VA 23665 

Mr. Burton H. Jackson 
M c D o M ~ ~ ~  Douglas Helicopter 
5000 E. McDocrrll 
-8.' 

MS. Cheryl C.  Jackson 
O l d  Dominion Univorsity 
Dept . of Moch. Bng. and Moch. 
Norfolk, VA 23529-0241 

Mr. Emnjrmin 8. Jams I11 
Planning  R e s e a r c h  Corporation 
303 B u t l e r  Barm Rd, Sui t e  100 
Rampton, VA 23666 

M8. Vicki Johnson 
NASA/L-gl.y b8.8rch Center 
MS 412 
Haq ton ,  VA 23665-5225 

Mr. E. M. Jordan, Jr. 
LTV Aarompace & Defonso Company 
P.O. Box 655907 
EIS 194-24 
Dallas. TOXAS 75265-5907 

Mr. Surash Y. Josh1 
NASA/Langley Research Cantor 
MS 161 
Haqton,  VA 23665-5225 

D r .  J e r - N a n  Juang 
NASA/Lmgley Rosearch Center 
us 230 
Eaq ton ,  VA 23665-5225 

Prof .  Manohar P. K a m a t  
Clorgia I n s t i t u t e  of Technology 
School of Amrospace Engineering 
A t l a n t a ,  CA 30332 

M. J.lawsK&na 
Clarkson Univarsity 
Moch. and Ind. Engineering Dept. 
Potsdam, "Y 13676 

:ch 

Mr. PI-Jan Kao 
VPILSU 
Dopt. of A.rospaae L Ocean 
Engineering 
Blacksburg, VA 24061 

Mr. Mordechay Karpol 
Technion - I s r a e l  I n s t i t u t e  of 
Technology 
Dept. of Aoro Engineoring 
Eaifa  32000 I s r a e l  

Mr. Sean P.  Kenny 
Old Dominion Univorsity 
Norfolk. VA 23508 

Mr. Suresh Khandelwal 
Svordrup Technology 
16530 Commmrce C t .  
Middleburg H t s ,  OH 44130 



Prof.  Woboru Kikuchi 
Univeraity of Michigan 
Departmnt of t hch rn ica l  
Engineering 
Ann Arbor, MI 48109 

Prof .  Rex K. Kincaid 
College of W i l l i a m  and Mary  
Dept. of Mathenutica 
Williuosburg, VA 23185 

D r .  Norman F .  Knight, Jr. 
NASA/Langley Research Center 
MS 244 
Hunpton, VA 23665-5225 

Mr. Raymond Y. Kolonay 
AE Wright Aeronautical 
Laboratoriea 
AmAL/PIBRA 
Wright-Patterson APB, OH 45433 

Prof.  I l a n  Kroo 
Stanford Univeraity 
Dept. of Aero/A.tro 
Stanford. CA 94305 

D r .  Raymond C. Kvaternik 
NASA/LuIgley Reaearch Center 
bf9 340 
Hunpton, VA 23665-5225 

Prof.  C. Edward Lan 
The Univrrai ty  of Kansas 
Aerospace Engineering Dept. 
Room 2004, Learned Hall 
Lawrence, ICs 66045 

Mr. Jerry L M g  
NASA/Lewia Reaearch Center 
21000 Brookpark Rd. 
Cleveland, OH 44135 

Mr. Y. Levine 
Rockwell In t e rna t iona l  

LOB Angeles, CA 90245 

D r .  Roy Levy 
Jet Propulaion Laboratory 

4000 Oak Grove Drive 
Pasadena. CA 91109 

P.O.  Box 92098 

MS 144-201 

Mr. Joon W. Lim 
Univeraity of Maryland 
College Park, MD i 
Mr. Kyong B. Lim 
Planning Reaearch Corporation 
303 Butler  Farm Rd 
Sui t e  100 
Huupton, Va 23666 

Mr. E l i  Livne 
univers i ty  of Californi i .  LO. 
Angoh. 
4531 Boelter Hall, UCLA 
Loa Angolea. CA 90024 

Mr. A n d r e w  Logan 
McDonnell Douglaa Helicopter Co. 
Bldg. 503, MSB 325 
5000 E. McDowell Rd.  
Mesa, A2 85205 

Mr. Michael C.  Long 
Cray Reaearch. Inc. 
,1333 Northland D r i v e  
Mendota Heighta, MN 55120 

Dr. Robert V. Lust 
General Motor. Reararch 
Laboratories 
Bngineering Mechanica Departmmnt 
30500 Mound Road, MS 256 Rm B 
Warren, MI 48090-9057 

Mr. Peimur c. Maghad 
Old Dominion Univeraity 
Norfolk. M 23508 23508 

Mr. Wayne R.  bkntay 
US Arrny Aeroatructurea 
Directorate  
NASA/Lurgley Research Center 
MS 266 
B w t o n .  VA 23665-5225 

Mr. C a r l  J. Martin 
Planning Research Corporation 
303 Butler  Fam Rd, Sui t e  100 
Bunpton, Va 23666 

Mr. John C .  Martin 
Planning Research Corporation 
303 Butler  Farm Rd, S u i t e  100 
Haqton, Va 23666 

Mr. Zoran N. blartinovic 

Aaaociatea, Inc.  
17  Reaearch D r i v e  
Hampton, VA 23666 

Analytical  Mechanics 

Mr. P h i l i p  Mason 
Grummrn Aerospace Corp. 

Stewart Ave. 
Bethpage, NY 11714 

Mr. Oliver G.  McGee 
Ohio S t a t e  Univeraity 
Department of C i v i l  Engineering 
417B Hitchcock Bal l  
Columbua OH 43210 

B-35, Dept. 430 

Mr. Niki Mehta 
Old Dominion University 
Dept. of M8chanical Eng. and 
Machanical 

C01l .g .  of Engineering and 
Technology 
Norfolk, VA 23529-0247 

Prof.  Luia Meaquita 
University of Nebraaka 
Departmmt of Enigneering 
Ihchanic. 
217 Bancroft 
Lincoln, NE 68588 

Prof .  Farrokh Mistree 
Univeraity of Houaton-Univ. Park 
Dept. of h c h m i c a l  Engineering 
4800 Calhoun Road 
Houaton, TX 77204-4792 

Dr. Hiro m u r a  
N W - 8  Reararch Center 
-a Remarch Center 
Attn: 237-11 
Moffett B i a l d ,  CA 94035 

Mrs. Arlene A. Moore 
Planning Reaearch Corporation 
303 Butler  Farm Rd, Sui t e  100 
H8xQton. Va 23666 

Prof Subrata Mukherjee 
Cornel1 University 
Dept of T AW 
K.finbal1 H a l l  
I t h i c a ,  NY 14853 

D r .  T. Sreekanta Uurthy 
Planning Research Corporation 
MS 340 
NASA/Langley Research Center 
Hunpton. VA 23665-5225 

Ur. Evhen Y. Mychalowycz 
Boring V e r t 0 1  Comprny 

P. 0. Box 16858 
Philadmlphia, PA 19142 

D r .  Copal IC. Nagendra 
M8c Neal-Schwendler C o r p .  
815 Colorado B l v d .  

MS P32-15 

LO8 Angel.., CA 90041-1777 

Mr. Changho Nam 
Purdue Univeraity 
School of! 
Aeronautice/Amtronautica 
W e s t  Lafayatte,  I N  41907 

Mr. D. J. N e i l 1  
Northrop Corporation, Aircraf t  

Dynamics C Load8 Reaearch 

On. Northrop Avenue 
Hawthorne, CA 90250 

Diviaion 

sasr/ss 

xvi 



D r .  E l l i  N f 8 . h  
NASA Dryden 
CODE O W  
Edwards, CA 93523-5000 

Mr. Kevin W. Noonan 
NASA/Langley Reaearch Center 
Ms 266 
Harnpton, VA 23665-5225 

D r .  k d  K .  Noor 
The Goorgr Waahington University 
NASA/Langley Reaearch Center 
Ms269 
Hunpton, VA 23665-5225 

Mr. 4. L. Ogleaby 
LTV Amrospace L DefOn.0 Company 
P. 0. Box 655901 
MS 194-24 
Dall.., TX 15265-5901 

Prof .  I rv ing  U. Ojalvo 
Univeraity of Bridgeport 
Dept. of h c h a n i c a l  Enginearing 
Bridgeport, CT 06601 

Mra. Sharon L. Padula 
NASA/Langley Ihaearch Center  
IRO Offica 
bis 246 
Haupton, VA 23665 

Mr. Ajay K .  Prndey 
Pluvling Reaearch Corporation 
303 But le r  Farm Rd, Sui t e  100 
Hampton, VA 23666 

Prof .  A ~ M  Parkinaon 
Departnwnt of h c h a n i c a l  
Engineering 
Brighau Young Univaraity 
242 CB 
Provo, UT 84602 

Mr. Barnhard Papker 
CCAD, EB 
University of Iowa 
Iowa City,  I A  52242 

Prof .  David Petera  
Georgia I n 8 t i t u t e  of Technology 
School of Aarospace Engineering 
Atlanta,  GA 30332 

Mr. Jams Petera  
M c D o ~ e l l  Douglas Helicopter Co. 
Bldg. 530/B346 
5000 E. McDornll Rd. 
mea, AZ 85205-9191 

Prof.  Lucian E l i j a h  Pol& 
Univaraity of Cal i fornia  
Dept. of E l e c t r i c a l  Engineering 
565 Cory Hall 
Berkeley, CA 94120 

Mr. Davo Polen 
VPILSU 
Dept. of Aaroapace L Ocean 
Enginerring 
400 8 .  Foxridge 
Blackaburg, VA 24061 

Prof .  Aubrey Poor. 
Colorado S t a t e  Univaraity 
Dept. of Math-tic. 
Fort Collin., CO 80523 

D r .  B i r u a  Praaad 
E lec t ron ic  Data Syatoma 
Corporation 
5555 Nev King S t r e e t  
Troy, WT 48001-1019 

Dr. Thomas K .  P r a t t  
P r a t t  L Whitnay 
Bnginrrrinq Building, 161-16 
400 M a i n  S t r e e t  
Baat H u t f o r d .  CT 06108 

D r .  N. &. Radovcich 
Lockherd Aaronautical Syatoma 
co . 
D/16-12, B l d g  6 9 4 ,  P l m t  A-1 
P.O. Box 551 
Burbmk, CA 91520 

Mr. Charlea C. Rankin 
Lockherd Mia8ilea and Space 
Palo Alto Research Lab. 
0/93-30 B/251 
Palo Alto, CA 94304-1191 

D r .  S. M. Rankin 
Math-tic. Dept . 
Worcester Poly. Tech. 
Worcester, M. 01609 

Mr. Jagamatha Rao 
The Unlvoraity of Michigan 
2212 0 .  C .  Brown Lab. 
Ann Arbor, M I  48109 

Mr. John J. h h d e r  
NASA/Langley Reaearch Center  
bLs 365 
Hunpton, VA 23665-5225 

Prof .  R o b e r t  Reiaa 
Howard Univaraity 
Dmpartmnt of Mmchanical 
Enginearing 
2300 S ix th  S t r e e t ,  N . W .  
Waahington, DC 20059 

Mr. J. Edward R o g r n  
Gmorgia I n a t i t u t e  of Technology 
School of Aaroapace Engineering 
A t l m t 8 ,  GA 30332-0150 

Mr. James. L. Roger8 
NASA/Langley Reaearch Center 
I R O  Off ice  
U!3 246 
Hampton, VA 23665 

Mra. V. Aileen Roger. 
Planning Reaearch Corporation 
303 Butler Farm Rd, S u i t e  100 
Barnpton, VA 23666 

Mr. Bruce A. Ronraul 
Douglaa Ai rc ra f t  Company 

3855 Lakewood B l v d .  
Long hach,  CA 90846 

Cl-E84, mil Cod. 212-10 

D r .  SUnil S8igal  
Worcester Polytechnic I n a t i t u t e  
h c h m i c a l  Engineering 
Departramnt 
I n a t i t u t e  Road 
Worceater, Maaa 01069 

D r .  Moktar Sal- 
Jet Propulaion Laboratory 
Applied h C h U h l C 8  Div. - Ms 
151-316 
Cal i fornia  I n a t i t u t a  of 
Technology 
Paaadena, CA 91109 

Mr. Chria A. Sandridge 
VPI L so 
Aarospace L Ocean Engineering 
Blacksburg, VA 24061 

Prof.  Lucian A. Schmit 
U n i n r a i t y  of Cal i fornia ,  Lo. 
Anp lea  
453lK B o o l t e r  Hall  
Loa Angelea, CA 90024 

Prof.  D8ni.l  P. Schrage 
CIorgia I n a t i t u t e  of Technology 
School o f  Amro=prc- Engineering 
250 Dnnumn C t  
Atlanta,  GA 30332-0150 

Mr. Stephen J. S c o t t i  
NASA/Langley Reaearch Center 
Ms 396 
Hampton, VA 23665-5225 

Mr. Jeen S. Sheen 
O l d  Dominion Univereity 
Dept. of Mchanical  Eng. and 
l&ChMiC8 
College of Enginmering and 
Technology 
Norfolk, VA 23529-0241 

Mr. Jorrm Shenhar 
Planning Research Corporation 
303 Butler Form Rd, Su i t e  100 
Bampton, VA 23665 

xvii 



D r .  Mark J. Shuart 
NASA/Langley Reaearch Center 
Ms 190 
Hampton, VA 23665-5225 

Mr. J. A. Shupe 
B. F. Goodrich 
9921 Breckaville Road 
Breck8ville, OH 4 4 1 4 1  

~ r .  w.iter A. s i l v a  
Planning Research Corporation 
303 But le r  Farm Rd. S u i t e  100 
Hanipton, VA 23666 

Mr. J-8 A. Simrk 
General D y r m ~ d C 8  
Data Sys t em Diviaion 

Fort  Worth, TX 76102 
P . O .  BOX 748 

D r .  Jaro8l.r Sobie8ki 
NASA/Langley Reaearch Center 
MS 246 
Aunpton, VA 23665-5225 

Mr. Andy H. Soediono 

P .  0. Box 34091 
225 North Avenue 
Atlanta, GA 30332 

Georgia I n s t i t u t r  of Trchnology 

D r .  J-8 H .  Stam.8, Jr. 
NASA/Langley Re8earch Center  
Ms 120 
Hampton, VA 23665-5225 

Mr. Frank J. Tarzanin 
Boeing Vertol Company 
MS P32-15 
P.  0 .  BOX 16858 
Philadelphia,  PA 19142 

Mr. Kenneth E. Tatu rn  
Planning Re8earch Corporation 
SSD/ATD 
303 But le r  Farm Rd., S u i t e  100 
Hampton, VA 23666 

M r .  Rajiv Thareja 
Planning Re8earch Corporation 
303 Butler Farm Rd,  Sui t e  100 
Hunpton, VA 23666 

Prof. Garret N. Vanderplaat8 
Univer8ity of Cal i forn ia ,  Santa 
Barbara 

Envirorumntal Eng. 
Santa Barbara, CA 93160 

Dept. O f  MaCh~1iC81 L 

D r .  V l p p r l a  B. Venkayya 
Ap Wright b r o n a u t i c a l  
Laboratories 
AFWAG/FIBR 
Wright-Patter8on AFB, OH 45433 

D r .  A. V. Vi8WUathM 
Boeing Coxumrcial A i r p l &  Co. 
P . 0. Box 3707 
Sea t t l e .  U'A 98124 

Mr. A. Von Flo tor  
MIT 
37-335, MIT 
Cambridge, MA 02139 

M8. Joanne L. Walah 
NASA/Langley Re8rarch Center 
MS 246 
Hampton, VA 23665-5225 

Prof .  Bo Ping W a n g  
The O n i n r s i t y  of Taxa. 
Dept. of Machanical Engineering 
P.O. Box 19023 
Arlington, TX 76019 

Mr. Bryan  Wataon 
Spactragraphics Corporation 
9125 Rehco Road 
San Diego, CA 92121 

Prof .  Tr r r rncr  A. WOi88baar 
Purdur University 
School of 
Amronautic~/A~tronautic~ 
Weat Lafayette, I N  47907 

Mr. W. H. W m l l e r  
United Technologie8 Re8earch 
Center 
W. S .  19, S i l v e r  Lane 
B a s t  Hartford, CT 06108 

M8 Carol D. W i e m m u n  
NASA/Lmgley h 8 e A r c h  Center 
MS 243 
Hunpton, VA 23665-5225 

Mr. J-8 L. W i l l l m  
NASA/Langley -8earch Center 
MS 499 
Hunpton, VA 23665-5225 

Mra. Je8aica A. Wood8 
Planning Re8earch Corporation 
NASA Langley Ruea rch  Center 
M a i l  Stop 243 
Haupton, VA 23665-5225 

Mr. Gregory A. Wrenn 
P l a n n i n g  Re8earch Corporation 
NASA/Langley Re8earch Center 
MS905 
Hunpton, VA 23665-5225 

Mr. Ron-Jye Yang 
Ford Motor Company 
S C h n t i f i C  Remarch Lab8 
P. 0. BOX 2053, RM E-1134 
Dearborn, MI 48212 

D r .  E. Carson Yat.8 
NASA/Langley Research Center 
MS 246 
Hampton, VA 23665-5225 

Mr. Chao-Pin Yeh 
Georgla T e c h  
A t l a n t a ,  Gaorgia 30332 

Mr. John W. Young 
NASA/Langley Re8earch Center 
MS 499 
Hunpton, VA 23665-5225 

Mrm. Xatherine C. Young 
NASA/Langley Re8earch Center 
IRO O f f i c e  
MS 246 
Haupton, VA 23665 

Mr. Rudy Yurkovich 
McDonnell A i rc ra f t  Co. 
P.O.  Box 516 
S t .  Loui8. MO 63166 

D r .  Tbomrs A. Z r i l e r  
Planning Remearch Corporation 
NASA/Lurgley Research Center 
MS 243 
Rampton, VA 23665-5225 

xviii 



PART 2 

SESSION 5: SOFTWARE I 

Chairmen: G. N. Vanderplaats and R. E. Fulton 

5 27 



N89- 25174 .- 

ASTROS - A MULTIDISCIPLINARY AUTOMATED STRUCTURAL DESIGN TOOL 

D. J. Neil1 
Northrop Corporation, Aircraft Division 

Hawthorne, California 

5 29 



INTRODUCTION 

ASTROS (Automated STRuctural Optimization System) is a finite-element- 
based multidisciplinary structural optimization procedure developed under Air 
Force sponsorship to perform automated preliminary structural design. The 
design task is the determination o f  the structural sizes that provide an 
optimal structure while satisfying numerous constraints from many disciplines. 
In addition to its automated design features, ASTROS provides a general 
transient and frequency response capability, as well as a special feature to 
perform a transient analysis of a vehicle subjected to a nuclear blast. 

The motivation for the development of a single multidisciplinary design 
tool (Figure 1) is that such a tool can provide improved structural designs in 
less time than is currently needed. The role of  such a tool is even more 
apparent as modern materials come into widespread use. Balancing conflicting 
requirements for the structure's strength and stiffness while exploiting the 
benefits of material anistropy is perhaps an impossible task without 
assistance from an automated design tool. Finally, the use of a single tool 
can bring the design task into better focus among design team members, thereby 
improving their insight into the overall task. 

OBJECTIVES 

I 
0 AN AUTOMATED TOOL FOR 

PRELIMINARY STRUCTURAL DESIGN 

0 EMPHASI 2 E I NTE R D ISC I P L I N AR Y F E ATU R ES 
OF THE DESIGN TASK 

0 PROVIDE A NATIONAL RESOURCE 

I PAYOFFS 

0 IMPROVED COMMUNICATION AMONG DESIGN TEAM MEMBERS 

0 IMPROVED DESIGN 

0 REDUCED DESIGN TIME 
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ENGINEERING DISCIPLINES 

At the core of the ASTROS engineering disciplines (Figure 2) isfinite- 
element structural analysis. This central analysis discipline is augmented by 
steady aerodynamic loads analysis, unsteady aerodynamics and aeroelastic 
stability analysis, as well as a limited control response capability. In 
addition, the automated design features of ASTROS include an analytical 
sensitivity analysis for the available design constraints and a battery of 
optimization methods. 

The development of the ASTROS system has been predicated on the use of 
existing software resources whenever possible. The NASTRAN (Ref. 1) system 
has served as the most substantial resource for the ASTROS development 
although in many cases, it proved expedient to program the NASTRAN algorithm 
rather than modify the NASTRAN code and, in all cases, substantial 
modification of the NASTRAN software was required. USSAERO (Ref. 2)  and 
MICRO-DOT (Ref. 3)  played a similar role for the steady aerodynamic analysis 
and optimization methods, respectively, although fewer modifications were made 
to integrate them. In addition to these software resources, earlier automated 
design systems served to guide the design of the ASTROS system in the area of 
multidisciplinary optimization. Most notable among these are the TSO (Ref. 4 )  
and FASTOP (Ref. 5) systems. 
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STRUCTURAL ANALYSES 

The structural analyses in ASTROS (Figure 3 )  include statics, normal 
modes, transient response and frequency response using either modal or direct 
coordinates. The statically applied loads can be composed of any combination 
of mechanical (i.e., discrete forces, moments and pressures), gravitational or 
thermal loads. 

In addition to the structural analyses, the steady aerodynamic loads 
capability in ASTROS is used to generate aerodynamic loads and aeroelastic 
correccions which are then used to perform symmetric or antisymmetric 
aeroelastic trim analyses. Finally, a pair of unsteady aerodynamics analyses 
is used to provide a p-k flutter analysis capability. The subsonic unsteady 
aerodynamics uses the Doublet Lattice Method (DLM) (Ref. 6 )  while the 
supersonic aerodynamics uses the Constant Pressure Method (CPM) (Ref. 7)  The 
unsteady aerodynamics analyses are also used to provide harmonic gust loads 
for the frequency response and to provide frequency dependent aerodynamic 
forces for the nuclear blast analysis. 
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a 
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DESIGN PARAMETERS 

The local or physical design variables in ASTROS (Figure 4 )  are such that 
the stiffnesses and masses are linear functions of the design variable. For 
the bar, this requires that the bar area and inertia be coupled by a user 
specified relationship and that the bending and extensional behavior be 
treated separately. ASTROS supports three methods of design variable linking, 
in which the physical variables are linked to global variables that are 
actually used in the redesign process. The linking schemes include unique 
linking and physical linking, in which the global variable controls one or 
more local variables, and shape function linking in which each local variable 
is a linear combination of several global variables. In the latter case, the 
global variables are weighting factors on a "shape" such as a linear taper or 
a uniform thickness distribution. 

The design constraints in ASTROS are standard for an aerospace structural 
design task and include stress, strain and displacement constraints for 
statics and/or static aeroelastic disciplines, modal frequency constraints for 
a normal modes analysis, aeroelastic effectivenesses for the steady 
aeroelastic analysis discipline and flutter constraint for the aeroelastic 
stability analysis. Any or all of these constraints types and any number of 
each type may be combined in a single optimization run in order to achieve an 
optimal design satisfying all the required design constraints. 

I 1 
ROD AREAS 

0 SHEAR ELEMENT THICKNESSES 
0 MEMBRANE ELEMENT THICKNESSES 
0 BARS 
0 CONCENTRATED MASSES 

I STRESS-STRAIN 
DISPLACEMENT 

0 MODAL FREQUENCY 
0 AEROELASTIC EFFECTS 
- LIFT EFFECTIVENESS 
- AILERON EFFECTIVENESS 
- DIVERGENCE SPEED 

0 FLUTTER RESPONSE 

Figure 4 
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MULTIDISCIPLINARY OPTIMIZATION 

*** Optimization Phase *** 

The effective application of automated optimization methods to structural 
design' requires the simultaneous consideration of all conditions that are 
critical in determining the final design. Figure 5 presents a schematic 
diagram of the ASTROS program flow for the automated design task. It 
indicates that there are three phases to the design task in ASTROS. In the 
first phase, the required engineering analyses are performed for the current 
design. Any number of boundary conditions may be applied and within each 
boundary condition any number of disciplines (i.e., statics, normal modes, 
etc.) may be analyzed. Further, any number of "subcases" (e.g., load 
conditions or flight conditions) may be analyzed in each discipline. As 
indicated in the figure, each of these analyses generate constraints that must 
be satisfied for the design to be considered acceptable. 

In the second phase, those constraints that are most critical for the 
current redesign are chosen and their sensitivities computed. This constraint 
screening process is desirable in order that the optimization remain tractable 
while still capturing the critical design constraints. An important benefit 
of such a step is that entire boundary conditions or disciplines may be 
eliminated from the computationally intensive sensitivity evaluation. 
Finally, in the third phase, the information on the objective function (which 
is the weight in ASTROS) and the active constraints and their sensitivities 
are used to perform a redesign to satisfy the constraints while minimizing the 
objective function. 
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AN ARCHETYPICAL ASTROS APPLICATION 

The ASTROS system has been delivered to the Air Force and is available 
for application to "real world" preliminary structural design problems. 
Figure 6 shows one such problem that may be considered archetypical of  the 
problem for which the ASTROS procedure was developed. Given the structural 
configuration and materials represented by a finite-element model and a set of 
design requirements, the ASTROS procedure will determine the structural sizes 
of the designed elements to minimize the weight of the structure while 
satisfying the potentially numerous multidisciplinary constraints. 

One should not limit ASTROS, however, by this single example. The true 
potential for an optimization system such as ASTROS lies in its ability to 
generate additional information that allows a rapid assessment of the quality 
of competing design concepts through the comparison of "optimal" solutions. 
In addition, ASTROS enables the designer to accommodate conflicting 
constraints at a much earlier stage in the design cycle, thereby avoiding 
potentially serious conflicts later. Finally, the use of  formal optimization 
in the preliminary design enables the designer to develop nonintuitive 
solutions to the complex interdisciplinary design problems that can occur in 
modern aerospace structural design. 

GIVEN: 
STRUCTURAL CONFIGURATION 
MATERIAL PROPERTIES 
DESIGN FLIGHT CONDITIONS 
DESIGN ALLOWABLES 

DETERMINE 
THICKNESSES OF DESIGNED ELEMENTS 
OPTIONALLY - MASS BALANCE VALUES 

POSSIBLE DESIGN CONS1 D ER AT IONS 
MULTIPLE BOUNDARY CONDITIONS 

Y MULTIPLE FLIGHT CONDITIONS 
705 NODES MULTIPLE STORE LOADINGS 

276 DESIGNED ELEMENTS 

' 1167 FIXED ELEMENTS 

Figure 6 
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I INTERMEDIATE COMPLEXITY WING EXAMPLE - GEOMETRY 

I As an example of the ASTROS system, the Intermediate Complexity Wing 
(ICW) problems that were developed to test the FASTOP system were duplicated 
in the ASTROS system. These tests both confirm the accuracy of the ASTROS 
system and serve to highlight the differences in the treatment o f  
multidisciplinary constraints in these two systems. I 

The ICW structural model, shown in Figure 7, uses quadrilateral and 
triangular membrane elements to model the composite wing skins and shear 
panels to model the substructure. Rod elements are used as posts to complete 
the interconnection of the upper and lower surfaces. The model is 
cantilevered at the root and all rotational degrees of freedom are constrained 
at each node. The substructure material is modeled as aluminum, while the 
wing skins are made of a graphite/epoxy composite. 

No. of Nodes No. of Elements No. of DOF's 
294 Constrained 88 39 Rods 

55 Shear Panels - 234  Unconstrained 
6 2  Quadrilateral Membrane 528  Total 
- 2 Triangular Membrane 
158 Total 

Figure 7 
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DESIGN REQUIREMENTS FOR THE INTERMEDIATE COMPLEXITY WING (ICW) 

The design problem (Figure 8) minimizes the weight of the structure 
subject to the material stress allowables and gauge constraints under two 
static loads representing a subsonic and a supersonic air load and subject to 
a minimum required flutter speed of 925 KEAS at Mach 0.80. To examine the 
behavior of different design variable linking options, two different design 
models were used in ASTROS. The first was developed to emulate the FASTOP 
results and links the upper and lower skin surfaces for each ply orientation 
(128 design variables), treats each spar element as a separate design variable 
(23  design variables) and links all the posts and rib shear panels together as 
two additional design variables for a total of  1 5 3  global design variables. 
In the second linking scheme, the ASTROS shape function design variable 
linking option was utilized. The shapes for each ply orientation for the wing 
skin elements were uniform, a linear spanwise taper, a quadratic spanwise 
taper and a linear chordwise taper with the upper and lower surfaces linked as 
before (16 design variables). A uniform and a linear spanwise taper were used 
for each of the three spars ( 6  design variables), and the posts and ribs are 
linked as before for a total of 22 shape function design variables and two 
physically linked design variables. 

0 FLUlTER CONSTRAINTS 
V f  I 925 knots 

p = .0023769 Slugs/ft3 
M = 0.80 

ISOTROPIC MATERIAL IN SUBSTRUCTURE 
6 

E = 10.5 x 10 psi p = 0.10 lb/ln3 

V = 0.30 t min = 0.02 in 
CJT I 67 ksi 
CJc 5 57 ksi 
Z X y  I 39 ksi 

ORTHOTROPIC MATERIAL IN SKINS 

V 12 = 0.25 P = 0.055 lb/in3 
G12 = 0.65 x lo6 psi t m i n  = 0.00525 in 

5 

6 E l  = 18.5 x 10 psi 

E 2  = 1.6 x 106 psi 
XT = X, = YT = Yc = 1.15 x 10 psi 

15 s I 1.0 x 10 

Figure 8 
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ICW STRENGTH DESIGN RESULTS 

Figure 9 presents the ply counts for the final strength design obtained 
from FASTOP, ASTROS using "FASTOP" design variable linking (labeled "153" in 
the figure) and ASTROS with shape function linking (labeled "ELIST" in the 
figure). As expected, the final material distribution for ASTROS and FASTOP 
using identical design variable linking are very similar despite the use of 
mathematical programming methods in ASTROS and fully stressed design methods 
in FASTOP. The final objective function values do not compare as well but the 
ASTROS objective function represents a design with continuous design variables 
while FASTOP rounds up to the next whole ply prior to the objective function 
computation. In general, however, the agreement between ASTROS and FASTOP for 
this case gives confidence that the ASTROS system is functioning properly. 

The shape function results are interesting in their own right even though 
it is not directly comparable to any external results. In this case, the 
limitations imposed by using shape functions results in the optimizer's 
selection of all zero degree fibers to satisfy the stress constraints with all 
other orientations going to minimum gauge. This result is illustrative of an 
"optimal" solution given external constraints like manufacturing limits or 
limits in the rates of ply drop-off. Further, compared to the FASTOP linked 
result, it clearly represents a radically different method of addressing the 
same set of physical constraints. 

Figure 9 



ICW STRENGTH/FLUTTER DESIGN RESULTS 

Figure 10 presents the ply counts for the same three final designs 
obtained for the combined strength and flutter optimization. Unlike the case 
where the strength constraints were considered alone, there is little 
agreement between FASTOP and ASTROS in the resultant final design. The ASTROS 
result is significantly lighter even when the restrictive shape function 
variables are used. There are several possible explanations for the 
differences. First, and most important, is that ASTROS treats the strength 
and flutter constraints simultaneously at each iteration; whereas, the FASTOP 
algorithm treats each constraint type sequentially and applies ad hoc move 
limits on "flutter critical" and "strength critical" elements in between each 
cycle. It is known that such an algorithm does not necessarily lead to an 
optimal solution. A second important factor is that the two systems use 
different methods to couple the aerodynamic and structural deflections and 
may, therefore, produce different flutter results for the same model. A 
necessary check that has not been made is to analyze the ASTROS result in 
FASTOP to see if it meets the flutter requirement. Finally, the objective 
function computations are different due to the rounding to whole plies that 
takes place in FASTOP at each cycle of the optimization. 

(0,90,+45, -45) FASTOP ; OBJ 44.0 
ASTROS 153 ; OBJ = 333 
ASTROS EUST ; OW = 38A 

Figure 10 
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SOFTWARE CONTRIBUTIONS OF ASTROS 

While the software development in ASTROS depended to a large degree on 
existing software systems, several noteworthy software contributions (Figure 
11) were made in the course of the ASTROS development. Most importantly, an 
architecture was designed that is suited to multidisciplinary analysis and 
design. It includes a data base management system tailored to handle the 
engineering data common to matrix structural analysis methods, as well as to 
the design task. Another important contribution was the design of the ASTROS 
executive system and its control language, MAPOL (Matrix Abstraction Problem 
Oriented Language). Together, these provide nearly limitless flexibility in 
the application of the ASTROS system to tasks not explicitly designed into the 
procedure. Also important to the successful development of ASTROS was the 
exploitation of modern computer environments to integrate the software 
components developed by a dispersed development team and to manage the 
resultant system. The flexibility offered by the microcomputer to tailor the 
computer environment made the software management task tractable without a 
great deal of effort on the part of the developers. 

- ~~ 

Framework For Multidisciplinary Analysis and Design 

Engineering Data Base 

High Level Executive System 

Obsolescence of Rigid Formats 

Unlimited Problem Size 

Exploitation of Microcomputers 

Built In Maintenance Features 

Improved Special Purpose Utilities 

Balanced Approach to Software Design 

Integration of Dispersed Development Team 
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ENGINEERING CONTRIBUTIONS OF ASTROS 

In addition to its software contributions, ASTROS has made several key 
engineering contributions (Figure 12). The first and most important is the 
system's ability to perform multidisciplinary design. This means a 
simultaneous consideration of an unlimited number of constraints from a set of 
disparate engineering analyses to obtain an "optimal" design that meets very 
general design criteria. Included in this capability is an analytical 
sensitivity analysis for all the constraint forms, the incorporation of 
approximation concepts in a production optimization code and a number of 
design variable linking schemes. All these features result in the tractable 
optimization of large problems with many constraints from many disciplines. 

Other engineering contributions include an innovative approach to the 
treatment of flutter constraints which does not require the expensive 
computation of the flutter speed and avoids the complex problems of tracking 
multiple flutter branches. ASTROS also includes a public domain quadrilateral 
bending plate element, incorporates improvements to dynamic reduction 
techniques and has integrated advanced aerodynamics for nuclear blast response 
analysis with finite-element structural analysis methods. Finally, ASTROS has 
adopted an improved supersonic unsteady aerodynamic analysis (CPM) and has 
included the computation of aerodynamic influence coefficients for the static 
aeroelastic analysis. 
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I CONCLUSIONS 

The ASTROS system development is complete in the sense that the basic 
features desired in the system are in place and the code is available for 
application to real world problems. It provides a very general tool to 
perform automated preliminary structural design subject to multidisciplinary 
constraints. In addition to its design features, the code has been provided 
with a suite of dynamic analyses and special purpose analyses to improve its 
utility as a unified tool for structural design. 

At this point, however, the ASTROS system is immature from a software 
standpoint and has known bugs with additional problems sure to show up with 
increased use. In anticipation of these problems, the Air Force has funded an 
enhancement effort that will address the quality assurance and software 
maintenance issues, as well as make several enhancements to the engineering 
aspects of the code. Among the enhancements are the inclusion of a triangular 
bending plate element, additional steady aerodynamic analysis features, 
improved aeroelastic analysis and enhanced treatment of the control system. 
Also included in this effort is the inclusion of general, multidisciplinary 
optimality criteria methods as an alternative to the current mathematical 
programming methods for the redesign task in ASTROS. 
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I NTRODUCT ION TO DY SCO 

The o b j e c t i v e  o f  t h i s  p resen ta t i on  i s  t o  i n t roduce  t h e  attendees t o  the  DYSCO 
program. The emphasis w i l l  be on the  features which make i t  " m u l t i d i s c i p l i n a r y . "  

DYSCO i s  a very general and v e r s a t i l e  sof tware program which couples and solves 
dynamic systems. It was i n i t i a t e d  i n  the  l a t e  '70s i n  response t o  a h e l i c o p t e r  
ana lys i s  requirement.  The system development, however, r e s u l t e d  i n  an execut ive 
which was completely separated from any p a r t i c u l a r  area o f  technology, except t h a t  
o f  second o rde r  ODE. Dur ing t h e  course o f  i t s  development, i t  was funded by the 
Army A v i a t i o n  Appl ied Technology D i rec to ra te ,  t h e  A i r  Force Wright Aeronaut ical  
Laborator ies,  and by t h e  Kaman Aerospace Corporat ion.  It i s  complete ly  w r i t t e n  i n  
FORTRAN and i s  operat ional  on I B M  and VAX computers. The s i z e  i s  i n d i c a t e d  i n  
f i g u r e  1. 

0 DYNAMIC SYSTEM COUPLER (DYSCO) 

0 I N I T I A L  DEVELOPMENT - 1979 

0 FUNDED BY ARMY, A I R  FORCE, KAMAN 

0 PRESENTLY OPERATIONAL ON I B M  AND VAX 

0 S I Z E  - 50000+ L I N E S  OF CODE 
350+ SUBROUTINES 

4+ MEGABYTES OF STORAGE 

0 INSTALLATIONS INCLUDE GOVERNMENT F A C I L I T I E S  AND 
U N I V E R S I T I E S  

Figure 1 



DEFINITION OF DOMAIN OF DYSCO 

The "domain" i s  t he  techn ica l  area i n  which the  program i s  designed t o  operate. 
The domain o f  DYSCO i s  "coupled se ts  o f  second order  o rd ina ry  d i f f e r e n t i a l  equa- 
t i o n s . "  The Execut ive o f  DYSCO recognizes and manages: a lgor i thms f o r  computing 
equat ion c o e f f i c i e n t s ;  t h e  necessary data; coup l ing  c o n s t r a i n t s ;  coup l i ng  proce- 
dures; a lgor i thms f o r  s o l v i n g  t h e  coupled equations; t h e  r e s u l t i n g  data.  

F igure  2 i l l u s t r a t e s  t h e  gener ic  equat ion o f  a "component," t h e  coupl'ng con- 
s t r a i n t s ,  t h e  coupled equat ions o f  t he  system. 

DYSCO COUPLES AND SOLVES SECOND ORDER ODE 

0 MIXI + CIXI + KIXI = F, (COMPONENT I) 

0 XI = TIX, 

0 MsZs + CsXs + K,X, = F, (SYSTEM) 

Figure 2 
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DEFINIT ION OF COMPONENT 

A component i s  anyth ing represented by second o rde r  ODES where t h e  c o e f f i c i e n t s  
can be any computable f u n c t i o n  of present  o r  past  s t a t e s  o f  t h i s  and o t h e r  compo- 
nents o f  t h e  "model ." The degrees o f  freedom (dependent v a r i a b l e s )  and t h e  indepen- 
dent v a r i a b l e  are completely a r b i t r a r y .  (F igu re  3 . )  

0 "COMPONENT" I S  MORE GENERAL THAN " F I N I T E  ELEMENT" 

0 MI, CIr KI, F, = ARBITRARY FUNCTIONS OF STATE 

0 XI = ANY GENERALIZED DOF - PHYSICAL, MODAL, OTHER 

0 COMPONENT MAY BE 

- F I N I T E  ELEMENT 
- ASSEMBLY OF F I N I T E  ELEMENTS (SUBSYSTEM, OUTPUT OF FE 

ANALYSIS) 

SPECIAL MECHANISM) 

NONLINEAR) 

- ETC. , ETC. 

- SPECIAL SET OF EQUATIONS (E.G.1 HELICOPTER ROTOR, 

- CONTROL ALGORITHM (MIMO, NON-SYMMETRICAL MATRICES, 

- FORCE ALGORITHM ( M I  C, K = NULL, AERO, ELECTROMAGNETIC) 

F igure 3 



DEFINITION OF MODEL 

A "model" describes a system made up of coupled components. The description o f  
each component includes the identification o f  the algorithm for computing the equa- 
tion coefficients and the identification of the data to be used. In DYSCO the equa- 
tions may be nonlinear but the coupling is limited to linear relationships between 
degrees of freedom. (Figure 4 . )  

When the model is defined, the DYSCO command ''RUN" assembles the equations and 
I 

prepares for the execution of any user specified solution algorithm. 

0 A MODEL I S  A DESCRIPTION OF A COUPLED SET OF COMPONENT 
EQUATIONS 

0 COMPONENT EQUATIONS ARE DEFINED BY 

- NAME OF THE ALGORITHM I N  "TECHNOLOGY LIBRARY" 
- NAME OF DATA SET I N  "MODELING DATABASE" 

0 COMMAND "RUN" COUPLES EQUATIONS 

0 NEXT STEP IS TO SPECIFY SOLUTION ALGORITHM 

Figure 4 
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I ILLUSTRATION OF A MODEL 

I 
I In the illustration in figure 5, a truss structure is modeled with 10 ''compo- 

nents." The component "CTR4" defines the equations for a truss bay consisting of 4 
vertical members, 4 horizontal members and up to 8 diagonal members. The component 
number (NO.) represents a feature which automatically couples the components. Note 
that the odd numbered (as well as the even numbered) bays are identical and thus use 
the same "DATA SET." Component 9 represents a linear MIMO control algorithm and 
Component 10 applies single point constraints to ground the model at the base. 
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COMPONENT 
1 CTR4 
2 CTR4 
3 CTR4 
4 CTR4 
5 CTR4 
6 CTR4 
7 C S F l  
8 C S F l  
9 C S F l  
10 C L C l  

W DATA SET 
1 ABCDl 
3 ABCDl 
5 ABCDl 
2 ABCDP 
4 ABCDP 
6 ABCDP 

TOPR 
TOPL 
CONTR 
GROUND 

Figure 5 



DYSCO SYSTEM OVERVIEW 

On the  nex t  few f i gu res ,  some o f  t he  fea tu res  of  t h e  design o f  t he  system w i l l  
be descr ibed. The Execut ive acts  as an i n t e l l i g e n t  i n t e r f a c e  between t h e  user,  t he  
" technology 1 i b r a r y , "  t he  data.  The technology 1 i b r a r y  con ta ins  a l l  t h e  a lgor i thms 
f o r  computing equat ion c o e f f i c i e n t s ,  forces,  c o n s t r a i n t s ,  s o l u t i o n  a lgo r i t hms  
( " technology modules"). The database conta ins da ta  t o  be used by t h e  technology 
modules. I t  i s  i d e n t i f i e d  by the  name o f  t h e  technology module which i s  t o  use i t  
as w e l l  as a user suppl ied "data set' '  name. I t  a l s o  con ta ins  model d e s c r i p t i o n s  and 
o t h e r  p e r t i n e n t  types o f  data.  The execut ive coord inates a l l  t h e  a c t i o n s  o f  the 
system: i n c l u d i n g  i n p u t  and e d i t i n g  o f  data, forming models, assembling models, 
s o l v i n g  models, r e t r i e v i n g  l o c a l  s t a t e  vec to rs  and a l l  o t h e r  necessary f u n c t i o n s  t o  
make t h e  system operable. (F igu re  6.) 

MODELING DATABASE - 
USER 

EXECUTIVE 
TECHNOLOGY 

MODULE 
LIBRARY 

Figure 6 

551 



MODELING SCENARIO 

DEFINE - COMPONENT 

Figure  7 i s  an i l l u s t r a t i o n  o f  t h e  r e l a t i o n s h i p  between some o f  t h e  modeling 
commands and t h e  opera t ion  o f  the  system. The NEW commands a l l ow  t h e  user  t o  i n p u t  
t h e  da ta  f o r  a component, a f o r c e  a lgor i thm,  o r  t o  d e f i n e  a model. The user  speci -  
f i e s  t h e  name o f  t h e  technology modules and i s  then guided through t h e  i n p u t  and/or 
e d i t  process. Th is  data i s  then s to red  on t h e  modeling database. When d e f i n i n g  a 
model, t h e  user  i npu ts  i n fo rma t ion  such as component a lgo r i t hm and da ta  s e t  name. 
The execut ive  v a l i d a t e s  t h e  ex is tence o f  t h i s  i n fo rma t ion  be fore  acceptance. The 
model i s  named and a l s o  s to red  on t h e  database. When t h e  RUN command i s  issued, the 
user supp l ies  t h e  model name and t h e  execut ive then ob ta ins  t h e  data,  accesses the 
technology modules i n  t h e  l i b r a r y ,  assembles t h e  equat ions and c a r r i e s  ou t  a l l  pre-  
pa ra t i ons  necessary t o  execute a s o l u t i o n  module f rom t h e  technology l i b r a r y ,  as 
s p e c i f i e d  by t h e  user.  

NEW DS/C--- 

( RERUN ,) _ _ _ _ _ _ _ - - -  

SOL. A DEFINE 
DATA SOLUT 1 ON 

EXECUTE 
SOLUTION 

Figure 7 
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TECHNICAL MODULES 

I n  o rde r  f o r  t he  Execut ive t o  perform i t s  funct ions and t o  s i m p l i f y  t he  i n s t a l -  
l a t i o n  o f  new components o r  s o l u t i o n ,  t he  technology modules a re  separated i n t o  
f u n c t i o n a l  modules as de f i ned  i n  f i g u r e  8. The r e l a t i o n s h i p s  between the  commands 
and the  t e c h n i c a l  modules a re  shown on the  f o l l o w i n g  f i g u r e .  

A technology module i s  g iven a 4 character  name. The f i r s t  cha rac te r  i s  C ( f o r  
component), F ( f o r  f o r c e ) ,  S ( f o r  s o l u t i o n ) .  The t e c h n i c a l  modules which comprise 
the  t e c h n i c a l  modules use the  same f i r s t  4 characters  p l u s  I ,  D, C, e t c .  as shown on 
f i g u r e  8. The s p e c i f i c  f unc t i ons  o f  t he  i n d i v i d u a l  modules are b r i e f l y  categor ized 
bel  ow. 

---I INPUT. D E F I N I T I O N  

- - -D  DEFINE DEGREES OF FREEDOM 

---c COMPUTE CONSTANT COEFFICIENTS I N  EQUATIONS 

- - -A COMPUTE NON-CONSTANT COEFFICIENTS, FUNCTION 
OF T I M E  AND STATE 

---L INTERNAL LOADS, FUNCTION OF STATE 

Figure 8 
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RELATIONSHIP BETWEEN MODELING SCENARIO 
AND TECHNICAL MODULES 

Figure 9 illustrates how the Executive accesses the appropriate technical 
modules as necessary during various phases o f  the model ing and solution process. 

MODELING TECHNICAL MODULES 

USER INPUT PROCESS COMPONENT FORCE 

COUPLED F---C 
SYSTEM c---c 

SOLUTION 

Figure 9 



RUN COMMAND 

F igure  10 i l l u s t r a t e s  t h e  funct ions performed by t h e  Execut ive  a f t e r  the  
The o n l y  i n p u t  r e q u i r e d  from the  user  i s  t h e  command and t h e  name o f  

A l l  t h e  operat ions a r e  performed i n  a manner which i s  complete ly  t rans-  
command RUN. 
t h e  model. 
parent  t o  t h e  user .  ~ 

- USER INPUT EXECUTIVE FUNCTIOY - TECH, LIBRARJ DATA L I B R A U  

READ DSIMODEL 
\- 

I 

OF MODEL I I CONSTRAINTS I 
I 

ALL 
COMPONENTS 

OF MODEL 
COEFFICIENTS TO SYS- 

REQUEST SOLUTION 
MODULE NAME DLT '  

F i g u r e  10 
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TIME HISTORY 

Figure  11 i s  an i l l u s t r a t i o n  o f  a p a r t i c u l a r  s o l u t i o n  performed a f t e r  execut ion 
o f  t h e  RUN command. Funct ions such as r e t r i e v a l  o f  component s t a t e  and t h e  assembly 
o f  t h e  v a r y i n g  m a t r i x  c o e f f i c i e n t s  a r e  performed as r o u t i n e  procedures i n  t h e  Domain 
Execut ive .  

USER I N P U I  - E X W I V E  FUNCTI0I.I I E C H .  LIBRARY 

ALL 
COMPONENTS 
OF MODEL 

xI=TIxS, XI=T x (TI 

I TRANSFORM UPDATED I 

I S  
, 1 

COMP. TO SYSTEM MI C, AND Kl  SUM F, p-1 AM ,AC , h K  ,AF 

M,=M,+T,AMT, T , . . . 

I 
I 

Figure 11 



FEATURES OF THE EXECUTIVE 

The principal executive characteristics are listed on figure 12. It performs 
all necessary operations without specific detailed instructions from the user. The 
Executive treats generic differential equations. None of its characteristics is 
related to any particular area of technology. This dependence is left to the 
specific modules in the Technology Library. Since the Technology Library may be 
readily expanded, any of a broad range o f  technologies may be treated alone or in 
conjunction with other technologies. 

0 EXECUTIVE I S  SPECIFICALLY B U I L T  TO MANAGE 
STRUCTURAL DYNAMIC ANALYSIS 

0 I T  UNDERSTANDS AND MANAGES 

- INPUT: IDENTIFICATION,  STORAGE, E D I T I N G  
- MODEL BUILDING: RETRIEVAL OF DATA, CALLS 

- ASSEMBLY OF EQUATIONS: APPLIES MPC, SPC 
- SOLUTION OF EQUATIONS: CALLS TO TECHNOLOGY 

LIBRARY, RETRIEVAL OF LOCAL STATES, 
INTERFACE LOADS 

TO TECHNOLOGY LIBRARY 

0 EXECUTIVE INDEPENDENT OF ANY PARTICULAR AREA OF 
TECHNOLOGY 

- UNIFORM ABSTRACT INTERFACES TO TECHNOLOGY 
LIBRARY 

Figure 12 
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I FEATURES OF TECHNOLOGY LIBRARY 

F igu re  13 emphasizes many o f  t h e  major f ea tu res  o f  t h e  Technology L i b r a r y .  
Because o f  t h e  modu la r i t y  and t h e  uni form i n t e r f a c e s  t o  t h e  Execut ive,  i t  i s  a 

This  new c a p a b i l i t y  then may be used i n  con junc t i on  w i t h  a l l  o t h e r  c a p a b i l i t i e s  
which a l ready e x i s t  i n  DYSCO. 

, s imple procedure t o  add any c a p a b i l i t y  ( w i t h i n  t h e  de f i ned  domain) t o  t h e  program. 

1 

0 NEW TECHNOLOGY EASILY ADDED 
- COMPONENT, FORCE, SOLUTION 
- UNIFORM INTERFACES TO EXECUTIVE 
- FORTRAN CODING 

0 COMPONENTS ARE ANY SECOND ORDER ODE, SUCH AS, 
- SINGLE SPRING, DAMPER, OR MASS 
- ANY F I N I T E  ELEMENT 
- COMPLETE NASTRAN MODEL 
- HELICOPTER ROTOR 
- MIMO CONTROL ALGORITHM 

0 SOLUTIONS ACT ON MODEL EQUATIONS, E.G. 
- EIGENANALYSIS 
- FREQUENCY RESPONSE 
- TIME HISTORY 
- HELICOPTER TRIM (PERIODIC SHOOTING) 
- PERIODIC SYSTEM S T A B I L I T Y  
- STATE FEEDBACK OPTIMIZATION 

Figure 13 
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OTHER FEATURES 

DYSCO conta ins  a number o f  va luable fea tures  which are  l i s t e d  i n  f i g u r e  14. 
A l l  o f  these make t h e  program easy and safe t o  run.  Safe means t h a t  da ta  i s  a l l  
va l i da ted ,  i n  c o r r e c t  format,and t h a t  abor ts  o r  erroneous ou tpu ts  due t o  i n c o n s i s t -  
e n t  o r  miss ing  da ta  are no t  poss ib le .  The e d i t i n g  o f  bo th  da ta  and models a l lows 
easy m o d i f i c a t i o n  o r  c o r r e c t i o n  o f  data,  c o n f i g u r a t i o n  changes, damage ana lys is .  
The coup l ing  procedures are a l so  such t h a t  t h e  user  i s  r e l i e v e d  o f  much e f f o r t  which 
i s  au tomat i ca l l y  performed by the  Execut ive.  

0 VALIDATED INPUT AND E D I T I N G  
- USES KNOWLEDGE TABLE: TYPE, CHARACTERISTICS, 

- PROMPTED INPUT 
- INSTANTANEOUS VALIDATION 
- ASSURED COMPLETE AND CONSISTENT DATA 

EXISTENCE, RANGE 

0 SIMPLE E D I T I N G  OF MODEL 
- CONFIGURATION CHANGES 
- PARAMETER VARIATION 
- DAMAGE ANALYSIS 

0 INTELLIGENT COUPLING PROCEDURES 
- RECOGNITION OF DOF NAMES 
- MPC OPTIONALLY AUTOMATICALLY FORMED 
- GENERAL MPC SOLVED FOR DOF EQUATIONS 

Figure 14 
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BASIC TECHNOLOGY MODULES - COMPONENTS 

Figure 15 lists a number o f  general purpose components which are presently 
included in the Government version o f  DYSCO. 

C S F l  - L INEAR F I N I T E  ELEMENT 

USER SUPPLIES: NAMES OF DOF 
M, C, K, F 

CFM3 - 3D MODAL STRUCTURE 

R I G I D  BODY, ELASTIC MODES (ALL  OPTIONAL) 
DOF NAMES AUTOMATICALLY GENERATED 
AUTOMATIC COUPLING AT SPECIF IED NODES 

CSBE - GENERAL BAR ELEMENT* (NOT AVAILABLE I N  GOVT VERSION) 

MAY BE USED AS A BEAM OR ROD ELEMENT 
SHEAR FACTORS, CONSISTENT MASS, RAYLEIGH DAMPING 
UP TO 12 DOF 

C E S l  - ELASTIC  STOP 

NONLINEAR SPRING, DAMPING, WITH GAP 

CGF2 - GENERAL FORCE 

- POLYNOMIAL, FOURIER SERIES, OR TABULAR 
- PERIODIC 

CLCO - SINGLE POINT CONSTRAINTS 

C L C l  - MULTIPOINT CONSTRAINTS 

CLC2 - ADVANCED MULTIPOINT CONSTRAINT 
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B A S I C  TECHNOLOGY MODULES - SOLUTION 

Figure 16 lists basic, general purpose solution routines which are also pre- 
sently installed. 

0 SEA4 - EIGENANALYSIS, REAL 

0 SEA5 - COMPLEX EIGENANALYSIS 

0 STH4 - TIME HISTORY 
- CONDITION CODES 

0 S F D l  - FREQUENCY DOMAIN MOBIL ITY 
- RESPONSE PER U N I T  FORCE 

0 STCO - OPTIMIZER FOR LINEAR STATE FEEDBACK* (NOT 
AVAILABLE I N  GOVT VERSION) 

- SOLVES MATRIX R I C C A T I  EQUATION 
- INTEGRATES SYSTEM STATE EQUATIONS 

0 S I 1 3  - INTERFACE AND INTERNAL LOADS 
- RESIDUAL FORCES AT INTERFACES 
- FORCES, STRAIN ENERGY, BENDING MOMENTS 

Figure 16 
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S P E C I A L I Z E D  TECHNOLOGY MODULES 

On figure 17 i s  a listing of technology modules which were developed and in- 
stalled to perform specialized representation and solutions. 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

CRR2, CRR3 - HELICOPTER ROTOR 

CCEO, C C E l  - ROTOR CONTROL SYSTEM 

CRD3 - ROTOR DAMAGE 

CFM2 - HELICOPTER FUSELAGE 

CLGE - NONLINEAR LANDING GEAR 

CLS2 - L I F T I N G  SURFACE 

FRAO, FRA2, FRA3 - ROTOR AERODYNAMICS 

FFAO, FFC2 - FUSELAGE AERODYNAMICS 

STH3 - T I M E  HISTORY, HELICOPTER CONTROLS 

STR3 - HELICOPTER T R I M  

SSF3 - FLOQUET S T A B I L I T Y  

Figure 17 



LIST OF ILLUSTRATIVE PROBLEMS 

I n  conclusion, f i g u r e  18 i s  a l i s t  o f  ac tua l  d i ve rse  problems which have been 
modeled and solved us ing  the  DYSCO program. 

I 0 

i 
I 0 

0 

0 

0 

0 

0 

PACOSS TOWER DYNAMIC ANALYSIS 

TRUSS STRUCTURE WITH ACTIVE ELEMENTS - VIBRATION CONTROL 

PIEZOELECTRIC SENSORS/ACTUATORS ON BEAM - VARY CONTROL 
LAWS, ADD ELASTIC STOP, STABIL ITY ,  TIME, FREQUENCY 
DOMAIN 

POINTING-TRACKING SYSTEM - MOTOR DRIVEN MIRRORS - MOVING, 
ACCELERATING TARGET, VARY CONTROL GAINS 

ROTORCRAFT TRIM - DAMAGED BLADE - INTERNAL LOADS 

R A I L  GUN PNEUMATIC ACCELERATOR - GAS PRESSURE - BOLT MOTION 

ALGORITHM EVALUATION - REDUCED MODELS, SYSTEM IDENTIF ICATION,  
SIMULATE EFFECTS OF MEASUREMENT ERRORS 

Figure 18 
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A collection of general design nrethods that have been developed 
or collected by the Lab am3 implemnted as software. 

1) U S  h the ClassrOam - abcut 80-100 students each year 

2) USe h research - abcut 12-15 graduate students each year 

2) use in industry - abart 90 canpany sites 

- 0FTDB.W / a3amaAL ANAf;ysIs PAcxAGm 

1) OPTD=/AC5L ~Associates, CnnOoH, MA) 

2) 0pIDIEsFIEC)IANIcAL- (Qgniticn, Billerica, MA) 

* simulation of dynamic systaps 

* mechania design software 

3) oFTDEs/aXKsM (SRAC, SantaMmia, a) 

4) o-/- (Aptek, -10- sprinss, 00) 

5) oPKEs/cIvILlPAK (BW) 

* finite element analysis on mi- 

* interference &ailation and packirrg of Qeametric shapes 

* design of lard subdivisians, water ' 'onnebmrks, 1 

steel frames, reinforced WlKZete systems 

6 )  o m / ? ? ?  (Designsynthesis, prwo, VT) 
* SBIR Phase I Akmrd frwl Wright-Pa- AFB to develop an 

optimization, feabm-hsed nroaeling system for the design 
ofmechanicdlparts 



1) F h k - c l a s s  o p t b d z a t h  algorithm: 
* Rwell's sequentidl Quadratic P m g m d s y  Algorithm 

- uses the SQP search directiool (updated hassian) 
-uses the4 QG line eearch @e!mstitchirrg) 

* O u r  (Am Hybrid SQP/GEG AlgoriUrm - an SQP that stays feasible 

* SI9 ard Me- of centers 
* ~oldfarb/Idnani's W Algorithm far QP problesm 
* wised simplex Algorithm for 19 problems 
* BFGS variable Metric Algorithm for m x m & d m d  pmblems 

2) In-ctive Design utilities 
* Trial-Ad-Error Design (Set arrl Dbplay) 

* lD, 2D, ard 3D P l a t s  of Design Space or subspace 
* History Backtrack ard History P l a t s  

3) Flex ib le  Problem Setup 
* Function Designation (as objectives or coarstraints) 
* mny-- Variable and Function Mappm 
* BouIlds on variables and Allowable Values on CoDlStraints 
* Tgg Variables and nlrnztions 

* conventional atd Generalized Interfaces *- ' -meeInterface 

4) InterfaCewithWysis 

NEW AND ESEZDPING CAP- OF 0m.m 

1) Manufacturirq considerations 
* optimization w i t h  variables that are available in  discrete canbinations 
* e z a t i o n  in  light of manufacturirq toleranxs cn variables 

2) Large-Scalehrablems 
* z4ppLdnations based ool analyses accozding to statistical test plans 
* m i t i o n  of optimization prcbleans 

3) Tapologid Optimizaticm * use of A I  hmlristic search strategies 
* Formal systems for m t i s q  tapolosies 
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A amvex set of linear c m s t d n b  axe collapsed the available pipes. This 
means 7x3~21 constraints a m  added to the optimization pmblem. Constraints m y  be 
thrown out bytheusarintheorderofQPdllestlength(orareain3D, orhyper- 
area in ND) In this problem side #6 wmld be the f i r s t  to be thmwn out, followed 
by side #2, then side #3, and so on. 

I Rre continuaus optimization pmblan is salved, cmtirnrcrus optimum 
indicated by asterisks. 

- 0.4 

-0.6 

- 0.8 

I 
I I 1 

I I 
I 
I 

-0.2 0.0 0.2 0.4 0.6 0.8 1.0 
LOG,~( INSIDE DIAMETER IN INCHES) 

C.O. = CONTINUOUS 

0.0.  = DISCRETE 
OPTIMUM 

OPTIMUM 



III the illustrative example, the neiqhborfirrods included 3 dots for pipe 111, 3 dots 
for pipe 12, 4 dots for pipe 113. nuuber of possible dhcrete designs are 
3x3~4336 .  Exhausthe search wwld 36 analyses. Not all these designs ne& 
be considered if a branch-and-barnd strategy is used. zhe first step is to 

ple figure shcrws a schematic of a branch-and- strategy. 'Lhe cirr=les represent 

designs where pipe #1 is fixed to the respective three dots within its neigfiborfiood 
while pipes #2 and #3 d conthou. 

linearize the objective axd wmtmhts about the OQITtinUOUS a p t d m  

"nodes" whi& rannbered h their ardar of muan. N e  1-3 represent 

zhe small numbers beside each node the mfninaaa costs for these designs. 
'Ihese values a m  farrd by optimizirq c a t h m ~ ~  pipes #2 ard #3 for mininnrm cost. 
lhese optimizations are solved as L9 prablems. 

Nodes  4-6 are spawned froan node 3 since it had the lowest minimum cust. In these 
nodes only pipe #3 xmahi Conthums. N u t e  that no feasible solution can be faurd 
for node 6, so it is cffathanedtt. After spawnby nodes 10-13, node 11 represents a 
aurentbest solution. N o n l h e c  analysis is perfonwd at all current best 
solutions to check actual feasibility. Nodes 2 , 7 ,  and 8 are fathomed since their 
mininarmcostsaregreaterthanthatof the current best solution. strategy 
continues until all possible branches are fa-. The solution is faurd at  node 
16. ? t J p n o n l ~ a n a l y s e s  and one gradient analysis were performed in the 
process. 

INFEASIBLE - FATHOMED 

pipe #1 

Pipe #2 

pipe #3 

t 
DlSCR E TE 
OPTIMUM 
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I h e p ~ l e m . k m s t o s e l e c t ~ a n r m g t h e 1 9 4  Btandardized sections pblished by 
AISC the optimal 16 sections for the fmm shown. zhe 16 sections to be selected 
hcluded 8 gFrders (one aOnthms girder for each floor) and 8 columns (Fnterior 
and exterior columns where each alum was a m t i n u a s  for twu stories). zhe AISC 
cxanbinedstressax&ra.htswereimposedfor~&of the 56 members, ard total 
frame weight was mirddzed .  Only in-plane defomtian was considered, the K-factor 
for all m a k e r s  was taken as 2.5,  and continuous lateral support was a s d .  

Therewerethreedesignvariablesforeachofthe 16 sections durirq canthums 
optimization, namely: area, m a m x t  of inertia, a section moclulus. 74 envelapimj 
constraints were e t e d  about the 194 standardized Sections h 3 dhmsi-m: 
Since this wmld add 16~743.11184 Canstraints to the prcblem, only 24 envelopiq 
constraints were retained accumt- for 80% of the area of the caw= hull. This 
add& 24xl6=384 t0 the problem. ?he conthcus O p t h  was faund, ard it had a 
w e i g h t  of 36,257 Ibs. 

Neigfiborfioods abcut the con thous  optbun were constructd s u c h t h a t 3 o r 4  
S t d I k k d l  ' z e d  sections were hcluded for each of the 16 sections to be selected. An 
exhaustivesearchwerthe stamkmh 'zed sections in these neighborhods m i l d  
require 429,981,696 analyses. The linearized branch an3 baund s t r a w  requked 
one gradient analysis for linearization ard 13 regular analyses t o  verify 
feasibility of current best solutions. ?he discrete opthum had a weight of 40,337 
lbs. III gow f r m  the cantirrucxls optimum to the discrete optimum, a l l  the areas 

a r d  6 at of 16 section I?ut 13 out of 16 mts of inertia decreased, 
K 

1 IFT 

SK 4 

7K 4 

7K + 
7K + 

7K --+ 
7K 4 

IK + 
loK - 

22' - I 22 '  I 22'  4 
- 1  



In this prcblem, m~ aaeks a new design ae close aa possible to the o p t h d  design 

nust be Blrtirely feasible, axd centerd as close as possible to the aptimrm. 

SUdl that a m s t d n b  are not violabd far design withinthespecified 
tolerancemnge!softhisnewdssign. ' IhFemeansthattheshadedbaxinthe ti- 

*2 

91 - 0 

\ 
f - f (X*)  

11 

X 1  
Problem A (fully constralned optimum) 

K 1  
Problem A (nonfully conrtrrlned optlmum) 

571 



In this  pxublem, one seeks the l q &  tolerance ranges -to Sam mm 
abartthe4optimumdssignsuehthatany~ignwi~#€m tOlemm33 ranges does 
not exceei specified accqbnm levels far the objective anl ocarstraints. Thus, 
thauser"0ff"~theapt imumvsluosfortherjrJect ivecmd oonstraints by 
specifying aceptmm levels. Ths shadsd box in the figlmDlllstbeenthly 

Again the4 objective and - a Ie  linearized, arrl the oosrtrpling sides of the 

maximized. If the L1 rmzm is used (tolerances simply add&), the problem CM be 

contained within the region bound by these acceptance levels. 

box are iderrtified for ea& coplstraint. V d a m  mms of the tolerances amld be 

solved as a linmr-- problem. 

To keep the prablm wlell-poE;ed, the tal- should be 
specified. LawerbaLlndsrepmsenttheuser'sestimateof the tolerance that he 
mblst absolutely have as a minirman for ea& variable. Vpper bourds represent his 
estimate of the tolerance that, if a d w e d ,  is all he needs for a variable (at 
this point the optimization shculd try to hcrease tolerances in other variables). 

and 1- W 

x2 

X 1  
Xl Problem B (fully constrained optimum) 

Problem B (nonfully constrained optimum) 



Appmximation of ccanplutationally Expensive and N o i s y  Ftmctians 

The approXimation of design functions with fb& or second order polyncanials for 
cptimization has several advantages: the polynanials smooth noisy functions, 
which can i q m e  algorithm perfomance,2) analysis and optimization can be de- 
coupled so that optimization can be exeaked on one aqmter and the analysis on 
another, and 3) the number of analyses required to rea& an optimrm, particularly 
for noisy functions, can .often be significantly reduced. Appmximation is also 
an hportant aspect of several prablem deccanposition schemes. 

I The approach taken i n  this resamh is to use statistical test plans to detennine 
where analysis shmld be run in order to make the appoximation. The statistical 
test plans yield approXimations that can be superior t o  a~mximations made fm 
Taylors series expansions because the analyses are spread thruughout the range of 
the function being approximated, and, for each analysis, m~re than one variable is 
changed a t  a time (in contrast to finite difference derivative), making it pos- 
sible to use several analyses to estimate a particular model coefficient. 

?his advantage is demonstrated in the figure below amparing the analyses evalu- 
ated w i t h  a %ne a t  a t i m e "  test plan to the analyses evaluated w i t h  a saturated 
factorial test plan. For a problem with three variables, bath strategies require 
a base point (variables set to  -1) ard three other analyses. In the %ne-at-a- 
time" plan, each variable is perh&ed in turn while the others are left a t  the 
base values. The effect of each variable can only be estimated fm two analyses. 
In  the saturated plan, hmever, two variables are pe&wbed for each analysis; as 
a result, t w i c e  as much information is available to  estimate the model coefficient 
of each variable. 

I 

"one-at-a-time" or finite difference 

factorial design 
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The capability to appmximate functions has been integratd fully into the 
package. The user first specifies variable range limits for the approximation. 

will then generate a test plan within those limits and write the analysis 
variable values in the proper file format for the user's analysis software. Aftes 
the analysis is finished, OPI'DES reads the analysis results and perfom regres- 
sion analysis to obtain the model, displaying the model goodness of fit. The user 
can then optimize directly on the model. 

An example of this operation is shcrwn belm. For this example, w h i c h  involved 
laqe Scale t h d  analysis, 57 analysis calls by OE"DE3 were required when 
direct optimization was used. using model approximation with statistical test 
plans to deternune ' where analysis should be performed, the number of analysis 
calls was redud to 24. 

Although very efficient test plans exist for estimating models with linear coef- 
ficients, Statistical plans for second order models tend to be expensive, in that 
they require more analyses than the number of estimated coefficients. The popular 
Box-Behnken plan, for example, requires 25 analyses to estimate 15 second order 
coefficients for a problem with four variables. These extra analyses are used in 
part to dekmhe the variance, or randoan error, of the analysis results. In a 
cmputer model, such variance does not usually exist. ?he statistics department 
at BYU has been testing efficient second order test plans that require the same 
rnrmber of analyses as coefficients for use in approximation for optimization. We 
feel that these test plans will be very useful for this application. 

Wlthout Approximation 
57 calls 

0PTDES.BYU + af- rn la"+ 

large analysis 
routine 
.cy 

With Approximation 
24 calls 

[OPTDES.DYU] 
u 

df A I coefficients ' +I af 

inexpensive [model] - I large analysis 
routine 
.cy 



E l e & n m x h n i c a l  A c t u a t o r / c o n t r O l  System Design Using DeccanpositiOn 

Actvancements 
are quick, precise, and puwerful. The dynamic performance of a control system is 
ultimately l i m i t e d  by the actuator hardware. In addition, practical design con- 
siderations such as w e i g h t ,  volume, and power are deperdent on actuator parame- 
ters. Normally the design of an actuator and its control system are approached 
sequentially: an actuator is selected or designed; the control system for the 
actuator is then determined. The objective of this research w a s  to integrate the 
design of the actuator and control system in order to optimize the transient re- 
sponse. Because the design of such a system can be ccanplex, deccanposition methods 
w e r e  studied as a means of approaching the design problem. ?he discrete variable 
capabilities of O€"DES w e r e  also used to select an optimal mator f m  catalog 
values. 

in robotics and camputer storage media require servmecham 'snrs that 

The electramechanical actuator considered consists of a permanent magnet dc motor 
coupled t o  a double reduction gear set w i t h  inline input and a t p u t  shafts driving 
a flexible arm carrying an inertial load. The objective of the design problem w a s  
to minimize rise time of the actuator, subject to constraints on over/urdershoot. 
The 22 design variables included six control g a b ,  the resistance, indtuctance, 
time constant, torque constant, and rotor inertia of the mtor, the detailed de- 
sign of the gear set and the actuator arm. The problem w a s  decmpsed heuristi- 
cally according t o  the physical makeup of the system, as given below. 

SYSTEM 
LEVEL 

svstem -tor 
Find control gains and system model parameten to: 

Minimize rise time 
Subject to : 

 constrain^ on peak current, peak power. and deviation 
ban mor envelope 
cumulative constraint le 0 

\ cumulative constraint 2 e o 

ovaall gear ratio - n 

COMPONENT 
LEVEL 

Find parameters of gearset (pitches. number of 
facewidh. etc.) to: 

Minimize cumulative constraint 1 
Subject to: 

Find puuneten of um(base, height. width) to: 
Minimize cumulative constraint 2 
Subject to: 

gaometric constraints on design 
(stress - strength - cum. const 2) c 0 

(A. 0 = (A. OSyr 
for each stress calculared in arm design 

< 

Decomposition of Electromechanical Actuator. 
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As the figure sham, the optimization of the system t h  response w a s  assigned t o  
be the overall objective of the system. The design of the gear set and actuator 
arm w e r e  designed a t  the component level. After deccarcposition, the system level 
problem contained 11 system variables; the gear component design problem had 8 
design variables, and the ann design problem had 3 design variables. The strategy 
for solving the decomposed problem was that developed by Sobieski, using curmila- 
t ive constraints. However, the d a t i v e  constraint was not formulated using the 
Kresselmier-Steinhauser function, but was formulated using the simple form, 

Minimize S 
subject t o  constrainti - S 5 0 for a l l  i 

Minimizing S tends t o  maximize the feasibility of the design. 
The step response of the system before optimization is shown below. The top and 
bot- response i n  the figure represent the error envelope the response 
must stay within. The %on- 
tinuouslt response in the figum is the optimal response w i t h  the motor variables 
modeled as continuous variables. The ttdiscretegl response is the response of the 
optimal actuator w i t h  the optimal discrete values of the motor as selected fmm a 
vendor's catalog. 
The results fmm this  sample problem shm decconposition to be a potentially valu- 
able tool in the design of larye scale dynamic systems. 

The optimal response is given in the second figure. 

0.00 0.50 1.00 1.50 200 2.50 3.00 3 3  
T i  (m) 

~[r~aomcchonical Actuator Ruponu Bdorc Ophizaiioa. 
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2he figure shws the aptimm design. Ncrte that tha lnmrbar of brs (given in 

envelope is also SfiaJn in the figure. 

parentheses), the discmb bar s i zes  (85, 116, #3, etc.), the bar 1- (in 
inches), ard the loddans (tap or bottan, over support or in the middle of the 

I span, a r d  layers) aregivenforeacfigrpupof bars. Theoptimalrmaentcapacity 

300 

0 

-400 

'k - 

'k - 

(5 )  #5 x 755' 

(4) #3 x 55' 
(4) 16 x 105' 
(4) #3 x 55' 

(4' #6 lo5' (5 )  #5 85' 
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ItChildtt configurations m 

configurations as sham in the 
figure accordirrj to one of 
eight heuristic rules. lhese 
rules gw- the 
deletion/addition of a bar 
w i t h i n  a g r m p  or the 
deletion/addition of an entire 
bar gruup. For example, rule 
#3 states that i f  the flLrmber of 
barsin'a seadary gmup is 
more thantwiceasmanyasthe 
m m b r  of bars in  the primary 
gmup, divide the s e c o m  

algorithm stops when no mre 
rules apply to any children. 

spawned frmn the l'parent" 

g m u p i n t o ~ g r o u p s .  me 

Note that the sam child may be 

parent. Note also that the 
cost of configuration 7 , l O  was 

configurations 5,14 or 6 fm 
whence it came. Nevertheless 
amfiguration 7 , l O  spawned 
'cmnfiguratim 13 which was the 

SFdm frrmn mre than ane 

Qreater than -the cost of 

eventual aptinarm. 



Application of Kncwledge-Based Systems and Optimization 
for the Design of a Valve Antievitation Device 

‘Ihis research involves the design of a device to control cavitation for liquid 
valves. Cavitation can cause erosion of valve material and premature valve fail- 
ure. An appmch for preventing cavitation is to force the liquid through a 
series of expansion holes and contraction channels, machined into concentric cyl- 
inders, as shuwn in the figwe below. The cylinaers together comprise the Itanti- 
cavitation retainer.11 A local valve cc~npany desired to develop software to auto- 
mate the design of the retainer. Design of a good retainer can be camplex and 
requires an experienced engineer. 

Initially expert system technology w a s  applied to capture the design rules of the 
exper t .  However,  it became apparent as the expert described his design pmcedure, 
that many of his rules were associated with how to change variables to obtain a 
good design. These rules were replaced with an optimization algorithm. 

The package that was developed consisted of a mall expert system which applied 
the true heuristic rules to the pmblem, setup the optimization problem, called 
the algorithni; and interpreted the results. The optimization algorithm determined 
the values of variables. This strategy of combinhx~ heuristic search with numeri- 
cal search could apply to a broad spectrum of engineering design problems. 
-ledge-based systems and numerical optimization are camplementary approaches 
that span both the qualitative and quantitative aspects of design. 

When ccanpleted, the software was tested on ten actual design problems that had 
been previously solved by the expert. The expert verified the adequacy of the 
designs produced by the package. In five cases, the software developed satisfac- 
tory designs with a fewer number of cylinaers-these designs would be cheiper to 
produce. In two cases, the package produced designs that violated a fewer nunber 
of custamer requirements. The remaining three designs were equally satisfactory. 

Photo courtesy of Vdtck Incorporated. 

Anti-Cavitation Retainer 

ORIGINAL PAGE 
B U C K  AND WHITE PHOTOGRAPH 
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I OUTLINE 

Structural optimization has been available to the structural 
analysis community as a tool for many years. The popular use of 
displacement method finite-element techniques to analyze linearly 
elastic structures has resulted in an ability to calculate the 
weight and constraint gradients inexpensively for numerical 
optimization of structures. 

In this presentation, recent experiences in the investigation and 
use of structural optimization will be discussed. In particular, 
experience with the commercially available ADS/NASOPT (Reference 
1 )  code is addressed. An overview of the ADS/NASOPT procedure 
and how it was implemented will be shown. Two example problems 
will also be discussed. 

1 
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SOFTWARE GOAL 

The goal of our structural optimization software investigation 
was to develop a production level finite-element-based system for 
aircraft design and resizing. The tools available from vendors 
are diverse. Optimization methods range in mathematical 
programming techniques and optimality criteria with various types 
of sensitivity analyses, design variable 'linking options, 
materials capabilities and disciplines. The use of existing 
finite-element models was also an important consideration. The 
OPTDES-BYU (Reference 2 )  and GD-GIFTS, an in-house finite- 
element program, were combined into an application specific 
finita-element optimization package using the combined databases 
from each program. Difficulty arose in making this program 
generic enough in terms of sensitivity analysis and structural 
geometry. The ADS/NASOPT program was selected and used in the 
following applications with favorable results. Since our in- 
house pre and post finite-element processors communicate with 
MSC/NASTRAN (Reference 3 ) .  ADS/NASOPT minimizes changes to 
existing finite-element models. In addition, we had prior 
knowledge of ADS (reference 4 ) .  

TO DEVELOP A PRODUCTION LEVEL FINITE 
ELEMENT BASED STRUCTURAL OPTIMIZATION 
SYSTEM FOR AIRCRAFT DESIGN AND RESIZING 

TOOLS 

I MSWNASTRAN I I ADS-NASOPT I 
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OUTLINE OF ADS/NAGOPT 

The ADS/NASOPT procedure uses a structural finite-element model 
as the starting point in an analysis cyc1e;thenittranslates this 
into a design model through NASOPT. The program then optimizes 
using the ADS optimization program and returns to the structural 
model to update the data if so chosen by the user. A combination 
of approximation techniques, sensitivity analysis and 
optimization algorithmsallows the user to minimize his objective 
function (such a3 weight) subject to constraints(such as stress 
allowables, buckling load factors, or displacements). 

STRUCTURAL MODEL 4 

MSC/NASTRAN 

PROBLEM W 



TYPICAL MODEL REQUIREMENTS 

The structural finite-element model includes the MSC/NASTRAN bulk 
data information such as control cards, grid points, elements, 
materials, . properties, loads, and boundary conditions. 
ADS/NASOPT is limited in the variety of elements that can  be 
resized as design variables; however, the finite-element model may 
contain unlimited types of elements available in the MSC/NASTRAN 
element library. 

MATERIAL 
CARDS 

P-CARDS 

ELEMENTS 
BOUNDARY 

GRIDS CONDITIONS 

LOADS CONTROL 
CARDS 
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TYPICAL ADS/NASOPT INPUT 

The ADS/NASOPT program requires some additional input in the form 
of NASTRAN data card images. These data include design variable, 
and constraint definitions, design variable upper, lower bounds, 
move limits, and method of optimization. A typical i n p u t  
sequence also requires NASOPT instructions or job control 
language. ADS/NASOPT is run in phases each performing a specific 
function in the optimization task. Phase 1 sets up the database 
by reading the NASTRAN and design data. Phase 2 prepares the 
NASTRAN sensitivity analysis data after screening the analysis 
results. Phase 3 reads sensitivity results, prepares the 
appropriate model and calls ADS to perform the optimization. 
Phases S and A call MSC/NASTRAN to execute the desired solution 
sensitivity solution sequences 51,53,55 (for phase S )  and 
analysis solutions 2 4 , 6 1 , 6 3 , 6 5  (for phase A). 

Generation of the extra data cards to convert a MSC/NASTRAN 
finite-element model to an ADS/NASOPT design model can be tedious 
for large models. Work station procedures included as a part of 
the finite-element pre-processors facilitate routine use of 
programs such as ADS/NASOPT. 

L 

OPTCOM 

MOVLIM 
L 

DVPROP 

JCL 



PLAT€ BUCKLING EXAMPLE - NASTRAN MODEL 
The first example represents a typical section from an aircraft 
structure. This particular section was extracted from a fuselage 
keel beam and loaded with combined shear/biaxial displacements. 
The hole typifies routing requirements of plumbing, electrical, 
and fuel considerations. 
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PLATE BUCKLING EXAMPLE - PROBLEM INPUTS 

Material properties were selected for a typical aluminum alloy. 
In the case of this illustration, only two design variables were 
selected, Physical linking of the finite-element thicknesses was 
incorporated as shown in the figure. Although two design 
variables may be a crude definition of the design space, for 
manufacturing reasons, the design of such structure may often 
requiie this definition, And, the problem illustrates 
interesting results. 

MATERIAL PROPERTIES 

E = 10. 0 E7 

DENSITY 0.1 LB/CU INCH 

POISSON'S RATIO 0.3 

DESIGN CONSTRAINTS 

BUCKLING EIGENVALUE => 1.5 

INITIAL DESIGN 

THICKNESS VARIABLE 1 0.1 

THICKNESS VARIABLE 2 = 0.1 

OBJECTIVE FUNCTION 

MINIMUM WEIGHT 

DESIGN 
VARIABLE 1 

DESIGN 
VARIABLE 2 



DESIGN HISTORY OF PLATE BUCKLING EXAMPLE 

WEIGHT 
THICKNESS UPPER 
THICKNESS LOWER 

BUCKUNG LOAD FACTOR 

The pertinent results from the ADS/NASOPT run are shown in both 
tabular form and graphically. The table displays weight, 
thickness (the two design variables), and the buckling load 
factor. The procedure was run for eight optimization iterations. 
The weight and buckling load factor are both displayed with 
respect to the vertical axis of the graph. 

INITIAL 1 2 3 4 5 6 7 8 

0 lWD0 0 12500 0 15S25 0 19511 0 11494 0 11183 0 15116 0 19544 0 15211 
0 IOWO 0 12500 0 15825 0 0511 024414 020145 ,024061 02005l 024115 
0282W 044200 0 69010 101910 l31MO I 16440 I 12280 I 13580 I20000 

201000 zzuw 251210 184190 302580 z 8 s s i o  2 9 ~ 0  2 m a o  29i200 

The first observation of note is that after eight iterations, the 
process failed to satisfy the buckling load factor constraint. 
The second observation is that the buckling load factor steadily 
increased along with the design thickness through iteration 3. 
At iteration 4, the thicknesses began to separate, and the 
buckling constraint attained its highest point. During the 
remaining iterations, the thicknesses flip/flop and the buckling 
constraint actually decreased. 

A s  best as w e  could determine, the design process seemed to be 
confused. ADS/NASOPT incorporates linear approximations, and 
between the few number of design variables, nonlinearity of 
buckling, and the choice of move limits, satisfactory results 
were obtainable. 

We attribute our lack of success in this example to problem 
complexity and user inexperience. 

3.5 

3.0 

2.5 

2.0 

1.5 

1 .o 

0.5 

0.0 

FACTOR 

0 WEIGHT 

2 3 4 5 6 7 0 9  

ITERATION 

PLATE BUCKLING PROBLEM DESIGN VARIABLE VALUES 
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SINGLE PIECE CAST CANOPY FRAME - NASTRAN MODEL 

A canopy bow frame model was optimized to test the functionality 
of the ADS/NASOPT software. A modern fighter aircraft canopy is 
primarily constructed of a polycarbonate transparency mounted in 
an aluminum frame. The frame is typically fabric.ated from various 
castings, extrusions, plate and sheet stock. This design is a 
labor intensive subcomponent to the canopy assembly. To replace 
the design with a single piece casting would represent a cost 
savings provided the additional tooling costs could be offset by 
the reduced labor costs. 

The finite~element model of 1140 grid points and 5 8 8  bending 
elements was developed to represent the behavior of the 
structure. The NASTRAN mpdel was adapted from the production 
finite-element model of the F-16 canopy frame with changes 
minimized to guarantee acc'!rate comparisons in results. 



DESIGN AND ANALYSIS MODELS - INITIAL SIZING 

Eighty-eight design variablesrepresentingthe canopy frame were se- 
lectedfromthebending elements available with 84 given initial 
thickness of 0.2 gauge size. The remaining 4 design variables 
representing the bow hoops, external covers, transparency, and 
tension ties were given "fixed sizes" to maintain their assembly 
requirements. These design variables were used mainly to allow 
stress constraints related to these elements to be applied and 
influence the design process. It seemed that ADS/NASOPT allows 
the user to constrain element behavior only if the element is 
labeled as a design variable. Regardless, this incident 
highlighted the need to consider neighboring structure in an 
optimization design setting. 

88 VARIABLES REPRESENTING GAUGE THICKNESS FOR 
VARIOUS PARTS OF THE CANOPY FRAME 

SIZE CONSTRAINTS 

COMPONENT 

CANOPY FRAME 
EXTERNAL COVERS 
BOW HOOPS 
TRANSPARENCY 
TENSION TIE 

SIZE CONSTRAINTS 

0.080 e t e 0.500 inch 
0.100 e t e 0.100 inch 

0.250 e t e 0.250 inch 
0.700 e t 0.700 inch 
0.150 e t e 0.150 inch 2 
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DESIGN AND ANALYSIS MODEL - LOADING CASES 

59 2 

Two symmetric loading cases were selected representing ultimate 
cabin pressure and a balanced ejection condition. The ejection 
condition was balanced by inertia loads at the latching mechanism 
location along the length of the frame. Boundary conditions of a 
plane of symmetry along the aircraft were accounted for with 
reaction points at the tension tie locations. These loading 
cases represent typical production loading configurations. 

The candidate materials used were A 3 5 7  alloy f o r  the frame which 
is a high strength heat treatable Al-Si-Mg alloy that is 
relatively inexpensive to manufacture. Other materials were kept 
as the current design exists. 

LOADING CONDITIONS 
CASE 1 10.2 PSI CABIN PRESSURE 
CASE 2 PILOT EJECTION 

BOUNDARY CONDITIONS 

3 HOOK LATCHES 
1 PIVOT 
CENTERLINE SYMMETRY 

MATERIALS 

FRAME, CAST A357 
EXTERNAL COVERS, BOW HOOPS, AI 2024 
TRANSPARENCY, POLYCARBONATE 
PIVOT FITTING TENSION TIE, PH13-8 STAINLESS STEEL 



SINGLE PIECE CAST CANOPY FRAME - STRESS CONSTRAINTS 
The canopy frame consists of bending elements representing 
flanges and webs. These elements were sized using a 26250 psi von 
Mises maximum stress. The bow hoops and external covers are 
loaded in tension with a required stress level between 40000 psi 
and 50000 p s i  for principal stresses. The polycarbonate 
transparency was held to a maximum 2000 psi von Mises stress. 
Finally the tension ties are loaded in tension, and the members 
were sized using 75000 psi as a maximum axial stress. 

COMPONENT 

CANOPY FRAME 
BOW HOOPS, 
EXTERNAL COVERS 
TRANSPARENCY 

TENSION TIE 

STRESS CONSTRAINTS 

VON MISES e 26250 PSI 
40000 e PRINCIPAL e 50000 PSI 

VON MISES e 2000 PSI 

AXIAL e 75000 PSI 
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S I N G L E  P I E C E  CAST CANOPY FRAME - I N I T I A L  S I Z I N G  

The finite-element results for the initial sizing show large 
regions of low stress as expected. 

_ _ ~  
STRESS 

CONTOURS 
(MIDDLE) 

‘HETA- 0. 

HENKY-VON MISES 
A 0. 
B 1350. 
C 2700. 
D 4050. 
E 6400. 
F 6750. 
0 8100. 
H 9450. 
I 10800. 
J 12150. 
K 13500. 
L 14850. 
M 16200. 
N 17550. 
0 18900. 
P 20250. 

R 22950. 
S 24300. 
T 25650. 
U 27000. 

Q 21600. 

STRESS 
CONTOURS 
[MIDDLE) 

‘HETA- 0. 

HENKY-VON MISES 
A 0. 
B 1360. 
C 2700. 
D 4060. 
E 6400. 
F 0760. 
G 8100. 
H 9460. 
I 10800. 
J 12160. 
K 13600. 
L 14860. 
M 16200. 
N 17660. 
0 18000. 
P 20260. 
Q 21600. 
R 22950. 
S 24300. 
T 25060. 
U 27000. 

~ ._ ~~ 

LOADING CASE 1 

LOADING CASE 2 

CANOPY FRAME INITIAL SIZES 



SINGLE P I E C E  CAST CANOPY FRAME - WEIGHT RESULTS 

A comparison of two optimization methods was achieved f o r  designs 
derived from load case 1, the ultimate cabin pressure case. Path 
1 used 4 ADS steps using the Modified Method of Feasible 
Directions algorithm, while path 2 used 1 fully stressed design 
analysis and 3 ADS cycles. The FSD path also took less CPU time 
when run on the CRAY. 

SINGLE-PIECE CANOPY FRAME 

WEIGHT HISTORY LOAD CASE 1 

199.5 

1 go 

1 ea 

170 
INITIAL 1 2 3 4 

ITERATION NUMBER 

176.36 

173.27 
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SINGLE P I E C E  CAST CANOPY FRAME - STRESS RESULTS 

The final stress results for load case 1 the ultimate pressure 
case, show areas of high stress concentration near the tension 
ties. The optimized structure was sized predominantly to minimum 
gauge with the exception of the tension tie points and canopy 
latch hooks. 

Although, it seems in hindsight that the problem was trivial as 
a built-up frame structure, the design was complex. T h i s  
exercise demonstrated the functionality of ADS/NASOPT as a 
preliminary design tool because all aspects of the structure were 
included simultaneously in the structural sizing. 

STRESS 
CONTOURS 
(MIDDLE) 

THETA- 0. 
HBNKY-VON MISES 
A 0. 
B 1360. 
C 2700. 
D 4080. 
E 5400. 
P 6750. 
0 8100. 
Ii 9450. 
I 10800. 
J 12150. 
K 13500: 
L 14880. 
M 16200. 
N 17660. 
0 18900. 
P 20280. 
Q 21600. 
R 22860. 
S 24300. 
T 25650. 
u 27000. 

JOB: CANOPY 
8-338-88 

18: 18:33 

LOADINQ CASE 1 

k i \ 

I 

wz 



STRESS 
CONTOURS 
(MIDDLE) 

0. 
HENKY-VON MISBS 

A 0. 
B 1360. 
C 2700. 
D 4060. 
E 6400. 
P 6750. 
Q 8100. 
H 9450. 
I 10800. 

K 13600. 
L 14860. 
M 16200. 
N 17650. 
0 18900. 
P 20260. 
Q 21600. 
R 22960. 
S 24300. 
T 26650. 
U 27000. 

HETA- - 

J iai60. 
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SUMMARY 

In summary, our studies have provided four significant lessons 
learned. First it is evident that effective use of optimization 
techniques in design requiresarobust-expert preprocessor as part 
of a basic finite-element preprocessor. Second, as in the 
example of the buckling problem, the design problem must be well 
posed both in a practical design sense and a numerical sense. 
The third observation to be made relates back to the problem 
definition. In particular, although neighboring elements to a 
design model may not be subject to resizing, their behavior may 
impose constraints on the design model. These constraints may be 
imposed through the use of larger models or formal decomposition 
methods. ADS/NASOPT provides functional use of MSC/NASTRAN as a 
preliminary design optimization tool. 

LARGE DESIGN MODELS REQUIRE ' PREPROCESSORS 

0 ADSINASOPT REQUIRES EXPERIENCED USAGE 
J DESIGN MODELS 

J ALGORITHM 

SENSITIVITY OF NEIGHBORHOOD S I R  
ESSENTIAL 

J DECOMPOSITION 

J LARGE MODELS 

JCTURE IS 

@ ADSINASOPT PROVIDES FUNCTIONAL USE OF 
MSCINASTRAN 
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0 p t i mizat i o n Tech niq ues A p p I ied to 
Design Problems 

- 

Pose as an 

Problem 
Problem Design Optimization 

The nonlinear mathematical programming method (forma! optimization) has had 
many applications in engineering design (refs. 1 and 2). This figure illustrates the use of 
optimization techniques in the design process. The design process begins with the 
design problem, such as the classic example of the two-bar truss designed for minimum 
weight as seen in the leftmost part of the fi ure. 

of an optimization problem consisting of an objective function, design variables, and 
constraint function relations. The middle part of the figure shows the two-bar truss design 

L b e  diameter and truss height are design variables, with stress and Euler buckling 
considered as constraint function relations. 

optimization software such as CONMIN, ADS, or NPSOL (refs. 3,4, and 5). This final 
stage of software development can be both tedious and error-prone. 

design easier and less error-prone. 

If formal optimization is to be applied, ill e design problem must be recast in the form 

osed as an optimization problem. The total truss weight is the objective function, the 

Last1 , the desi ner develops or obtaifis analysis software confaining a mathematical 
model of Yhe object ?I eing optimized, and then interfaces the analysis routine with existing 

computer language whose goal IS to make the software implementation p ?l ase of optimum 
This paper presents the Sizing and Optimization Language (SOL), special-purpose 

Im lement with Com uter 
8ode and Optimizarion 

Routine 

E. G. Two-bar Truss 

Minimize Truss Weight 

Objective: Difficulties: Minimum Weight 

Design Variables: 
Tube Diameter 
Truss Height 

Stress Re uirements 
Constraints: 

Euler Buck 1 ing 

0 Tedious 

0 Error-Prone 



SOL: A High-Level Computer Language 

The use of a high-level computer language, as exemplified by SOL, meets the goals of 
making the optimum-design process easier and less error-prone, as seen in the figure 
below. 

In terms of analysis, SOL provides statements which can either model a design 
mathematically or can model a design with subroutines and other code. In addition, a 
FORTRAN block feature permits the user to incorporate existing FORTRAN routines via 
subroutine calls and parameter-passing. 

In terms of optimization, SOL provides an OPTIMIZE statement for describing an 
optimization problem. The OPTIMIZE description is concise and parallels the 
mathematical description of an optimization roblem. Because the OPTIMIZE statement is 

interface between optimization and analysis. 
In terms of flexibility, SOL is quite general and can be used to code a variety of design 

problems. 
In terms of error-checking, the SOL compiler provides a vehicle for error-checking 

specific to optimization problems. As the syntax of SOL statements is checked, semantic 
checks on the use of the statements can also be performed. Additionally, the compiler 
offers a listing which includes the SOLpro ram indexed by line number; an optimization 

and a cross-reference giving each variable and the lines on which the variable was used. 

a built-in language feature, like a DO or I F F  R EN/ELSE statement, the language is the 

summary for each optimization which lists 9 he objective, design variables, and constraints; 

GOAL: Make ODtimization Use EASIER and LESS ERROR-PRONE 

Create or Incorporate 
Analysis Software 

Interface Anal sis and 
Optimization Zoftware 

Method for a Variety 
of Design Problems 

Error-Checking: Saves 
Time and Face 

0 Create Analysis in SOL 

0 Language is Flexible I 

Source Listing, Variable Cross 
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SOL Statements 

SOL is a simple but powerful language. A brief overview of the language elements of 
SOL is offered here givin a re resentative list of available SOL statements. Further 

SOL offers many traditional language features found in "conventional languages," 
e.g. FORTRAN or Pascal. SOL provides declaration statements such as variable and 
subroutine declaration; control statements such as DO loops, IF/THEN/ELSE statements, 
and subroutine calls; calculation statements (Le. assignments, math operators and 
built-in math functions); and output statements such as PRINT. 

SOL has unique language features as well, such as an OPTIMIZE statement for 
describing an optimization problem and an ASSEMBLAGE statement (beyond the scope 
of this a er to facilitate the hierarchical modelin of s stems. As mentioned earlier, 
SOL's !&R$RAN block allows existing FORTRAi cod to appear within a SOL program. 
To make SOL programs easier to write and more readable, a MACRO feature allows the 
definition and use of text abbreviations within a SOL pro ram. A single descriptive macro 
call can replace many lines of SOL code. For example, OL has a pre-defined ?INCLUDE 
macro that allows entire text files to be included verbatim as part of a SOL program. 

SOL's conventional features are combined with its unique features to solve design 
problems. 

details can be found in N 2 - f  SA echnical Memorandum 100565 (ref. 6). 

TRADITIONAL LANGUAGE FEATURES: 

I output Declaration Control I Calculation I 
ariable Declaration IConditional DU I OODS IAsslanment IPrint 

hubroutine Declaration IIF/THEN/ELSE iMath Expressions i I 
Iterative UU loops I 
Subroutine Call 

UNIQUE LANGUAGE FEATURES: 



SOL Capabilities Used to Solve 
a Design Problem 

~ 

ANALYSIS: 

Math Models 
0 Subroutines 8 Code Logic 
0 MACRO Abbreviations 
0 FORTRAN Blocks 

OPTIMIZATION: 

0 Concise, Symbolic OPTIMIZE 

0 ADS Optimization Software 
description 

Usin SOL as a tool for en ineering design involves writing a sequence of SOL 
statement that apply numeri i  7 optimization methods to a design problem. The process of 
solving a problem using SOL is shown in the figure below. A program composed of SOL 
statements is passed as input to the SOL compiler. Within the SOL program, the design 
can be modeled mathematically or with subroutines and other code. In addition, existing 
FORTRAN routines can be used via the FORTRAN block feature, and SOL's macro 
abbreviation feature can be used. SOL's OPTIMIZE statement describes the optimization 
problem, incorporating the methods of numerical optimization implemented in the ADS 
optimization routine. (ref. 4). 

The SOL compiler translates the SOL program into an equivalent FORTRAN program 
and does error-checking. The compiler offers approximately ninety different error 
messages, and c,an produce listings, a.variab!e cross-reference,.and an optimization 
summary which lists the ObJWbV8, desgn variables, and constratnts. However, SOL does 
not provide error-checking features for FORTRAN BLOCK code fragments; SOL'S 
error-checking is limited to SOL statements on1 . 
problem. This resulknt FORYRAN program includes subroutine calls to the ADS software 
and other detailed code. 

The FORTRAN rogram roduced by the 8 OL compiler executes to solve the design 

SOL COMPILER 

ERROR-CHECKING: - 90 Error Messages 

Variable Cross Reference 
Optimization Summary 

LISTINGS: 

Calls to ADS 
0 Detailed Code I 
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Math and SOL Description of 
Two-Bar Truss 

SOL'S description of an optimization problem parallels the, mathematjcal description of 
the problem as illustrated in the figure below which shows a minimum-weight, symmetric 
two-bar truss problem. 

The mathematical description appears on the left of the figure. The truss weight is the 
objective function to be minimized as stated under the heading, "minimize." The design 
variables and constraint relations appear under the heading, 'subject to." The tube 
diameter (d) and truss height (h) are design variables, with compressive stress and Euler 
buckling constraints to insure that the truss neither yields nor buckles. A mathematical 
model of the truss is given under the heading, "where," which includes the additional 
variables for truss length (L), half-span (B), tube wall thickness (t), load (P), compressive 
strength of material (amax), modulus (E), and material density (p). The mathematical 
model defines the objective and constraint relations as functions of the design variables. 

represented by a single variable (weight). Design variables and constraint function 
relations appear between the words USE and END USE. The lower and upper bounds on 
the design variables appear in brackets following the word, IN. In- addition, the optim.ization 
software requires design variable initial values, which are given with each design variable 
after the "=" symbol. Compressive stress and Euler buckling constraints follow the design 
variables. 

Finall e uations modeling the truss ap ear between the words END USE and END 

constraint, acts identically to the constraint relation in the mathematical description. 

The SOL description on the right parallels the mathematics. The objective function is 

O P T I M I ~ I .  % ote that the single SOL varia 1 le (buckle), representing the Euler buckling 

Jblathemat ical Descri pt i ~ t l  

Minimize: weight(d, h) 

Subject to: 
1 ~ d s 3  
1 0 s  hs30  

astress (d,h) c omax 
ostress (d,h) -8 (d,h) < 0 

Where: 
weight(d,H) = 2pdtL 
ostress (d,h) = (PL)/(nthd) 
ae (d,h) = n2 E(& + t2)/(8L2) 

OL DescriDtion 

OPTIMIZE weight 

d - 1  IN [1,3] 
h = 15 IN [ I O ,  301 

stress .It. MaxStress 
buckle .It.O 

END USE 

weight = 2*rho* i*d*t*L 
stress = (P*L)/&*t*h*d) 
Euler =(pi**2*E*(d**2+t**2))/(8*L**2) 
buckle = stress - Euler 

END OPTIMIZE 
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SOL Error-Checking Example 

A SOL program is assed as input to the SOL compiler which translates the SOL code 

variety of errors. The figure below illustrates the error-checking capability of the compiler. 
An intentionally erroneous SOL program for the two-bar truss problem appears on the 

left of the figure. The program has been annotated with line numbers to aid the discussion. 
The inset box on the right lists the actual error messages given by the SOL compiler on 
receipt of this program. The first error occurs on line 11 where the word IN has been 
misspelled; the compiler can usually correct the spelling of reserved words when the word 
is misspelled by a single character. The next error is optimization specific, warning that the 
constraint variable stated on line 14 has not been assigned a value. The error message 
leads to the discovery that a typographical error on line 20 is the true culprit. Finally, an 
error appears for line 17 because the variable for material density, rho, was not initialized. 
Either of the last two errors would have caused incorrect optimization results if left 

undetected. The last two errors are difficult to detect manually; a laborious examination of 
the optimization results could reveal that the results were incorrect, but would not provide 
the cause for the poor results. 

correctness of problem formulation nor infer one's intentions. However the example here, 
although not exhaustive, illustrates the general sorts of errors detected by the compiler. 

into an equivalent FOR ? RAN code, and provides the key feature of error checking for a 

It is important to note that the compiler is not clairvoyant; it cannot check the 

- Erroneous Program Error Messages 

1 : PROGRAM TwoBar 1 1  : d=l INN[1 ,3]  
2 : t = 0 . 1  ***ERROR '" MISSPELLED "IN" CORRECTED 
3 : P  =3300 
4 : B = 3 0  
5 E = 30000000 
6 : pi = 3.141592554 17 weight = rho'2'pi'd+t'L 
7 : MaxStress = 10000 ***ERROR "UNINITIALIZED IDENTIFIER 
8 :  
9 : OPTIMIZE weight 
10 :USE 
11 : 

13 : stress .It. MaxStress 
14 : buckle .It. 0 
15 :ENDUSE 

17 : weight = rho*2* i*d*t*L 
18 : stress = (P*L)/&i*t*h*d) 
19 : E-stress = ((pi0*2)*E*(d**2+t**2))/(8*L**2) 
20 : buck1 = stress - E-stress 
21 : END OPTIMIZE 
22 : END TwoBar 

14 . buckle .It. 0 
***ERROR "OPTIMIZATION VARIABLE HAS NOT BEEN SET 

- 

16 : L = SQRT(B**2 + h**2) 
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Scram jet En g i ne Coo I i ng Jacket A pp I i cat ion 

The design of scramjet en ine cooling jackets, in which numerical optimization is used 

A scramjet engine resides on the lower surface of a hypersonic vehicle, as in the 
as a design tool, illustrates SOT'S use for an engineering application. 

schematic below. A conceptual , two dimensional engine cross-section appears in the 
middle of the figure, showin the ramp and cowl rtions of the engine. The heating of the 

required to maintain a survivable temperature. Only the ramp and cowl portions of the 
engine are considered here, althou h other parts of th.e engine also require active coolin . 
metallic, surface heat exchangers (cooling jackets) attached directly to the engine primary 
structure. 

minimize the required coolant flow rate for specified heating rates. The design must also 
satisfy requirements such as material limits on cooling jacket temperature, fatigue life and 
stress. 

The cooling jacket design problem was recast in the form of an optimization problem 
and implemented in SOL using SOL'S OPTIMIZE statement. Existing FORTRAN routines 
were incorporated for the analysis of a single coolin jacket panel via SOL'S FORTRAN 

calculations. 

engine surfaces wetted by t a e airstream is so ex r reme that an active cooling system is 

A promising active cooling system P or this application is a system of hydrogen-fuel-coole 8 , 

focuses on a channel-fin design. The cp esign goal is to design cooling jackets which 
Both channel-fin and pin-fin coolin jackets were studied, but the example in this paper 

block feature. Other SOL features were used to con ? rol the analysis and perform ancillary 

Application Implemented with SOL 

0 Optimization problem posed in SOL. 

0 

SOL features used to control analysis routines. 

Single panel analysis with existing FORTRAN codes. i 



Cooling Jacket Design Problem 

The figure below illustrates the scramjet engine coolin jacket design problem in some 
detail. As seen in the top half of the figure, a coolant flows 9 hrough cooling jacket panels to 
remove the incident heat flux (q). Only two panels of equal dimensions are shown in the 
figure, although many panels of varying sizes can be used. For more details of panel 
confi urations see reference 7. 

?he lower half of the figure illustrates the geometry of a channel-fin cooling jacket. 
As seen on the left-hand side, a channel-fin geometry can be completely described by the 
channel width (s , the channel height (h), the channel wall thickness (w), and the outer wall 

jacket, illustrating the coolant flow through the jacket channels. 
When the desi n is recast in the form of an o timization problem, several desi n 

describe the cooling jacket geometry. 

thickness (t). 2 he right-hand side of the figure shows a top view of a channel-fin cooling 

variables describe t R e coolant flow conditions an 8 the remainder of the design varia Yb les 

Coolant Flow: 

Channel Fin Jacket Geometry: 

I Heat Flux (9) 

W 

Coolant Flow 

I Cross-section Top View 
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SOL's Use for Cooling Jacket Optimization 

SOL's use in the cooling jacket optimizaJion is shown in the schematic below. SOL 
code describes the optimization problem as in the left-hand part of the figure. The objective 
function to be minimized is the coolant mass flow rate. Weight is a more common objective 
function. But in this application minimizing the coolant mass flow rate can decrease the 
coolant needed, effectively reducing the total vehicle weight. The design variables consist 
of variables describing the coolant mass flow rate, the coolant inlet pressure, and several 
variables to describe cooling jacket geometry. 

In addition, constraints on the coolant and jacket conditions are required. As stated 
earlier, existing FORTRAN routines calculate the constraint function relations. The 
constraint routines are called from the SOL program by subroutine calls. Design variable 
values are passed as parameters to the constraint routines, which return constraint function 
values, also via parameter- assin . 

The SOL program for tt!e coofng jacket application is passed as input to the SOL 
compiler, which produces an equivalent FORTRAN program as output. The compiler also 
performs program analysis and error-checking on the SOL code. 

The out ut FORTRAN code contains calls to the ADS optimization software which 

The output code also contains detailed code such as variable declarations and so forth. 
The FORTRAN code output by the SOL compiler is com iled and linked usin the 

jacket optimization. 

provide's S 8 L's optimization capability, as well as calls to the constraint modeling routines. 

FORTRAN compiler and linker. The resulting executable co J e is run to perform t t e cooling 

FORTRAN CODE 
CALLS TO ADS 
DETAILED CODE 

CALLS TO CONSTRAINT 
MODELS 

-_-------- - - -  
-SOL CODE 

COOLANT MASS FLOW RATE 

DES I G N VARIABLES; 
JACKET GEOMETRY 

COOLANT MASS FLOW RATE 
COOLANT INLET PRESSURE 

FORTRAN 
CONSTRA INTS; ERROR CHECKING COMPILE and 

PROGRAM ANALYSIS LINK JACKET TEMPERATURE 
COOLANT MACH NUMBER 

COOLANT PRESSURE DROP 
JACKET STRESSES I JACKET FATIGUE LIFE - --------------- 

' FORTRAN BLOCK 
CONSTRAINT MODELS 



Cooling Jacket Optimization Description in SOL: 
An Overview 

The figure below gives the SOL program for the cooling 'acket optimization problem in 
outline form with all reserved words shown in boldface type. t h e  program begins with the 
word PROGRAM followed by the name of the program. Before the optimization problem 
description begins, variables and subroutines are declared, and macro definitions appear. 
In the figure, the actual code has been replaced with comments, marked by exclamation 
point symbols, to simplify the discussion. Subsequent figures will discuss each of the 
comment sections in turn. 

The o timitation problem description is initiated by the word OPTIMIZE and 
terminate by the words END OPTIMIZE. A single variable iven after the word 
OPTIMIZE states the objective function. Next, design variab e, constraint relation and 
optimization software option declarations appear between the words USE and END USE 
In the figure below, the 
code for the cooling 
OPTIMIZE, as indicated 

The main body of the 
name of the program. In SOL, subroutines follow the end of the main program body. In 
the cooling jacket application, SOL'S ?INCLUDE macro is used to include the contents of 
the file "cooljacket.sub," which contains the subroutines for cooling jacket analysis. 

B 8 
have been replaced with comments. The SOL 

between the words END USE and END 

terminates with the word, END, followed by the 
comment in the figure. 

PROGRAM Cool-Jacket 
! Variable and Subroutine Declarations 
! Macro Definitions 

OPT I M I  ZE tot a l s a n e  1-f low rat e 
USE 

! Design Variable Declarations 
! Constraint Function Relation Declarations 
! Optimization Software Options 

! Cooling Jacket Analysis 
END USE 

END OPTIMIZE 

END Cool-Jacket 

?INCLUDE Cool-Jacket.sub 
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Objective and Design Variable Description in SOL 

The figure below details the SOL code for the design variable declaration section of 
the coolin 'acket optimization as outlined previously. The ob'ective function to be 
minimize? (he coolant mass flow rate, follows the word OPThIZE and is represented 
by a single variable, "totalganel-flowrate." 

Design variable declarations follow the word USE. For this application, six design 
variables are used. Two variables, "panel flowrate" and "inlet ressure," describe 
coolant conditions. Also, four design variales are needed to 8 escribe the geometry of 
each cooling jacket panel. The design variables for a single panel are shown in the 
figure: each of the panel geometry variables are suffixed with the panel name, 

anel-1 .I1 If a second panel were also considered, four additional design variables for 

unique names, these variables could have the suffix I'ganel-2." This naming convention 
provides a consistent way to handle multiple-panel optimizations. 

The lower and upper bounds on the design variables appear to the right of each 
design variable enclosed by brackets; the actual numbers are unimprtant for, this 
discussion. In addition, initial values for design variables required y the optimization 
software appear with each design variable following the equals symbol. 

t ? e second panel's geometry would be required. Since design variables must have 

OPTIMIZE totalganel - flowrate 
USE 

panel-flowrate - 3.0 IN [1.000, 4.0001 
inletgressure = 1000.0 IN [lOOO., 1500.1 
aspect-ratio-panel-1 = 0.5641 IN [0.400, 0.8001 
spacing-panel-1 - - 0.02 IN [0.020, 0.0251 
outer-wall-panel-1 = 0.016 IN [0.010, 0.0181 
channel-wall-panel 1 = 0.09 IN 10.060, 0.1201 
! * * *  Constraint Rzlation Declarations ***  
! * * *  Optimization Software Options * * *  
! ***  Cooling Jacket Analysis * * *  

- 

END USE 

END OPTIMIZE 



Constraint Function Relation Descriptions in SOL 

The fi ure below details the SOL code for the constraint function relation declaration 
section of w e cooling jacket optimization as outlined previously. 

Six constraints are used for a single cooling jacket panel optimization. A single 
constraint on coolant pressure drop is represented by the variable, "pressure-drop." In 
SOL, the relation "less than I' is re resented by .It. and the relation "treater than" is 

additional constraints are required for each panel, representing cooling jacket low cycle 
fati ue life, coolant Mach number at the panel exit, cooling jacket tem erature, and cooling 

suffixed with the panel name. In the figure, the name "_panel-1" is used as a suffix. 

represented by .gt. In this case, t R e "pressure-drop" must be less t an 100 psi. Five 

jac!et stresses. ASwith the design variables, the cooling jacket pane P constraints are 

OPTIMIZE tot a l g a n e  1-f 1 owrat e 
USE 

! *** Design Variable Declarations *** 
fatigue-lifeganel-1 . gt . 600 
gas-mach-outganel 1 . It. max coolant-mach 
outer-tempganel-1- . It. 200TT 
wall-stressganel-1 . It. 1 
web stresssanel-1 .It. 1 
! *T* Optimization Software Options * * *  
! * * *  Cooling Jacket Analysis * * *  

pres su r e-drop .It. 100 

END USE 

END OPTIMIZE 
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Optimizer Option Description in SOL 

The fi ure below details the S,OL code for the o timization software o tion declaration 
section of be  cooling jacket optimization as outline B previously. The AD sp optimization 
software used by SOL offers a variety of optimization algorithms and access to numerous 
internal parameters such as convergence criteria or maximum number of iterations. The 
software option declaration section provides access bo these parameters from a SOL 
program. 

The software option declaration section appears after the desi n variable and 
constraint function relation declarations. The software o tions sect 9 on begins with the word 
OPTIONS and ends with the words END USE. In the B gure below, a sequential quadratic 

search. The modified method of feasible direct B ons for constrained minimization Is used as 

optlmlzat Y on problem, the objective: design variables: and constraints, from the details of the 

programming strategy is selected along with a olden section method of one-dimensional 

the o tlmizer. SOL automatically supplies default option values for the new user, but the 
OPThNS section ermlts a knowledgeable user to take full advanta e of the options 
offered b the ADZsoftware. Also, the OPTIONS section separateske description of the 

particular optimization software used to solve the problem. 
The word normalize indicates that desi n variables are to be normalized between the 

values 0 and 1 .O. Scaling variables often m s e an optimization problem better conditioned 
and hence easier to solve. 

I OPTIMIZE t o t a l  - panel-f lowrate 
USE 

! * * *  Design Variable Declarations *** 
! * * *  Constraint  funct ion r e l a t i o n  Declarat ions * * +  
strategy = sequential quadratic 

optimizer = modified feasible  direct ions 
search = golden sect ion 
normalize 

! * * *  Cooling Jacket Analysis * * *  

OPTIONS 

END USE 

END OPTIMIZE 



Cooling Jacket Analysis in SOL 

The figure below details the SOL code for the cooling jacket analysis, as outlined 
previously. The analysis computes the values of the objective and constraints as functions 
of the design variables. 

The analysis code appears between the words END USE and the words END 
OPTIMIZE. In the figure, the first two assi nment statements define variables for the initial 
coolant pressure and coolant temperature. ?he next statement gives the location of the first 
cooling jacket panel. 

the figure. The macro abbreviation hides the details of the anal sis. The macro itself is 
shown in boldfaced type, whereas the macro parameters suppIed by the user are shown in 
plain type. The first parameter, "panel-1" is the name of the panel being analyzed. The 
two parameters that follow "x=" define the length of the panel, and the two parameters for 
"q=" define the heat flux incident at the start of the panel and at the panel exit. The user 
simply calls the ?Channel-Panel macro with the desired parameters to analyze a single 
cooling jacket panel. The macro defines the necessary variables and calls the external 
FORTRAN routines to perform the analysis.The user can conduct multiple panel analysis 
by calling the macro once for each panel analyzed. Although the actual code for the 
analysis is quite complex, the macro simplifies the complexity into a macro call with five 
parameters. This discussion focuses on the use of the ?Channel-Panel macro, some 
details of how the macro was defined are presented subsequently. 

Two assignment statements follow the macro call. The first assigns the objective 
function a value; the variable "panel-flowrate" is a design variable. The second 
assignment gives a value to the pressure drop constraint. Other constraint variables are 
defined b the macro call. The analysis and optimization ends with the words END 

A SOL macro, ?Channel-Panel, analyzes a single cooling jacket panel as shown in 

o P TI M IJE. 

OPTIMIZE total - panel-flowrate I USE 
I I EN'b USE 

I * * *  Design Variables, Constraints and Options 

I gas-p-in = inlet-pressure ! a design variable  
gas-t-in = 1000 I Panelstart = 0 
?Channel - Panel panel-1 begin x= 0 q= heatrate 

total-panel-flowrate = panel - flowrate 
pressure-drop = inletpressure - gas-p-out 

end IC= 75 q= heatrate 

END OPTIMIZE 
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Coo I i ng J ac ke t Anal y s i s : 
?Channel - Panel Macro Use 

The figure below shows the creation of the ?Channel-Panel macro used to conduct 
coolin jacket analysis. 

T Ie  box in the upper part of the figure shows how the Channel-Panel macro is 
defined. The definition begins with the word, ?DEF, followed by the name of the macro. 
The numbered items in plain text (#1, #2, ..., #5) are parameters to the macro. Also, SOL 
allows text boldface in the figure) to be used to separate the macro parameters. Often the 

example the text, begin, was chosen to indicate that the second and third parameters are 
the location (x=) and heat flux (q=) at the panel START, whereas "end" is used to indicate 
that the fourth and fifth arameters are for the panel EXIT. 

Macros are text abpreviations; the text that the macro abbreviates appears between 
the open and close curly braces in the definition. The ?Channel-Panel text initializes all 
the variables associated with a cooling jacket panel analysis. Only one initialization is 
shown in the fi ure with the remainder represented with ellipses. The text also calls an 

figure. 
When the macro is called, the macro's text is executed with the user supplied 

parameters inserted. For example, the lower part of the figure shows a call to 
?Channel-Panel. The effect is exactly as if the ve bottom text box were typed instead of 

inserted in the macro text in the place of "#1" when the macro is called. 

FORTRAN routine, which has 23 parameters, must be repeated for every anel analyzed; 
tedious typing if multiple panels are analyzed. The macro hides this comp()exity, replacing 
the tedious typing with one simple macro call per panel. 

macro crea I or will use this delimiting text as a reminder for the parameters' use. For 

external FOR ;k AN routine which analyzes a panel, also only shown as a comment in the 

the call; the macro merely abbreviates text. Notice 7 hat the parameter, "panel-1 ,I1 is 

A macro was used because the variable initializations and call to the external 

! C a l l  e x t e r n a l  s u b r o u t i n e  wi th  FORTRAN b lock  
1 

1' 

Ill begin x= #2 q= # 3  
end x= X4 q= X5 

webhelght = aspec t - r a t lo -# l  * spaclng-#l  

Code SUBSTITUTED for Macro Call: 

webhe i g h t  = aspec t - r a t  i o g a n e  1-1 * spacing-panel-1 

! C a l l  e x t e r n a l  s u b r o u t i n e  with FORTRAN b lock  
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Some Results from Cooling Jacket Study: 
Channel Fin Versus Pin-fin Comparison 

The cooling jacket study produced many results, some of which are illustrated in the 
figure below. The gra h charts optimum coolant flow for channel-fin and pin-fin jackets as a 
function of heat flux. {esults for a Nickel cooling jacket panel, 36 inches wide and 24 
inches long with an inlet pressure limit of 3000 psi., are shown in the figure. The graph 
shows several significant results. 

First, a simple energ -balance for determining coolant re uirements predicts a linear 

the figure. 
Second, at the lower heat-flux levels, there is little difference in the value of the 

o timum coolant flow rate for channel-fins and pin fins. But at high heat fluxes, the 

Finally, each point on the graph for channel-fins or pin-fins represents an optimum 
coolant flow rate. In this way, the graph can be interpreted as illustrating the optimum 
sensitivity of the coolant flow requirements to heat-flux for the given cooling jacket design. 
Note that smooth curves are faired through the calculated points of this fi ure, but the 
actual curves undoubtedly contain slope discontinuities whenever the se P of active design 
constraints changes. 

relationship between coo Y ant flow rate and heat flux. The resu 7 ts are clearly non-linear in 

c R annel-fins have lower coolant flow requirements than the pin fins. 

5 -  

4 -  Nickel cooling jacket 
24" x 36" panel 
3000 psi inlet pressure limit 

Optimum 3 - 
coolant 

flow rate, 
Ibm/sec 2 - 

1 -  

0 400 800 1200 1600 2000 

Heat flux, Btu/ft2- sec 
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SUMMARY 

A special-pur ose programmin langua e, SOL, has been developed to expedite 
implementation o P optimization prob 7 8  ems an to make the process less error-prone. A more 
detailed discussion of SOL can be found in reference 6. Currently SOL is only available for 
DEC VAXNMS systems. 

As a language, SOL provides a high-level interface to the ADS o timization software. 
SOL integrates optimization and analysis within a single OPTIMIZE C P  escription, which 
parallels the mathematical description of an optimization problem. In terms of analysis, 
SOL provides language statements which can be used to model a design mathematically, 
with subroutines and other code, or to model a design with existing FORTRAN routines and 
parameter-passing. SOL also provides error checking geared to optimization problems to 
make problem implementation less error-prone. Because optimization is a built-in language 
statement, the Ian uage is the interface. 

example, the cooling jacket optimization problem was posed in SOL. Existing FORTRAN 
routines for panel analysis were incorporated into the SOL program using SOCs 
FORTRAN block feature. Other SOL features were used to control the analysis routines, 
and provide a simple method of conducting multiple panel analysis. Reference 7 provides 
details of the scramjet engine cooling jacket application. 

SOCs use is i il ustrated in the design of scramjet engine cooling jackets. In this 

SOL, a computer language for optimization, developed. 

0 NASA TM 100565 details SOL 

Available for DEC VAXNMS Systems 

High-level Interface to Optimizer Software 

0 Simplifies Optimization Software use 

Reduces Errors with Error-Checking 

Language Integrates optimization and Analysis 

Cooling Jacket application illustrates SOL'S use. 

Existing FORTRAN codes used for analysis 

NASA TM 100581 details Cooling Jacket appllcatlon 
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INTRODUCTION 

AUTOCON is an automated computer-aided design tool for the synthesis and 
optimization of linear multivariable control systems based upon user-defined control 
parameter optimization. Violations in stability and performance requirements are 
computed from constraints on Single Input/Single Output (SISO) open- and closed-loop 
transfer function frequency responses, and from constraints on the singular-value 
frequency responses of Multiple Input/Multiple Output (MIMO) transfer functions, for 
all critical plant variations, Optimum nonlinear programming algorithms are used in 
the search for local constrained solutions in which violations in stability and per- 
formance are caused either to vanish or be minimized for a proper selection of the 
control parameters. Classical control system stability and performance design can, 
in this way, be combined with modern multivariable robustness methods to offer gen- 
eral frequency response loop-shaping via a computer-aided design tool. Complete 
Nichols, Nyquist, Bode, singular-value Bode magnitude and transient response plots 
are produced, including user-defined boundary responses, AUTOCON is used to synthe- 
size and optimize the lateral/directional flight control system for a typical high- 
performance aircraft, (See figure 1.) 

Automated Computer-Aided Workbench Design Tool For Synthesis And 
Optimization Of Linear Multivariable Control Systems 

- Parameter Optimization Determines Local Constrained Optimal 
Solutions In Which Violations In User-Specified Stability/Performance 
Requirements Either Vanish Or Are Minimized 

- Frequency-Domain Loop Shaping Via Nonlinear Mathematical Programming 

- Synthesis/Optimization Considers Each Stability Loop And Constrained 
Transfer Function For All Plant Variations Simultaneously. 

- User-Defined Control System Architecture, Parameters, Stability Loops, 
Constrained Transfer Functions 

- Fixed and Varying Plant Dynamics 

- Classical Specs : Stability Margins, Bandwidth, Damping, Overshoot, etc. 

- Sensitivity Analysis 

Figure 1 
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CLASSICAL CONTROL SYSTEM SYNTHESIS AND OPTIMIZATION 

Perlormance 

The "classical" version of AUTOCON (ref. 1) performs synthesis and 
optimization of linear control systems using nonlinear mathematical programming 
(NMP). Stability constraints (stability margins using Nyquist single-loop-at-a-time 
methods) and system performance constraints for scalar transfer functions are user- 
specified as are the system architecture and control parameters. Actual system 
open- and closed-loop frequency responses (airframe plus control system) are comput- 
ed for the user-specified "initial system" for each stability-loop and constrained 
closed-loop transfer function, and for all selected plant variations. Similarly, 
desired and boundary responses are computed from the system requirements. 
Violations in the actual responses when compared with the desired and boundary 
responses at each frequency computed (considering all responses simultaneously) are 
caused either to vanish or are minimized by a proper selection (automated) of the 
control parameters (parameter optimization). A multivariable control system diagram 
and stability/performance constraints are depicted in figure 2 below. 

CL Bode Response Boundary 
Envelopes (Each Constrained 
CLFR. All a/s) 

C L T F : ~  I J- 4 d c c  
-- Q . N , , u ,  P . 1) Analytical Third-Order (or 

STICK ' ROLLSTK ' Reduced) Model 
2 )  Table of Values N y , B . R  

RPEDAL (Mag, Phase v9 u) 

I .  
. .  
. I  :.....,........... .........., \...............* ...................... 

Controller Sensors Plant 

= A(k)x + B(k)u 
y = H(k)X + F(k)U 

I Stability MargindForbdden Region 
(Each Loop, All PVs) Stability I I 

Figure 2 
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OBJECTIVE FUNCTION (CLASSICAL VERSION) 

The objective function for the classical version of the program, shown in 
figure 3 ,  combines violations in stability (open-loop frequency responses (OLFR)) 
for each stability loop with violations in the magnitude/phase frequency responses 

i of selected closed-loop scalar transfer functions, for all plant variations. 
Classical gain and phase margins (GM, PM) are used to define a Forbidden Region in 
the Nyquist/Nichols plane. This region is an area of uncertainty centered at 
the Nyquist critical point (-1, j 0 )  or (Odb, -180") which the OLFR must avoid for 
adequate single input/single output (SISO) stability behavior. User-specified 
boundary constraints are imposed on the magnitude/phase closed-loop frequency 
responses (CLFR) which the actual CLFRs must be within to provide desirable perform- 
ance. 

= C C C f(Stabi1ity MargindForbidden Region Violations) 

= C C C f(Magnitude/Phase Boundary Constraint Violations) 

J(P)S,ab PVS OLTFs w 

J (P)P,d PVs CLTFs w 

Figure 3 
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THE SEARCH ALGORITHM (NONLINEAR MATHEMATICAL PROGRAMMING) 

A constrained local minimization procedure (Search Algorithm) is used to 
search for the active control parameters yielding minimum violation in all require- 
ments considered collectively. The variable metric method of Davidson, Fletcher, 
and Powell (DFP Algorithm) (refs. 2 , 3 )  iteratively computes an approximation of  
the inverse Hessian matrix, H, which is used to deflect the gradient vector, 
VJ(p) = aJ/ap = AJ/Ap, at a point in parameter hyperspace. The computation of 
this deflection matrix,q, (q(pi) = H- (PI)) hastens convergence since it is very 
effective in the vicinity of valleys in the hyperspace, The algorithm is also quite 
fast and not storage intensive since second partials need not be computed, nor must 
previous first or second derivatives be stored. The gradient is computed by a 
numerical perturbation procedure. A unidimensional search with quadratic interpola- 
tion is performed in the deflected gradient direction (search direction) to obtain 
the minimum in this direction. A gradient projection scheme is used to constrain 
the search within the feasible region. This is repeated for each search direction 
until the minimum is located. The iterative search algorithm is shown by the 
recursive equations and pictorially in figure 4 .  

0 Constrained Local Minimization 

- DFP Algorithm 

- Unidimensional Search With Quadratic Interpolation 

- Gradient Projection 

p"' = p' - X'v' GJ(p'), P2 

Pmm < P ,< Pmax 

A * '  = J(p' - Xv' VJ(p')),,, 

Figure 4 
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MIMO TRANSFER FUNCTION MATRICES DEFINITION 

Shown below in figure 5 is a block diagram of a linear multivariable control 
system, subdivided into a controller, sensors and a plant. The representation here 
is of a plant with varying and uncertain plant dynamics given by the system matrices 
Ap(k), Bp(k), Hp(k) and Fp(k). The control system (controller and sensors) shown 
in Laplace transform notation can be combined with the plant state and output 
equations to form a total system state-space representation. It is convenient for 
multivariable systems to define certain matrix transfer functions. The loop trans- 
fer matrix, which depends upon the output node since matrix multiplication is not 
commutative, sensitivity matrix and complementary sensitivity matrix are defined in 
figure 5 (refs. 4 , 5 ) .  

........................... 
b b 
b . .................... 

I \ 
: Disturbances : 

............................. .................. 
Controller Sensors Plant 

= A(k)x + B(k)u P(k) = H(k) (IS - A(k)j’  B’+ F(k) 
88-CSR-026-007 y = H(k)x + F(k)u 

Loop Transfer Matrix L(s) = L (o,p) h= P(s) G(s) H(s) S(s) at y node 

fi G(s) H(s) S(s) P(s) at u node 

Sensitivity Matrix S (s) 2 ( I  + L (s)jl 

Complementary Sensitivity Matrix T (s) I - S (s) = L (s) (I + L (s)rl 

Figure 5 



SINGULAR-VALUES DEFINITION 

Nyquist stability theory, well founded and accepted for SISO systems, has 
been shown to be inadequate to describe robust MIMO system stability, because the 
determinant of the return difference matrix (I + L(s)) does not always provide a 
good indication of the proximity to singularity. Singular-values of a matrix A ,  
oi(A), however, provide a far better indication of system robustness since they 
provide a useful measure of the "size" of a matrix. Singular-values can be inter- 
preted as the "gains" of a matrix for input vectors in various directions, as shown 
in figure 6 below. They also provide a natural extension to the familiar Bode 
frequency plots via the Bode sigma plot (Singular-values vs frequency), The singu- 
lar-values of a matrix are defined as the nonnegative square roots of the 
eigenvalues Xi(AHA), where AH is the complex conjugate transpose of A. It is 
useful to define the maximum and minimum singular-values, ;(A) and g(A), respec- 
tively. These will then form an upper and lower bound for oi(A) on the Bode-sigma 
plot * 

For Any Matrix A and Vector x 

H 
oi(A) !! + J h. (A I A) 

A - 
o(A) = max a.(A) I 

I 
A o(pS = min o.(A) I 

i - 

= max gain of A 

= min gain of A 

Figure 6 
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OBJECTIVE FUNCTION (MODERN ROBUSTNESS VERSION) 

The objective function for the "modern" version of AUTOCON combines the VIM0 
robustness violation function Jrobustness with the "classical" version consisting of 
SISO stability and performance violation functions. The J(p),,bust term considers 
violations in the user-defined singular-value constraints for each constrained 
matrix transfer function and for all plant variations. This is shown in figure 7 
both with equations and graphically. 

= C C C f(Stability Margins/Forbidden Region Violations) 
J(p)Stab PVs OLTFs w 

= C C C f(Magnitude/Phnse Boundary Constraint Violations) 
J(P),crf PVs CLTFs w 

= C C C f(Singular-Value Constraint Violations) 
' J(P)Robust PVs TFMs LJ 

UI 

'FOLFR 

dJ 

0 
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TYPICAL SINGULAR-VALUE BODE PLOTS AND SPECIFICATIONS 

Typical singular-value frequency response (Bode) plots and constraints for a 
multivariable feedback control system are shown below in figure 8. The maximum 
singular-value plot of the sensitivity matrix E ( S )  is constrained for disturbance 
attenuation and bandwidth in figure 8a, whereas, gain/phase margins (resonant peak) 
and unmodeled high frequency dynamics specifications are imposed on the maximum 
singular-value plot of the complementary sensitivity matrix Z(T) in figure 8b. 
Clearly, the singular-value frequency responses and specifications shown below are 
analogous to the usual SISO frequency responses and specifications. Connection 
between the resonant peaks MT and MS and classical gain/phase margins can be 
developed using the methods of references 6 and 7. 

s 5 ( I +  Lj l  

T 4 L ( / +  Lyl 

Bandwidth & Disturbance Attenuation% (S) 

Gain / Phase Margin & Unmodeled High Frequency Dynamics : 0 ( T )  

GM 2 
..:..max ........................ :.~.:.~. .............................. 

PM 2 . ._. 

Tmax 
M 

Frequency 

(b) Figure 8 
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AUTOCON DESIGN EXAMPLE 

A design problem is presented below in figure 9 in which program AUTOCON is 
asked to synthesize a typical aircraft lateral/directional flight control system in 
which control of roll rate, P, and lateral acceleration Ny using the roll-stick and 
rudder pedal is effected, subject to combined MIMO robustness constraints and 
classical SISO stability and performance constraints, for three different operating 
points or flight conditions (plant variations). The synthesis and optimization will 
involve each constrained open- and closed-loop scalar and matrix transfer function 
for all plant variations, simultaneously. It is necessary for both the modern 
robustness constraints and the classical constraints to be active: 1) to ensure that 
the individual stability loops remain stable (closed-loop eigenvalues do not migrate 
into the right-half plane) and 2) to provide desirable SISO frequency response loop- 
shaping (classical specifications). The active control parameters chosen for this 
example were K1, K2, . . . Kg. In this design, K1, K2, K4, and K5 are scheduled 
(different gain value for each plant variation), while K3, Kg, K7, Kg, Kg are 
nonscheduled (same value for each plant variation). This results in a total of 17 
active control parameters. 

A/F Dynamics (Plant) 2 3 - 6 4 

_I 

8 
9 u, 

RWLSTK 30 K,s+K2 1157.3 '3 115 

6, 
-- 0.048 + 1 

wm.r n compenulsn M l v l W  

V, 0.158rl - F B C o n p . n s l h  
5 States 
3 Plant Variations - 

4 p .  I' K3 I _  Y2 

NF 
Dynamic 

Controlled Outputs 

Yaw Rate (R) 
Lateral Acceleration (N ) 

Inputs (Surface Deflections) 

Roll Rate (P) u2 

Y2 

ROLLSTK ( &) 
RPEDAL ( 6r ) 

Ye 
Y ,  

m.csnuMQ1t I 
Active Control Parameters (1 7)  

K, , K,, K4, K, + Scheduled 
K,, K, , K7, &, K, + Nonscheduled 

~ 630 

p=[K, .  . . klT FB CompevsIh  
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AUTOCON DESIGN EXAMPLE: SPECIFICATIONS 

The classical SISO and modern MIMO robustness specifications for the AUTOCON 
design example are presented below in figure 10. Both the roll and yaw loops are 
desired to have at least 8 db of gain margin and 55 degrees of phase margin and each 
open-loop frequency response should not penetrate the Forbidden Region defined by 
the stability margins. It is also desired that the P/ROLLSTK response be within the 
performance bounds of an analytical 2nd- order model with parameters given below, 

performance bounds of a set of table values approximating a 2nd-order system with 
parameters given below, with a steady-state value of 11 k 1.25 db. The robustness 

attenuation and a ' i (T) resonant peak less than or equal to 0.69 db (this provides 

I with a steady-state value of 34 2 0.4 db; and the Ny/RPEDAL response be within the 

I 
I specifications include at least a 2 rad/sec system bandwidth, maximum disturbance 

, 
I 

I at least 55 degrees phase margin and 8 db gain margin simultaneously in each loop). 

SlSO (Classical) 
Stability : Roll & Yaw Loops 

Performance: 

P/ROLLSTK - 2nd Order Model ( < = 0.8, 4.0 I 0, 56.0 rad/sec) 

N, /RPEDAL - Table Values ( 6  = 0.8, 2.5 I on 53.5 md/sec) 

Steady-State : 34 f 0.4 db 

Steady-State : 1 1 1.25 db 

MIMO (Robustness) 

S(S) 3 Bandwidth 2 2rad/sec 
Maximize Disturbance Attentuation 
Stability Margins 

MT ' O''' db => PM Simultaneously in each loop 
GM 2 8db 

Figure 10 
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AUTOCON DESIGN EXAMPLE: PARAMETER CONSTRAINTS AND RESULTS 

- 
Parameter K3 K6 K7 Ka Kg 

Initial Value 1 .o ~@ 1.0 

z::ez$pt$:e 0.636 1.541 0.490 0.213 1.558 

The admissible parameter range (linear inequality constraints) for the 
design problem is shown below in figure lla. It is observed that the range for the 
forward-loop compensator parameters (scheduled) was selected as .001 I p I 10.0, 
whereas the remaining feedback parameter range (nonscheduled) was selected as -10.0 
I p I 10.0. This was done to limit the forward-loop gains to positive values 
thereby preserving the sign convention, while allowing for possible feedback sign 
reversals from the nominal system shown in figure 9 .  

Parameter 

Initial Value 

z::ez$pt$:e 

The results of the search, shown in figure llb, indicate that a local mini- 
mum was found at a violation (J) of .0027. The effect of this violation is actually 
too small to be observed from the frequency responses presented in figures 12-15. 
The initial value chosen for all parameters was unity (no a priori information 
assumed). The final computer-generated scheduled and nonscheduled parameter values 
are also listed in figure llb. It took 3 . 8  min on an IBM 3090 mainframe computer to 
synthesize this solution. 

K3 K6 K7 Ka Kg 

1 .o ~@ 1.0 

0.636 1.541 0.490 0.213 1.558 

Active Parameter Constraints Pmin I P I  P- 

Results ( J  = .00271 CPU = 3.8 min (IBM 30901 
Scheduled Parameters 

Parameter I K1 I K2 I K4 I KS I 
PV 1 2 3  1 2 3 1 2 3 1 2 3  

Initial Value 1 .o *I .o 

Final Computer 
Generated Value 1.030 0.501 0.421 1.511 1.278 0.988 0.644 0.448 0.288 2.491 2.090 1.217 

I PV 1 1 1 2 1 3  1 1 1 2 1 3 1 1 1 2 1 3 1 1 1 2  1 3  
I I I I I I I I I I I I 

Initial Value I I I I I I I I I I 1.0 
I I I 1 I I I 1 I I I 

Nonscheduled Parameters 

11 



AUTOCON DESIGN EXAMPLE: SISO NICHOLS PLOTS 

The following pages contain the SISO and MIMO response plots of the 
airframe/control system with the unity initial control parameter values (before) and 
the system with the final computer-generated parameter values (after) for the three 
plant variations superimposed. The SISO open-loop frequency responses (Nichols 
plots) for the roll and yaw loops produced by AUTOCON are shown below in figure 12. 
The (8db, 5 5 " )  Forbidden Region (FR) is plotted as the closed broken contour 
(shaded). It is apparent from the initial roll loop responses in figure 12a that 
there is severe penetration into the FR for all three systems, violating the (8db, 
55")FR stability specification. As shown in figure 12c,d, SISO stability is ade- 
quate for the yaw loop. It is observed from figure 12b that AUTOCON has reshaped the 
roll loop Nichols responses around the FR by an adjustment of the active control 
parameters, the values of which are listed in Figure llb. 

A U T O C O N  

[KNCOCP FREUENX RESPCNY, NIDCLS R O T  
MIMO LATDIR FCS 3PVS 

(b) 
PHASE (DEG) 

Figure 12 
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AUTOCON DESIGN EXAMPLE: SISO PERFORMANCE BODE RESPONSES 

The SISO closed-loop Bode magnitude performance responses P/ROLLSTK and 
Ny/RPEDAL are presented below for the unity initial system in figure 13a,b and 
after the AUTOCON synthesis in figure 13c,d, respectively. The upper, lower and 
desired response boundary constraints consistent with the performance specifications 
given in figure 10 are shown as broken curves, with the unacceptable region shaded 
in figure 13. For this example, only the magnitude response was constrained. In 
general, magnitude phase response constraints can be imposed. It is observed 
that there are severe violations for the unity initial parameter system both with 
respect to the steady-state values, shaping (notice the unacceptable resonance in 
the P/ROLLSTK response for two of the three plant variations), and sluggish Ny/ 
RPEDAL responses. After the AUTOCON synthesis, the responses were forced into their 
respective boundaries, thereby satisfying the classical SISO specifications imposed 
on the system. 

A U T O C O N  
MlMO LATDIR FCS 3PVS 

c L E € m K P m Y m  

PlROLLSTK NYRPEDAL 

I I I I 

PlROLLSTK NY~RPEDAL 

-W.O 

4 . 0  

a . 0  

a . 0  I 
' ' ' ' 'tb ' io' 



AUTOCON DESIGN EXAMPLE: MIMO SINGULAR-VALUE BODE RESPONSES 

The singular-value sensitivity matrix and complementary sensitivity matrix 
Bode responses, a(S)  and a(T), respectively, for the system with the unity initial 
parameter values and final computer-generated values are shown below in figure 14 
for the three plant variations. Bandwidth, disturbance attenuation, gain/phase 
margin and unmodeled high-frequency roll-off specifications are drawn in figure 14 
as broken boundary constraints with the unacceptable region shaded on the re- 
sponse plots. The a ( S )  and a(T) for this example are computed by AUTOCON 
from the MIMO matrix closed-loop transfer functions (217, Z~~,)/VREF~,VREF~) 
and (Z3, Zq)/(VREF3, VREF4) respectively. It is observed after comparing the 
initial and final sets of plots that AUTOCON successfully located a solution which 
satisfied the MIMO robustness specifications for all three plant variations, as 
given in figure 10. Note particularly the significant improvement in the distur- 
bance attenuation for the Z(S)  responses and the resonant peak magnitude MT 
attenuation for the Z(T) responses. Satisfying the 0.69 db resonant peak magnitude 
constraint ensures at least 55 degrees phase margin in each loop even when the 
variations occur simultaneously in both l o o p s .  At least 8 db gain margin in each 
loop is also obtained by virtue of the equations shown in figure 8b. 

A U T O C O N  
MIMO LAT/DIR FCS 3PVS 

S I M - M W E  aDsEDiDop FRmLENcY - 

Figure 14 
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AUTOCON DESIGN EXAMPLE: TRANSIENT RESPONSES 

Finally, transient responses of the constrained outputs roll rate, P, and 
lateral acceleration, Ny, to unit step ROLLSTK and RPEDAL input commands, respec- 
tively, are produced and shown below in figure 15 before and after the AUTOCON 
synthesis and optimization, for the systems with the three plant variations. 
Comparing the initial and final system P responses (figure 15a,b) shows that the 
poor initial responses (improper steady-state value and ringing) has been corrected 
by the optimization process and now satisfies the specifications. The upper, lower 
and desired transient boundary responses (broken curves) were computed from the 
second-order model parameters (specification) given in figure 10 and superimposed on 
the system transient responses. The shaded area indicates undesirable response 
regions. Objective function violations are measured in AUTOCON in the frequency- 
domain and not in the time-domain (transfer functions provide for a better more 
general measure for this application since they are not input dependent). There- 
fore, there may be some minor differences when comparing the two domains with 
respect to excursions from the desired response region. Since sets of table values 
were used to define the Ny/RPEDAL performance boundary constraints (note the sharp 
break-points in the broken boundary curves in figure 13b,d) exact 2nd order parame- 
ter values are unknown, and therefore, overlay boundary responses are not provided 
for the Ny transient response. Notice, however, how well the sluggish initial 
system Ny responses (figure llc) were improved by the program (figure 15d). It 
is important to understand that all SISO "classical" and MIMO robustness specifica- 
tions and constraints imposed for this AUTOCON design problem were active simultane- 
ously in the search for an optimum solution and were satisfied by the final 
computer-generated values. The solution was obtained in only one computer run. 

A U T O C O N  
MMO LATDR FC5 PVS 

m I M T  m 

Figurz 15 
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CONCLUSION 

The automated computer-aided design tool, AUTOCON, used for the synthesis 
and optimization of linear control systems has been expanded to handle robust 
multivariable constraints in addition to the "classical" single-input/single-output 
stability and performance requirements. The synthesis and optimization can be 
performed on systems with fixed plant dynamics as well as those with varying 
dynamics. AUTOCON thereby enables the designer to combine classical SISO and modern 
MIMO control system stability/performance specifications within a highly flexible 
nonlinear programming design optimization environment. 

The classical version of AUTOCON was first reviewed, followed by an intro- 
duction of the new multivariable robustness version of the program. Basic multi- 
variable robustness concepts involving singular-values were discussed and an auto- 
mated computer design example using AUTOCON was presented. 
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INTRODUCTION 

Few mechanical systems are  sub jec t  t o  as severe and as va r ied  an 
aeromechanical environment as the  he l i cop te r .  For instance, i n  each 
r e v o l u t i o n  o f  the  r o t o r  b lade a i r f l o w  can vary from s t a l l  t o  
compress ib i l i t y  e f fec ts  i n  unsteady f low.  Designing c o n t r o l  o f  the  
veh ic le  by apply ing t w i s t  a t  the  base o f  t h e  long narrow blades i s  an 
exerc ise i n  ae roe las t i c  abstruseness. I n  no o ther  a i r c r a f t  i s  
s t r u c t u r a l  e f f i c i e n c y  more essen t ia l ,  w i t h  the  s t ruc tu re  sub jec t  t o  
such a severe f a t i g u e  environment. While design problems f o r  
r o t o r c r a f t  a re  f u l l y  as complex as f o r  f i x e d  wing a i r c r a f t ,  t h e  
ava i l ab le  resources and response t ime may be even more s t r i c t l y  
1 i m i  ted. 

Timely, responsive, and accurate concept s tud ies  are essent ia l  i n  
r o t o r c r a f t  development. I t  i s  d i f f i c u l t  f o r  h i g h l y  spec ia l i zed  
techn ica l  design support  t o  be f l e x i b l e  and responsive enough t o  
con t r i bu te  s i g n i f i c a n t  i n f l uence  e a r l y  i n  the  design process, when f a s t  
turnaround on m u l t i p l e  concepts i s  requi red.  Support ing spec ia l i zed  
s tud ies requ i res  t ime and e f f o r t  which p a r a l l e l s  the  design 
development. Often the  key ana lys is  r e s u l t s  f o r  a conceptual design 
are  obtained on ly  near design task completion, i n  t ime t o  v e r i f y  the  
concept b u t  sometimes too  l a t e  t o  s i g n i f i c a n t l y  i n f l uence  key design 
decis ions. Computerizing the  design t r a d e - o f f  process i s  necessary i n  
o rder  t o  enhance the  a v a i l a b i l i t y  and f l o w  o f  techn ica l  in format ion.  
Teaming t h e  techn ica l  s p e c i a l i s t  w i t h  the  designer and a shared 
data base w i l l  produce t i m e l y  responses t o  customer i n q u i r i e s  and 
improve the  e f f i c i e n c y  o f  t h e  design process. 

The Computerized Design Synthesis (CDS) system under development a t  
McDonnell Douglas He1 i c o p t e r  Company (MDHC) i s  ta rge ted  t o  make 
revo lu t i ona ry  improvements i n  bo th  response t ime and resource 
e f f i c i e n c y  i n  t h e  conceptual and p re l im ina ry  design o f  r o t o r c r a f t  
systems. It makes t h e  accumulated design data base and suppor t ing 
technology analySis  r e s u l t s  r e a d i l y  a v a i l a b l e  t o  designers and ana lys ts  
of technology, systems, and product ion,  and makes powerful  design 
synthes is  sof tware a v a i l a b l e  i n  a user  f r i e n d l y  format. 

COMPUTER I ZED DES 1 GN SYNTHESI S 
( CDS 1 

A SYSTEM TO PUT ACCUMULATED DESIGN DATA BASE AND 

SUPPORT I NG TECHNOLOGY ANALYS I S RESULTS READY 

AT THE HANDS OF DESIGNER AND ANALYST, 

AND TO HAKE DESIGN SYNTHESIS SOFTWARE AVAILABLE 

I N  A USER-FRIENDLY FORMAT, 



LESSONS LEARNED 

Industry exper 
provides some 
incompatibility 

ence in similar 
lessons learned 

the profusion 

y ambitious computerized design systems 
Potential problems include: data 

o f  specialized languages and codes 
evolving continuously,. and the not uncommon experience that global 
programs, (with globe-sized promises) can consume vast resources and 
take years to develop. ’ Furthermore, when they are finally developed, 
they are sometimes somewhat incomprehensible to the ordinary aircraft 
designer--having become the brain-child o f  a team o f  computer systems 
specialists. 

LESSONS LEARNED 

0 GLOBAL PROGRAMS ARE COSTLY 

0 DATA COMPATIBILITY 

0 PROFUSION OF LANGUAGES 

0 GROWTH OF SPECIALTIES 
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I OVERALL APPROACH 

I n  the  l i g h t  o f  observed experience, a care fu l  development pa th  was 
de f ined t o  a v o i d  some of t h e  cos ts  and d i f f i c u l t i e s ,  and t o  p rov ide  
e a r l y  r e t u r n  on investment. The bas ic  system was es tab l i shed f o r  t h e  
conceptual design problem, and i s  be ing expanded t o  support  more and 
more p r e l i m i n a r y  design tasks.  Scope i s  c a r e f u l l y  l i m i t e d .  User 
f r i e n d l i n e s s  i s  e s s e n t i a l ,  w i t h  t u t o r i a l  a i d s  and b u i l t - i n  c o n s t r a i n t s  
aga ins t  m i s a p p l i c a t i o n .  The system i s  data base dr iven ,  w i t h  a l i b r a r y  
o f  menu-control 1 ed v e h i c l e  and subsystem synthes is  programs. Wherever 
p r a c t i c a l ,  e x i s t i n g  sof tware was adapted, us ing  the  resources o f  o t h e r  
McDonnell Douglas Corporat ion components. A key p o l i c y  has been t o  
b r i n g  each new c a p a b i l i t y  o n - l i n e  as soon as  i t  i s  v i a b l e ,  and t o  
support  o p e r a t i o n a l  usage d u r i n g  development. Th is  prov ides e a r l y  
feedback t o  i n f l u e n c e  t h e  system toward p r a c t i c a l  u t i l i t y ,  and b r i n g s  
t h e  e a r l i e s t  c o s t  savings. 

OVERALL APPROACH 

a TARGET: VEHICLE CONCEPTUAL DESIGN (RAPID VEHICLE SIZ ING) ,  

CONCEPTUAL 8 PRELIMINARY DESIGN OF SUBSYSTEMS. 

a L I M I T  SCOPE, KEEP SYSTEM USER-FRIENDLY L TUTORIAL WITH 

BUILT- I N  CONSTRAINTS AGA INST MISAPPLICATION. 

0 DATA BASE-DRIVEN SYSTEM W I T H  LIBRARY OF MENU-CONTROLLED 

VEHICLE & SUBSYSTEM SYNTHESIS PROGRANS. 

a ADAPT EX I ST I NG SOFTWARE, PART I C  I PATE I N  MDC EXCHANGE 

a SUPPORT OPERATIONAL USAGE DURING DEVELOPMENT 



THE DATA BASE-DRIVEN SYSTEM 

The CDS system was designed t o  be database-driven, as d i s t i n c t  f rom 
systems which a r e  d i r e c t l y  dependent on c u r r e n t  customized a p p l i c a t i o n s  
o f  s p e c i a l i z e d  a n a l y s i s  programs. O f  course, such customized analyses 
a r e  e s s e n t i a l  t o  t h e  f i n a l  re f inement  o f  p r e l i m i n a r y  and d e t a i l  
design. However, e a r l y  and qu ick  response e f f o r t s  can use t h e d a t a b a s e  
f o r  approximat ions,  w i t h  parametr ic  da ta  developed f rom prev ious 
experience. The da ta  base prov ides b u f f e r  s torage between s p e c i a l i z e d  
design suppor t  a n a l y s i s  and t h e  c y c l i c  design process; making t h e  
a n a l y s i s  r e s u l t s  a v a i l a b l e  t o  t h e  des igner  w i t h o u t  t h e  problems o f  
language p r o f u s i o n  and da ta  i n c o m p a t i b i l i t y .  

Th is  i s  s i g n i f i c a n t l y  d i f f e r e n t  f rom many o f  t h e  systems being 
developed f o r  aerospace design suppor t  which a r e  t r u l y  
mu1 t i d i s c i p l  i n a r y ,  i n  t h a t  such a n a l y s i s  programs develop concur ren t  
s o l u t i o n s  f rom severa l  separate d i s c i p l i n e s .  Those m u l t i - d i s c i p l i n a r y  
a n a l y s i s  programs remain s p e c i a l i z e d  t o o l s  f o r  t h e  s p e c i a l i z e d  
ana lys t .  Because fami 1 Sar i  ty  w i t h  s p e c i a l i z e d  t h e o r e t i c a l  mechanics i s  
requi red,  they  a r e  n o t  s u i t a b l e  f o r  d i r e c t  use by t h e  general  a i r c r a f t  
designer- the one who i s  respons ib le  f o r  i n t e g r a t i n g  t h e  var ious  
s p e c i a l i z e d  r e s u l t s .  
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CDS SOFTWARE ARCHITECTURE 
I 

I n  the  CDS system e x i s t i n g  design synthes is  sof tware,  f o r  both veh ic les  
and subsystems, i s  adapted by t h e  a d d i t i o n  o f  pre-  and pos t -  
processors. These a r e  managed through menu c o n t r o l s  o r  commands, 
w i t h o u t  t h e  user  be ing r e q u i r e d  t o  l e a r n  t h e  i n t r i c a c i e s  o f  each 
program's jargon.  Th is  enables such programs as NASA's h e l i c o p t e r  
s i z i n g  and performance program "HESCOMP" (which conta ins over 14000 
l i n e s  o f  code and r e q u i r e s  over  4000 i n p u t  parameters f o r  opera t ion)  t o  
be u t i l i z e d  i n  a h i g h l y  s i m p l i f i e d  manner. The design syn thes is  
l i b r a r y  f i l e s  i n c l u d e  s imu la t ions  o f  c u r r e n t  v e h i c l e  designs. Through 
the menus o f  the  execut ive  system, these are  e a s i l y  used by designers 
and systems a n a l y s t s  t o  determine the  e f f e c t s  on performance o f  
v a r i a t i o n s  i n  power, weight,  f u e l  e f f i c i e n c y ,  and aerodynamics. 

A commercial ly a v a i l a b l e  r e l a t i o n a l  database management system feeds 
data t o  t h e  CDS execut ive  system, which a l s o  i n t e r f a c e s  w i t h  a 
geometric data base management system. The var ious  s p e c i a l i z e d  analyses 
a r e  1 inked t o  t h e  data base through Design Synthes is  I n t e r f a c e  Modules 
(DSIM). These i n c l u d e  programs from aerodynamics, acous t ics ,  
s t r u c t u r e s ,  thermodynamics, and o t h e r  complex a n a l y t i c a l  d i s c i p l i n e s ;  
p l u s  programs f o r  e v a l u a t i n g  process c o n t r o l ,  manufacturabi l  i ty, 
b a l l i s t i c  v u l n e r a b i l i t y ,  d u r a b i l i t y ,  e t c .  Each D S I M  i s ,  i n  e f f e c t ,  t h e  
data p r o v i d e r  l i n k  f o r  a h i g h l y  t e c h n i c a l  suppor t ing  s p e c i a l t y .  The 
D S I M  a l s o  prov ides  b u i l t - i n  c o n s t r a i n t s  a g a i n s t  misuse o f  the  
a n a l y t i c a l  data, i n f o r m i n g  the  user  i f  t h i s  d i f f i c u l t y  should occur. 

I 

I 

I wF I 
CDS SOFTWARE ARCHITECTURE 
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USER INTERFACE/MENU SUBROUTINES 

The preprocessors which i n t e r f a c e  t h e  programs n a des ign syn thes is  
1 i b r a r y  assemble t h e  program runstream, c o n t r o l  parameters, and data 
deck according t o  t h e  menu se lec t ions .  The r e l e v a n t  choices a r e  
s o l i c i t e d  and t h e  user  advised i n  t h e  s e l e c t  ons, and these a r e  
d isp layed i n  terms r e l a t i n g  t o  the  design mechanics ( r a t h e r  than 
r e l a t i n g  t o  t h e  program sof tware) .  Th is  process c o n t r o l s  t h e  program 
l i b r a r y  and r u n  op t ions ,  component se lec t ions ,  missions, equipment, 
f u e l ,  etc., f o r  t h e  model be ing exerc ised and t h e  design requirements 
being served. I t  i s  a l s o  used t o  s e l e c t  o u t p u t  d e t a i l  and format,  
p l o t t i n g  r o u t i n e s ,  and d isposa l  o f  r e s u l t s ,  f i l e s ,  e t c .  

USER INTERF ACE/MENU SUBROUTINES 

OPTION CHOICES TO SET UP PRE- AND POST- PROCESSORS 

1 SOLICIT 

ADVISE 

D I SPLAY 

PROGRAM LIBRARY OPTIONS 
VEHI CLE/COMPONENT SELECTIONS 

(ENGINES, CONFIGURATION, ETC. 1 
MISSIONS, EQUIPMENT, FUEL 
SI ZING AND/OR PERFORMANCE OPT1 ONS 
OUTPUT DETA I L 
PLOTTI NG ROUT I NES 
BATCH/MULTIPLE RUN CONTROL 
F I L E  STORAGE AND CONTROL 
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SUBSYSTEMS DESIGN SYNTHESlS 

A l l  s p e c i a l i z e d  analyses a r e  t r e a t e d  autonomously by e s t a b l i s h i n g  an 
i n t e r f a c e  module ( D S I M ) .  Th is  inc ludes  sof tware p r o v i d i n g  graph ic  
anthropometr ic model i n g  f o r  c o c k p i t  l a y o u t  and programs f o r  des ign o f  
d r i v e t r a i n s ,  engines, environmental  c o n t r o l  systems, and miss ion  
equipment packages. These prov ide  t h e  more advanced connection, t o  t h e  
analyses customized f o r  t h e  des ign task  i n  progress.  

The more ready-at-hand suppor t  i s  f rom re fe rence data and gener ic  
s i m u l a t i o n  r o u t i n e s  d i r e c t l y  a v a i l a b l e  through t h e  subsystems 
execut ive.  Such re fe rence data i n c l u d e  vendor-suppl i e d  i n f o r m a t i o n  
and publ ished da ta  c o l l e c t e d  i n  t h e  da ta  base. 



HARDWARE ARCHITECTURE 

WINOOW 

0 
IIM 

CAOO ENGINE WINOOW 

The CDS system i s  i n i t i a l l y  implemented on t h e  VAX/VMS environment 
where the  b u l k  o f  the  s p e c i a l i z e d  CAE a p p l i c a t i o n  programs a r e  
i n s t a l l e d .  The CDS system w i l l  l a t e r  be por ted  t o  a d i s t r i b u t e d  
computing environment t h a t  inc ludes  U N I X  based workstat ions,  f i l e  
servers and compute servers a1 1 networked together .  

I 

COS Mrdwre Architecture. 

I 

MDHC w n  NETWORK 

FILESERVER 
COS ENGINE I UCll ENGINE F, 

L I UMX WORKSTATION I r 4 
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MULTl - LEVEL OPTIMIZATION 

DESIGN - 8Y - RULE. EXPERT SYSTEMS - 

I CAPABILITIES DEVELOPMENT PLAN 

The adapta t ion  of powerful conceptual design synthes is  sof tware such as 
I NASA's HESCOMP h e l i c o p t e r  s i z i n g  and performance program t o  the  CDS 

execut ive system b r i n g s  an immediate p a y o f f  i n  p r o d u c t i v i t y ,  which i n  
t u r n  can fund f u r t h e r  development of t h e  system. As each new 
c a p a b i l i t y  i s  developed and proven, i t  i s  added o n - l i n e  t o  t h e  CDS 
r e p e r t o i r e .  The execut ive  system, data base management system, and user 
i n t e r f a c e s  have been developed f o r  t h e  conceptual design task.  They 
a r e  being expanded t o  incorpora te  t h e  a n a l y t i c a l  support  f o r  the  much 
more complex p r e l i m i n a r y  design task.  Th is  f i g u r e  shows the 
capabi 1 i t i e s  be ing added, by category,  w i t h  t h e  abc i  ssa represent ing  
both calendar t ime and design a p p l i c a t i o n  category.  C u r r e n t l y  t h e  
bas ic  system i s  i n  p lace  f o r  conceptual  design, and improved in-house 
modules a r e  being added which a l l o w  considerable choice i n  the  l e v e l  o f  
d e t a i l  t o  be used. The data base i s  be ing expanded t o  p rov ide  
s t r u c t u r a l  m a t e r i a l  data r e q u i r e d  f o r  p r e l i m i n a r y  design, and Design 
Synthesis I n t e r f a c e  Modules (DSIM) are  be ing  developed f o r  d r i v e t r a i n  
and s t r u c t u r a l  component des ign syn thes is .  A graphics exchange 
i n t e r f a c e  w i l l  l i n k  g raph ic  data f rom Unigraphics I 1  and a l l o w  such 
exerc ises as p u t t i n g  t h e  anthropometr ic  model o f  program MACMAN i n  the  
cockDi ts  be ing designed from the  r e s u l t s  o f  conceptual design trades. 

NASA SIZING AND 
PERFORWCE PGMS 

CONCEPTUAL DE SIGN PRELlMlNARY DESIGN DE TAIL DESIGN PRODUCTION 



MACMAN: ANTHROPOMETRIC MODELING FOR CREW STATION DESIGN 

Program MACMAN generates and manipulates a g raph ic  d e p i c t i o n  o f  a 
three-dimensional  human body composed o f  l i n k e d  e l l i p s o i d a l  components. 
The d e f a u l t  mode i s  dimensioned t o  f i t  t h e  50 th  p e r c e n t i l e  Army man i n  
o v e r a l l  s i z e ,  w i t h  body components o f  s tandard p r o p o r t i o n .  
A l t e r n a t i v e l y ,  s ze can be se lec ted  rep resen t ing  25th o r  5 t h  p e r c e n t i l e  
women, and 50 th  o r  95 th  p e r c e n t i l e  men, based on NASA c i v i l i a n  data.  
D i s p r o p o r t i o n a t e  f i g u r e s  can a l s o  be modeled. For example, a 50 th  
p e r c e n t i l e  t o r s o  can be combined w i t h  45 th  p e r c e n t i l e  l e g s  and 52nd 
p e r c e n t i l e  arms. The program was used suppor t i ng  conceptual  des ign f o r  
t h e  MDX l i g h t  h e l i c o p t e r  p r o j e c t ,  de te rm in ing  t h e  f o l l o w i n g :  

1. Seat p o s i t i o n :  h e i g h t  and l i m i t s  o f  f o r e  and a f t  adjustment.  
2. Rudder pedal  p o s i t i o n  and adjustments.  
3 .  Seat back pan s i z e  and o r i e n t a t i o n .  
4. Con t ro l  l o c a t i o n s  f o r  c y c l i c  and c o l l e c t i v e .  

The f i g u r e ' s  l imbs  a r e  animated. The e n t i r e  g r a p h i c a l  a n a l y s i s  i s  
i n t e r a c t i v e ,  w i t h  49 v a r i a b l e s  a t  t h e  menu command o f  t h e  opera to r .  

u ) x c I y w I w y Y (  I 

)(AcIIAII uorustrtlon Dlrplry, flda V l l u .  
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STRUCTURAL COMPONENT DESIGN SYNTHESIS 

Despi te  t h e  f a c t  t h a t  t h e  technology o f  formal s t r u c t u r a l  o p t i m i z a t i o n  
has reached a s t a t e  of p r a c t i c a l  a p p l i c a b i l i t y ,  the m a j o r i t y  o f  
s t r u c t u r a l  component des ign tasks a r e  s t i l l  accomplished by t h e  

complex, the  des igner  can use handy s t r e s s  formulae so t h a t  h i s  f i r s t  
a t tempt  i s  reasonable and then r e f i n e d  a n a l y s i s  can be used t o  tune 
the  design. However, f o r  most composite laminates the  s t r u c t u r a l  
design task  becomes complex, s imply  because o f  t h e  increased number o f  
design op t ions  opened up by the  m a t e r i a l  and layup combinations. For 
such components t h e r e  a r e  a l s o  an increased number o f  f a i l u r e  modes t o  
consider.  A va luab le  s tep  forward can be a t t a i n e d  by p u t t i n g  user  
f r i e n d l y  a n a l y s i s  t o o l s  i n  the  des igners hands, and us ing  the  computer, 
w i t h  a smal l  knowledge base associated w i t h  des ign p r a c t i c e ,  t o  
i l l u m i n a t e  design op t ions  and r e s u l t s .  By p r o v i d i n g  i n f o r m a t i o n  on 
se lec ted  bounds i n  des ign space, t h e  des igner  can make opt imal  choices 
on a t r a d i t i o n a l  h e u r i s t i c  bas is .  The sof tware so developed forms a 
base f o r  f u t u r e  expansion i n t o  a p p l i c a t i o n s  o f  formal o p t i m i z a t i o n .  

A v a r i e t y  o f  s t r e s s  a n a l y s i s  so f tware  i s  be ing i n v e r t e d  t o  p r o v i d e  
s o l u t i o n s  t o  t h e  des ign problem i n s t e a d  of the  s t r e s s  a n a l y s i s  
problem. t h e  des ign problem s t r e s s  i s  an a l l o w a b l e  r a t h e r  than a 
r e s u l t . )  O f  course, when t h e  problem i s  non l inear ,  t h e  r e l e v a n t  
equat ions cannot be i n v e r t e d  d i r e c t l y ,  b u t  a programmed s e r i e s  o f  
forward runs can be used i n  mapping a v a i l a b l e  des ign space. 

I t r a d i t i o n a l  draw-then-analyse procedure. I f  the  component i s  n o t  t o o  

( I n  

COMPOSITE PANEL DESIGN TRADES 

SANDWICH PANEL 

BUCKLING, SHEAR, COMPRESSIVE FAILURE LIMITS PER: 

* FACING LAYUP, THICKNESS 

* CORE MATERIAL, THICKNESS 

* FACING HYBRID MATERIAL LAMINA 

STIFFENED PANEL 

BUCKLING, LOCAL CRIPPLING, JOINT FAILURE LIMITS PER: 

* PANEL LAYUP, THICKNESS 

* STIFFENER TYPE, SIZE, SPACING 

:k HYBRID MATERIAL LAMIXA 
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Developments in design sensitivity analysis (DSA) method have been made using two 
fundamentally different approaches as shown in figure 1. In the first approach, a 
discretized structural finite element model is used to carry out DSA. There are three 
different methods in the discrete DSA approach: finite difference, semi-analytical, and 
analytical methods. The finite difference method is a popular one due to its simplicity, 
but a serious shortcoming of the method is the uncertainty in the choice of a 
perturbation step size of design variables (ref. 1). In the semi-analytical method, the 
derivatives of stiffness matrix is computed by finite differences (refs. 2-4) whereas in 
the analytical method, the derivatives are obtained analytically. For the shape design 
variable, computation of analytical derivative of stiffness matrix Is quite costly (ref. 
1). Because of this, the semi-analytical method is a popular choice in discrete shape DSA 
approach (refs. 3 and 4). However, recently, Barthelemy and Haftka (ref. 5) presented 
that the semi-analytical method can have serious accuracy problems for shape design 
variables in structures modeled by beam, plate, truss, frame, and solid elements. They 
found that accuracy problems occur even for a simple cantilever beam. In the second 
approach, a continuum model of the structure is used to carry out DSA. For shape design 
variable, the material derivative concept of continuum mechanics is used to relate 
variations in structural shape to measures of structural performance (refs. 6-1 0). 
Using continuum DSA approach, expressions for shape design sensitivity are obtained in 
the form of integrals with integrands written in terms of natural physical quantities 
such as displacements, stresses, strains, and domain shape changes. If exact solutions of 
the continuum equilibrium equations are used to evaluate these continuum design 
sensitivity expressions, the method is called continuum-continuum (C-C) method. On 
the other hand, if the analysis results of the finite element or boundary element methods 
are used to evaluate these terms, the method is called continuum-discrete (C-D) method. 
The analytical method of discrete design sensitivity analysis approach will be called 
discrete-discrete (D-D) method. 

METHODS OF DESIGN SENSITIVITY ANALYSIS 

< DISCRETE 
APPROACH 

FINITE DiFFERENCE METHOD 

SEMI - ANALYTICAL METHOD 

ANALYTICAL (DISCRETE - DISCRETE) METHOD 

CONTINUUM - CONTINUUM METHOD 
CONTINUUM / 
APPROACH 

CONTINUUM - DISCRETE METHOD 

Figure 1 



The D-D method starts with the finite element matrix equilibrium equation for 
linear structural system as shown in figure 2, where K(b) is the reduced global 
stiffness matrix, z is the reduced displacement vector, F(b) is the external load vector, 
and b is a design variable vector. Differentiating both sides of the matrix equilibrium 
equation with respect to b, a matrix equation for the derivative of displacement vector, 
dz/db, is obtained where the tilde (-) indicates a variable that is to be held constant for 
the process of partial differentiation. If the derivative dz/db is obtained by solving this 
equation, the method is called direct differentiation method. If derivatives of a general 
performance measure are needed, an adjoint variable method can be used (ref. 11). Even 
though the direct differentiation and adjoint variable methods are different in 
computational efficiency depending on situations, they are equivalent in accuracy as long 
as consistent computational procedure is used for both methods. For the D-D method, the 
derivative of stiffness matrix is obtained analytically, whereas it is obtained by finite 
differences for the semi-analytical method. The discrete DSA approach is applicable to 
both sizing and shape design variables. For the shape design case, the design variables 
are positions of the finite element grid points. 

DISCRETE DSA APPROACH (DIRECT DIFFERENTIATION METHOD) 

Semi-analytical and analytical (D-D) methods 

Accuracy of the direct differentiation and adjoint variable methods are 
For general performance measures, use the adjoint variable method. 

equivalent. 
Discrete approach is applicable to both sizing and shape design variables. 

Figure 2 

655 



For the continuum approach, using the principle of virtual work, the variational 
equilibrium equation of the structural system can be obtained (ref. 11) as shown in 
figure 3, where an(-,-) denotes energy bilinear form, RQ(-) denotes load linear form, SZ 

is the shape of the structure, z is the displacement, f is the kinematically admissible 
virtual displacement, and Z is the space of kinematically admissible virtual 
displacements. Note that an approximate finite element matrix equilibrium equation can 
be obtained by applying the Galerkin method to the variational equilibrium equation for 
an approximate solution. For shape DSA, taking the material derivative of both sides of 
the variational equilibrium equation (refs. 10-1 2), a variational equation for the 

material derivative z of the displacement is obtained where V is the design velocity field. 

Expressions for a '  ( z  ,z)and 1 ' (7) can be obtained for various structural components 

(refs. 10-12). For the C-D method, an approximate finite element matrix equation is 

used to obtain an approximate solution of the second variational equation for i. On the 
other hand, for the C-C method, the analytical solution z of the first variational equation 

is used in the second variational equation to obtain the analytical solution z. As in the D- 
D method, if derivatives of a general performance measure are needed, an adjoint 
variable method can be used (refs. 10-12). The C-C method provides the exact design 
sensitivity of the exact model, whereas the C-D method provides an approximate design 
sensitivity of the exact model. On the other hand, D-D method yields the exact design 
sensitivity of an approximate finite element model, and both the finite difference and 
semi-analytical methods yield approximate design sensitivities of an approximate finite 
element model. 

v v 

CONTINUUM SHAPE DSA APPROACH (DIRECT DIFFERENTIATION METHOD) 

a,(z,>) = la(?), for all ZEZ 

a,(z,z) = ,tb(Z) - %(z,Z), for all ZEZ 

. 
C-C and C-D methods 

FEM equation is an approximate equation of the variational equation. 
Use material derivative concept of the continuum mechanics for shape DSA. 
For general performance measures, use the adjoint variable method of DSA. 

Figure 3 



One question often asked is; "Are the D-D and C-D methods equivalent?" For this 
question, certain conditions have to be given. First, the same discretization (shape 
function) used for the finite element analysis method must be used to evaluate the 
continuum design sensitivity results. Second, exact integrations (instead of numerical 
integrations) must be carried out for all integrations used for generation of stiffness 
matrix and evaluation of continuum design sensitivity expressions. The third condition to be 
met is that the exact solutions (not a numerical solution) of the finite element matrix 
equation and adjoint equation are used to compare two methods. The fourth condition is that 
movement of the finite element grid points for shape design change in the D-D method 
must be consistent with the parameterization method used for the design velocity field of 
the C-D method. For the sizing design variable, it is shown in reference 11 that the D-D 
and C-D methods are equivalent under the conditions given in figure 4 using a beam 
structural component. It has also been argued that the D-D and C-D methods are 
equivalent for shape design variable under the conditions given in figure 4 (refs. 13 and 
14). One point to note is that these four conditions are not easy to satisfy; in many cases, 
numerical integrations are used and exact solutions of the finite element matrix 
equations cannot be obtained. In this paper, equivalence study of D-D and C-D methods 
for shape design variables is carried out under the conditions given in figure 4. To carry 
out equivalence study of the D-D and C-D method, two simple structural components, a 
truss and a cantilever beam, are used. The shape DSA results of the D-D and C-D methods 
derived in the published literature are cited and used here without being derived in this 
paper. 

ARE THE D-D AND C-D METHODS EQUIVALENT? 

Equivalence study under the following conditions: 

The same shape function used for FEA must be used to evaluate the continuum 

DSA results. 
Exact integrations must be used to generate the stiffness matrix and evaluate 
the continuum DSA results. 
Exact solutions of the finite element and adjoint matrix equations are used to 

compare two DSA methods. 
Movement of FE grid points for the D-D method must be consistent with the 

parameterization of the design velocity field for the C-D method. 

Figure 4 
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In figure 5, the results of equivalence study of the D-D and C-D methods for shape 
design sensitivity are presented using a simple truss with one end fixed. The truss has a 
uniform cross-sectional area A and its length is R which is the shape design variable. 
Three loading cases, a point load p at the tip, a uniformly distributed load f, and a 
linearly varying load qdR, are considered as shown in figure 5. For each loading case, 
linear and quadratic shape functions are used for finite element models. For the linear 
shape function, two element model is used whereas for the quadratic shape function, one 
element model is used. For the equivalence study, design sensitivities of the nodal 
displacements are considered using the adjoint variable method. In figure 5, 'same' 
denotes that the D-D and C-D methods yield the same result and 'not' denotes that the two 
methods do not yield the same result. Details of the equivalence study results are given in 
the following figures. 

Cubic 

RESULTS OF EQUIVALENCE STUDY OF D-D AND C-D METHODS FOR TRUSS 

same same Not Not Not Not 

Figure 5 



For the design velocity V(x) to be used in the C-D method, three parameterization 
methods; linear, quadratic, and cubic polynomials are used as shown in figure 6, where 

4&, -61  26k - 4&1 1 8 ~ 2  - 9 ~ 3  + 261 
21  a2 = , P I  = 

R '  R2 
a1 = 

Note that for ail three parameterizations of design velocity, the perturbation of length of 
the truss is 61 at the tip. Moreover, for the quadratic and cubic design velocities, once 
El, i=1,2,3, are fixed, then the only one shape design variable is the length 4.  The 
movement of the finite element Qrid points for shape design changes in the D-D method 
must be consistent with these parameterization methods. For the D-D method, the shape 
design variables are the positions b1 and b2 of the nodal points. If the present design Is 
bl=R/2 and b2=R, then V(R/2)=6b1=6R/2 and V(R)=6b2=6R for the linear velocity, 
V(R/2)=6bl=f1 and V(R)=6bp=dR for the quadratic velocity, and V(RIP)=bbl= 
(9E2+9E3-6R)/16 and V(R)=6b2=6R for the cubic velocity. 

PARAMETERIZATIONS OF THE DESIGN VELOCITY V(x) 

0 11.2 R 

Linear 

V,(x) = x&R/R 

Quadratic Cubic 

V,(x) = a2x 2 + a lx  V,(X) = p3x3 + Pp 2 + P l X  

Figure 6 
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The first case of equivalence study is the truss with the point load p at the tip. For 
this, the finite element matrix equation, using linear shape function, is given in figure 7 
where the stiffness matrix depends on the shape design variables bi, i=1,2. The finite 
element matrix equation gives the solutions z1 =z(R/2)=pR/2EA and z,=z(R)=pRIEA at 
the present design bl=R/2 and bZ=R. Thus z(x)=px/EA which is the exact solution of 
the truss with the point load p at the tip. If the design sensitivities of displacements at 
two nodal points, z1 and z2, are desired, the adjoint equations are given in figure 7 with 
the adjoint solutions hl (x)=x/EA for OSx<R/2, h1 (x)=R/2EA for R/2Sx<R, and 
h*(x)=x/EA, respectively. These adjoint solutions are also exact. 

FIRST CASE: TRUSS WITH THE POINT LOAD p AT THE TIP 

(Linear Shape Function) 

- 2 - 1 G  

2y [ -1 1 

z(x) = (exact) 
EA 

x/EA, O<xSR/2 (exact) 

R/2EA1 1 / 2 s x d  I 
X Q(X) = - (exact) 
EA 

Figure 7 



Using the D-D method, design sensitivities for z1 and 22 are z' =pdRl2EA and 

z' =pdRIEA, respectively, for the linear velocity as shown in figure 8. On the other 

hand, if the quadratic velocity is used, then z' =pE1/EA and 2' =pdRIEA. Also for the 

cubic velocity, the D-D method yields z' =p(9E2+9E3-6 R)/16EA and z' =pdRIEA. Now, 

using the C-D method, the design sensitivity expression is obtained as 

1 

2 

1 2 

1 2 

zi = EAzxcVx dx, i = 1,2 ' d 
Using the finite element analyses results and the linear velocity in this design 
sensitivity expression, the C-D method gives 2' =pdR/2EA and z' =pdR/EA which are 

the same as the results of the D-D method. Moreover, the design sensitivity expression 
yields z'=pEl/EA and z1=p6R/EA for the quadratic velocity and z1=p(9E2+9E 3- 

dR)/16EA and z'=pdR/EA for the cubic velocity which are the same as the results of 

the D-D method. Thus, when the linear shape function is used for finite element model of 
the truss with the point load p, the D-D and C-D methods are equivalent for all 
parameterizations of velocity considered as indicated in the second column of figure 5. 
One point to emphasize in this case is that the original and adjoint responses of finite 
element models are the exact solutions of the truss with the point load. Note that the 
design sensitivity z' =pdRIEA is independent of the parameterizations of velocity for the 

C-D method. 

1 2 

1 2 1 

2 

2 

DESIGN SENSITIVITY OF NODAL DISPLACEMENTS (First Case) 

D-D and C-D methods yield the same result for all pararneterizations of 
velocity. 

Linear Velocity 

Quadratic Velocity 

Cubic Velocity 

z' =pdR/2EA 
1 

Z' =pEl/EA 
1 

Z' =p(9E2+9E3-6 R)/16EA 
1 

2' =p6 RIEA 
2 

z' =pd RIEA 
2 

2' =pd RIEA 
2 

Figure 8 
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EA 

-3X2’4R +5x’4 (approximate) - 1 6 - 8  4 hVx) = 
69 ‘[-a 7] [  1.: ]=[:I 

The second case of study is the truss with the uniformly distributed load f along the 
truss. For this, using the quadratic shape function, the finite element matrix equation is 
obtained as given in figure 9. The solutions of the finite element matrix equation are 
zl=z(R/2)=3fR2/8EA and z2=z(R)=fR2/2EA at the present design bl=R/2 and b2=R. 
Thus z(x)=fx(-x+2R)/2EA which is the exact solution of the truss with the uniformly 
distributed load f. If the design sensitivities of z1 and 22 are desired, the adjoint 
equations are given in figure 9 with the adjoint solutions hl (x)=(-3x2/4R +5x/4)/EA 
and hz(x)=x/EA, respectively. The adjoint solution h2(x) is the same as in the linear 
shape function case which is the exact solution. On the other hand, the adjoint solution 
hl(x) is different from the linear shape function case and not exact. 

SECOND CASE: TRUSS WITH UNIFORMLY DISTRIBUTED LOAD f 

(Quadratic Shape Function) 

fx(-x+2R) (exact) 
2EA 

t(X)  = 

@(XI = - (exact) 
B4 

Figure 9 



Using the D-D method, design sensitivities for z l  and z2 are I' =3fRdR/4EA and 

z' =fRdRIEA, respectively, for the linear velocity as shown in figure 10. On the other 

hand, if the quadratic velocity is used, then z1=fR(6R+E1)/2EA and z'=fRdR/EA. Also, 

for the cubic velocity, the D-D method yields z' =fR( l56R+9~~+9€3) /32EA.  Now, 

using the C-D method, the design sensitivity expression is obtained as 

1 

2 

1 2 

1 

R .'=lo (fhi+EAz,$)V,dx, i=  1,2 

Using the finite element analyses results and the linear velocity in this expression, the 
C-D method gives z' =3fR 6 RMEA and z' =fR 6 &EA which are the same as the results of 

the D-D method. Also, using the finite element analyses results and the quadratic 
velocity in the design sensitivity expression, the C-D method gives z' =f R (6 R +E 1 )/2 EA 

and =fR6R/EA. These are the same as the results of the D-D method. However, the 

design sensitivity expression yields z' =fR (426 R +36€2+9€3)/80EA for the cubic 

velocity which is different from the result of the D-D method. Hence, it can be concluded 
that the D-D and C-D methods are not equivalent in the second case of study. Notice that 
the sensitivity results of the D-D method are the same as those of the C-D method up to 
the linear velocity when the linear shape function is used and up to the quadratic velocity 
when the quadratic shape function is used. Thus, the second case indicates the D-D and C- 
D methods might be equivalent under an additional condition that the shape function used 
in the finite element model is isoparametric with the discretization polynomial of the 
design velocity. However, this is not trtie as the results of the next case of study indicate. 

1 2 

1 

2 

1 

DESIGN SENSITIVITY OF NODAL DISPLACEMENTS (Second Case) 

Linear Velocity 

Quadratic Velocity 

Cubic Velocity 

D - D  

Z' =3fR 6 RI4EA 

Z' =fR 6 RIEA 
1 

2 

Z' =f R ( 6 R + E 1 )REA 

Z' =fR 6 RIEA 
1 

2 

Z' =fR (156R+9€2+9€3)/32EA 
1 

C - D  

z' = 3 f R  6 RMEA 

z' =fR 6 R E A  
1 

2 

Z' =fR (6 R +E 1 )/2EA 
1 

2 
z' =fR 6 R/EA 

Z' =fR (426 R +36€2+9€3)/80EA 
1 

Figure 10 
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The third case of study is the truss with the linearly varying load qx/R along the 
truss. Before carrying out design sensitivity computation, dependency of the external 
load on the shape design has to be defined as shown in figure 11. That is, as the length of 
the truss changes, the external load will maintain the form of qx/R. For this, using the 
quadratic shape function, the finite element matrix equation is given in figure 11. The 
matrix equation gives the solutions z1 =z(R/2)=1 lqR2/48EA and z2=z(R)=qR2/3EA at 
the present design bl=R/2 and b2=k. Thus z(x)=qx(-3~+71)/12EA which is not the 
exact solution of the truss with the linearly varying load. The same adjoint equations that 
are given in figure 9 are applicable in this case with the solutions h1(x)=(-3x2/4R 
+5x/4)/EA and hZ(x)=x/EA, respectively. As mentioned before, the adjoint solution 
h’(x) is not exact, whereas h2(x) is exact. 

THIRD CASE: TRUSS WITH LINEARLY VARYING LOAD q x / l  

(Quadratic Shape Function) 

z(x) = q x(-3x+7R) (approximate) 
12EA 

Dependency of the External Load on Shape Design Variable 

Figure 11 



Using the D-D method, design sensitivities for z1 and 22 are z1 =1 lqR6RI16EA and 

z'=qR6RIEA, respectively, for the linear velocity as shown in figure 12. On the other 

hand, if the quadratic velocity is used, then z' =qR(2562+16€1)/48EA. Also for the 

cubic velocity, the D-D method yields z1 =qR6R/EA. Now, using the C-D method, the 

design sensitivity expression is obtained as 

1 

2 

1 

2 

I 

Z; = [ (9)dV + ( E ) d V x  R + EA z x t V x ]  dx, i = 1,2 
0 1  

Using the finite element analyses results and the linear velocity in this expression, the 
C-D method gives z1 =1 lqRdRI16EA and z' =qR6RIEA which are the same as the results 

of the D-D method. However, using the finite element analyses results and the quadratic 
velocity in the design sensitivity expression, the the C-D method gives 

z' =qR(196R+292E1)/240EA, whereas it yields z '=qR(2496 R+27€2-27€3) /240EA 

for the cubic velocity. These are not the same as the results of the D-D method. Thus the 
D-D and C-D methods are not equivalent for the truss with a linearly varying load. Based 
on the equivalence study of truss problem, the D-D and C-D methods are possibly 
equivalent only for linear velocity. If this is the case, then both methods will give the 
exact design sensitivity information of the finite element analysis results that may not 
be acceptable at all. This is the situation for the fillet problem in reference 15 that the 
design sensitivity results of the C-D method agrees up to 5 to 6 digits with the finite 
difference even though the finite element model using constant stress triangular element 
does not provide accurate analysis result. On the other hand, when automatic regridding 
methods are employed for shape optimal design (refs. 16 and 17), parameterizations of 
the design velocity field cannot be limited to be only linear functions. 

1 2 

1 2 

DESIGN SENSITIVITY OF NODAL DISPLACEMENTS (Third Case) 

Linear Velocity 

Quadratic Velocity 

Cubic Velocity 

D - D  

z1 =11 qR 6 111 6EA 
1 

2 
Z' =qR&RIEA 

Z'  = q R  (25 6 R +16€ 1)/48EA 
1 

Z' =qR 6 R/EA 
2 

C - D  

Z' =11 qR 6111 6EA 

Z' =qR&R/EA 
1 

2 

Z'  =qR(196 R +292€1)/240EA 
1 

Z1 2 =qR (2496 R +27€2-27€3)/240EA 

Figure 12 
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Linear Same 

Quadratic Same 

Hermitian Same 

The results of analytical equivalence study for a simple cantilever beam with 
moment of inertia I and length 1 are given in figure 13. Like the truss problem, three 
lateral loading cases shown in figure 13 are considered. For all loading cases, Hermite 
cubic shape functions are used for the finite element model with one element. Also, for 
the design velocity V(x), the same linear and quadratic parameterizations as in the truss 
problem are used. In addition to these, Hermitian parameterization of the velocity is 
used. That is, if the beam is fixed at x=O and changes its length by 6 1  at x=R and the 
slope of the velocity is zero at x=O and 8 at x=1, then the parameterization of the 
velocity is V4(x) as shown in figure 13 where y and y are given in terms of 1, 61, and 

8. For the equivalence study, design sensitivity of the tip displacement is considered. The 
results of equivalence study are summarized in figure 13. As in the truss case, the finite 
element model for the beam with the point load p at the tip yields the exact solutions of 
the original and adjoint structures. Hence the D-D and C-D methods give the same design 
sensitivity results for all parameterizations of velocity as shown in figure 13. 

3 2 

f 

q 

same same 

Not Not 

Not Not 

RESULTS OF EQUIVALENCE STUDY OF D-D AND C-D METHODS FOR BEAM 

3 2  3 2 
Hermitian Velocity V =y x +y x with y = ( R 0 - 2 6 R ) l R  , y = ( - R 8 + 3 6 R ) l R  

4 3  2 3 2 

Figure 13 



For the beam with the linearly varying load qx/R along the beam, the finite element 
matrix equation is given in figure 14 with the solutions zl=l lqR4/120EI and 
z2=qR3/8EI at the present design b=R. Thus z(x)=qR(l 8Rx*-7x3)/120EI which is an 
approximate solution of the beam with linearly varying load. For the design sensitivity 
of 21, the solution of the adjoint equation given in figure 14 can be used. Using the D-D 
method, design sensitivity for z1 is z' =11 qR36 R/24EI for all parameterizations of 

velocity. For the C-D method, the design sensitivity expression is 
1 

1 

a b2 
- 6 b  4b2 22 

z; = { E1 3Z,,h,,V, + ( zxhxx + z,,h, 1 V,, 1 + 9 hV+ - hV, dx ( 1 )  (qdc)  1 

120EI 

Using the finite element analyses results in this design sensitivity expression, the C-D 
method yields 2' =1 l q R 3 6  R/24EI for the linear velocity which is the same as the result 

of the D-D method. However, the design sensitivity expression yields z' =qR3( l  71 6 1- 

1 2 f  1)/360EI for the quadratic velocity and z' =qR3( l1946 R-9R 8) /2520EI  for the 

Hermitian velocity which are not the same as the results of the D-D method. Thus the D- 
D method and C-D methods are not equivalent for the beam with linearly distributed load 
as indicated in figure 13. Based on the equivalence study of the beam problem, the D-D 
and C-D methods are possibly equivalent only for linear velocity. 

1 

1 

1 

DESIGN SENSITIVITY OF NODAL DISPLACEMENT FOR BEAM 

(Linearly Varying Load q x l l )  

Linear Velocity 

Quadratic Velocity 

Her mi t ian Velocity 

D - D  

2' = I  1 q R 3 6  m 4 E I  
1 

z' =11 qR36R/24EI 
1 

=11 qR36 R/24EI 
1 

Figure 14 

U x )  = X2(3R-X) (exact) 
6EI 

C-D 

z ' = l  lqR36R/24EI  
1 

2;  =q R 3( 1 71 6 R - 1 2E 1 )/360 E I  

2' = q R  3(1 i  94 6 R -91 e ) / 2 5 2 0 ~ 1  
1 
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Next, a numerical study is carried out for the C-D method using the cantilever beam 
with the uniformly distributed load to see effect of accuracy of the finite element 
analysis results on accuracy of the design sensitivity informations obtained. The finite 
element models with 1, 2, and 20 elements are considered for numerical study. Node 
numbering for all finite element models starts at the clamped end of the beam and the 
node number of free end of the beam is (m+l) where m is the number of elements in the 
model. The beam is 60 in. long and has a uniform rectangular cross-section of 0.5 in. 
high and 0.25 in. wide. Young's modulus, Poisson's ratio, and uniformly distributed load 
are E=30x1 O6 psi, v=0.3, and f=0.5 2 b/in., respectively. Finite element analysis is 
carried out using ANSYS finite element STIF4. Three parameterizations of velocity with 
1% perturbation of the length R=60 in. of the beam are used for numerical study as 
shown in figure 15. Once the solutions of the original and adjoint structural system are 
obtained using ANSYS, the continuum design sensitivity expression is numerically 
integrated using three points Gauss quadrature. 

CONTINUUM-DISCRETE METHOD FOR A CANTILEVER BEAM 

I 0.25 in. 
6 R =60 in., E=30 x 1 0  psi, v -0.3, f=0.5 Rb/in. 

ANSYS STIF4 

Parameterizations of Velocity for Numerical Study of the C-D Method 

Parameter Values I 
Linear & R  =0.6 in. 

Quadratic 

He rrn i ti an 

& R  =0.6 in. and E,= 10 in. 

61 =0.6 in. and 8 =-0.3 

Figure 15 



To check accuracy of the design sensitivity obtained, the results are compared with 
the results obtained by finite difference as shown in figures 16 and 17. In these figures, 
z ( R - 6 1 )  and z (R+6R)  are the displacements of selected nodal points for perturbed 
backward and forward designs, respectively, Az=z(R+6 R)-z(R -6 R )  is the finite 
difference, and z' is the difference predicted by the design sensitivity. The ratio of z' and 
Az times 100 can be used as a measure of accuracy of the design sensitivity. In figures 
16 and 17, for all finite element models, the case A with linear velocity yields excellent 
agreement between the design sensitivity z' and the finite difference Az. This confirms 
with the results of analytic study that the D-D and C-D methods may be equivalent for 
linear velocity. On the other hand, for one element model, the design sensitivity z' and 
the finite difference Az do not agree at all for other parameterizations (cases B and C) of 
velocity as can be seen in figure 16. For cases B and C, the agreements improve 
substantially for two elements model. 

COMPARISON OF DESIGN SENSITIVITY OF THE C-D METHOD 

One Element Model 

Node (Z'/AZ 
Case No. z(R-GR) Z ( R + G R )  Az Z' x i  OO)% 

-_____----__------------------------------------------------- 
A 2 0.99593E+00 0.1 0789E+01 0.41476E-01 0.41 471 E-01 100.0 
B 2 0.99593E+00 0.10789E+01 0.41476E-01-0.47926E-01 -1 15.6 
C 2 0.99593E+00 0.1 0789E+01 0.41476E-01 0.64970E-01 156.6 

Two Elements Model 

Figure 16 
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On the other hand, for twenty elements model, agreements become excellent as 
shown in figure 17. This confirms the fact that accurate design sensitivity informations 
can be obtained as long as accurate finite element analysis results are used for the C-D 
methods. This fact is not the case for the semi-analytic method, as demonstrated by 
Barthelemy and Haftka (ref. 5). They found that the design sensitivity error of the 
semi-analytic method is proportional to the square of the number of elements. This is 
completely opposite behavior from the C-D method since the design sensitivity error 
increases very rapidly as the finite element analysis results of the original structure 
become more accurate. As demonstrated in figures 16 and 17, an essential advantage that 
may accrue in the C-D method is associated with the ability to identify the effect of 
numerical error associated with finite element analysis results. That is, if disagreement 
arises between the design sensitivity of the C-D method and the finite difference, then 
error has crept into the finite element approximation. If the D-D method is used, in 
which the structure is discretized and the design variables are imbedded into the 
stiffness matrix, then any error inherent in the finite element model is consistently 
parameterized and will never be reported to the user. Therefore, precise design 
sensitivity coefficients of the matrix model of the structure are obtained without 
realizing that there may be substantial inherent error in the original model. On the 
other hand, the C-D method can be used to obtain a warning that approximation error is 
creeping into the finite element model. 

COMPARISON OF DESIGN SENSITIVITY OF THE C-D METHOD (Cont) 

Twenty Elements Model 

Node (z'lA z 
case No. z(R-8.4) z(R+GR) A2 2' x l  OO)% 

--------_----_______----------------------------------------- 
A 2 0.48158E-02 0.521 69E-02 0.20055E-03 0.20053E-03 100.0 

6 0.10504E+00 0.1 1379E+00 0.43744E-02 0.43739E-02 100.0 
1 1 0.35273E+00 0.3821 OE+OO 0.1 4689E-01 0.14688E-01 100.0 
1 6  0.66525E+00 0.72066E+00 0.27704E-01 0.27701 E-01 100.0 
2 1 0.99593E+00 0.1 0789E+01 0.41 476E-01 0.41 471 E-01 100.0 

B 2 0.70800E-03 0.13220E-01 0.62558E-02 0.62566E-02 100.0 
6 0.29727E-01 0.22933E+00 0.99800E-01 0.10127E+00 101.5 

_----_--____-___________________________--------------------- 

1 1 0.1 7939E+00 0.59469E+00 0.20765E+00 0.21023E+00 101.2 
1 6 0.50771 E+OO 0.89205E+00 0.1 921 7E+00 0.1 9269E+00 100.3 
2 1  0.99593E+00 0.10789E+01 0.41476E-01 0.41 467E-01 100.0 

C 2 0.4761 4E-02 0.52749E-02 0.25676E-03 0.25673E-03 100.0 
6 0.95061 E-01 0.12480E+00 0.14869E-01 0.14863E-01 100.0 

1 1 0.30947E+00 0.42955E+00 0.60040E-01 0.60046E-01 100.0 
1 6 0.60858E+00 0.781 34E+00 0.86383E-01 0.86384E-01 100.0 
2 1 0.99593E+00 0.1 0789E+01 0.41 476E-01 0.41 470E-01 100.0 

____________________----------------------------------------- 

Figure 17 
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Parameter Sensitivity Analysis 
Estimation of the sensitivity of problem functions with respect to problem variables forms the basis 

for many of our modern day algorithms for engineering optimization. The most common application of 
problem sensitivities has been in the calculation of objective function and constraint partial derivatives for 
determining search directions and optimality conditions. A second form of sensitivity analysis, parameter 
sensitivity, has also become an important topic in recent years. By parameter sensitivity, we refer to the 
estimation of changes in the modeling functions and current design point due to small changes in the fixed 
parameters of the formulation. Methods for calculating these derivatives have been proposed by several 
authors (Armacost and Fiacco 1974, Sobieski et al 1981, Schmit and Chang 1984, and Vanderplaats and 
Yoshida 1985). Two drawbacks to estimating parameter sensitivities by current methods have been: (1) the 
need for second order information about the Lagrangian at the current point, and (2) the estimates assume no 
change in the active set of constraints. This paper addresses the first of these two problems and proposes a 
new algorithm that does not require explicit calculation of second order information. 

The estimation of changes in the modeling functions and 
design point due to small changes in the fixed parameters 

of the formulation. 



Standard Form of NLP Parameter Sensitivity Problem 
To provide a framework about which to address the problem of parameter sensitivity analysis, we 

state the following standard form of the nonlinear programming problem which explicitly represents the 
problem parameters. 

In the formulation given, we assume that the problem functions f, g, and h can be either linear or 
nonlinear functions of the design variables but we are concerned primarily with the nonlinear case. We 
assume that the problem parameters p, are held fixed during the course of the optimization, and the optimal 
solution point, x* , satisfies the first order Kuhn-Tucker optimality conditions. 

Minimize 
Subject to 

OBJECTIVE: 
above problem. We are then interested in the effects of 
variations in p on the optimum. 

For a given p, find x*, that satisfies the 

Find: f(x*,p'), x new 
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Required Formulas 
For any change in the parameter Api, the new optimum value of the objective function or design 

Extrapolations based on these equations are bounded by the assumption that the active set remains 
variables can be estimated from the following linear extrapolations: 

the same. 

df* 
f(x*,p')  = f(x*old) + A p i d p i  

where 

Derivatives to be determined: 
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Methods for Calculating Parameter Sensitivities 
The Brute Force Method 

The brute force method is probably the most common method used to study the effect of problem 
parameters on solutions. The method is simply to change the parameter and then reoptimize the problem 
with the new value. This of course gives the truest indication of the effect of the parameter on the solution. 
A variation of the brute force method was proposed by Armacost and Fiacco (1974) and McKeown (1980) 
to calculate parameter sensitivities based on the central difference approximation given below. 

Given the incremental change A in pi , reoptimize the 
original problem at the new value of p. The sensitivity 

derivatives are given by the difference formulas. 
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Methods for Calculating Parameter Sensitivities 

Kuhn-Tucker Method 
A more accurate estimate of the sensitivity derivatives can be found by differentiating the Kuhn- 

Tucker optimality conditions with respect to a parameter. We refer to this as the Kuhn-Tucker method. The 
set of Kuhn-Tucker sensitivit equations have been derived independently by several authors (Armacost and 
Fiacco 1974, McKeown 198 B , Sobiesld et al. 1981) and result in the following linear system of equations. 

Differentiate the Kuhn-Tucker conditions wrt to pi and 
solve the resulting linear system for the desired 
der ivat ives .  
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Methods for Calculating Parameter Sensitivities 

Extended Design Space Method 
The final category of parameter sensitivity methods has been proposed by Vanderplaats 

(1984,1987). The method, known as the extended design space (EDS) method, is based on using feasible 
directions for estimating parameter sensitivity derivatives. The method extends the design space and solves 
the following subproblem to obtain the sensitivity derivatives. Both fmt and second order estimates have 
been developed for the method (Vanderplaats and Yoshida 1985). 1 

I 

The fixed parameter pi is added to the set of design 
var iab les ,  

X n + l  = pi 

Solve the following subproblem for s, 

Calculate desired sensitivities from 

d f  af afT ax +--  - - -  
d p - a p  ax ap 
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Assessment of Current Methods fur Calculating Parameter 
Sensitivities 

As evidenced by their lack of extensive use, all the methods discussed above have some drawback 
associated with their use. Because the problem has to be reoptimized for several different values of the 
parameters, the efficiency of the Brute Force method is affected by the difficulty of the problem and the 
efficiency of the method used in the reoptimization. This approach is useful in studying large variations in 
parameters by plotting the response of the optimum versus the parameter, and has been used by Arbuckle 
and Sliwa (1984) and Robertson and Gabriele (1987). 

The Kuhn-Tucker method is also computationally expensive because it requires second derivatives 
of the objective function and the active constraints. For most engineering design problems, this type of 
information may be difficult to obtain. This method requires that the strict complementarity and linear 
independence assumptions hold at the optimal design. 

Finally, the first order ESD method is a very efficient, easy to implement method but it can provide 
inaccurate estimates of &*/ap when the problem is not fully constrained and it does not provide &&pi . 
The second order EDS method requires the calculation of second derivatives and also requires the solution 
of a quadratic approximating problem for each value of the parameter that is studied. However, the second 
order EDS method has the advantage of not being'affected by changes in the active set. 

Brute Force Method: Most commonly used method, 
provides accurate results, but inefficient. 

Kuhn-Tucker Method: Sound mathematical basis, but 
assumes no changes in the active set and requires second 
order information. 

Extended Desipn SDace: Very efficient, easy to 
implement, but may not produce accurate estimates of 
axlap and does not provide du/dp 
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A Proposal for a New Method 
From the previous discussion, we can deduce that what is needed to improve current methods for 

parameter sensitivity analysis is an algorithm that does not require second derivatives, is able to accurately 
predict the sensitivity derivatives, and can calculate sensitivities at degenerate points. In this paper, we 
propose using a new algorithm based on the Recursive Quadratic Programming (RQP) method for 
accomplishing these goals. 

Our reasoning for such a method is based on the following virtues of the RQP method. In terns of 
number of function evaluations, the RQP method appears to be one of the most efficient methods available. 
This has been demonstrated in any of the published comparison studies in which codes for these methods 
were participants (Schittkowski, 1980 and Belegundu and Arora, 1985). Although the method is sensitive 
to variable and objective function scaling, it is not sensitive to constraint scaling. Finally, the RQP method 
provides an estimate of the Hessian of the Lagrangian, which can be useful for other purposes, and it is 
very efficient at locating an optimum, when the starting point is close to the true optimum. Both of these 
last advantages will be exploited in the development of our method for sensitivity estimation based on the 
RQP method. 

Proposal:  

Employ the Recursive Quadratic Programming Method 
(RQP) in conjunction with the Brute Force Method to 
estimate the required derivatives. 

Reasoning: 

The RQP method is very efficient when started near the 
optimum solution. 

If the RQP method is used to solve the original problem, 
an approximation of the Hessian of the Lagrangian will be 
ava i lab le .  

Estimates of all derivatives, including h / a p  can be 
developed.  
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The Recursive Quadratic Programming Method 
All RQP methods use the same basic strategy of linearizing the constraints and approximating the 

Hessian of the Lagrangian to form a quadratic programming (QP) subproblem. The QP subproblem is then 
solved for the search direction s and a new estimate of the Lagrange multipliers of the constraints. The 
search direction s is then used to calculate a new estimate of the optimum. 

The step length a is determined by minimizing a line search penalty function P of the general form 
given below, where !2 represents some combination of the constraints and the Lagrange multipliers. The 
penalty function attempts to assure that both the objective function and the violation of the constraints are 
reduced. As the method converges, the step length a which minimizes P(x,u,v,R) approaches 1. 

Form the following subproblem to determine a search 
direction s 

Minimize 0.5 ST B s + ST V f  
subject to VhT s + h = 0 

V g T s + g >  0 

Using s, perform a linear search to determine a new 
estimate of x* by minimizing a penalty function of the 
following general form, 

P(x,u,v,R) = f(x) + R*Q(h,g,u,v) 
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Basic Flowchart of RQP Method 
The basic flowchart of the RQP method is given below. Several good implementations of the RQP 

method are available (Beltracchi and Gabriele 1987, Arora and Tseng 1987, Bartholomew-Biggs 1987, or 
Gill, et al. 1986). A more complete discussion of RQP methods can be found in (Beltracchi 1985 or 
Beltracchi and Gabriele 1988). 

f Given x o  
An Approximation to H 

I 1. Define the Active Set I 

I 3. Solve the OP Subproblem I 
I 

14. Find the intial ster, length1 

I 

I 5. Conduct the Line Search I 
I 

~ 

I 

I 
I 

I 6. Update Penalty Parameters 1 

I Goto Step 1 I 
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The RQP Sensitivity Algorithm 
The new algorithm is based on combining the simplicity of the brute force method with the 

efficiency of the RQP method. The two characteristics of the RQP method that we feel can be exploited for 
determining parameter sensitivities are (1) an approximation to the Hessian of the Lagrangian is developed, 
and (2) if this approximation is exact (or close) then the RQP method will quickly and efficiently solve the 
perturbed problem. In other words, if we can develop good Hessian approximations, the RQP method is 
equivalent to applying Newton's method to solve the Kuhn-Tucker conditions for the perturbed problem, 
which may require only 1 or 2 iterations of RQP. The small number of iterations, coupled with the fact that 
the RQP method should require only a one step line search, should allow the reoptimizations to occur 
without the need for many function evaluations. 

The end result of combining the differencing equations and the RQP method is a means to estimate 
the parameter sensitivities without the need to calculate higher order derivatives, and without an excessive 
number of function evaluations. Based on the above arguments, we propose the following procedure to 
calculate parameter sensitivity derivatives. 

Step 0. Given an optimal solution x*, P, u*, an active 
set of constraints, and an approximation to the 
Hessian of the Lagrangian, all achieved by 
convergence of the RQP method (using the 
SRl/PD/BFS update). 

Step 1. Perturb the fixed parameter pi to pi+ = pia+ A P I  
where A p i i s  some small perturbation to pi 

Step 2. Perform two complete iterations of the RQP 
method. During the RQP iterations, update the 
Hessian approximation. From the results of the 
RQP iterations obtain f+, x+, u+, and gi+ j e active 
s e t .  

Step 3. Perturb the fixed parameter pi to pi- = pi'- Api 

Step 4. Start from XO- = x*(pio) - -Api ax 
aPi 

where ax/api is  calculated using forward 
differencing approximations and x*(pio) and x+( pie 
+ Ap) from step 2. 

Perform one complete iteration of the RQP 
method to find f-, x-, u-, and gj- j e active set. 

Step 5. Obtain estimates for the sensitivity derivatives 
from the following central difference 
approximat ions  

df* f +  - f -  . a x *  x +  - x-  - -  - -  
d f  - 2Ap ' ap - 2Ap 



1 EquivaIence to the Kuhn-Tucker Method 
I 

The major questions to be answered about the proposed algorithm are does it provide the desired 
sensitivities, and what are the possible sources of error. An investigation of the theoretical properties of the 
RQP based sensitivity algorithm reveals that in the limit, as Ap goes to zero, the new method provides an 
estimate to the solution of the equations given below. These equations are equivalent to the Kuhn-Tucker 
sensitivity equations with the Hessian of the Lagrangian replaced by an approximation B that is provided by 
the RQP method. The details of this derivation are too lengthy to be presented here but are included in 
(Beltracchi 1988). From the above, we can see that the new algorithm will provide accurate estimates of the 
parameter sensitivities if B is a good approximation of V, L, and the differencing formula is a good 

approximation of the equations below. 

2 

It can be shown that the proposed method is equivalent to 
the following linear set of equations, 

= o  

These equations are the Kuhn-Tucker equations with the 

Hessian Approximation B replacing Vx L. 2 
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EFFICIENCY OF SENSITIVITY ALGORITHMS 
As a measure of the efficiency of the new method, we present a comparison of the number of 

function evaluations required by the competing algorithms. The graph below represents the number of 
function evaluations required by various algorithms to fmd the sensitivity of the first parameter to be 
studied. The results are plotted for various problem sizes where n is the number of design variables, 

calculated. Fur the first order EDS method, the work does not increase with problem size. However, as 
mentioned before, the method is not always accurate and WiIp is not determined. Each of the RQP 
methods is either more efficient or as efficient when compared to the Kuhn-Tucker method for small 
problems (n<5), and considerably more efficient for larger problems (n>5). 

Most of the work associated with the Kuhn-Tucker method is incurred when the Hessian matrix is 

z 
0 

E 
0 

0 
E 
a 
c4 

.R 

.y 
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The SRl/PD/BFS Update 
A major concern of the new algorithm is how well the Hessian approximation delivered from the 

RQP method agrees with the true Hessian. Toward this end, considerable research was conducted to find 
a variable metric update that provides good Hessian approximations without degrading the performance of 
the RQP algorithm. The two leading candidates were the Broyden-Fletcher-Shanno (BFS) method, and the 
Symmetric Rank One (SR1) method. 

The SRl/PD/BFS (Symmetric Rank One/ Positive Definite/ Broyden Fletcher Shanno) is a hybrid 
variable metric update that combines the best features of the SR1 and BFS updates (Beltracchi 1988). The 

approximations for some problems. The BFS update has the advantage of being self correcting; however, it 
has the drawback of requiring exact line searches, and the Hessian approximation does not converge unless 
fairly accurate line searches are performed. The SRl/PD/BFS update uses the BFS update when the SR1 
update is undefined or likely to produce an indefinite Hessian approximation. The PD stands for a positive 
definite check (implemented in step 4), used to insure the new Hessian approximation is positive definite. 
Testing in Beltracchi (1988) found the SRl/PD/BFS update produced the best Hessian approximations. 

I 

I 

SR1 update has the advantage of not requiring exact line searches and producing good Hessian 
approximations, however it has the drawbacks of being undefined or producing indefinite Hessian 

(Symmetric Rank One / Positive Definite / Broyden Fletcher Shanno) 

1 .  Calculate y ~ ( B y  - z) 

2 .  If abs(yT(By - z)) I 10-10 goto step 7 

3 .  Calculate $*, $: 

4 If $ I $ *  goto step 7. 
5 If y ~ z  5 0 and y ~ ( B y  - z) I 0 goto step 7. 
6 Update Hessian approximation using the SR1 update 

7 Update Hessian approximation using the BFS update 
and return. 

and return. 
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PERFORMANCE OF NEW SRl/PD/BFS UPDATE 
This slide shows the perfomance of the new SRl/PD/BFS variable metric update when 

implemented within the RQP method on a set of 13 commonly used test problems. The method is compared 
with the BFS and the SR1 method. We see from this plot that the new update provides the same level of 
robustness and efficiency as the BFS method and is generally more efficient than the SR1 method. 

13 
12 - 
11 - 
10 - 

9 -  
8 -  
7 -  

6 -  
5 -  
4 -  

3 -  
2 -  
1 -  
0 
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Convergence of the Hessian Approximation for Various 
Updates in Broyden's Family 

This table shows the ability of the tested variable metric updates to approximate the Hessian of the 
Lagrangian on a set of test problems. Analytical Hessians were developed for each test problem and 
compared to the approximated Hessian returned from the RQP method. The entries in the table report the 
Frobenius norms of the difference between the known optimal Hessian, and the identity matrix, and with 
the final approximate Hessian. From this we see that the new SRl/PD/BFS update returned approximations 
that were as good or better than the BFS method in all cases, and better than the SR1 method in all but one 
case. In this instance (Woods), the scaling of the objective function affected the final result. The last two 
rows demonstrate that scaling the objective allowed the new update to improve the approximation 
considerably. 

RTSOl 
RTSO 1 /lo0 
RTSOl * 100 
RTSO2 st pt 1 
RTS02 st pt 2 
RTS03 
RTS04 
Woods 
Woods/lOO 
Woods/lOOO 

2.291 
1.377 

7.384 
7.384 

369.12 

15.93 
23.28 

1352.46 
13.54 
1.394 

BFS 

1.396 
0.0183 

3 .OO 
5.430 
7.76 
3.623 

1.908 
0.0283 

206.7 

141.3 

SR1 

0.061 
0.974 
0.243 
3.0 
0.0 
0.105 
9.307 

0.184 
0.974 

17.17 

SRl/PD/BFS 

0.0008 
0.00023 
0.243 
3 .O 
0.0 
0.105 
3.356 

0.0944 
0.1 13 

75.38 
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TESTING OF RQP SENSITIVITY ALGORITHM 

INITIAL TEST SET 
Two phases were employed in testing the new algorithm. The first phase involved a test set of 

known characteristics, whose Hessians and sensitivity derivatives could be determined analytically. The 
initial test set involved 4 test problems with 3-4 parameters each. Various algorithm parameters were 
studied, such as the step size Ap, as well as the effectiveness of the SRlPDBFS update, the number of 
RQP iterations to allow for solving the perturbed problem, and the updating of the Hessian approximation 
during the sensitivity analysis. The table below provides a sample of the results obtained on this initial test 
set using the RQP based sensitivity algorithm. The entries represent the error in the sensitivity derivatives 
obtained from the new algorithm and the known sensitivities. The errors were calculated using the formulas 
established by Sandgren (1977). 

The results shown here were fairly typical of the results obtained on all the test problems in the initial 
test set. In general, the results are very good and certainly usable for engineering purposes. 

PROBLEM 1 PROBLEM 2 
P l  P 2  P 3  P l  P 2  

I 
. O O O 2 (  1 0 - 9 )  1 . 9 (  1 0 - 5 )  0 . 1 2 6  ( 1  0 - 6 )  0 . 1 3 9 (  1 0 - 6 )  0 . 0  0 

d f  - 
d P  

EX 0 . 0 0  7 . 9 (  1 0  - 5 )  3 . 1 1  ( 1  0 - 7 )  9 . 0  8 ( 1 0 - 7 )  2 . 0  0 ( 1 0 - 7 )  

ELI 0 . 0 0  2 . 6 6 ( 1 0 - 3 )  1 . 5 5 ( 1 0 - 6 )  9 . 7 9 ( 1 0 - 7 )  1 . 4 3 ( 1 0 - 9 )  

6 . 3 3 (  0 . 0 0  &g 



TESTING OF RQP SENSITIVITY ALGORITHM 

ENGINEERING TEST PROBLEMS 
The second phase of the testing consisted of applying the new algorithm to a set of engineering test 

problems wherd known sensitivitjes aid Hessians cduld not be developed analytically. To determine the 
accuracy of the sensitivity derivatwes returned by the new method, the actual sensitivities for each test 
problem were develo ed by reoptimizing the problem over a range of values for each parameter. The results 

the resulting curve was used to estimate the derivatives. These were then compared with the derivatives 
obtained from the RQP based algorithm. 

available in Beltracchi (1988). 

were then fit with eit K er a linear OT quadratic curve, depending on the amount of nonlinearity present, and 

This slide describes the three engineering test problems that were used. Complete descriptions are 

Four Bar Slider Crank Problem: Design a four bar slider 
crank mechanism to generate a desired coupler path. 
Four parameters were studied: a movability criteria 
parameter, two timing parameters, and the y position of a 
precision point. 

Weld Beam Problem: Design a welded beam structure for 
minimum cost. Parameters studied: fixed length of beam, 
load on beam, yield stress in beam, and allowable shear in 
weld .  

Corrugated Bulkhead: Design a ship bulkhead for 
minimum weight. Parameters studied: change in position 
of two stringers, and height of the free liquid. 
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ENGINEERING TEST PROBLEMS: RESULTS 
The following tables report on the accuracy of the parameter sensitivity derivatives returned by the 

RQP based algorithm for the engineering test problems. The following general conclusions can be drawn 
from these results: 

The method produces results for df/dp, dx/dp, and dg/dp that are in the range of 3-4 significant 
digits of accuracy. 
The results for the four bar mechanism problem are generally worse than the other two 
problems. This is due to the highly nonlinear nature of this problem and the difficulty in 
locating accurate optimal points. 

Four Bar Slider Crank 

P l  P 2  P 3  P 4  
- d f  2 .0 (10-5 )  4 . 8 6 ( 1 0 - 3 )  2 . 2 5 (  1 0 - 5 )  3 . 2 9 ( 1 0 - 7 )  
d P  
EX 2 .32(10-2 )  6 . 3 8 ( 1 0 - 3 )  7 . 6 7 ( 1 0 - 2 )  2 . 6 5 ( 1 0 - 2 )  

&U 3 . 6 2 ( 1 0 - 1 )  3 . 3 4 ( 1 0 - 2 )  6 . 1 4 ( 1 0 - 2 )  5 . 4 8 ( 1 0 - 2 )  

Eg 8 . 8 1 ( 1 0 - 5 )  1 . 9 4 ( 1 0 - 3 )  7 . 8 2 ( 1 0 - 2 )  9 . 3 6 ( 1 0 - 3 )  

Welded Beam 
P1 P 2  P 3  P 4  

- d f  1 .26 (10-5 )  8 .7 (10-6 )  8 . 6 2 ( 1 0 - 6 )  1 . 8 9 ( 1 0 - 4 )  
d P  
EX 7 . 5 9 ( 1 0 - 5 )  4 .28 (10-5 )  3 . 1 2 ( 1 0 - 5 )  1 . 2 6 ( 1 0 - 4 )  
&U 2 .45(10-4 )  3 ; 5 4 ( 1 0 - 4 )  1 . 8 0 ( 1 0 - 4 )  1 . 7 5 ( 1 0 - 4 )  

&g 1 .4  5 ( 1 0 -4) 8 .6  1 ( 1 0  - 7 )  1.0 5 ( 1 0  - 4 )  1 .2  7 ( 10-18)  

Bulkhead Problem 

P 1  P 2  P 3  
- d f  3 .21 (  1 0 - 5 )  3 . 3 4 (  1 0 - 6 )  3 . 5 1 (  1 0 - 5 )  
d P  
EX 5.2 1 ( 1 0 - 5 )  2.8 1 ( 10-5 )  1 . 9 2  ( 1 0 - 4 )  

7 .74 (  10 -5 )  1 . O S (  1 0 - 3 )  8 .11  (1  0 - 5 )  EU 
5 . 1 2 ( 1 0 - 5 )  2 . 6 9 ( 1 0 - 5 )  3 . 2 3 ( 1 0 - 5 )  Eg 



CONCLUSIONS 
In this paper, we have proposed an alternative to current methods for estimating parameter 

sensitivities. The new method is based on combining the use of an RQP algorithm with differencing 
formulas which provides a means to estimate the sensitivities without the need for calculating second order 
derivatives. The method has been tested against two different test sets, one with analytical derivatives 
available and one without, and in both cases the method was able to accurately determine the sensitivity 
derivatives. The two major issues in implementing the algorithm concern the ability to formulate an accurate 
approximation to the Hessian of the Lagrangian and the ability to accurately estimate the modified Kuhn- 
Tucker sensitivity equations using the differencing formulas. Based on the testing performed so far, we are 
led to the following conclusions: 

1 .  In terms of efficiency, the method is competitive with existing methods. 
2. Parameter sensitivity analysis can be performed using the RQP based method. 

3. The Hessian approximation is improved if updating is allowed during the sensitivity calculations. 

4. The SRl/PD/BFS update in general provided more accurate estimates of the Hessian of the 
Lagrangian than either the BFS or SR1 updates on our test set. The initial testing of this update was 
very encouraging in terms of the convergence of the Hessian approximation to the true Hessian. 

1. The method is  competitive with existing methods. 
2. Parameter sensitivity analysis can be performed using the 

RQP based method. 
3. The Hessian approximation is improved if updating is 

a1 lowed during the sensitivity calculations. 
4.  The SRl /PD/BFS update in general provided more 

accurate estimates of the Hessian of  the Lagrangian than 
either the BFS or SR1 methods. 
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ABSTRACT 

This paper presents the considerations and the resultant approach used to implement design 
sensitivity capability for grids into a large scale, general purpose finite element system (MSUNASTRAN). 
The design variables are grid perturbations with a rather general linking capability. Moreover, shape and 
sizing variables may be linked together. The design is general enough to facilitate geometric modeling 
techniques for generating design variable linking schemes in an easy and straightforward manner. 

Test cases have been run and validated by comparison with the overall finite difference method. 
The linking of a design sensitivity capability for shape variables in MSC/NASTRAN with an optimizer 
would give designers a powerful, automated tool to carry out practical optimization design of real life, 
complicated structures. 

I INTRODUCTION 

This paper presents the considerations and the resultant approach used to implement design 
sensitivity capability for grids into MSC/NASTRAN. MSC/NASTRAN is a large-scale, general purpose 
computer program which solves a wide variety of engineering problems by the finite element method. In 
1983, the design sensitivity analysis (DSA) capability was installed in MSCINASTRAN. This capability 
has recently been enhanced to include a fully integrated optimization capability for sizing variables. With 

the addition of shape sensitivity capability and with the increasing interest in aerospace and automotive 
industries, this general capability can be used in its own right for carrying out sensitivity analysis of 
complicated real life structures. 

Shape optimization is still in a state where fundamental research is needed (Reference 1). The 
integration of shape optimization concepts within Finite Element Methods (FEM) and Computer Aided 
Designs (CAD) should help to bridge the gap between these two technologies. To be successful, the 
proposed integration of software should lead to a system easy to use. From a practical point of view, the 
computational tool should indeed be employed by design engineers with only a superficial knowledge of 
the theoretical basis of each technique. 



The following sections will be devoted to the basic procedure for an efficient design variable linking 
scheme using reduced basis concepts. These are necessary to avoid generating unrealistic designs due 
to independent node movements. 

The next section provides an overview of the design sensitivity capability in MSC/NASTRAN. The 
design constraints can be weight, volume, frequency, buckling loads, displacements, stresses, strains or 
forces. The design variables can be shape or sizing variables. The method chosen is a semianalytical 
approach based on a first variation (finite difference scheme) of the system's equilibrium equations with 
respect to the design variables. 

A brief description follows of the program architecture and considerations that go into implementing 
such a capability into a large-scale, general-purpose computer program. The important considerations 
are ease of use, generality, compatibility with the existing architecture, data organization and manage- 
ment and, finally, a good restart capability for an active madmachine interaction. 

Errors associated with shape sensitivity analysis using the semianalytical approach as shown in 
Reference 2 are examined. An iterative scheme and error index are employed to minimize the errors in 
the sensitivity calculations. 

Two example problems were chosen to validate the capability and to highlight some of the salient 
features. The first example problem is a beam modeled by solid elements, with x-section as design 
variable. The second example problem is a cantilever beam with length as design variabte. 

BASIC PROCEDURE 

When dealing with shape optimization problems, the design variables must be selected very 
carefully. The coordinates of the boundary nodes of the finite element model is a straightforward choice. 
This choice, however, exhibits many severe drawbacks. The set of design variables is very large and the 
cost and difficulty of the minimization process increase. It has a tendency to generate unrealistic designs 
due to the independent node movement and additional constraints avoiding such designs are difficult to 
cope with. Moreover, an automatic mesh generator is necessary to maintain the mesh integrity through- 
out the optimization process. One obvious remedy is to avoid a one-to-one correspondence between the 
finite element model and the design variables. 

One way to achieve this goal is to use the concept of "design model" utilizing "reduced basis 
vectors". The general form of this relationship is (Reference 3) 

nxl nxmmxl 

The given design Ag define a system of n variables. We refer to columns of T as basis vectors. 
Clearly the method is most useful if m << n and the method will produce a true optimum only if some 
combination of basis vectors can define that optimum. 
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From Equation 1, it is obvious that the reduced basis approach is simply a design variable linking 
scheme where the basis vectors are columns of the coefficient matrix T. Ideally, the basis vectors could 
most conveniently be generated using a graphics preprocessor. 

To clarify ideas, consider the coordinate update equation given by 

The constant term vector Cx, Cy, C, are computed to make necessary adjustments so that x,,, 

yn,, z,, are equal to Xold, Yold, Zold for the initial values of the design variables x supplied by the user. 

Notice that in Equation 2, for the initial configuration, the values of the initial design variables x supplied 
by the user need not be zero. Equation 2 may be rewritten as 

or 

this is the same form as shown in Equation 1. The columns of the T matrix are then the basis 
vectors. The capability exists for the user to input the elements of the T matrix directly or in the future he 
may generate elements of the T matrix using a preprocessor. It should be clear from the above formula- 
tion that the design variables are the grid perturbations and not the grid coordinates. 

DESIGN SENSITIVITY CAPABILITY IN MSC/NASTRAN 

Design sensitivity analysis estimates the effects of interrelated design variables such as element 
properties and materials on the structural response quantities such as displacement, stress, natural 
frequency, buckling loads - and for composites lamina stresses and failure indices. Design sensitivity 
coefficients are defined as the gradients of the design constraints with respect to the design variables at 
the current design point. The method chosen for incorporation into MSC/NASTRAN is a semianalytical 
approach, based on a first variation (finite difference scheme) of the systems equilibrium equations with 
respect to the design variables. 

Let yq (bj, u) be a set of design constraints which are functions of bj design variables and dis- 

placements u. The design constraints are expressed as 



The first variation in yq is given as 

b-fixed nxl ixn u-fixed jxl ixj 

consider u as a function of bi, then 

nxj jxl 

and, therefore, 

or 

6vi - Ay~i - - - =  
6bj - Abj 

du The matrix - can be evaluated by taking the first variation of the systems equilibrium equation, 
dbj 

[ K I C u l  = { P I  

which gives 

solving for {Au } 

or 
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The elements of [ $1 matrix for an element constraint such as stress, force, or failure index can 

be expressed by the relationship 

l or 

The design sensitivity coefficient matrices may thus be expressed as 

From this equation it is easy to see that the number of additional case control records (additional 
loading cases) required for design sensitivity analysis is equal to the number of design variables for each 
subcase (Design Space Technique). 

A typical term of the coefficient matrix may be written as 

where B represents the base line or original state and B + AB represents the perturbed state. The first 
expression in parentheses on the right-hand side is thus the change in response quantity due to a 
change in design variable for the original solution vector. The second term represents the change in 
response quantity due to a change in displacement for the unperturbed design variable. For displace- 
ment constraints, the first term in parentheses on the right-hand side is identically zero. 

The design constraints can be weight, volume, frequency, buckling loads, displacements, stresses, 
strains, forces, lamina stresses, lamina strains, failure indices or user supplied synthetic equations. The 
design variables can be grid movements or properties. The shape and sizing variables may be linked 
toget her. 
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PROGRAM ARCHITECTURE 

In order to understand the reasons behind how a development is introduced into a large finite 
element program, a knowledge of the program architecture and technical purpose is necessary. A brief 
description of MSCINASTRAN is presented as background (Reference 4) 

The cornerstone of MSC/NASTRAN's architecture is its Executive System, whose essential 
functions are to establish and control the sequence of calculations, to allocate files, and to maintain a 
restart capability. Engineering calculations are performed by approximately 200 Functional Modules 
which communicate only with the Executive System and not with each other. Flexibility is maintained by 
a macro-instruction language called DMAP, which is under user control, but which also sewes to estab- 
lish preformatted calculation sequences for the major types of analysis, including linear analysis, buck- 
ling, vibration mode analysis, and design sensitivity. 

The calculation of finite element data is concentrated exclusively in a few modules. The element 
matrices for stiffness, structural damping, and differential stiff ness for elements of the structural model 
are generated in the Element Matrix Generator (EMG) module. These element matrices are subse- 
quently assembled to form the elastic stiffness matrix, the structural damping matrix, the mass matrix, or 
the differential stiffness matrix. 

The element contribution to the load vector is generated in the load generator module and the 
element stress and force are generated in the recovery module. In all these modules, the finite element 
descriptions are defined in the Element Summary Table (EST). The EST contains the element connec- 
tion, material property and sectional property information. 

Taking advantage of the table driven concept used by the element modules, much of the element 
dependent development can be avoided in implementing design sensitivity. The reason is that a proce- 
dure could be developed which only involves building EST tables that would cause existing modules to 
form the necessary element data. 

How a given capability is introduced into a commercial general purpose finite element program is 
as important an issue to the user as its theoretical sophistication. If the user views a capability as hard to 
use, as having an insufficient capacity to solve his problem, or taking an inordinate time to comprehend 
its output, the product is of little practical use. In addition, the program developer, while heeding the 
user's needs, has to keep sight of the program as a whole when adding new capabilities. This involves 
interfacing well with existing capabilities, maintaining program reliability and generality, and producing 
software that makes effective use of computer resources. 

703 



The user interface is a major consideration in the design of a new capability. The following issues 
were considered when building up the design sensitivity analysis (DSA) capability. 

1. DSA input should be straightforward, but allow flexibility to model complex structural design 
concepts. 

2. DSA output should be concise and easily understood. 

3. Avoid arbitrary program limits which restrict the allowable element types, constraint quantities, 
and problem size. 

4. Provide an interface for external optimization postprocessors. 

A brief discussion of the processes involved in a typical DSA STATIC analysis in MSC/NASTRAN 
will help bring into perspective the work involved in the various parts of the DSA solution. 

DSA in a STATICS analysis is based on solving for {Au} the first order variation of the nodal 

I equilibrium equation: 

[KO]  {Au} = CAP} - [AK] {uo} 

The DSA problem in this paper is considered to be the additional task required after the solution of 
primary analysis. By restarting from the primary STATIC analysis, the solution of the DSA system 
equation only involves the calculation of the right-hand side and the backward pass operation in the 
solution of Au. 

The work involved in solving the system equations (backward pass operation) is a function of the 
product of the number of design variables and loading conditions. The following DSA tasks are required 
in addition to solving the system equations: 

1. DSA Data Organization 

2. DSA Data Assembly 

3. DSA Data Recovery 

These tasks are functions of the triple product of the number of design variables, design constraints and 
loading conditions. For large DSA problems, the data organization, assembly and recovery tasks are the 
dominant users of computer resources. 

Another major consideration was to support all structural finite element types in MSC/NASTRAN. 
Since a large number of the elements developed are semiempirical, the determination of consistent 
element derivative formulations cannot be practically accomplished. Therefore, a method was developed 
to calculate element derivatives by a differencing scheme about the current design point. This method 
involved the calculation of the element matrix at the design point plus or minus the user specified design 



variable increment. This element data is differenced with the data at the design point to determine the 
corresponding element derivatives. For example, the following shows the change in element stiffness 
due to a change in the design variable. 

An initial analysis is carried out to identify critical constraints and a data base iscreated. In the 
succeeding run, information about constraints, design variables, maximum and minimum side constraints 
is supplied. A special DMAP package was created which exploits the data base technology. 

ERRORS ASSOCIATED WITH SEMI-ANALYTICAL APPROACH IN SHAPE SENSITIVITY 

In Reference 2 it was shown that the semi-analytical approach can have serious accuracy prob- 
lems for shape design variables in structures modeled by beam, plate, truss, frame and solid elements. 
An error index was developed to test the accuracy of the semi-analytical approach and some methods 
were proposed for improving the accuracy of the semi-analytical method. In the following section, the 
interactive scheme proposed in Reference 2 is examined in greater detail. 

Consider the systems equilibrium equation 

[kl {ul = {PI 

Taking the first variation of the systems equilibrium equation gives 

[k + Ak] {U + AU} = {P + AP} 

Expanding the above equation and retaining the second order terms gives 

This iterative scheme can be used quite effectively with the error ,,idex as sttown in Reference 3, 
i.e., 
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An error index of the type described above is almost a must for a large scale system in the op- 
timization context. If the sensitivity derivatives are significantly in error, the program needs to detect it 
and stop the execution to save time and resources of the user. 

NUMERICAL EXAMPLES 

Two example problems were chosen to validate the capability and to highlight some of the salient 
features. 

Example 1 - Beam using solid elements 

A cantilever beam is subjected to a tip loading. The model of the beam is shown in Figure 1. The 
beam is modeled using solid hexahedron elements. The analysis model consists of five HEXA elements 
and 24 grids. 

' 18 

Flgure 1. Beam using solid elements. 



The design model consists of one design variable to perturb beam cross section to maximize the 
bending inertia about the y-axis. The cross-section is pertubed as shown in Figure 2 below. 

Flgure 2. Deslgn Varlable Llnking Scheme. 

P,, and P,, are perturbation vectors in the y and z direction respectively. 

The perturbation vectors are given by 

Pyl = Py2 = O.Ol(O7 + 7 4.02) 
Pya = Py, = 0.01 (07 - j + of;) 

PZi = Pzg = 0.01 (07 + 07 + i;) 

P,, = Pz4 = 0.01 (07 + 07 - f;) 

The sensitivity coefficient results calculated using the semi-analytical approach are compared to 
the Overall Finite Difference (OFD) approach, wherein the entire problem is solved again for the per- 
turbed configuration. The results are shown in Table 1. As can be seen, the correlation between he 
semi-analytical approach and the OFD is excellent for this particular example problem. 
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Grid-ID Sensitivity Sensitivity 
OFD SA 

14 -.0313 -.0307 
15 -.0861 -.0845 
16 -.0166 -.0163 
17 -.0235 -.0231 
18 -.0397 -.0389 

Table 1. Vertlcal displacements along beam length.. 

Error 

1.92 
1.86 
1.81 
1.7 
2.0 

Example 2 - Cantilever beam subjected to end moment 

The same cantilever beam that was considered in Reference 2 is taken as an example here. The 
cantilever beam has uniform rigidity El and length L under a tip moment M as shown in Figure 3. 

I+ 100 -4 

Flgure 3. Cantllever beam subjected to end moment. 

The modulus of elasticity is taken equal to E = lo7. The theoretical tip deflection for the above 
configuration is 

M12 a = -  
2EI 

The structure has been idealized into 20 beam elements. Sensitivity coefficients have been 
calculated for the tip displacement with respect to the length of the beam. The design model contains a 
single design variable, i.e., the length of the beam. The grid perturbations of all the grids have been 
linked together so that the perturbations vary linearly from roof to tip of the beam. 
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Parametric studies have been carried out to determine the effect of the step size on the error. 
From Equation 5, the exact results are available. 

First the sensitivity analysis is carried out using the Overall Finite Difference (OFD) and the 
semi-analytical (SA) method for step sizes of 1%, O S % ,  0.1 % and 0.01%. The results, without using any 
iterative schemes are shown in Table 2. As can be seen, the results are quite accurate for a step size of 
0.01%. Whereas they progressively degrade for increasing values of the step size and become quite 
unacceptable for a step size of 1%. 

In Reference 2, the errors for the beam-type structure are associated with an incompatiblity of the 
sensitivity field with the structural model. The error in the finite difference approximation consists of a 
truncation error because of neglecting higher order terms in the Taylor series expansion and a condition 
error because of the limited precision available for the computer. Thus, an optimum value of step-size 
would minimize the truncation error without the condition ermr becoming significant. As suggested in 
Reference 3, central difference scheme is an alternative to iterations. 

Step-size (%) 

1 .o 
0.5 
0.1 
0.01 
0.001 
0.0001 
0.0000 

Sensitivity Coefficient 
A 

-1 0.459 
-4.71 6 
0.01 0 
1.08 
1.1885 
1.1874 
0.914* 

Degrades. (Theoretical value = 1.2) 

Table 2. Varlatlon of sensltlvlty coefflclents wlth respect to step-slze. 

Next, we use the iterative scheme of Equation 3 to converge to the correct solution. As can be 
seen from Figure 4, the smaller the value of the step size, the lesser the number of iterations required to 
converge to the correct solution. 
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Figure 4. Plot of number of lteratlons versus error In tip-displacement using SA method. 



CONCLUSIONS 

This paper presented the considerations and the resultant approach used to implement design 
sensitivity capability for grids into a large scale, general purpose finite element system (MSC/NASTRAN). 
The design variables are grid perturbations with a rather general linking capability. Moreover shape and 
sizing variables may be linked together. The design is general enough to facilitate geometric modeling 
techniques for generating design variable linking schemes in an easy and straightfoward manner. 

The errors shown to be associated with the semianalytic method for shape variables for beam type 
structures can be mitigated by resorting to an iterative scheme. Examples have been presented high- 
lighting the salient features of the approach. 
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AB ST RA CT 

A numer i ca l  approach i s  p resen ted  f o r  des ign  s e n s i t i v i t y  a n a l y s i s .  
The approach i s  based on p e r t u r b i n g  t h e  des ign  v a r i a b l e s  and then  u s i n g  
i t e r a t i v e  schemes t o  o b t a i n  t h e  response o f  t h e  p e r t u r b e d  s t r u c t u r e .  A 
fo rward  d i f f e r e n c e  f o r m u l a  t h e n  y i e l d s  t h e  approx ima te  s e n s i t i v i t y .  
A l g o r i t h m s  f o r  d isp lacement  and s t r e s s  s e n s i t i v i t y  as w e l l  f o r  e i g e n v a l u e  
and e i g e n v e c t o r  s e n s i t i v i t y  a r e  developed. 
s e n s i t i v i t y  p rob lem a r e  compared w i t h  t h e  s e m i - a n a l y t i c a l  method. 
a r e  cons ide red  i n  s t r u c t u r e s  and f l u i d s .  

R e s u l t s  f o r  t h e  s t r e s s  
Examples 

INTRODUCTION 

I t e r a t i v e  methods a r e  p resen ted  f o r  o b t a i n i n g  d e s i g n  s e n s i t i v i t y  
c o e f f i c i e n t s  ( o r  d e r i v a t i v e s )  o f  i m p l i c i t  f u n c t i o n s .  Design d e r i v a t i v e s  
a r e  i m p o r t a n t  n o t  o n l y  i n  g rad ien t -based  o p t i m i z a t i o n  codes, b u t  a l s o  f o r  
exami n i n g  t r a d e - o f f  ’ s , system i den t  i f i c a t i o n ,  and p r o  bab i 1 i s t i  c d e s i  gn . 
I t e r a t i v e  methods a r e  p resen ted  f o r  b o t h  t h e  a l g e b r a i c  and e i g e n v a l u e  
problems; s t r e s s ,  e igenva lue  and e i g e n v e c t o r  d e r i  v a t i  ves a r e  cons idered.  
The i t e r a t i v e  approaches p r o v i d e  approx imate  d e r i v a t i v e s .  They a r e  ve ry  
s i m p l e  t o  implement i n  a program, e s p e c i a l l y  f o r  c a l c u l a t i o n  o f  e i g e n v e c t o r  
d e r i v a t i v e s .  

t h i s  i d e a  i s  
i zed 

The i d e a  o f  u s i n q  i t e r a t i v e  methods f o r  a c l a s s  o f  problems 
was suggested f o r  one d imens iona l  problems i n  ( r e f .  1). Here, 
developed t o  hand le  t h e  m a t r i x  a l g e b r a i c  as w e l l  as t h e  genera 
e i  genval  ue p r o b l  ems. 

The b a s i c  i d e a  beh ind  t h e  approach i s  as f o l l o w s .  L e t  

9 = g (b ,y )  

be  a c o n t i n u o u s l y  d i f f e r e n t i a b l e  f u n c t i o n  o f  a des iqn  v a r i a b l e  v e c t o r  b o f  
d imens ion  ( k x l ) , - a n d  a s t a t e  v a r i a b l e  v e c t o r  1 o f  d imens ion  ( n x l ) .  
s t a t e  v a r i a b l e s  a r e  i m p l i c i t l y  dependent on des ign  t h r o u g h  t h e  n s t a t e  
equa t ions  o f  t h e  fo rm 

The 

$(b,y) = 0 ( 2 )  

L e t  bo be t h e  c u r r e n t  des ign  and be t h e  a s s o c i a t e d  s t a t e  v a r i a b l e  
v e c t o r .  f h e  prob lem o f  concern  i s  t o  f i n d  t h e  s e n s i t i v i t y ,  dg/db, a t  t h e  
c u r r e n t  des ign .  
v a r i a b l e ,  i n  t u r n ,  as 

The i t e r a t i v e  method i s  based on p e r t u r b i n g  eac6  d e s i g n  

€ 0 
1 

bi = b .  + E 

Equa t ion  ( 2 )  now becomes 

( 3 )  

( 4 )  
E : €  $(b 9 1  1 = 0 

Now, a m o d i f i e d  r e s i d u a l - c o r r e c t i o n  o r  Newton-Raphson t e c h n i q u e  i s  

a p p l i e d  t o  s o l v e  Eq. ( 4 ) ,  t r e a t i n g  1‘ as t h e  v e c t o r  o f  unknowns. 
Then, t h e  s e n s i t i v i t y  v e c t o r  i s  g i ven  approx ima te l y  by 



For t h e  e igenvalue problem, as discussed l a t e r ,  t h e  system i n  Eq. ( 4 )  
i s  augmented by a c e r t a i n  o r t h o g o n a l i t y  r e l a t i o n .  
c o e f f i c i e n t  m a t r i c e s  i n v o l v i n g  s t i f f n e s s ,  mass, e t c .  have been decomposed 
a t  t h e  c u r r e n t  des ign w h i l e  s o l v i n g  f o r  ~ 0 .  The i t e r a t i v e  approach 
presented here can be viewed as r e - a n a l y s i s  schemes used t o  s o l v e  Eq. (4), 
which uses t h e  a l r e a d y  decomposed mat r i ces .  S ince t h e  p e r t u r b a t i o n  E i s  
very  smal l ,  t h e  i t e r a t i v e  schemes converge very r a p i d l y .  

Note t h a t  c e r t a i n  

DISPLACEMENT AND STRESS S E N S I T I V I T Y  

A f i n i t e  element model o f  t h e  s t r u c t u r e  i s  assumed. The problem o f  
o b t a i n i n g  des ign d e r i v a t i v e s  o f  d isplacements and s t r e s s e s  i s  now 
considered. Consider a f u n c t i o n  

9 - g(bsL)  (6) 

which rep resen ts  a s t r e s s  c o n s t r a i n t ,  w i t h  b - ( k x l )  des ign v e c t o r  and - z - 
( n x l )  d isplacement vec to r  which i s  obtained-from t h e  f i n i t e  element 
equat ions 

- K(b) f = Q) (7) 

where K i s  an (nxn) s t r u c t u r a l  s t i f f n e s s  m a t r i x ,  and F i s  an ( n x l )  nodal 
l o a d  vector .  A t  t h i s  s tage ,  t h e  a n a l y s i s  
has been completed, Thus, t h e  decomposed K(b)O and z* a r e  known. 

The d e r i v a t i v e  of t h e  f u n c t i o n  g wi th-respect to t h e  i t h  design 
v a r i a b l e  i s  g i ven  by 

L e t  bo be t h e  c u r r e n t  design. 

dg /db i  = dg/dbi + d g / d l  dZ/dbi  - (8) 

The p a r t i a l  d e r i v a t i v e s  8g/db and dg/dz a r e  r e a d i l y  a v a i l a b l e  us ing  t h e  
f i n i t e  element r e l a t i o n s .  Tfie problem: t h e r e f o r e ,  i s  t o  compute t h e  
displacement s e n s i t i v i t y ,  dz/db. - -  
i s  now g iven.  

vec to r ,  - b', be def ined  as 

An i t e r a t i v e  approach f o r  computing t h i s  

Corresponding t o  t h e  i t h  des ign v a r i a b l e ,  l e t  t h e  pe r tu rbed  design 

0 QT 
0 0  kE = (bl, bp, ..., b i  + E ,  (9) 

The p e r t u r b a t i o n  E i s  r e l a t i v e l y  smal l ,  and a va lue o f  1% o f  b i  has found 
t o  work w e l l  i n  p r a c t i c e ,  The cho ice  o f  E i s  based on ba lanc ing  t h e  
t r u n c a t i o n  and c a n c e l l a t i o n  e r r o r s .  
s o l u t i o n  o f  

The problem i s  t o  f i n d  L', t h e  

- -  K(bE) - = - F(bE) 
u s i n g  t h e  decomposed - -  K(bo) and zo. 
r e s i d u a l - c o r r e c t i o n  scheme g i v e n  i n  ( r e f .  2)  i s  g iven below. 

A m o d i f i e d  v e r s i o n  o f  t h e  
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A l a o r i t h m  1 ( D i s p l  acemen t and S t  res  s Sens i t i v i  t y  ) 

Step (0 ) .  

Step ( i ) .  

Step ( i i ) .  

Step ( i i i ) .  

Step ( i v ) .  

Set j=0.  
A .  
D e f i n e  - bE as i n  Eq. (9 ) .  

C a l c u l a t e  t h e  r e s i d u a l  r J  f rom 

Choose t h e  p e r t u r b a t i o n  E and t h e  e r r o r  t o l e r a n c e  

- 

Solve f o r  t h e  c o r r e c t i o n  - eJ from 

I 

Update 

= z j  - - 
Check t h e  convergence c r i t e r  

I f  (14) i s  s a t i s f i e d ,  t hen  s e t  - zE - - zjtl and compute t h e  
displacement s e n s i t i v i t y  as 

dz - / d b i  m - - 2') / E (15) 
The s t r e s s  s e n s i t i v i t y  can be recovered from Eq. ( 8 ) .  
(14) i s  n o t  s a t i s f i e d ,  s e t  j = j + l  and re-execute s teps 
( i ) - ( i v )  above. 

I f  Eq. 

Numerical r e s u l t s  and comparison w i t h  t h e  exact  and s e m i - a n a l y t i c a l  
methods d iscussed i n  t h e  l i t e r a t u r e  a r e  presented subsequent ly.  
T h e o r e t i c a l l y ,  i t  can be shown t h a t  t h e  above scheme wi1'1 conierge p rov ided  
c21 : 

where ra(!) 5 s p e c t r a l  r a d i u s  o f  t h e  m a t r i x  - A, which i s  t h e  maximum s i z e  
o f  t h e  eigenvalues o f  A. I n  t h e  problem considered here,  K(b0) and - -  K(bE) 
a r e  r o u g h l y  equal  owing t o  E be ing  smal l ,  and (16) can g e n e r a l l y  be 
expected t o  ho ld .  

EIGENVALUE AND EIGENVECTOR SENSITIVITY 

Eigenvalue s e n s i t i v i t y  i s  u s e f u l  when resonant  f requencies o r  c r i t i c a l  
b u c k l i n g  loads need t o  be r e s t r i c t e d .  Exact a n a l y t i c a l  express ions f o r  
e igenvalue s e n s i t i v i t y  can be r e a d i l y  d e r i v e d  f o r  t h e  case o f  non-repeated 
r o o t s  [3]. The problem o f  o b t a i n i n g  e igenvec to r  s e n s i t i v i t y ,  on t h e  o the r  
hand, i s  more compl icated and i s  an area o f  c u r r e n t  i n t e r e s t  [4-71. 
E igenvector  s e n s i t i v i t y  i s  u s e f u l  i n  o b t a i n i n g  t h e  des ign d e r i v a t i v e s  o f  



fo rced dynamic response. Here, an i t e r a t i v e  approach i s  presented f o r  
approximate d e r i v a t i v e s  o f  e igenvalues and eigenvectors.  The approach i s  
p a r t i c u l a r l y  easy t o  implement i n  a program and prov ides both e igenvalue 
and e igenvector  d e r i v a t i v e s  s imultaneously.  F u r t h e r  , t h e  d e r i  v a t i  ve o f  a 
p a r t i  c u l  ar  e igenvector  does n o t  r e q u i r e  know1 edge o f  a1 1 e igenvectors  o f  
the  problem, as w i t h  c e r t a i n  a n a l y t i c a l  methods. 

Consider t h e  genera l i zed  eigenvalue problem 

where A i s  a p a r t i c u l a r  non-repeated eigenvalue and 1 i s  the  associated 
eigenvector.  
s t i f f n e s s  and mass mat r ices ,  respect ively,  F o r t h e  b u c k l i n g  problem, - K and 
- M represent  t h e  s t r u c t u r a l  s t i f f n e s s  and geometr ic s t i f f n e s s  mat r ices ,  
r e s p e c t i v e l y .  
L e t  - bo be t h e  c u r r e n t  design vector  and ( A o ,  yo) be a given- 
eigenvalue-eigenvector p a i r  a t  t h e  c u r r e n t  design. 
design vec tor  as g iven i n  Eq. ( 9 ) .  The r e s i d u a l  i s  g i v e n  by 

For  t h e  frequency problem, K and M represent  t h e  s t r u c t u r a l  

I t  i s  d e s i r e d  t o  f i n d  t h e  s e n s i t i v i t i e s  dA/db and dy_/db. - 

L e t  b' be a per tu rbed 

The o b j e c t  i s  t o  so lve  t h e  non l inear  equat ions - -  R - 0 f o r  t h e  unknowns AEand 

yE; t h e  Newton-Raphson technique i s  used f o r  t h i s  purpose. The Jacobian - J 

of the  system i n  Eq. (18) i s  [d,RldyE, dR/dAE]. 
a r e  consequent 1 y: 

The Newton-Raphson equat ions 

Note, however, t h a t  Eq. (19) represents  a system w i t h  n equat ions and ( n + l )  
unknowns; an a d d i t i o n a l  equat ion  i s  needed. 
ob ta ined by i n t r o d u c i n g  t h e  n o r m a l i z a t i o n  c o n d i t i o n  

This  a d d i t i o n a l  equat ion  i s  

-yT - M 61 = 0 (20) 

which s t a t e s  t h a t  t h e  change i n  t h e  e igenvector  i s  or thogonal  t o  t h e  
o r i g i n a l  e igenvector  w i t h  respec t  t o  t h e  mass m a t r i x .  
scheme has been used as a r e - a n a l y s i s  approach i n  ( r e f .  8) .  Here, an 
a d d i t i o n a l  m o d i f i c a t i o n  i s  made: t h e  Jacobian m a t r i x  i n  Eq. (19) i s  

I n  f a c t ,  t h e  above 

m o d i f i e d  by r e p l a c i n g  !(be) by &(,bo), yE by yo and A €  by A,. The 

m o t i v a t i o n  f o r  t h i s ,  as i n  t h e  prev ious sec t ion ,  i s  t c  preserve a constant  
c o e f f i c i e n t  m a t r i x  i n  t h e  i t e r a t i v e  scheme. 
n o t  been found t o  a f f e c t  t h e  convergence o f  the  procedure owing t o  t h e  
r e l a t i v e l y  small  s i z e  o f  E. 
scheme based on s o l v i n g  t h e  system. 

The r e s u l t i n g  e f f i c i e n c y  has 

The above m o d i f i c a t i o n s  l e a d  t o  an i t e r a t i v e  
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where 

-M( bo)yo 

( 2 2 )  - -  0 i - K ( bo 1 -h  OM(L0 1 
T 

-10 - -  M(bo) 
C- - 

The c o e f f i c i e n t  m a t r i x  i s  symmetr ic and n o n s i n g u l a r  f o r  t h e  case o f  
non-repeated r o o t s  [8]. 
The a l g o r i t h m  for  e i g e n v a l  ue-e igenvec tor  s e n s i t i v i t y  i s  now g i ven .  

Gaussian e l i m i n a t i o n  can be used t o  s o l v e  Eq, (21) .  

A l g o r i t h m  2 

Step ( 0 ) .  

Step ( i ) .  

Step ( i i ) .  

Step ( i i i ) .  

Step ( i v )  . 

(E igenva l  ue-Eigenvector S e n s i t i v i t y )  

Set j - 0 .  
A1 and A2. 

Choose t h e  p e r t u r b a t i o n  E and t h e  e r r o r  t o l e r a n c e s  

D e f i n e  - be as i n  Eq. (9 ) .  Decompose t h e  m a t r i x  - C g i v e n  i n  Eq. 
( 2 2 )  

D e f i n e  t h e  r e s i d u a l  

f o r  61 and 6 h .  

Update 

= rj + sY_ 

hj+l = h j  + 6 h  

Check t h e  convergence c r i t e r i o n  

1 1  6 Y I I  S A 1  J S h l  S A 2  

If (26)  i s  s a t i s f i e d ,  t h e n  s e t  1' =$+l, h E  = A j + l  and 

compute t h e  s e n s i t i v i t y  as 



If (26) i s  n o t  s a t i s f i e d ,  s e t  j = j + l  and re-execute s teps  
( i ) - ( i v )  above. 

Numerical r e s u l t s  a r e  presented i n  t h e  f o l l o w i n g  s e c t i o n .  

NUMERICAL RESULTS 

Th in  D l a t e  Droblem 

Consider t h e  p lane  s t r e s s  problem i n  F i g .  1, where i n v e r s e  th icknesses 
a re  t h e  des ign v a r i a b l e s .  That  i s ,  t h e  r e c i p r o c a l  o f  t h e  p l a t e  th i ckness  
i s  chosen as a design v a r i a b l e .  
op t ima l  des ign  1 i t e r a t u r e  because they  l i n e a r i z e  t h e  s t r e s s  f u n c t i o n  and 
l e a d  t o  improved convergence. The s t r e s s  c o n s t r a i n t  f u n c t i o n  i s  t h e  
von Mises f a i l u r e  c r i t e r i o n  i n  element j, g iven  by 

Inve rse  design v a r i a b l e s  a r e  used i n  

g j  = UVM/aa-l (28) 

where U V M * = U ~ ~  + a 
l i m i t .  Constant s f r a i n  t r i a n g u l a r  elements a re  used. For b r e v i t y ,  o n l y  
t h e  des ign s e n s i t i v i t y  c o e f f i c i e n t s ,  d g l g / d b l g  and dg24/db24, a r e  presented 
i n  Table 1. 
discussed e a r l i e r .  I n  Table 1, t h e  r e s u l t s  ob ta ined  by t h e  i t e r a t i v e  
method a re  compared w i t h  t h e  semi -ana ly t i ca l  method used w ide ly  i n  t h e  
l i t e r a t u r e ,  based on t h e  fo rmu la  i n  Eq. (8) w i t h  dZ/dbi  - ob ta ined  f rom 

- axcry + 3.rXy2 and Ua = constant  a l l o w a b l e  s t r e s s  

The s e n s i t i v i t y  vec to rs  have been ob ta ined  u s i n g  A l g o r i t h m  1 

- -  K(bE)-K(bo) - -  o [E(bE)-E(bo)] 
z +  

& K - -  dz/dbi = - & - 
The r e s u l t s  a r e  a l s o  compared w i t h  t h e  exact  s e n s i t i v i t y  ob ta ined  u s i n g  
a n a l y t i c a l  d e r i v a t i v e s .  I t  i s  i n t e r e s t i n g  t o  n o t e  t h a t  t h e  semi -ana ly t i ca l  
method y i e l d s  t h e  same r e s u l t  as t h e  f i r s t  i t e r a t i o n  o f  t h e  i t e r a t i v e  
method. However, t h e  i t e r a t i v e  method f u r t h e r  improves upon t h i s  and 
approaches t h e  exact  s e n s i t i v i t y  (Table 1 ) .  Whi le  a l l  methods y i e l d  values 
o f  acceptable accuracy, t h e  comparison serves t o  i l l u s t r a t e  t h e  n a t u r e  o f  
t h e  i t e r a t i v e  p rocess .  Th is  aspect i s  shown g r a p h i c a l l y  i n  F i g .  2. I t  i s  
noted t h a t  when u s i n g  d i r e c t  v a r i a b l e s  (as opposed t o  r e c i p r o c a l  
v a r i a b l e s ) ,  t h e  s e m i - a n a l y t i c a l  method y i e l d s  e s s e n t i a l l y  exac t  s e n s i t i v i t y  
owing t o  t h e  f a c t  t h a t  s t i f f n e s s  i s  a l i n e a r  f u n c t i o n  o f  design v a r i a b l e s .  

c 1On I 

(Unit:in.  Ib) 

E (Young's modulus) - 30.E6 psi 
t ( Thicknessofelement) - 1.4 in 

u( Allowablesmss) - 2oooO. psi 
)I ( Poisson ratio 1 I 0.2 

F i g u r e  1. 
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F i g u r e  2. 

Table 1. 

Met hod dg19/db19 dg24/db24 

1 8.7098 5.6437 

I t e r a t i v e  2 8.7949 5.6980 

3 8.7957 5.6986 

Semi-analyt i  c a l  8.7098 5.6437 

Exact 8.7969 5.7002 

Plane Frame Problem 

7 20 

Consider t h e  frame s t r u c t u r e  i n  F i g .  3. The design v a r i a b l e s  
assoc ia ted  w i t h  t h e  I - s e c t i o n  a r e  b = (h, w,  tw, t f)  as shown i n  F i g .  3. 
The c u r r e n t  des ign i s  b = (3.0, 3.n ,  0.3, 0.5) f o r  each element, The 
s e n s i t i v i t y  o f  t h e  lowest  eigenvalues and corresponding e igenvector  
obta ined u s i n g  A l g o r i t h m  2 g i ven  e a r l i e r  i s  presented i n  Tables 2 and 3, 
r e s p e c t i v e l y .  
a re  presented f o r  b r e v i t y  
an e r r o r  t o l e r a n c e  o f  10-7 i s  f i v e .  
a l g o r i t h m  i s  very r a p i d  and s imp le  t o  implement. 
no t  r e q u i r e  computat ion o f  a l l  e igenvectors  t o  f i n d  t h e  s e n s i t i v i t y  of a 
f e w , s p e c i f i c  e igenvec to rs .  However, i f  t h e  s e n s i t i v i t y  o f  a l l  e igenvectors  
i s  requi red,  then a1 t e r n a t i v e  approaches may be p r e f e r a b l e .  

F o r  t h e  e igenvector ,  o n l y  s e l e c t e d  s e n s i t i v i t y  c o e f f i c i e n t s  
The maximum number of i t e r a t i o n s  r e q u i r e d  f o r  

Thus, we see t h a t  convergence o f  t h e  
Also,  t h e  a l g o r i t h m  does 
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Table 2. 

No. o f  design variable Eigenvalue sens i t iv i ty  

10 
11 
12 

13  
14  
15 
16 

17 
18 
19 
20 

21 
22 
23 
24 

4359.6 
1746.9 
1418.1 

10481.0 

807.7 
-1077.6 
-4369.5 
-6465.5 

503.2 
-2058.8 
-7315.0 

-12353.0 

807.7 
-1077.6 
-4369.5 
-6465.5 

5957.6 
1964.0 
540.4 

11784.0 

4359.6 
1746.9 
1418.1 

10481.0 
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Table 3. 

No. o f  degree o f  freedom dy ldbg dYIdbl7 

4 
5 
6 

7 
8 
9 

10 
11 
12 

13 
1 4  
15 

0.036758 
0.000370 

-0.000868 

-0.028564 
0.000378 

-0.002667 

-0.028327 
-0.000653 

0.001614 

0.036339 
-0.000407 

0.000147 

0.021438 
0.002413 
0.003890 

-0.007628 
0.002547 

-0.000389 

-0.007628 
-0.002547 
-0.000389 

0.021438 
-0.002413 

0.003890 

F l u i d  Mechanics Problem 

The o b j e c t i v e  o f  t h i s  problem i n  F i g .  4 i s  t o  o b t a i n  t h e  s e n s i t i v i t i e s  
o f  t h e  maximum absol Ute eigenvalue and e igenvector  o f  t h e  amp1 i f i c a t i o n  
m a t r i x  G o f  t h e  incompress ib le  Eu ler  equat ions i n  f l u i d  mechanics ( r e f .  9 ) .  
This  problem i s  mot iva ted  f rom a s tudy  o f  t h e  s t a b i l i t y  o f  t h e  
computat ional  a lgor i thm.  The E u l e r  equat ions a r e  

[ I  - A t  D t a ‘i (1-cos0,) !ti sine,] ( I  - A t  D)-’  

‘i A t  -1 

- - 

t[i - A t  D t - (1-case ) !ti - _B s iney]  (1 - A t  D,) 

+ [ I  

- 4  Y AY 

- A t  o_ t -4 ‘i (1-case,) I + i  E A t  ,C sine,] (5 - 1) 

= A t  D, ‘e [ ( I  - cosex)2+ (1  - case + (1  - case,) 2 3 1 
Y 

- i [E A t  s i n e x  t A t  B s i n e  + ,C sine,] G -  Y 
where, I i s  a (4x4) i d e n t i t y  m a t r i x .  
The source Jacobian M a t r i x  i s  



a 

0 0 

1 /r 0 

0 -2u-uyl r 

0 0 
b 

and t h e  f l u x  Jacobian m a t r i c e s  a r e  

8 

2UX 

uY 

uz 

0 

uY 
0 

0 

0 

UZ 

0 

0 

0 

2u+2uy/r 

- u x / r  

0 

0 

UX 

0 

B 

UX 

2UY 

U Z  

0 

0 

uz 

0 

The t i m e  s t e p  i s  

CFL A t  = 

The maximum eigenvalue o f  ma t r i ces  [ A ] ,  [B], [ C ]  a r e  
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Data 

G r i d  s i zes  i n  x, y and z d i r e c t i o n s  a r e  Ax = 1/16, Ay = rr/32, Az = 1/32. 
Parameter o f  t i m e - d e r i v a t i v e  term i s  f3 = 1. 
Radius i s  r=2, angular  v e l o c i t y  o f  p r o p e l l e r  i s  w=2. 
Parameter CFL (Courant-Fr i  e d r i  chs-Lewy Number) i s  = 5. 
F l u i d  v e l o c i t i e s  i n  x, y ,  z d i r e c t i o n s  a r e  ux = 0.5, uy = 1, u, - 1. 
The i m p l i c i t  second-order a r t i f i c i a l  v i s c o s i t y  i s  E i  = 0. 
The e x p l i c i t  f o u r t h - o r d e r  a r t i f i c i a l  v i s c o s i t y  i s  &e = 0. 
The lower boundar ies of wavenumbers Ox, eY, 8, a re  - 0, and t h e  upper 

- 

boundaries a r e  - TI. 

Resul ts  

The optimum values o f  wavenumbers ex, OY, gZ a t  which t h e  abso lu te  
va lue  o f  maximum eigenvalue a r e  maximum, a r e  ob ta ined  by us ng t h e  
o p t i m i z a t i o n  program LINRM [lo].  The r e s u l t s  a r e  8, = 8 = 8, - n/2. A l l  
s e n s i t i v i t y  c a l c u l a t i o n s  a re  now done a t  these values ofY9, gY and €I2. 
The s e n s i t i v i t y  o f  t h e  maximum eigenvalue, a b s o l u t e  maximum eigenvalue and 
corresponding e igenvec to r  a r e  shown i n  Tables 4 and 5. 

F i g u r e  4. 



Table 4. Eigenvalue S e n s i t i v i t y  f o r  F l u i d  Mechanics 

Degree o f  Freedom dy/d CFL dyldw 

1 -0.22740 -0.27610 i 0.03483 tO.01911 i 
2 -0.34796 -0.03808 i 0.00969 -0.00969 i 
3 -0.20260 -0.10825 i 0.07636 to. 00170 i 
4 -0.19075 -0.10196 i 0.03520 -0.01693 i 

\ 

Problem 

, = 1 x 10-8, E - 0 

Design V a r i a b l e  

1 

Eigenvalue Sen! 

dA /db 

-0.03928 -0.11272 i 
0.25361 -0.02037 i 

-0.23827 -0.36236 i 
0.13254 to. 06004 i 

-0.12951 -0.29317 i 
-0.84451 -0.46701 i 
-0,01807 t0.02823 i 
-0.00138 -0.00002 i 
-0,00182 -0.00010 i 
-0.00204 -0.00189 i 

t i v i t y  

d l  A I /dt 

-0.08543 
0.21790 
-0.37489 
0.14541 

-0.24668 
-0.54753 
-0.00358 
-0.00125 
-0.00167 
-0.00267 

bo - (0.5, 1, 1, 5, 0, 0, 2, n/2, n/2, n/2) 
- A0 - 0.94882 t 0.47287 i 
I Lo I - 1.0601 

Table 5. Eigenvector S e n s i t i v i t y  f o r  F l u i d  Mechanics Problem 
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SUMMARY AND CONCLUSIONS 

A numerical  method has been presented f o r  design s e n s i t i v i t y  a n a l y s i s .  
The i d e a  i s  based on u s i n g  i t e r a t i v e  methods f o r  r e - a n a l y s i s  o f  t h e  
s t r u c t u r e  due t o  a smal l  p e r t u r b a t i o n  i n  t h e  des ign v a r i a b l e ,  A f o rward  
d i f f e r e n c e  scheme then  y i e l d s  t h e  approximate s e n s i t i v i t y .  A lgo r i t hms  f o r  
displacement and s t r e s s  s e n s i t i v i t y  as w e l l  as f o r  e igenvalues and 
e igenvec to r  s e n s i t i v i t y  a re  developed. The i t e r a t i v e  schemes have been 
m o d i f i e d  s o  t h a t  t h e  c o e f f i c i e n t  m a t r i c e s  a r e  constant  and hence decomposed 
o n l y  once. The convergence i s  found t o  be very r a p i d .  
implementat ion o f  t h e  a lgo r i t hms  i s  s imple.  

F u r t h e r ,  
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ABSTRACT 

Next generation air and space vehicle designs are being driven by increased performance 
requirements, demanding a high level of design integration between traditionally separate design 
disciplines. Interdisciplinary analysis capabilities have been developed, for aeroservoelastic 
aircraft and large flexible spacecraft control for instance, but the requisite integrated design 
methods are only beginning to be developed. One integrated design method which has received 
attention is based on hierarchical problem decompositions, optimization, and design sensitivity 
analyses. This paper highlights a design sensitivity analysis method for Linear, Quadratic Cost, 
Gaussian (LQG) optimal control laws, which predicts the change in the optimal control law due to 
changes in fixed problem parameters using analytical sensitivity equations. Numerical results of a 
design sensitivity analysis for a realistic aeroservoelastic aircraft example are presented. In this 
example, the sensitivity of the optimally controlled aircraft's response to various problem 
formulation and physical aircraft parameters is determined. These results are used to predict the 
aircraft's new optimally controlled response if the parameter was to have some other nominal value 
during the control law design process. The sensitivity results are validated by recomputing the 
optimal control law for discrete variations in parameters, computing the new actual aircraft 
response, and comparing with the predicted response. These results show an improvement in 
sensitivity accuracy for integrated design purposes over methods which do not include changes in 
the optimal control law. Use of the analytical LQG sensitivity expressions is also shown to be 
more efficient than finite difference methods for the computation of the equivalent sensitivity 
information. 



INTRODUCTION 

The design of new generation air and space vehicles is increasingly becoming subject to 
extensive requirements for design integration, that is, close coordination in the design of the 
various systems of the vehicle. For example, many modern fighter aircraft require integration of 
the flight control system and the propulsion system so that sufficient power is available at all flight 
conditions possible with the flight control system. To meet the challenge of the integrated system 
design requirements, design methods which tie together existing system design methods are 
needed. 

One such integrated design methodology currently under development at NASA Langley 
Research Center is based on hierarchical problem decompositions, multilevel optimization 
methods, and design sensitivity analyses [ 11. This methodology depends on the decomposition of 
the integrated design problem into vehicle requirements, system requirements, and subsystem 
requirements. Optimization methods are used to satisfy all levels of the design requirements, 
subject to the constraints that any previously satisfied design requirements remain satisfied. The 
continued satisfaction of previous design requirements is achieved through the use of design 
sensitivity information which relates the change in the previous design to the current design 
variables. This sensitivity information is used as gradient information in the current optimization to 
make sure the constraints are satisfied. 

One application of the multilevel integrated design methodology is to the aeroservoelastic 
design of aircraft, which is the simultaneous consideration of aircraft aerodynamics, control laws, 
and structural dynamics. This application requires the incorporation of dynamic response design 
requirements and a control law design method which uses the available feedback signals, both of 
which required development and validation of appropriate design sensitivity information. Linear 
Quadratic Gaussian (LQG) control law design methods were selected. The sensitivity 
developments have recently been completed [2] and the application and validation of the sensitivity 
expressions is described here. Initially, aerodynamic design would not be attempted, although 
aerodynamic effects must be included in the calculation of dynamic responses. 

Integrated lnterdisci linary Methods Are Needed for Advanced Air 
and Space Vehicle 8 esign 

One Approach Is Hierarchically Decomposed, Optimization and Sensitivity 
Analysis Based Methods 

Criteria for Initial Aeroservoelastic Design Method: 

- Include Dynamic Response, Stability, and Robustness Requirements 
In Problem Formulation 

- Control Law Design Method Must Use Measured Feedback Signals 

- Use Existing Multilevel Structural Optimization Methods 

Emphasis Here is on Sensitivity Analysis and Validation Results 
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MULTILEVEL STRUCTURE/CONTROL LAW DESIGN 

I Odimize Structural 

A multilevel, integrated structurekontrol law design problem for an aeroelastic aircraft can 
be formulated conceptually as shown. In this formulation, the structural design problem is to 
minimize the weight of the structure subject to stiffness and stress requirements, and also to control 
law design requirements. Since the aircraft is aeroelastic, steady-state control actions (control 
surface deflections) can change structural deflections under given loads, and so must be considered 
in the structural design. The control law design problem is to minimize a quadratic performance 
index in aircraft responses and control inputs. Since the structural design defines the structural 
dynamic properties of the aircraft, the control law design problem is also dependent on the 
structural design requirements. The multilevel optimization approach to integrated design then 
treats the structural and control law design requirements as design variables, selecting those 
requirements so that the dynamic response of the vehicle is improved, and so that the structural 
design and the control law design are also improved. It requires the sensitivity of the optimized 
structure and control law designs to stiffness and control design requirements as gradient 
information at the upper level. 

Analytical expressions for the sensitivity of optimized LQG control laws have previously 
been developed directly from the necessary conditions of optimality for the LQG problem. These I 

I results will be described following a statement of the LQG problem formulation. 

and Optimize Full-Order 
Control Comnensator (LQG) 

0 timize Aircraft Dynamic 
{esponse and Improve 
Structure and Control 
(Select Stiffness and 

Control Reauirements) 

Weight Using Tailored 
Composite Optimization 
(Select Composite Ply 

Orientations) 

tontrot ~ a w  

ains and Dynamics) 

Analytical Ex ressions for the Sensitivity of the Optimized LQG Control 

Sensitivity Expressions Were Derived Directly From the Necessary 
Law Have F reviously Been Developed 

Conditions of Optimality for the LQG Problem 



LQG CONTROL LAW FORMULATION 

The Linear, Quadratic Cost, Gaussian (LQG) optimal control law problem formulation is 
shown below, where x is the system state vector, u is the vector of control inputs, y is the vector 
of pertinent system responses, t is the vector of measured outputs to be used for feedback, and w 
and v are uncorrelated, zero mean, Gaussian distributed "white" noise disturbance vectors. The 
matrices A, B, C, D, and M are appropriately dimensioned coefficient matrices, and W and V are 
intensity matrices of the white noise disturbance vectors. It is assumed that each of these matrices 
is a known continuous differentiable function of one or more scalar parameters p which have some 
known nominal value. The LQG problem is to find the control u(t) such that the cost function J is 
a minimum, where the weighting matrices Q and R are also assumed to be known continuous 
differentiable functions of p. The solution of this problem is well known and is the 
interconnection of the optimal Linear Quadratic Regulator (LQR) and the optimal Kalman Filter 
(KF) state estimator as shown below, where the matrices G and F are the regulator and state 
estimator gain matrices respectively [3]. Clearly the gain matrices G and F are functions of the 
parameter p, and it is desired to know the change in G and F due to variations in the nominal value 
of the parameter p. Analytical expressions for the change (sensitivity) of G and F with respect to p 
have been derived from the LQG necessary conditions of optimality, and are summarized on the 
next page. 

X =A(p)x + B@)u + D@)w 

Y = C(P)X 

z = M(P)x + v 

E(w) = 0; E(w(t)WT(T)) = W(p)&(t-T) 

E(W(t)VT(T)) = 0 

E(v) = 0 ; E (V(t)VT(T)) = V(p)G(t-T) 

Problem is to find u(t) such that J is minimized for a given p: 

Solution is the Interconnection of the Optimal Regulator and Kalman Filter 

u=-Gx^ 

~ ? = A ~ + B ~ - F ( z - M ~ )  

Want Analytical Expressions for the Sensitivity of the Solution to Changes 
in Fixed Parameter p 
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LQG CONTROL LAW SENSITIVITY 

The optimal LQR and KF gain matrices G and F are computed as shown below, where S 
and T are the steady-state solutions of the appropriate nonlinear matrix Riccati equations. Also 
shown are expressions for the partial derivatives of G and F with respect to p. Under the 
assumptions regarding the functional dependence of B, M, R, and V on p, the only unknowns in 
these expressions are the partial derivatives of the Riccati equation solutions S and T with respect 
to p. Analytical expressions for these partial derivatives can be derived from the necessary 
conditions of optimality [2] and the final results are shown below. These expressions are valid 
only when the necessary conditions of optimality are satisfied, that is when G and F are the gain 
matrices which make the cost function J be a minimum. They are themselves linear Lyapunov 
equations in the unknown derivatives (sensitivities) Sp and Tp, and have coefficient matrices 
which are asymptotically stable by the properties of the LQR and KF solutions. The asymptotic 
stability properties of the coefficient matrices guarantees that the Lyapunov equations have 
solutions which exist and are unique. Additionally, the coefficient matrices are the same for every 
parameter p, with only the known term in the {} brackets changing. This affords considerable 
computational savings, since the coefficient matrices need only be decomposed once for the initial 
solution of the Lyapunov equations, stored, and reused for the remaining parameter sensitivity 
calculations. 

(Note: Subscript p denotes partial derivative w.r.t. parameter p) 

LQG Solution Given by: 

-1 T -1 T 
G = R  B S  ; O = A ~ S + S A - S B R  B S + C ~ Q C  

F = TM~V-’ ; o = AT + T A ~  - T M ~ V - ~ M T  + D W D ~  

G,=-R%,R B S + R  B,S+R B s, 

Sensitivity of G and F with Respect to p is: 

-1 T -1 T -1 T 

-1 T o = S,(A-BG) + (A-BG~S, + {s% + A:S + (c~Qc), - S(BR B ),si 

F, = T,M~v-~ + TM)? - T M ~ V - ~  v,v-’ 
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o = (A-FMIT, + T,(A-FM)~ + {A,T + T A ~ ’  + (DWD~), - T ( M ~ v - ~  M)J 



OPTIMAL COST SENSITIVITY 

Several equivalent expressions for the optimized value of the LQG cost function in terms of 
the LQR and KF gain matrices G and F and the Riccati equation solutions S and T are shown 
below, where J* denotes the optimized cost function value and tr{} denotes the trace of a matrix. 
By the chain rule of differentiation, the partial derivative of the optimized cost is the derivative of 
the optimized cost with respect to the gain matrix (G or F) times the derivative of the gain matrix 
with respect to p, plus the partial derivative products of all the other matrices in the cost function 
expressions. However, since the cost function J has been optimized with respect to the gain 
matrices (i.e. G and F satisfy the necessary conditions of optimality), the derivatives J*G and J*F 
are identically equal to zero, which means that the sensitivity of the optimized cost J*P is 
independent of changes in the optimal gain matrices G and F [2]. This makes the optimized value 
of the cost function J* unattractive for use in the integrated structurekontrol law design algorithm 
as a measure of control law performance, since the sensitivity J'p does not reflect the actual 
changes in the optimal control law. For this reason, other measures of the optimally controlled 
systems performance, such as time and frequency responses, system eigenvalues, and covariance 
responses must be used in the integrated design methodology even though these responses have 
not been optimized with respect to G and F. The sensitivities of these other performance measures 
do reflect the effects of the change in the optimal gain matrices G and F due to changes in the 
parameter p. Analytical expressions for the sensitivities of these other controlled system 
performance measures also exist and are summarized on the next pages. 

Optimized Cost Function Value 

J* = tr{SFVFT + TCTQC} = tr{SDWDT + TGTRG} 

Consider That 

J; = ifp + J&, + ..... = J ~ G ,  + J;T,+ .... 

But i i s  Optimal With Respect to F and G, Le. 

* .  
J,=J,=O 

So the Sensitivity of the Optimized Cost is Independent of the 
Sensitivity (Changes) in the Optimal Gain Matrices 
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DYNAMIC RESPONSE SENSITIVITY 

Once the optimal LQG control law is computed, the regulator and Kalman Filter equations 
can be interconnected to form a set of state-space equations which represent the controlled system. 
This is represented below where the vector x is the controlled system state vector, y is the 
controlled system outputs, and w is the combined vector of disturbance inputs. Taking the partial 
derivative of the state equations with respect to the parameter p and interchanging the order of 
differentiation leads to the system sensitivity equations shown. When integrated over time for a 
known input time history w(t) these equations give the sensitivity of the controlled system state 
vector and output vector time histories as a function of both the input and state vector time 
histories. These equations can also be used to determine the sensitivity of the frequency response 
of a single inputloutput pair by transformation of the system and sensitivity equations into the 
Laplace domain and replacing the Laplace transform variable s by the complex frequency jo for 
zero initial conditions. Denoting the complex response of one input/output pair at a given 
frequency o by h and the corresponding complex sensitivity result by hp, the sensitivity of 
magnitude and phase of the response are computed as shown. If the interest is in more than one 
inputloutput pair, the singular values of the complex transfer function matrix H relating the input 
vector w and the output vector y are often calculated at discrete frequencies o as a means of 
determining the response magnitude in all loops simultaneously. Assuming that none of the 
singular values is repeated, the sensitivity of the singular values at a given frequency is, calculated 
from the complex transfer function sensitivity matrix using the same unitary transformation pair as 
determined in the singular value calculation [4]. 

X = A X +  Dw X ,  = % x +  Ax, + D,w 

y=  cx y, = c,x+ CX, 

Sensitivity Equations Depend on System Response - Can Be Solved 
in Either Time or Frequency Domain 

Frequency Response Sensitivities - 

For a Complex Response h = a + jb and Sensitivity h, = a, + jb, 
7 

lhl =Ja2 + b2 ; lhl,= l ( a  + bbJ 
lhl ap 

Singular Values of Complex Transfer Function Matrix H: 

( here denotes complex conjugate transpose) 

C = U'HV ; C, = U'H,V 



DYNAMIC RESPONSE SENSITIVITY (CONC.) 

The eigenvalues of the system dynamics matrix A of a linear state-space system are often 
used as a measure of stability and performance. If the change in the matrix A with respect to a 
parameter p is known and there are no repeated eigenvalues, then the sensitivity of the eigenvalues 
due to a change in the parameter p can be calculated in terms of the derivative matrix 4 and the 
matrix E, whose columns are the right eigenvectors of the matrix A [5]. 

The response of a linear system to Gaussian distributed, "white" noise random inputs is 
measured in terms of covariance or mean square quantities. These are computed using the (steady- 
state) covariance equations shown below, where the matrix W is the intensity matrix of the 
random noise input and X is the state vector covariance to be calculated. Once X is known, other 
response quantities of interest are easily computed. Differentiation of the covariance equation with 
respect to the parameter p results in an equation for the sensitivity of the state vector covariance Xp 
in terms of the state vector covariance X [6]. The sensitivity of the other response quantities of 
interest are also easily computed. 

System Eigenvalue Sensitivity 

A = €-'A€ ; diag(A,,) = diag(€-'%€) 

Covariance Response Sensitivity 

T T 
O = A X + X A ~ + D W D ~ ;  Y=CXC ; U=GXG 

o = A X ~  + ~ , , A I  + A,,x+ XA; + (DWD'), ; yP = (cxc'), ; up = (GXG'), 
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NUMERICAL SENSITIVITY STUDY 

The previously described analytical sensitivity expressions for the change in optimal LQG 
control law designs and the optimally controlled linear system responses have been exercised on a 
real aeroservoelastic aircraft example. This problem considered the DAST ARW-II (Drones for 
Aerodynamic and Structural Testing, Advanced Research Wing 11) aircraft, which was a Firebee 
drone vehicle modified for high risk aeroelastic and aeroservoelastic stability testing [7]. A 
mathematical model of the longitudinal dynamics of this vehicle including rigid-body pitch and 
plunge motions, three symmetric vibration modes, and elevon and symmetric aileron control 
surfaces was used. This model included unsteady aerodynamic effects for each mode. Vehicle 
pitch rate and vertical acceleration at the center-of-gravity, and outboard vertical wing acceleration 
measurements were available as feedback signals. An LQG optimal control law problem was 
formulated for this example to stabilize a nominally unstable short period mode. The sensitivity of 
the optimal control law and the dynamic responses of the controlled aircraft were computed for 
twelve different problem formulation and physical parameters. The response sensitivities 
computed included the sensitivity of the covariance response of the vehicle subjected to Dryden 
random vertical gust environment, the sensitivity of the vehicle time response to a discrete 1- 
Cosine vertical gust, and the sensitivity of the frequency response in the elevon loop of the aircraft. 

25th Order State-Space Model of DAST ARW-II 
- Rigid Body Plunge, Pitch, 3 Symmetric Elastic Modes, Unsteady GAPS 
- Elevon and Symmetric Aileron Control Surfaces 

- Pitch Rate and Acceleration at C.G., Outboard Wing Acceleration Sensors 

- Response to Random Gust Environment (Covariance) 
- Time Response to Discrete 1-Cos Gust 
- Frequency Response of Open Elevon Loop (Aileron Loop Closed) 

Sensitivity Information Calculated For Twelve Design Parameters: 

Outboard Wing Acceleration Pitch Rate and 
C. G . Acceleration 

1 Elevon 
Aileron v 



SENSITIVITY PARAMETERS 

Shown below are the nominal values and descriptions of the twelve parameters for which 
the sensitivity of the DAST ARW-I1 control law and dynamic responses were computed. All 
twelve parameters influence the dynamic responses of the controlled system. The first four 
parameters are elements in the weighting matrices of the cost function for the LQG problem and 
directly affect the LQR regulator gain matrix G discussed previously. Parameters 5 through 8 are 
elements of the noise intensity matrices in the LQG formulation and directly affect the KF gain 
matrix F. The final four parameters represent physical quantities or characteristics of the vehicle 
and affect the LQR gain G, the KF gain F, and the basic dynamics of the vehicle. Parameter 9 is a 
wing bending stiffness related parameter which was used to uniformly increase or decrease the 
natural frequencies of the two wing bending modes. Parameter 10 is a wing torsion stiffness 
parameter similar to parameter 9 that was used to scale the wing torsion mode natural frequency. 
Parameters 1 1 and 12 were used to locate the wing accelerometer used for feedback longitudinally 
and laterally on the wing. The results to be presented in the next several figures emphasize the 
sensitivity of the aircraft responses to the four physical related parameters 9 through 12. 

Parameter Nominal Value Description 

1 

2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 

0.01 
0.01 
1 .oo 
1 .oo 

6.00 x l o e 3  
1.oox 
1.oox 
1 .oo 
1 .oo 
7.50 
2.00 

2.00 x 1 0 - ~  

Q Matrix Weight on Pitch Rate 
Q Matrix Weight on Fwd. Wing. ACC. 
R Matrix Weight on Elevon Corn. 
R Matrix Weight on Aileron Corn. 
Pitch Rate Sensor Noise Intensity 
Aft Wing Acc. Sensor Noise Intensity 
Injected Elevon Noise Intensity 
Injected Aileron Noise Intensity 
Wing Bending Stiffness Parameter 
Wing Torsion Stiffness Parameter 
Aft Wing Acc. Longitudinal Location 
Aft Wing Acc. Lateral Location 
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OPTIMAL COST SENSITIVITY 

The optimal LQG control law for the DAST ARW-I1 example problem was computed and 
analyzed for sensitivity to the twelve sensitivity parameters. Shown below are the value of the 
optimized cost function (J’) and the semi-relative sensitivities of the cost function value to the 
sensitivity parameters. (Semi-relative sensitivity results are normalized such that the results are 
directly comparable for equal percent changes in the nominal parameter values.) Two sets of 
results are shown. Under the heading Design Sensitivity is the sensitivity of the optimized cost 
function to the twelve parameters computed using the analytical LQG sensitivity expressions 
discussed earlier. Under the heading Alternate Sensitivity is the sensitivity of the optimized cost to 
the four physical parameters 9 through 12 when the change in the optimized control law (gain 
matrices G and F) is ignored. These sensitivity results show only the effect of a change in basic 
system dynamics and do not include the effects of a change in the control law. The results are 
identical, verifying the previous assertion that the cost function sensitivity does not reflect changes 
in the optimized control law. Furthermore, the current method provides sensitivity information for 
a wider range of parameters than the alternate sensitivity information, since the first eight 
parameters affect only the gain matrices G and F. 

(Optimal Cost = 1.222, Semi-Relative Sensitivity) 

Parameter Design Sensitivity Alternate Sensitivity 

-4 5.17 x 10 
2.35 x 10 -’ 
4.90 x 10 -’ 
1.35 x 10 -3 
2.53 x 10 -2 
5.90 x 10 -6 

7.58 x 10 -3 

8 1.48 x 10 -lo 

I 9 -1.57 x 10 ’ -1.57 x 10 
10 
11 
12 

- 4 . 4 4 ~  10’ -4.44 x 10 

-2.14 x 10 -3 
9.84 x 10 -3 9.84 x 10 -3 

-2.14 x 10 -3 



COVARIANCE RESPONSE SENSITIVITY 

The covariance response of the optimally controlled DAST ARW-II aircraft was computed 
for a 12 ft./sec. RMS vertical gust input using a Dryden gust spectrum. The sensitivity of the 
RMS vehicle pitch rate and center-of-gravity acceleration and vertical wing acceleration were 
computed for the twelve sensitivity parameters as shown. The wing acceleration result was 
measured at a constant point independent of the wing acceleration feedback signal so that the 
sensitivity results for parameters 11 and 12, which actually locate the feedback sensor, are 
consistent with the results for all the other parameters. 

The results shown are best interpreted in terms of their sign and the magnitude of the 
exponents. For example the sensitivities of the three responses to parameter 9, the wing bending 
stiffness parameter, are all negative with the largest effect on wing acceleration. This means an 
increase in the wing bending stiffness would largely decrease the wing acceleration while also 
decreasing the pitch rate and c.g. acceleration. A positive change in parameter 10, the wing 
torsional stiffness parameter, would yield a larger decrease in the wing acceleration than the 
bending stiffness but would increase the pitch rate and c.g. acceleration results. A negative change 
in parameter 1 1, which locates the wing acceleration feedback sensor longitudinally on the wing, 
would decrease all three responses, while a change in parameter 12, the lateral wing feedback 
sensor locating parameter, would have a negligible effect compared to parameter 1 1. 

(1 2 Wsec RMS Vertical Gust Input, Semi-Relative Sensitivity) 
Pitch Rate C. G. Acceleration Wing Acceleration 

Parameter (5.15 x 10 -2deg/sec) (2.65 x 10 -2s) (2.35~ 1019) 

1 -6.18 x 10 -3 2.24 x 10 -4 6.24 x 10 -5 

3 -1.60 x 10 -2 2.08 x 10 -3 1.00 x 10 -1 
2 6.18 x 10 -5 -6.62 x 10 -4 -2.69 x 10 

4 4.04 x 10 -4 1 . 9 3 ~  8.21 x 10 
5 5.91 x 10 -3 9.91 x 10 -4 5.21 x 10 -3 
6 1.22 x 10 -3 9.04 x 10 -4 7.98 x 10 -1 

8 -1.74 x 10 -9 1 . 5 5 ~  4.36 x 10 -5 
9 -9.84 x 10 -2 -3.38 x 10 -3 -5.32 x 10 

11 1 . 3 5 ~  1 . 1 6 ~  2.94 x 10 -1 
12 -3.43 x 10 -5 -6.64 x 10 -5 -6.80 x 10 -2 

7 -1.77 x 10 -4 -4.77 x 10 -6 3.75 x 10 -6 

10 7.00 x 10 -2 4.04 x 10 -2 -1.22 x 10 2 
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TIME RESPONSE SENSITIVITY 

The time response of the optimally controlled DAST ARW-I1 aircraft was computed for a 
1- cosine discrete vertical gust input with a maximum amplitude of 5 ft./sec. and a duration of 0.25 
seconds. Shown below is the pitch rate response of the vehicle over one second and the sensitivity 
of that pitch rate response to the four physical parameters 9 through 12. The pitch rate response is 
more sensitive to the wing bending and torsion stiffness parameters than the wing acceleration 
feedback sensor location parameters. Increasing either the wing bending or torsion stiffness would 
tend to alleviate the peak negative pitch rate response at about 0.25 seconds. A negative change in 
the wing acceleration longitudinal position would also tend to reduce the peak negative pitch rate 
response at 0.25 seconds, but wodd increase oscillation in the response by adding an additional 
peak at about 0.65 seconds. The lateral location of the wing acceleration sensor would have a 
negligible effect on the pitch rate response. 
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Pitch Rate 
( Rad/Sec) 

9- 
10 - 
11 - 
12 - 

(Pitch Rate Response 

-:;rj 
-0.6 

-0.8 

-1 .o 
0.0 0.25 0.5 0.75 1.0 

Time (Sec) 

Parameter 
Wing Bending Stiffness 
Wing Torsion Stiffness 
Long. Accel. Location 
Lat. Accel. Location 

to 1-Cos Discrete Vertical Gust) 
20.0 L 

15.0 

10.0 
Semi-Relative 
Sensitivity of 

Pitch Rate 5.0 
(RadSec) 

0.0 

-5.0 F I I I I 
0.0 0.25 0.5 0.75 1.0 

Time (Sec) 
0.09 

0.06 

Semi-Relative 0.03 
Sensitivity of 

Pitch Rate 
(RadSec) -0.03 

-0.06 
12 

-0.09 - 
0.0 0.25 0.5 0.75 1.0 

Time (Sec) 



FREQUENCY RESPONSE SENSITIVITY 

The magnitude of the elevon loop frequency response, computed with the aileron loop 
closed, is shown below as is the sensitivity of frequency response magnitude to the four physical 
parameters 9 through 12. Any one of the three parameters 9 through 1 1 could be used to reduce 
the peak magnitude of the response at about 2.0 rad./sec., or to decrease the bandwidth of the 
control loop by reducing the response magnitude above 2.0 rad./sec. Both actions could not be 
achieved using a single parameter, since the sensitivity results show that any parameter change 
used to decrease the peak response at 2.0 rad./sec. would tend to increase the bandwidth by 
increasing the response magnitude at higher frequencies. 

Magn. 

(Elevon Loop Frequency Response Magnitude) 

Semi-Relative 
Sensitivity of 

Response Magn. -1 .o 
-2.0 

-3.0 

-4.0 

‘9 

0.01 0.1 1.0 10.0100.0 1000.0 
1.5 Frequency (RadSec) 
1 .o 
0.5 

0.0 

Sensitivity of 0.1 

0.0 

-0.1 

0.01 0.1 1.0 10.0 100.0 1000.0 Semi-Relative 
Frequency (RadSec) 

Parameter 
9 - Wing Bending Stiffness 

10 - Wing Torsion Stiffness 
11 - Long. Accel. Location 
12 - Lat. Accel. Location 

Response Magn. 

0.01 0.1 1.0 10.0100.0 1000.0 

Frequency (RadSec) 
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SENSITIVITY VALIDATION 

passes through zero with no slope, indicating an exact derivative result. The alternate sensitivity 
method, which does not include the control law change effects, has a nonzero slope in the error at 
the nominal parameter value. For variations in the wing bending stiffness of up to +15%, the 
design sensitivity method gives more accurate predictions (smaller errors) of the actual pitch rate 
response. Similar types of results are shown on the right for elevon loop frequency response 
magnitude predictions and the pitch rate time response predictions for the discrete vertical gust 
input. In the case of these results, the percent error calculations were integrated over the frequency 
range or time interval to obtain a single error number for each varied value of wing bending 
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Yo Integrated 
Error Elevon 

Loop Frequency 
60.0 Reponse Magn. 

Prediction 
Mean 

Square 20.0 
Pitch Rate o.o 
Response 
Prediction -20.0 

-40.0 Yo Integrated 
-30.0 0 .o 30.0 Error Pitch 

Rate Response 
Bending % Sti fness Prediction 

- Including Control Law Sensitivity 
,.,.,.,,*.... Not Including Control Law Sensitivity 

120.0 

90.0 

30.0 
0.0 

-30.0 
-30.0 0.0 30.0 

200.0 

100.0 

50.0 

0.0 

-50.0 
30.0 0.0 -30.0 

% Change 
Bending Stiffness 



COMPARISON OF COMPUTATIONAL TIMES 

The analytical expressions for the sensitivity of the optimal LQG control law involve the 
solution of two linear Lyapunov equations for each parameter of interest. In order to assess the 
computational burden associated with these calculations, a comparison of computational times to 
compute the derivative information using the analytical expressions and by finite difference 
methods was made. Four results are shown. The first is the CPU time required for the original 
LQG optimal control law solution using a DEC MicroVax 11 computer and a commercially available 
control analysis and design software package. The second result is the CPU time required for the 
original LQG solution and the solution of the two Lyapunov equations for the sensitivity of the 
gain matrices G and F and the Riccati matrices S and T for a single parameter. The third result is 
the CPU time required for the original LQG solution and a second LQG solution for a perturbed 
parameter value, as would be required for a one-step finite difference calculation of the change in 
the gain matrices G and F. The actual finite difference calculation is not included in the CPU time. 
The final result is similar to the third except two perturbed LQG solutions are computed, as would 
be required for a two-step finite difference calculation. Again the actual finite difference calculation 
is not included in the CPU time result. These results show that it is significantly faster to use the 
analytical expressions rather than finite difference calculations for the equivalent derivative 
information for a single parameter. As discussed earlier, the coefficients of the Lyapunov 
equations for the Riccati sensitivities are the same for every parameter, which can lead to additional 
computational savings by eliminating expensive decomposition of the coefficient matrices for each 
parameter. This means the computational efficiency of the analytical approach will be even better 
than shown here for the multiple parameter case. 

Calculation CPU Time (Sec.) 

Original LQG Solution 100.68 

LQG and Analytical 
Sensitivity of G, F, S, T 

133.55 

LQG and One Perturbed LQG 
For Numerical Sensitivity of G, F 
(Not Including Difference Calculation) 

196.44 

LQG and Two Perturbed LQG 
For Numerical Sensitivity of G, F 
(Not Including Difference Calculation) 

287.39 
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CONCLUDING REMARKS 

This paper has highlighted a method for computing the sensitivity of optimal LQG control 
laws to various problem parameters using analytical sensitivity expressions. The LQG sensitivity 
results are used in conjunction with the sensitivity of dynamic systems responses, also calculated 
using analytical expressions, to predict the changes in optimally controlled system responses due to 
changes in the nominal values of the problem parameters of interest. These sensitivity results are 
shown to be useful for integrated structure/control law design problems through a large 
aeroservoelastic aircraft example. Sensitivities of covariance, time, and frequency responses of the 
aircraft to twelve parameters were computed, and the results for four physical parameters were 
emphasized. The sensitivity results were validated against actual response changes due to changes 
in the nominal values of various parameters and found to be more accurate than alternate sensitivity 
calculations. It was also found that it is cheaper to evaluate the analytical expressions than to 
calculate the equivalent sensitivity derivatives by finite difference means. 

A Control Law and Dynamic Response Sensitivity Analysis Capability Has 

Exercised on a Large Aeroservoelastic Mathematical Model Example 
Been Developed 

- Sensitivities to Twelve Control Law and Physical Design Parameters 

- Validated Against Actual Response Changes Due to Changes in 

- More Accurate For Integrated Design Purposes Than Standard 

- Analytical Expressions Cheaper To Evaluate Than Equivalent Finite 

Calculated 

Design Parameters 

Sensitivity Analysis Methods 

Difference Calculations 
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ABSTRACT 

Independent Modal Space Control (IMSC) is a technique that is often used for 
the control of large order structural systems. The pertinent optimization 
problem in the simultaneous design and control of structures is a min - min 
problem that minimizes with respect to the structural design variables, the 
minimum value of the performance index with respect to the control forces ob- 
tained using the IMSC technique. The minimization process requires derivatives 
of eigenvalues and eigenvectors with respect to the design variables. These 
derivatives can be computed by a rather involved analytical procedure or a 
relatively simple finite difference procedure. This paper examines the computer 
cost effectiveness of these two procedures for the derivative calculations. 

INTRODUCTION 

One of the objectives of structural control is to suppress undesirable 
motion resulting from some unavoidable excitation such as onboard machinery or 
docking maneuvers. In active control the motion of structure i s  sensed and 
suitable forces are applied to reduce and ultimately eliminate the undesirable 
motion. In optimal control the forces are applied such that a preselected 
performance index is minimized. The solution of the optimal control problem 
requires the solution of the matrix Ricatti equation. Because of the difficul- 
ties encountered in numerical computations, the solution of the matrix Ricatti 
equation is not feasible for large order systems. For large order systems, an 
alternate method known as the Independent Modal Space Control (IMSC) [l] is more 
sui tab1 e. 

En the IMSC method, the control forces are specified in the modal spac 
instead of in the physical space. Also by suitably choosing the modal contro 
forces, each mode of vibration is controlled independently of the other modes 
The performance index is assumed to be of the form 

a. 

J =  Jr 
r = l  

where a. is the number of modes controlled and Jr is the performance index 
associated with the r-th mode and has the definition 

0 

where 

rl = t / u  
r r r ’  



w 
tfie control effort. 
in the modal space and vice versa. 

is the frequency of the rth mode and Rr>O is the penalty parameter imposed on 
A higher value o f  Rr will result in a smaller control force 

The modal coordinates E,, r = 1, . . . a .  are related to the displacement vector u, 
by the relation 

u xg (4) 

where X is the modal matrix, having as its columns the eigenvectors, obtained by 
the solution of the eigenvalue problem 

K X = w2 M X  ( 5 )  

5, and qr satisfy the constraint equations 

2 
F; (t) + w 5 (t) = (t) 
r r r  cr 

5, (0) = tr0 

Z c = X F  T where ( 7 )  

is the modal control vector. Minimization of Jr in Eq. (2) w i t h  t h e  d i f f e r e n t i a l  
constraint equations given by Eqs. (6) leads to a 2 x 2 matrix Ricatti equation 
that can be solved analytically for tf m .  

For this case, the control force is given by [2] 

1/2 - wr (-wr + (u: + R;') ) + R-r1]1/2 ir(t) 
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and the solution of the closed loop modal equations (6) for the controlled modes 
gives 

-alt 
Er(t) = e (al cos et + p1 sin et) 

with 
a l = X  o r r  

e = ('d), 
- 

u1 - E,, 

- f22 A r -  - - 
2wr 

- f22 - - - R;1k22 f21 - - 

kEl - - k12 = - w r r  R + ( r r  w2 R2 + Rr)l12 

1/2 1/2 
+ R r )  1 kZ2 = (Rr - 2w2 r r  R2 + 2wr Rr (w2 r r  R2 

( 9 )  

Substitution o f  Eqs. (9) through (18) into Eq. (2) followed by its integration 
with tf = 00 yields 

2 w 
(19) - r  Jr - - 2 (E I11 + I22 + I22) 



w i t h  

, JZ2 = 1 + - k12 k22 
’ J12 - 2 w2 R 

k:2 
2 Jll = 1 + 

*r Rr *r Rr r r  

2 2 
E = J l l  al + J22 a2 + J12 al a2 

G 2 J l l  a1 p1 + 2 J 22 a2 82 + J12 (a1 @ 2 + a2 $1) 

- 1 - - +  
I11 al 4 a12 + €I2 

1 + -  al 

4 a l  
2 

= -  
I22 4 aI2 + 8 
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Simultaneous Design and Control 

The process of simultaneous design and control of structures is a min - min 
problem that minimizes with respect to the structural design variables the minimum 
value of the performance index with respect to the control forces. 

The minimum value of the performance index with respect to control forces is 
given by Eq. (1) wherein J can be evaluated from Eqs. (8) through (29). In the 
process of minimization $f this minimum value of the performance index, its 
derivatives with respect to the design variables are required. These derivatives 
can be evaluated explicitly by a laborious, even though straightforward 
differentiation of Eqs. (8) through (29) with respect to the design variables 
provided the derivatives of the eigenvalues wr and the eigenvectors x , r = 1, 
2. . .n ,  are available. The other alternative is to calculate the derivafives of J 
with respect to the design variables by using say the forward difference scheme. 
The latter is easily programmable since no explicit derivatives of the eigenvalues 
and eigenvectors with respect to the design variables are then required. The 
thrust of this paper is a comparison of the computational cost and the efficiency 
of the two procedures for calculating the derivatives of the performance index. 

Before we elaborate on this comparison however, we will digress and discuss 
the calculation of the derivatives of the eigenvalues and eigenvectors using t h e  
well known Nelson's method [3]. 

I Derivatives o f  Eigenvalues and Eigenvectors with Respect to the Design Variables 

Purely from a computer programming point of view the simplest and the most 
straightforward though not necessarily the most efficient way to compute the 
derivatives of eigenvalues and eigenvectors is by using finite differences i n  
particular the forward difference scheme with an appropriate step size [4]. The 
main disadvantage o f  the forward difference scheme is that it requires the 
solution of an eigenvalue problem once for each design variable. This could be a 
computationally expensive process. Furthermore, to obtain an accurate value of 
the computed derivatives, the eigenvalue problems need to be solved with a high 
degree of precision. 

The eigenvalue w , and the eigenvector xr, of the previous section are obtained by 
the solution of {he eigenvalue problem. 

, 

2 

r = 1, 2 . . . n ,  ( 3 0 )  
2 
r w M xr = K xr, 

I where M and K are the assembled mass and stiffness matrices respectively of the 
finite-element model of the structure. The mode shape xr is normalized with 
respect to the mass matrix M as 

T - I 
'r 's - 'rs 



wherein 6rs i s  t he  Kronecker de l ta .  D i f f e r e n t i a t i n g  Eqs. $30) and (31) w i t h  
respect  t o  a design v a r i a b l e  p f o r  a p a r t i c u l a r  e igenpai r  (wr,xr) w i t h  d i s t i n c t  
eigenvalues one ob ta ins  j 

T dxr l x T  
‘z r (dpj)”r xr M - = -  

dPj 

(32) 

(33) 

where use has been made o f  the  symmetry o f  the  mass m a t r i x  M. 

fo l lowed by the  use o f  Eq. (31) t o  y i e l d  

T To ob ta in  the  d e r i v a t i v e s  o f  eigenvalues, Eq. (32) i s  p r e m u l t i p l i e d  by xr 

J J J 

To ob ta in  the  d e r i v a t i v e s  o f  the  eigenvector x Eqs. (32) and (33) are com- 
r, bined as 

Equations (35) cou ld  be solved f o r  both the  ei9envalue and the  e igenvector  
d e r i v a t i v e s  except t h a t  t he  p r i n c i p a l  minor K - or i s  s ingu la r .  To circumvent 
t h i s  apparent d i f f i c u l t y ,  Nelson [SI proposed a method t h a t  t empora r i l y  imposes 
the  normal iza t ion  equat ion (31) by the  requirement t h a t  t he  l a r g e s t  component o f  
t he  eigenvector be equal t o  one. I f  the  re-normal ized eigenvector i s  denoted by 
x and i t  i s  assumed t h a t  i t s  l a r g e s t  component i s  t he  m-th one, then Eq. (31) i s  
r g p l  aced by 

xrm = 1 
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l and Eq. (33)  i s  rep laced by 

dXrm = o (37)  
dP j 

For ;; Eq. (32 )  reduces t o  
r, 

Equation (37)  i s  now used t o  reduce the  or+r o f  Eqs. (38)  by d e l e t i n g  the  m-th 
row and m-th column. When the  eigenvalue wr i s  d i s t i n c t ,  t he  reduced system i s  
no t  s ingu la r  and can be solved by a standard technique f o r  t he  de r i va t i ve -vec to r  
dir/dpj. The requ i red  vectors  xr and dx /dp. are then obta ined from xr and 
dxr/dp. by the  f o l l o w i n g  e a s i l y  v e r i f i e d  r e f a t i d n s  

I J 

(40)  - -T d:, 
x r [ i r T  dpj 'r - + 2 x r M  -1 dPj 

- =  
r 

dP j 

I n  f i n i t e  element computer codes t h a t  e x p l o i t  t h e  s p a r s i t y  s t r u c t u r e  o f  _the K 
and M matr ices,  i t  may be inconvenient  t o  ob ta in  t h e  re-normal ized vector ,  x by 
s e t t i n g  the  l a r g e s t  component t o  u n i t y .  Such a scheme necess i ta tes  the  r e c a l c t l a -  
t i o n  o f  the  s p a r s i t y  s t ruc tu re .  Instead, i t  i s  more convenient t o  ob ta in  the  
re-normal ized eigenvector,  xr by s e t t i n g  

x r n  = 1  (41) 

where n i s  t h e  order  of t he  mat r ices  K and M. 

t he  design v a r i a b l e  p .  can a l so  be ca l cu la ted  by the  forward d i f f g r e n c e  scheme 
As mentioned prev ious ly ,  t he  d e r i v a t i v e  o f  t h e  eigenvector x w i t h  respect  t o  

J 



where (x ) 

accuracy of the forward difference scheme relative to Nelson's analytical method, 
an error measure is defined as 

is the eigenvector calculated at pj+h. In order to assess the 
pj+h 

axri axri 2 
E ( h ) =  5 ( F ) A -  ( F ) F  

(43) 

where are the elgenvector derlvatlves by the analyti- 

scheme respectlvely. The error E I s  summed over 
all the components o f  the elgenvector, over the mode shapes controlled and over 
a l l  the deslgn varlables. 

Application to a Stiffened Composite Plate 

A laminated composite square plate reinforced by two stiffeners placed 
symmetrically with respect to the laminate midplane along the two centerlines of 
the plate is considered. As in reference [6] the plate is discretized using a 
mesh of 8 noded isoparametri c, shear deformable pl ate bending el ements. Assuming 
the plate is simply-supported along all its four edges, the resultingfinite- 
element model has a respectable (from control engineer's point of view) 127 
degrees o f  freedom and thirteen design variables consisting of five discrete fiber 
orientations and eight continuous stiffener cross-sectional areas. 

Table 1 provides an assessment of the error E as a function of the step size h 
for the finite difference derivative calculations. As expected, the error 
decreases with a decrease in h and then begins to increase as a result of machine 
roundoff. 

A comparison was made of the computational cost for the calculation of the 
eigenvector derivatives using .Nelson's method and the f i n i t e  difference scheme. 
Using Nelson's method to compute the gradient of the three eigenvectors with 
respect to the thirteen design variables the required CPU time was 17.2 seconds. 
To compute the eigenvector gradients using forward differences several eigenval ue 
problems need to be solved. Using subspace iteration in conjunction with the 
Jacobi method [7] for the solution of the eigenvalue problem, the total time for 
the required gradient calculations was 39.5 seconds. Note that the design vector 
has thirteen variables, and it was necessary to solve the perturbed eigenvalue 
problem thirteen times. Since the solution of the unperturbed eigenvalue problem 
provides an excellent guess for the eigenvalue of the perturbed system, an inverse 
iteration scheme [7] in conjunction with shifting of the stiffness matrix K can be 
used to accelerate the solution process. Using such a strategy, the CPU time 
required for the calculation of the eigenvector gradients using forward 
differences was down to 27.6 seconds. 
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Thus, i n  r e l a t i o n  t o  t h e  a n a l y t i c a l  method the  computational cos t  o f  the  f i n i t e  
d i f ference c a l c u l a t i o n  o f  t he  eigenvector g rad ien ts  i s  no t  a t  a l l  p r o h i b i t i v e .  On 
the  o ther  hand, i n  s p i t e  o f  t h i s  modestly h igher  computational cost ,  t he  
simp1 i c i  t y  o f  the  c a l c u l a t i o n  o f  the eigenvector gradients  us ing forward 
d i f ference scheme i s  overwhelming. However some caut ion  must be exerc ised when 
us ing  inverse  i t e r a t i o n  i n  con junc t ion  w i t h  sh i  ting o f  the  s t i f f n e s s  ma t r i x .  

o f  t he  eigenvector and i f  x 
the  system. 
must be taken t o  choose the  eigenvector ( x r )  

It 
should be noted t h a t  the  normal iza t ion  scheme xy f M xr= 1 f i x e s  on ly  the  magnitude 

i s  an eigenvector,  then -x i s  a l so  an eigenvector o f  
Hence, when eibenvectors o f  the  per turbed gystem are computed, care 

such t h a t  
Pj+h 

T 
(Xr) > o 

Pj+h 

Th is  can be done very  e a s i l y  i n  p r a c t i c e  by s imply  c a l c u l a t i n g  the  above do t  
product  and changing the  s ign  o f  the  vec tor  xr i f  the  do t  product i s  negat ive.  

Table 1. Error E as a Function o f  the Step Size h 

h 

0.156 x 10-1 
0.781 x lo-' 
0.390 x 10" 
0 195 x lo-' 
0.976 x 

0.488 x lom3 
0.244 x lom3 
0.122 
0.610 x 

0.305 x 

0.152 x 

0.79 x 

0.21 x lo+ 
0.54 
0.13 

0.98 
0.80 

0.101 10" 

0.34 x 

0.25 x 

0.404 x 

0.162 x 



Table 2 prov ides a comparison o f  the  computational e f fec t i veness  o f  the  two 
approaches f o r  t he  con t ro l  of the  s t i f fened laminated composite p l a t e  problem f o r  
cases i n v o l v i n g  d i f f e r e n t  number o f  design va r iab les  and d i f f e r e n t  number o f  f r e -  
quencies being con t ro l l ed .  

13 design 
var iab les ,  

8 f requencies 

Table 2. F i n i t e  Difference Versus Nelson' Approach - Normalized CPU Time 

1.939 1.0 

Type o f  
Design 

F i n i t e  D i f fe rence 
Approach Nelson's Approach 

13 design 
v a r i  ab1 e, 

3 f requencies 
1.598 1.0 

5 design 
var iab les ,  

8 f requencies 
1.700 1.0 

I t  i s  c l e a r  f rom Table 2 t h a t  i n  a l l  the  cases considered the  f i n i t e  
d i f f e r e n c e  approach requ i res  more CPU t ime as compared t o  the  Nelson's A n a l y t i c  
approach. The percentage increase i n  CPU t ime increases w i t h  the  number o f  
f requencies considered. I n  the  f i n i t e  d i f f e rence  approach an eigenvalue problem 
needs t o  be solved f o r  each design v a r i a b l e  considered. I f  s h i f t i n g  the  K m a t r i x  
i n  con junc t ion  w i t h  inverse i t e r a t i o n  i s  used t o  ca l cu la te  the  
eigenvalues/eigenvectors, the  f i n i t e  d i f f e rence  approach i s  q u i t e  compet i t ive w i t h  
the  Nelson's a n a l y t i c  approach. Even though the  approach may r e q u i r e  about tw ice  
the  t ime o f  Nelson's method, the  coding e f f o r t  i s  fa$Kles3Min t h e  case o f  t he  f i -  
n i t e  d i f f e r e n c e  approach. Secondly, c a l c u l a t i o n  o f  - , - ( d e r i v a t i v e s  o f  s t i f f -  
ness and mass mat r ices  respec t i ve l y )  requ i red  i n  the  case o f  Nelson's approach 
can be q u i t e  d i f f i c u l t  i n  some cases I n  the  case where the  design va r iab les  are  3K element frame areas, c a l c u l a t i o n  of - , arr l  i s  f a i r l y  s t ra igh t fo rward .  However, 

if p, corresponds t o  the  number of p l i e s  w i t h  a g iven o r i e n t a t i o n  then the  ca lcu-  
l a t i o n  o f  ap' a K  ap a M  i s  f a i r l y  invo lved.  

I n  conclusion, i t  needs t o  be emphasized t h a t  t he  f i n i t e  d i f f e rence  scheme 
f o r  t he  c a l c u l a t i o n  o f  t he  eigenvalue and eigenvector d e r i v a t i v e s  does n o t  appear 
t o  be c o s t l y  enough t o  warrant  t he  use o f  the  a n a l y t i c a l  method. With the  former 
scheme one does n o t  have t o  " t i n k e r "  w i t h  the  "b lack box" t h a t  generates t h e  
eigenvalues and e igenvectors  f o r  a g iven design v a r i a b l e  vec tor .  The a n a l y t i c a l  
method on the  o ther  hand needs an i n t i m a t e  knowledge o f  t h i s  "b lack box". 

aP aP 

aP ap 
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INTRODUCTION 

The inclusion of body forces has received a good deal of attention in boundary element research. 
The consideration of such forces is essential in the design of high performance components such as 
fan and turbine disks in a gas turbine engine. Due to their critical performance requirements, optimal 
shapes are often desired for these components. The boundary element method (BEM) offers the 
possibility of being an efficient method for such iterative analysis as shape optimization. 

A survey of efforts in the area of sensitivity analysis in BEM was given by Mota, Soares and Choi 
[l]. The shape sensitivity using a finite-difference formulation was given by Wu [2] and using the 
implicit-differentiation formulation by Barone and Yang [3], Saigal et al. [4-61, and Rice and 
Mukherjee. * Mukherjee and Chrmdra [7] presented a BEM sensitivity formulation for materially 
nonlinear problems. The treatment of body forces for sensitivity analysis has not received much 
attention. 

In this paper, the implicit-differentiation of the boundary integral equations [8] is performed to 
obtain the sensitivity equations. The body forces are accounted for by either the particular integrals 
[9, lo] for uniform body forces or by a surface integration [I 11 for non-uniform body forces. The 
corresponding sensitivity equations for both these cases are presented. The validity of present 
formulations is established through a close agreement with exact analytical results. 

* Rice, J.S. and Mukherjee, S. ,  "Design Sensitivity Coefficients for Axisymmetric 
I Elasticity Problems by Boundary Element Methods", private communication. 



BOUNDARY ELEMENT ANALYSIS EQUATIONS 

Including the effect of temperature variation Q, the stress tensor CY.. is given in equation (l), and the 

equation of equilibrium is given in equation (2). Starting with a weak statement of equation (2) and 
using the divergence theorem twice the integral equation (3) is obtained. Assuming steady state 
condition, using the divergence theorem, and applying Green‘s second function leads to equation (4) 
where the thermal effects have been reduced to a boundary integral form. 

1J 

E 
( 1 4 4  &ekk- E vE 

( l+v)( 1 -2v) Oii = - (l+v) eij + 

E, v, and a are the modulus of elasticity, Poisson’s ratio, and coefficient of thermal expansion, 

respectively. Tij and Uij are the fundamental (Kelvin) solutions for traction and displacement, 

respectively. p and q are the load point and the field point, respectively, and R is the distance 
between these points. ui, ti , and Fi are the components of displacement, traction and body force, 

respectively. 

GRAVITATIONAL AND CENTRIFUGAL FORCE SENSITIVITY 

If the total displacement is written as a sum of a complementary and a particular integrd component 

761 



as in equation (5 ) ,  then in the absence of temperature variation, the last two terms in equation (4) 
drop out giving equation (6). Discretizing the boundary using boundary elements with 
displacements and tractions interpolated as shown in equation (7), we get the matrix relationship 
(8).Substituting from equation (5) into equation (8), we obtained a relationship in equation (9) 
including the effect of particular solutions due to body forces. Particular solutions (up) and (tp) 
were given by Banerjee and co-workers [9- 101 at SUNY - Buffalo. Implicit differentiation of equation (9) 

with respect to the design variable XL results in the sensitivity equation (10). The contribution of 

the body forces is included in the vector (fp} given in equation (1 1). 

Discretizing equation (6) using interpolation functions for displacements and tractions 

u = [H]{u} ; t = [Hl{t} 

The matrix form of equation (6) is obtained as 

Substituting equation (5) in equation (8) 

Differentiating with respect to the design variable, X, 

Where 

(7) 



The superscripts c and p refer to the complementary and particular soultions, respectively. [ H 3 is 
a matrix of interpolation functions. ( ),L denotes the derivative of ( ) with respect to the design 

variable X, 

THERMOELASTIC SENSITIVITY 

For the case of temperature variation Q and temperature gradient @,n, the tern with volume integral 

in equation (4) drops out. Then using the interpolation given in equation (7), we get the matrix 
relationship given in the equation (12). Implicit -differentiation of equation (12) leads to an equation 
similar to equation (10) but with a different definition for vector I@}. This relationship is given in 
equations( 13) and (14). The matrix [VI involves thermoelastic kernels which include elliptic 
integrals of the first and the second kind. The present sensitivity analysis requires derivatives of 
these elliptic integrals which are easily determined through chain rule of differentiation, 

{PI = [VI,L{TI + [VI{TI,L 

(T) is the vector of nodal temperatures. 
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SEMI- ANALYTICAL SENSITIVITY FORMULATION 

The sensitivities can now be obtained using equations (10) and (1 1) for centrifugal and gravitational 
body forces, and using equations (13) and (14) for thermal body forces. We, however, need to 

determine sensitivity matrices such as [F),L and [G],L; and sensitivity vectors such as   up},^ and 

{ tP) ,L. In the semi-analytical approach, the design variable XL is first perturbed by an amount 

AXL. The system matrices [F(XL+AXL)] , [G(XL+AXL)J, etc., are generated based on the new 

geometry. The sensitivities are then simply obtained using forward-difference relationships shown 
in equations (15) and (16). It is noted that the sensitivity results will depend on the perturbation step 

size AXkHowever, this step will result in substantial simplification of the implementation of the 

sensitivity algorithm. 

FULL ANALYTICAL SENSITIVITY FORMULATION 

I 
I For the full-analytical approach, the sensitivity matrices and vectors are directly calculated from their 

analytical expressions given in equations (17) and (18). These expressions, however, need the 

sensitivities of geometry quantities such as x , ~ ,  y , ~  , n,L, etc. The initial geometry is first used for 

solution of vectors ( u )  and { t )  in equations (8) or (12). This geometry is then changed through a ! 



perturbation AXL of the design variable. Only the geometry sensitivities are then calculated using 

forward-difference approximation. These geometry sensitivities are needed for evaluating terms in 
equations (17) and (18). 

* T  
N 1  

[F],L = C 
[G],L = C 

C [t I,J HI J + [;IT[ HI J,L I dc 

C [U I,L[ HI J + [u*IT[ HI J,L I dc 

0 j =  1 

* T  
N 1  

0 j = l  

The superscripts T and * refer to the transpose of the matrix and the fiindamental solutions, 
respectively . 

3-D Centrifugal Loading Particular Integral Sensitivities: 

h, p are the Lame's constants. xLdenotes the derivative of coordinate x with respect to the design 

variable X, and yL and zL have similar definitions.The corresponding traction sensitivities can be 

found using the constitutive relation. 
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SINGULAR TERMS IN SYSTEM SENSITIVITY MATRIX 

For determining terms in [F],L an extension of rigid body technique used for singular terms in m 
is used. This extension is based on the fact that the sensitivities corresponding to rigid body 

displacements and tractions are zero leading to a row-sum type property for [FJ,L. Thus from 

equation (lo), the singular terms for 3-D can be obtained as given in equation (21). For 2-D, these 
terms are similarly obtained. For axisymmetric case, a rigid body motion in Z - direction and an 
inflation mode in the radial direction are used. 

1 
0 
1 
0 

1 
0 

n- 1 n 

j = 1,3;.- j = 2,4;- 
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STRESS SENSITIVITY RECOVERY 

The solution of sensitivity equations yields the boundary traction sensitivities only. The stress 
sensitivities at other locations can be obtained directly using differentiated elasticity equations 
describing stress-Strain relationships. These relations are given in equation (22) for the 
axisynimetric case. 

I$., nz are the components of the outward normal in the r and z directions, respectively. 

J,L 1 
e22,L = - 2 u2,5 i- 7 2 ’ 5  L 

J 

u2,kL denotes the mixed derivative with respect to the dimensionless coordinates 5 and the design 

variable X,. 
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NUMERICAL EXAMPLES 

The above formulations were applied to a series of selected examples to determine the design 
sensitivities for displacements and tractions. These examples include: (a) a rotating circular disk of 
constant thickness with a central hole shown in Figure 1 analyzed using two-dimensional elements, 
(b) a rotating circular disk with hyperbolic varying thickness and with a central hole shown in 
Figure 2 analyzed using axisymmetric elements, (c) a hollow cylinder under plane strain shown in 
Figure 3 subjected to pressure and temperature change and analyzed using axisymmetric elements, 
(d) a pressurized hollow cylinder under temperature variation shown in Figure 4 and analyzed using 
axisymmetric elements, (e) a solid circular bar (Figure 5) under self-weight analyzed using three-dimensional 
elements, and (f) a rotating circular disk (Figure 6) analyzed using three-dimensional elements. For examples 

I without temperature variation the material data used were E=30x107 psi, v 4 . 3 ;  and for examples 

with temperature variation the material data used were E=l psi, v=0.3, and a=0.02 /OF. The results 
obtained from the present formulations were compared with the exact solutions to check these 

formulations. For exact sensitivities the elasticity solutions were first expressed in terms of the 
design variable and then differentiated with respect to this design variable. A good comparison of 
the present results was seen from the results presented in the following pages. 



Design Sensitivity Analysis of a Rotating Circular Disk. 

Sensitivity 

Radial Displacement x (10 -3) Traction (x lo3) 

Location- Analytical This Analytical This 
Study Study 

A 6.7678 6.7677 4.8061 4.7625 
B 6.5929 6.5929 8.7301 8.6993 
C 2.8329 2.8330 3.6905 3.6923 
D 2.6684 2.6685 3.8066 3.8103 
E 6.7678 6.7678 
F 6.7678 6.7676 

E Location coordinates (r, z) in inches are: A(4.333, O.), B(5.061, O.), C(17.061, O.), D(19.0, O.), 
E(3.864, 1.035), F(3.967,0.522) 

12 ELEMENTS 8 ELEMENTS 

12 ELEMENTS 

12 ELEMENTS 

B 
0 =10 RADISEC 

4-4 IN- * 
16 IN 

FIGURE 1 



Design Sensitivity Analysis of a Rotating Disk 
with Hyperbolic Varying Thickness 

Exact 

5.07485 
5.66207 
5.99760 
6.16066 
6.20577 
6.17095 
6.08307 
5.%129 
5.81938 
5.66731 
5.51231 
5.35968 
5.21325 
5.07583 
4.94945 
4.83557 
4.73521 
4.64908 
4.57767 
4.52126 
4.48003 
4.45403 
4.44327 
4.44769 
4.46718 

RADIUS 
(inch) 

4.00 
4.25 
4.50 
4.75 
5.00 
5.25 
5.50 
5.75 
6.00 
6.25 
6.50 
6.75 
7.00 
7.25 
7.50 
7.75 
8.00 
8.25 
8.50 
6.75 
9.00 
9.25 
9.50 
9.75 
10.00 

Mesh B 

3.9470 
5.4810 
5.6433 
5.&450 
5.8609 
5.8355 
5.7574 
5.6542 
5.5318 
5.4024 
5.2668 
5.1372 
5.0076 
4.8915 
4.7787 
4.6831 
4.5934 
4.5222 
4.4589 
4.4141 
4.3782 
4.35% 
4.3511 
4.3540 
4.4120 

~ 

SENSITIVITY 

Exact 

2.05931 
2.05819 
2.04760 
2.02989 
2.00685 
1.97984 
1.94995 
1.91803 
1.88478 
1.85078 
1.81653 
1.78246 
1.74893 
1.71628 
1.68481 
1.65480 
1.62650 
1.60016 
1.57602 
1.55428 
1.53517 
1.51889 
1.50565 
1.49564 
1.48906 

Mesh A Mesh B 

1.9987 1.9986 
I 1.9887 

1.9725 1.9725 
-- 1.9522 

1.92% 1.9294 
__ 1.9046 

1.8789 1 .8785 
-- 1.8512 

1.8236 1 .8229 
- 1.7940 

1.7653 1.7645 
-- 1.7348 

1.7060 1.7052 _ _  1.6759 
1.6482 1.6474 

-- I ,6198 
1.5945 1.5937 

_- 1.5692 
1.5474 1.5466 

_- 1.5261 
1.5089 1.5081 

-- 1.4928 
1.4811 1.4803 _ _  1.4710 
1.4660 1.4652 

HOOP STR. x 10-3 

Note: Exact solution is for the assumption of plane stress. 
Mesh A 15 element model; Mesh B 30 element model 

I 

I 

D 

I 
I 
I 

I 
I 2ELEM 

+ I 
r C 

1 ELEM 

Ro= 10 

DESIGN VARIABLE: INNER RADIUS, Ri 

FIGURE 2 



Design Sensitivity Analysis of a Plane Strain Hollow 
Cylinder Under Pressure and Temperature Variation 

Exact 

I 

This 
Studv 

SENSITIVITY I 
RADIUS I RADIAL DISPLACEMENT I RADIAL STRESS 

(inch) 

3.0 
3.5 
4.0 
4.5 
5.0 
5.5 
6.0 

Exact 

3.6305 
3.6694 
3.6168 
3.5302 
3.4341 
3.3396 
3.2513 

Study 

3.6315 
3.6712 
3.6174 
3.5309 
3.4350 
3.3402 
3.2523 

Exact 

0.000 
-0.1058 
-0.1181 
-0.0971 
-0.0653 
-0.0318 
0.000 

T 
P 

This 
Studv 

0.000 
-0.1074 
-0.1186 
-0.0975 
-0.0654 
-0.0318 
0.000 

CIRCUMFERENTIAL 
STRESS 

0.5955 
0.6995 
0.7112 
0.6903 
0.6591 
0.6264 
0.5955 

+ T =3.0 

1 -  1 1 1  I b R  
I 1 

= 5.0 F 
= 1.0 PSI 

0 

4 U b 

3.0 IN 3.0 IN 

0.5956 
0.6993 
0.7110 
0.6902 
0.6594 
0.6265 
0.5956 

FIGURE 3 
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RADIUS 
(inch) 

1 .oo 
1.125 
1.25 
1.375 
1.50 
1.625 
1.75 
1.875 
2.00 

Pressurized Hollow Sphere Under Temperature Variation 

RADIAL DISPLACEMENT 

Exact 

1.5126 
1.758 
1.8563 
1.8985 
1.9247 
1.9526 
1.9896 
2.0384 
2.0996 

This 
Study 

1.4992 
1.7448 
1.8436 
1.887 
1.9144 
1.9433 
1.9813 
2.031 1 
2.0952 

P = 5.0 
T = 6.0 
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Z 
4 

SENSITIVITY 

RADIAL STRESS 

Exact 

0.000 
-0.754 
-0.901 
-0.815 
-0.653 
-0.471 
-0.297 
-0.139 
0.000 

This 
Studv 

0.0003 
-0.618 
-0.927 
-0.791 
-0.642 
-0.466 
-0.290 
-0.128 
0.0003 

L 4ELEM 
4 A- _-  D 

1.0 IN 2.0 IN 

FIGURE 4 

CIRCUMFERENTIAL 
!?l-REs 

~ 

Exact 

1.500 
1.857 
1.923 
1.879 
1.801 
1.715 
1.634 
1.562 
1.500 

This 
Study 

1.495 
1.886 
1.91 0 
1.876 
1.796 
1.709 
1.630 
1.561 
1.496 



Solid Circular Bar under Self-weight 
~ ~~ 

Location Sensitivity of displacements in Z direction ( lo3) Sensitivity of Stress in Z direction 

x=3.536 Exact Full- Semi- Exact Full- Semi- 
y =3.536 Analytical Analytical Analytical Analytical 

A(z=O.O) 0.0 0.0 0.0 2318.4 2320.4 235 1.6 
B(z=5.0) 6.7620 6.76 13 6.7614 1738.8 1747.6 1758.3 

1159.2 1188.7 1 189.8 C(z=lO.O) 11.592 1 1.589 11.589 
D(z=15.0) 14.490 14.488 14.488 579.6 587.6 589.4 
E(z=20.0) 15.456 15.448 15.448 0.0 0.0 0.0 

20 IN 

FIGURE 5 
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Three Dimensional Rotating Circular Disk 
~ ~~~~ 

Location Displacement Sensitivity L+ L( Radial Stress Sensitivity (104) 

y=o.o 
z=1.5 

Exact Full- Semi- Exact Full- Semi- 
Analytical Analytical Analytical Analytical 

I x= 4.0 
x= 5.0 
x= 6.0 
x= 7.0 
x= 8.0 
x=16.0 
x=17.0 
x=18.0 
x=19.0 
x=20.0 

Q,6768 
0.6613 
0.62 16 
0.5768 
0.5329 
0.298 1 
0.2840 
0.2736 
0.2668 
0.2640 

0.6775 
0.6610 
0.6212 
0.5765 
0.5326 
0.297 8 
0.2838 
0.2733 
0.2667 
0.2639 

0.6735 
0.657 1 
0.6179 
0.5737 
0.5302 
0.2969 
0.2829 
0.2725 
0.2660 
0.263 1 

0.0840 
0.8564 
0.9650 
0.90 18 
0.8004 
0.3740 
0.3691 
0.37 15 
0.3807 
0.3960 

0.1907 
0.8413 
0.9674 
0.8966 
0.8061 
0.3814 
0.3649 
0.3782 
0.3752 
0.4083 

0.2023 
0.8511 
0.9644 
0.8945 
0.8032 
0.3800 
0.3635 
0.3770 
0.3740 
0.4083 

Z 

I X 

R = 4.0 IN 16.0 IN 

FIGURE 6 



CONCLUSIONS 

The treatment of body forces of the centrifugal, gravitational, and thermal types in the 
implicit-differentiation formulation for the design sensitivity analysis of two-dimensional, 
axisymmetric, and three-dimensional problems is presented. The particular integral sensitivity 
expressions for the gravitational and centrifugal type body forces are developed. The thermoelastic 
sensitivity kernels are given for the thermal type body forces. A semi-analytical and a full-analytical 
approach for determining the sensitivity system matrices are used. A wide range of problems are 
solved for design sensitivities due to body forces and the results are validated through comparisons 
with exact analytical solutions. 
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OUTLINE OF PRESENTATION 

This presentation comments on the ability to reduce or condense a three dimensional model exactly, 
and then iterate on this reduced size model representing the parts of the design that are allowed to 
change in an optimization loop. The discussion presents the results obtained from an ongoing research 
effort to exploit the concept of substructuring within the structural shape optimization context using a 
Boundary Element Analysis (BEA) formulation. The first part of the talk contains a formulation for the 
exact condensation of portions of the overall boundary element model designated as substructures. The 
use of reduced boundary element models in shape optimization requires that structural sensitivity 
analysis can be performed. A reduced sensitivity analysis formulation is then presented that allows for 
the calculation of structural response sensitivities of both the substructured (reduced) and 
unsubstructured parts of the model. It is shown that this approach produces significant computational 
economy in the design sensitivity analysis and reanalysis process by facilitating the block triangular 
factorization and forward reduction and backward substitution of smaller matrices. The implementatior 
of this formulation is discussed and timings and accuracies of representative test cases presented. 

Model of the Attachtneiit of a Compressor or Turbine Blade to its Uisk. 
'Ilie Top of the Blade Has Been Substructttred. 



THE CONCEPT OF REDUCED MODELS IN SHAPE OPTIMIZATION 

Kane, Saigal, et al.1-9 have shown that a multi-zone approach significantly impacts the ability to 
exploit the additional matrix sparsity present in the design sensitivity analysis step occurring during 
shape optimization of objects with partial geometric sensitivity. They have also shown how the 
multi-zone capability facilitates the effective utilization of reanalysis techniques in the shape optimization 
context. In other publicationslo-11 they describe a sparse blocked equation solver that incorporates a 
multi-zone boundary element analysis (BEA) capability and boundary element substructuring in a 
completely arbitrary fashion. The overall algorithm is described that allows for the assembly and 
solution of arbitrarily connected boundary element zones that ma also be arbitrarily either condensed or 

boundary element zones to consistently coexist in the same multi-zone problem. The development of 
this capability was motivated by an application in shape optimization, where a portion of the design 
remains geometrically insensitive to the design variables that control the shape. This discussion 
presents the results obtained from an ongoing research effort to exploit this powerful concept of 
substructuring within the structural shape optimization context using a boundary element formulation. 

maintained at their original size. The approach thus allows P or both condensed and uncondensed 

(A)  Original Problem 

Foundation t o  Simulate 
21 Exactly 

Exact Traction 
Distribution at 
22 - 23 Interfa 

(B) Reduced Problem with Exact 
Eoundery Conditions to Simuleta 
ReDved Boundary Element Zonae 

Physical Intarprmtstion of the  Condenmation 
of Insensitive Zone b t r i c e o  
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MULTI-ZONE BOUNDARY ELEMENT ANALYSIS 

Multi-zone boundary element analysis12-19 is accomplished by first breaking up an entire boundary 
element model into zones as illustrated by the three zone model shown. The governing boundary 
integral relationship can then be written for each zone. In elastostatics, for example, Somigliana's 
identity12-l4 is the appropriate relationship. Substituting for the actual surface response an approximate 
surface response interpolated from the node point values of traction and displacement using boundary 
element interpolation functions, one obtains the discretized boundary integral equations12-14. By 
evaluating this expression at a set of locations of the load point of the fundamental solutions occurring 
in the boundary integral equation corresponding to the node point locations for the zone in question, 
one can generate a matrix system of equations for each zone. The matrix relations written for each of 
the individual zones can be put together for use in an overall a n a l ~ s i s ~ 2 - 1 ~  by considering the conditions 
of displacement compatibility and equilibrium of the traction components at all zone interfaces. In these 
compatibility and equilibrium relations, the double subscript notation is used to convey that the vector in 
question is a column vector of components entirely on the interface between zone-i and zone-j. 

Multi-zone boundary element analysisI0 I 'is accomplished by writing 
1.) individual zone BIE's 

[F'] {u'} = [G'] {t'} 

2.) coupling them together using compatibility and equilibrium conditions 

{Uij l  = {J> ; {tij> = -{tij} 
3.) This involves 

3.1 Expanding the size of each zone matrix to the overall system size. 
3.2 Renumbering, partitioning, and accounting for degrees of freedom in 

blocks. 

4.) The result - Speed, Sparsity, Accuracy, but programs are more complex 



MULTI-ZONE BOUNDARY ELEMENT ANALYSIS - Continued 

Expanding the size of the boundary element zone matrix equations to the size of the overall 
problem, bringing the unknown tractions at zone interfaces to the left hand side of the equation, and 
using the compatibility and equilibrium relations, one can form the boundary element system equations 
for the overall multi-zone BEA problem. For example, the equations for the three zone problem shown 
are given below. It should be noted that this model has no interface between zone-1 and zone-3. In 
this instance, the final multi-zone BEA system of equations can be produced by simply removing the 
blocks associated with this 1-3 interface shown in the equation below. 

Formal sparse blocked hypermatrix structure associated with three zone model 

Actual matrix population results by removing all ‘13’ partitions because they are 
empty 
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MULTI-ZONE BOUNDARY ELEMENT MATRIX POPULATIONS 

The previous example points out the basic features of multi-zone boundary element matrix 
equations. The matrix equation shown above is actually a hypermatrix with matrices as its entries. 
Generally these matrix entries are called blocks or partitions. Likewise, the overall vectors shown have 
vectors for their entries and these entries are also referred to as blocks or partitions. The blocked 
sparsity characteristic of the matrices that result from the multi-zone BEA approach is clearly evident 
from the zero blocks present in the previous equation. A typical boundary element system matrix left 
hand side population is shown below. This matrix population is for a slightly different model and the 
smaller of the two matrix population shown results when the individual zones are condensed into 
boundary element substructures as described in subsequent parts of this presentation. 

b) MATRIX POPULATION 
WHEN ALL ZONES ARE 
CONDENSED 

a) MATRIX POPULATION WHEN NO 
CONDENSATION IS PERFORMED 

= BLOCK CONTAINING INFORMATION FROM [F] OR [M,] MATRIX 

= BLOCK CONTAINING INFORMATION FROM [GI OR [M 2 ]  MATRIX 

= BLOCK THAT IS INITIALLY EMPTY BUT EXPERIENCES FILL IN IxI DURING THE BLOCK TRIANGULAR FACTORIZATION STEP 

Left hand side boundary element system matrix populations for 
a four zone mesh. 



SPARSE BLOCKED SOLUTION PROCEDURES 

The blocked matrix triangular factorization procedure used in this study is shown below. The 
procedure starts with the triangular factorization of the f i s t  diagonal block. This is performed using a 
Gauss elimination algorithm with partial pivoting. The triangular factors of this diagonal block are 
stored in the same location that the original diagonal block was located. This matrix factorization is then 
used to alter the second block column. This is accomplished by forward reduction and backward 
substitution of the columns of the matrix block A,, to form the matrix DI2, (in the figure this matrix is 
symbolized by D ). This matrix is then used to alter all the blocks below A,, in block column two by 
the matrix multiplication and subtraction step shown below. All blocks below block A,? in column 
three are then processed in a similar fashion and then the fourth column and so forth until the entire 
matrix has been altered. This entire process is then repeated using the submatrix consisting of all 
blocks except those in block row and column one. The second major phase in the algorithm causes the 
alteration of the submatrix consisting of all blocks except those in block rows and columns one and 
two. At every stage of this process, checks are made concerning the sparsity of the matrix. Any block 
operation that can be avoided due to the block sparsity present in the matrix, is avoided. A fundamental 
characteristic of the block triangular factorization algorithm described above is that it is sequential in 
nature. 

START-PROC. Start block triangular factorization procedure 
I = O  

TOP- DIAG-LOOP. I = I + l  
IF ( I > N-1 ) GO TO LAST-BLOCK 
Factor A,, = L,, U,, using Gauss elimination with partial 
pivoting 
J = O  

TOP- COL-LOOP. J = J + 1  
IF ( J > N ) GO TO TOP-DIAG-LOOP 
IF ( A JI = 0 ) GO TO TOP-COL-LOOP 
Solve A,, D = A,, For D by forward reduction and 
backward substitution of the columns of D using the 
factorization of A,, 
K = I  

TOP- ROW-LOOP. K = K + 1  
IF ( K > N ) GO TO TOP-COL-LOOP 
IF ( AKI = 0 ) GO TO TOP-ROW-LOOP 
Form A, = A, - A,, D 
GO TO TOP-ROW-LOOP 

LAST-BLOCK. Factor A,, = L,, U,, 
END-PROC. Return 

Sparse blocked matrix triangular factorization algorithm. 
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PERFORMANCE OF MULTI-ZONE ANALYSIS 

In order to illustrate the advantages associated with multi-zone analysis relative to single-zone 
boundary element analysis, an example geometry has been selected for study and modeled as both a 
single zone and as a multi-zone model. Coresponding storage space and CPU times required for the 
single and multi-zone analyses are shown in the figure below. Comparison of the resources consumed 
during the equation solving step for both the single zone and the multi-zone analyses shows the 
dramatic improvements that can be obtained by employing the multi-zone approach in this class of 
problems. The accuracy of the boundary element method when applied to model such slender objects 
is also dramatically improved when multi-zone techniques are utilized. Numerical integration times tend 
to also be less for multi-zone models because only load points corresponding to nodes in the particular 
zone being integrated are used in the sequence of integrations used to form coefficient matrices. 
Although this particular problem was chosen to present the multi-zone approach in the most favorable 
light, it is representative of the much larger class of problems that becomes tractable for boundary 
element analysis when a multi-zone strategy is included. 

TIMING A N D  STORAGE EXAMPLE 

I 1 ZONE 

I I 2 ZONE 

I I I 1 4 ZONB 

t 
I 026 UNITS OP 

300 

SUItPhCE SlRESS 
RECOVERY 

200 

0.3793 UNITS 
0 695 I UNITS 

ASSEMRLY 24 2 

53 J 
NUMERICAL 
INlEORAlION 

Ll I L.1 



BOUNDARY ELEMENT SUBSTRUCTURES 

Reordering the degrees of freedom and partitioning the boundary element system equation for an 
individual zone into blocks that correspond to master degrees of freedom and also into blocks that 
correspond to degrees of freedom that could be condensed, one can arrive at the matrix equation shown 
below. In this equation, the additional right hand side vector is included to consistently account for any 
body force type of loading that might be present in the analysis, such as gravity, centrifugal, or thermal 
loading. In these equations the symbolism for {u)  and {t} will be generalized to imply that ( u )  
contains the unknown values of the boundary response while (t} contains the specified values of the 
boundary response, regardless of whether they are displacement or traction components. When the 
specified values are displacement components, then appropriate column exchanges and negations must 
be performed as explained in References [12-141. Therefore, whenever { k} appears in the equations 
presented below, it is implied to be a column vector of known values of the specified boundary 
conditions for the particular zone in question. At first inspection, the substructuring process seems to 
require the inversion of the matrix block [F,,]. A closer examination of the formulation, however, 
reveals that this is not the case. Whenever the matrix [Fcc] -1 appears in these equations, it always 
premultiplies either a column vector or a rectangular matrix. As shown below, the use of the matrix 
inversion notation is purely symbolic, and in the computer implementation of this substructuring 
approach, no matrix inversion is ever actually performed. Instead, the triangular factorization of the 
matrix block [Fee] is performed once, and subsequently these factors are reused to solve the matrix 
equations shown below by forward reduction and backward substitution of the right hand side vector or 
group of vectors shown below. 

Substitute this expansion equation into the first block row and solve for { uM] to 
obtain the exactly condensed equation for the boundary element model. 

Inversion shown is symbolic. Major computational step involves the triangular 
factorization of the square block [F,,]. Note this can be reused in expansion step. 
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PARTITIONS IN BOUNDARY ELEMENT ZONE CONDENSATION 

The typical sizes and locations of the partitions present in boundary element zone condensation are 
shown below. This figure also helps to illustrate the first assembly procedure required to form zone 
partitions prior to the condensation process. It should also be noted that the condensation procedure 
embodied in the equations presented above is an' exact formulation, in that, no terms have been 
neglected, nor has any approximation been made. 

Assembled zone matrix showing master and condensed partitions 

w 
Detail -A- ; The 3 x 3 block of the zone matrices corresponding to singular integration 

Typical matrix condensation operation with corresponding mauix sizes 

Details associated with the assembly, reordering, partitioning, and condensation 
of a boundary element zone matrix 



MULTI-ZONE ANALYSIS WITH SUBSTRUCTURES 

Kane and Saigal" have shown that a very natural way to combine substructuring with multi-zone 
boundary element analysis capability is to allow for the possible condensation of degrees of freedom 
that appear exclusively in a particular boundary element zone. In this case the partitions to be eliminated 
by the condensation process coincide exactly with certain partitions already present in the multi-zone 
boundary element analysis procedure. This approach is also very natural from a modeling perspective, 
since entire boundary element zones can be easily and arbitrarily identified for either condensation or no 
condensation, and also for subsequent ex ansion if they are to be condensed. Utilization of this 

system of equations must be able to assemble condensed or uncondensed zone contributions to the 
overall m a m .  The algorithm for the second assembly step is very similar to the assembly procedures 
described in References [ 15- 191, except for the additional complication of dealing with both condensed 
and uncondensed zone contributions. This rocedure takes each column of a zone matrix partition, 

to assemble this 
column. The entire overall matrix is stored in a one dimensional 
arrays used to indicate the locations and sizes of the individual blocks, 
whether each block is full, empty, or to-be-filled-in in the subsequent block triangular factorization 
step. 

strategy requires that a second level assemb P y procedure for the formation of the overall sparse blocked 

determines its block destination and column B estination within the block, 

Arbitrary condensing, noncondensing sparse blocked equation solvert0J' 

1.) Natural way to combine both multi-zone and substructuring in same analysis 

2.) Master and condensed d.0.f. are chosen to exactly coincide with the blocks used in 
the multi-zone scheme. 

2.1 condensed blocks correspond to all d.0.f. exclusively in a single zone. 
2.2 master blocks correspond to all zone interface d.0.f. 

3.) Condensation and subsequent expansion is optional, thus allowing full and 
condensed boundary element zones to consistently coexist in the same analysis. 

4.) Essentially forms an out of core solver with reduced sensitivity to zone 
numbering. 

5.) Has reduced sensitivity to zone numbering. 

6.) Facilitates the extension of partial pivoting outside of diagonal blocks 

7.) Key ingredient in the effective treatment of optimization problems for 
partially insensitive three dimensional shapes via reanalysis techniques. 
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BOUNDARY ELEMENT FORMULATION FOR DSA 

A very concise summary of the boundary element sensitivity analysis formulation follows to 
establish notation and terminology and to serve as a starting point for the discussion of the reduced 
Design Sensitivity Analysis @SA) algorithm presented below. In this discussion the concept can first 
be considered in the single zone context, and then generalized to include multi-zone models. The 
superscript notation for multi-zone problems is again not explicitly written but rather implied. The 
implicit differentiation formulation for the boundary displacement- and traction-sensitivities, requires 
that a partial derivative be taken of the already discretized boundary integral equations, with respect to 
the design variable , X,. The vectors ( u )  and { t )  will be known in the resulting equation, subsequent 
to the performance of an analysis, and the equation can then be used for the solution of the sensitivity 
vectors { u) ,L and (t)  ,L . It is noted here that u i , ~  = 0 when ui is specified and, likewise, = 0 
when ti is specified for any i. The [L][U] decomposition of matrix [A], done for the solution of the 
analysis equations, can be saved and reused for the solution of this new equation, resulting in 
considerable economy in computational effort. This is a significant advantage of the implicit 
differentiation technique. However, the method relies on the ability to determine the fictitious right 
hand side vector in this equation that includes contributions from the terms [F],L (u) and [GI,, { t) .  
In the fully analytical sensitivity analysis approach2-4.6-8 the matrices, [m,L and [G],L, are formed by 
numerical integration of derivatives of quantities found in the formation of [F] and [GI. It has also been 
shown5 that it is possible to obtain the matrices [fl,~ and [G],L by a semi-analytical finite difference 
procedure. 

I Implicit differentiation approach ' -' to design sensitivity analysis (DSA) 

When symbolism is generalized, this matrix equation has the same left hand side 
matrix as the analysis. Therefore this obviates the need for repeated triangular 
factorizations of perturbed matrices. 

Analytical 
vectors. 

for computing the required right hand side 

Requires numerical integration of new kernels containing some familiar terms. 
Many elements may be insensitive, thereby yielding sparse sensitivity matrices. 



DSA WITH SUBSTRUCTURES 

When boundary element substructuring has been used, as described previously, to condense certain 
zones in a multi-zone analysis, the design sensitivity analysis matrix equations shown in the previous 
figure can still be used to symbolize the overall multi-zone system matrix equations. In this instance, 
the block entries in this equation, contributed by the condensed zones, are assembled from the matrices 
[M,] and [M2] shown in the discussion on boundary element zone condensation. It is also possible to 
have boundary element zones that have not been condensed to coexist consistently with zones that have 
been condensed in the same analysis14. For the uncondensed zones, the appropriate zone [F] and [GI 
matrices are assembled in the appropriate places in the overall matrix equations. Implicit differentiation 
of this equation has the same symbolic outcome except that the block entries in this matrix equation for 
the condensed zones require the formation of , . [M~],L, and [M~],L , as shown below. In a 
completely analogous fashion to the implicit differentlabon DSA approach describedl-9 for multi-zone 
models without substructuring, the terms in the condensed matrix equation can be manipulated to 
produce the same left hand side matrix as that used in the analysis. 

Design sensitivity analysis of substructures" starts with the implicit 
differentiation of the condensation and expansion equations. 

and 
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DSA WITH SUBSTRUCTURES - Continued 

This, in turn, requires what looks like the computation of the sensitivity of the inverse of the matrix 
[F,,]. This apparent requirement at first inhibited the authors from using the substructuring concept in 
concert with DSA. 

The r.h.s. vectors seem to need the sensitivity of the matrix inverse pee] -1 ??? 

This apparent requirement has delayed the implementation of substructuring 
techniques in design sensitivity analysis for shape optimization. 



OBVIATING THE NEED FOR SENSITIVITIES OF MATRIX INVERSES 
I The derivation shown below, however, obviates the need to compute the sensitivity of any matrix 

inverse. The reason that this can be done is because the matrix [Fcc] -l, appearing in the reduced DSA 
formulation, is always postmultiplied by another matrix. When the product of the two matrices is 
considered together, an approach to the computation cf the sensitivity of the matrix product becomes 
clear. This shows that the required term [D],L can be obtained by 'solving' the resulting equation 
shown below. Thus, the formation of the matrix term [D],L can be obtained by forward reduction and 
backward substitution of the columns of the right hand side matrix shown. This is extremely efficient if 
the triangular factors of the matrix block [Fee], computed during the condensation step of the analysis, 
are saved and reused. The sensitivities of the other matrix products shown in the design sensitivity 
analysis formulation with substructures can be obtained in an analogous fashion. The sensitivity of the 
matrix [Mq] is not found by itself, but rather, the product of [M4] ( fc) is treated in a manner similar to 
that discussed above. 

Obviating the requirement of computing sensitivities of matrix inverses in DSA 
of substructures is accomplished by exploiting the fundamental observation that 
FCJ1 always premultiplies a vector or rectangular matrix. Notice 

Which was what was wanted !!! 
and backward substitution procedure using the (already computed) triangular factors 
of the IF,,] block and the right hand side vector shown. 

can be obtained from a forward reduction 

This formulation has been successfully implemented in an overall package for design 
sensitivity analysis. 
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SENSITIVITIES AT CONDENSED DEGREES OF FREEDOM 

Once traction and displacement sensitivities are known at master degrees of freedom, the 
differentiated substructure expansion equation, shown above, can be used to optionally recover 
sensitivities of displacement and tractions at condensed degrees of freedom in a similar fashion without 
recourse to the computation of sensitivities of matrix inverses. It is thus possible to obtain complete 
sensitivity information for the boundary element substructures. Again one sees that the approach for 
expanding sensitivities relies on the ability to compute the sensitivities of matrix products involving 
[Fcc] -1. As discussed above, this computation can be done economically using the factorization of 
[Fcc] which has already been computed in the reduction process. 



NUMERICAL RESULTS 

The problem considered was that of a hollow circular cylinder, subjected to an external normal 
traction. The inner radius was selected as the design variable. This problem was chosen partly because 
a closed form elasticity solution for its response is known. Using the elasticity solution, it is possible 
to determine a closed form solution for the sensitivity of the response with respect to the design 
variable. This is accomplished by parameterizing the sample point location and taking a material 
derivative of the resulting expression. Also, this problem can be thought of as a specific manifestation 
of the generic situation of a design with partial geometric sensitivity. It is therefore a candidate for the 
substructuring techniques described in this paper. Two quarter symmetry models of the hollow 
cylinder, shown below, were used in this study of the accuracy and computational requirements 
associated with design sensitivity analysis of full size, partially condensed, and fully condensed 
models. The first model is a single zone model for which no substructuring is performed. 

b) TWO ZONE MODEL 

One Zone and Two Zone Boundary Element Models Used as Test Cases. 
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NUMERICAL RESULTS - Continued 

Both this single zone boundary element mesh and the two zone mesh had the geometry of its 
nodes controlled according to the two schemes shown. These two sets of geometric sensitivities are 
considered to illustrate how a certain geometric feature of a boundary element mesh, (i.e. the inner 
radius of the hollow cylinder), can be controlled by one design variable and yet several mesh control 
strategies may be possible. These different mesh control strategies will be shown to have quite 
different consequences in terms of the computational requirements of the resulting design sensitivity 
analysis. In this example, the second set of geometric sensitivities cause significant sparsity in the 
matrices [F],L and [G],L . For the two zone models, this second set of geometric sensitivities will 
cause entire blocks in the multi-zone DSA formulation to be completely empty, thus producing 
substantial reductions is the resources required to perform DSA. 

DIRECTION 

SCHEME # 1 
GEOMETRIC SENSITIVITY 
ALONG ENTIRE RADIAL 
DIRECTION 

Two different Geometric Sensitivity Schemes Used in this Study. 



MATRIX POPULATIONS 

The first comparison to be presented in this study concerns the storage required to perform an 
analysis and a sensitivity analysis of the hollow cylinder employing the various options discussed in 
this paper. The cases considered are listed below. Case 1.1  is a single zone model with no 
condensation and its associated left hand side boundary element system matrix is fully populated and 
therefore not shown. Case 1.2 is a two zone model and its left hand side boundary element system 
matrix is populated as shown below in Part a. It is seen to require marginally the same amount of 
computer memory as the single zone model. The Case 1.3 is a two zone model with the largest zone 
condensed. The left hand side matrix population for this case is depicted in Part c. Case 1.4 has both 
of its boundary element zones condensed and the resulting matrix population for the left hand side 
system matrix is illustrated in Part b. From this example one can see that the condensation technique 
discussed in this paper allows for the analysis and design sensitivity analysis to be performed in much 
less computer memory. The condensation technique effectively functions as an out of core solver 
reducing memory requirements to almost one third for case 1.3 and to more than one seventh for case 
1.4. 

case zones zone 1 zone2 storage (kwords) 

1 . 1  
1.2 
1.3 
1.4 

1 
2 
2 
2 

261. full 
full full 260. 
full condensed 94. 
condensed condensed 37. 

------- 

a) hlATRlX POPULATION WHEN NO 
CONDENSATION IS PERFORMED 

b) MATRIX POPULATION 
WHEN ALL ZONES ARE 
CONDENSED 

c) MATRIX POPULATION WHEN 
ZONE TWO IS CONDENSED AND 
ZONE ONE IS L E R  FULL SIZE 

= BLOCK CONTAINING INFORMATION FROM [Fl OR [MI] MATRIX 

= BLOCK CONTAINING INFORMATION FROM [GI OR [M 2 1  MATRIX .. 

Left hand side boundary element system matrix populations for 
the two zone mesh s h o w  previously for various combinations 
of zone condensation options. 
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CAPITALIZING ON GEOMETRIC INSENSITIVITY 

There are frequent occasions when portions of a design are geometrically insensitive to the design 
variables that control its shape. It is also possible in many instances to enhance the amount of 
geometric insensitivity that a model possesses through modeling techniques such as the one shown 
above. Here the inner radius is the design variable and yet two schemes for controlling the boundary 
element node point geometric sensitivity along the radial edges of the model are shown. Listed below 
are a series of test cases that help to quantify the ability of the various analysis and sensitivity analysis 
options discussed in this paper to exploit geometric insensitivity for computational performance 
improvement. The cases 2.1 through 2.4 reveal that the single zone boundary element method is unable 
to exploit the additional geometric insensitivity present in the partially geometrically sensitive model, 
while the multi-zone model (case2.4) yielded analysis and sensitivity analysis results in less than 75 % 
of the time used for the fully sensitive model. If one compares the time for the DSA alone, the two 
zone partially sensitive model (case 2.4) can be used for sensitivity calculation in about 35 % of the time 
taken by the fully sensitive two zone model (case 2.3), and in less than 45 % of the time spent using 
either of the single zone models. Cases 2.4 through 2.8 demonstrate that the condensation and 
expansion procedures discussed in this paper are competitive with the straightforward multi-zone 
analysis and sensitivity analysis techniques that do not involve substructuring (i.e. case 2.4). These 
cases also demonstrate that the cost of performing the expansion step in DSA of substructures is not 
significant. Case 2.9 points out that for designs with total geometric sensitivity the substructuring 
technique requires more computer time than procedures that do not involve condensation and 
expansion. 

geometric condensation option expansion option 
case zones sensitivity zonel zone2 zonel zone2 Analysis DSA Total 

2.1 1 
2.2 1 
2.3 2 
2.4 2 
2.5 2 
2.6 2 
2.7 2 
2.8 2 
2.9 2 

full 
partial 
full 
partial 
partial 
partial 
partial 
partial 
full 

full full 
full full 
no no 
no no 
no Yes 
no Yes 
yes yes 
yes yes 
yes yes 

no no 
no no 
no no 
no no 
no no 
no yes 
no no 
yes yes 
yes yes 

30.9 
30.9 
26.6 
26.6 
25.5 
25.5 
25.6 
25.6 
25.6 

16.4 47.3 
16.3 47.2 
19.6 46.2 
7.0 33.6 
7.8 33.3 
8.4 33.9 
9.4 35.0 

10.9 36.5 
31.7 57.3 



ACCURACY 

In both the analysis and the design sensitivity analysis, there was absolutely no discernable 
difference in the accuracy of the computed results that was dependent on whether condensation or 
expansion was performed. 

CONCLUSIONS 

1 .) Substructuring technique can dramatically economize shape optimization for partially sensitive 
models 

2.) Requires 
Arbitrary condensing / noncondensing assembly and equation solving procedures 
Design sensitivity analysis of substructures 

for the computation of sensitivities of mamx inverses 
3.) Formulation presented for DSA of substructures that is efficient because it obviates the need 

4.) Accuracy is exactly the same as when no substructuring is done 

5.) Procedure can be done in parallel mode 

6.) Implementation currently being incorporated in the Computer Aided Engineering Center's 
shape optimization system 
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THE PURPOSE - AIRCRAFT ROLL EFFECTIVENESS AT REDUCED COST 

The need for effective aileron power for aircraft lateral control and turning maneuvers dates back 
to the Wright Brothers and their wing warping concept for active stabilization of their aircraft. Early 
researchers in Great Britain, Japan, Germany and the U.S. explored ways to increase the effectiveness of 
control aileron to generate a roll moment. Figure 1 illustrates the basic problem of aileron effectiveness 
and the interrelationship between structural distortion and the loads applied by the control surface. A 
rigid winuaileron surface will develop the capability to generate increased roll rates as airspeed 
increases. A flexible surface will become less effective as airspeed increases because of the twisting 
distortion created by the aft-mounted control surface. This tendency is further worsened by bending 
distortion of an aft swept wing. This study focuses its attention on the ability of a combined effort 
between structural redesign of a wing and sizing and placement of a control surface to create specified 
roll performance with a minimum hinge moment. 

Control Effectiveness 

Incremental 
Moment 

P Incremental 

Velocity 

Flexible Airfoil 

Figure 1 
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THE OPTIMIZATION PROBLEM AND DESIGN VARIABLES 
, 

The wing planform used for this study is shown in Figure 2. The wing is composed of 10 layers 
of Graphite/epoxy composite material. Three of the upper surface plies are treated as design variables 
so that cross-sectional stiffness and stiffness cross-coupling can be changed to decrease the aileron 
hinge moment while still maintaining the same roll-rate at a specified design airspeed. Because the 
laminate must be symmetric through the thickness so as to disallow warping during the manufacturing 
process, the three lower plies must also follow the reorientation of their upper surface counterparts. The 
sign convention for the ply orientation is shown on the planform diagram. The aileron surface is shown 
located at a distance N, outboard of the wing root. This distance is also a design variable. The 
spanwise size of the aileron is fixed at 30% of the span; however, the chordwise size is allowed to 
change. The combination of 3 ply orientations and the spanwise position and chordwise size of the 
aileron defines the set of design variables. 

Figure 2 
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THE EFFECT OF PLY ORIENTATION AND AILERON POSITION ON HINGE MOMENT 

Aileron hinge moment was chosen as the cost function for optimization because the actuator size 
necessary to move the aileron is a function of the power required. As a result, aircraft weight is buried 
within this cost function. A matrix method representation of the wing structural stiffness and the 
aerodynamic loads was used to provide the analytical representation of the wing in Figure 2. A 
computer code that had been used in previous FSW work was used as the basis of the optimization code 
developed at Purdue. This code has the acronym CWINGSM. Expressions for hinge moment and 
aerodynamic derivatives necessary to run the code were taken from DATCOM and classical references. 
The effect of aileron spanwise position and wing laminate orientation on the magnitude of the aileron 
hinge moment is indicated in Figure 3. Two local minima axe observed on this diagram. One local 
minimum is associated with the inboard aileron position, while the other is associated with the outboard 
position. While the inboard position is predictable given the experience of the last 40 years, the 
outboard position is unusual. This diagram also indicates that the final outcome of any optimization 
procedure that minimizes aileron hinge moment will depend upon the initial conditions given to the 
program. 

Topographical level surface map of hinge moment = 

AILERON REVERSAL 

E 
m 

.- c Q 1 
90" 60" 30" 0 -30" -60" -90" 

ply orientation - degrees 
k-wash - in-b- wash - out-( 

Figure 3 



DESIGN CONFLICT AND COMPROMISE - 
ROLLING MOMENT versus DAMPING-IN-ROLL 

The aileron hinge moment depends upon the orientation of the aileron with respect to the flow. 
This orientation depends upon the amount of mechanical rotation of the aileron and the wing surface 
distortion due to aeroelastic effects. For a certain size aircraft operating at a specified design airspeed, 
the roll rate is found by computing the ratio between the aileron rolling power and the wing damping- 
in-roll. The behavior of these two parameters as a function of aileron position and laminate orientation 
is shown in Figure 4. To generate this figure, all three laminate ply angles were constrained to be equal. 
Large values of aileron rolling power are generated when the aileron- is outboard and ply angles are 
oriented in an aft swept position with respect to the swept wing center span line. Unfortunately, Figure 
4(b) indicates that this wash-in laminate orientation leads to a situation for which damping-in-roll is also 
magnified. 

(a) Aileron Power 

versa1 
3 

(b) Damping - in - roll 

Figure 4 
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AN OPTIMIZATION EXAMPLE PROBLEM-AILERON CHORD SIZE FIXED 

To study the optimal design process itself, an example problem was developed. A series of 
optimization problems were solved in which the aileron chord dimension and the position of the aileron 
on the wing were held fixed. An unconstrained minimization problem was posed in which the three 
laminate ply angles were design variables and the roll rate was a constraint used to remove one of these 
variables. For the example cases chosen, convergence to the optimum design was rapid, as indicated in 
Figure 5. The inset to this figure shows a typical design cycle history for a case in which the aileron is 
in the outboard position. As anticipated, there are two local minima to be found by the procedure, 
depending upon the initial design condition chosen. Figure 5 also shows a comparison between the 
optimum design performance and the hinge moment for a similar, unoptimized, orthotropic laminate. 
Note that in this case all 3 final laminate ply angles are nearly equal. 
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OPTIMAL PLY ORIENTATION FOR MINIMUM HINGE MOMENT 

The ply orientations found to create minimum hinge moment while still allowing the specified roll 
rate are shown in Figure 6. While not constrained to be equal, in this case their values are 
indistinguishable from each other. The wash-in design orientation is created by sweeping the 3 plies aft 
to create a bending-shear coupling effect that causes the wing sections to rotate upward as they bend 
upward. This promotes aileron effectiveness and damping-in-roll (DIR), but the increase in rolling 
power outweighs the increase in DIR. The wash-out design is created by sweeping the plies forward. 
This couples nose-up twist with downward bending to create a less effective aileron surface. However, 
the damping-in-roll is also minimized so that the trade-off is favorable. 
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THE AEROSERVOELASTIC OPTIMAL DESIGN PROBLEM 

When the aileron spanwise position and its chordwise dimension were included in the optimal 
design problem, the optimization technique chosen was an interior penalty function method. A pseudo- 
objective function was defined as the sum of the actual hinge moment and penalty functions 
representing; the aileron flap-to-chord ratio (which is free to take on any values above 0.075); the 
aileron spanwise position (which must lie between the wing root and tip); and the roll rate (which must 
be a specified rate). Figure 7 shows the values of this performance index as a function of design cycle 
history, plotted together with the value of the actual hinge moment. The Davidon-Fletcher-Powell 
method, in conjunction with a cubic interpolation method was programmed to generate these results. 
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LAMINATE PLY ANGLE BEHAVIOR DURING OPTIMIZATION 

All 3 plies began the optimization search oriented 20 degrees forward of the swept span reference 
line. During the design process they acquired different orientations, but finally became nearly equal as 
more design cycles occurred. The final design was a wash-in design with the design plies at about 30 
degrees aft of the reference axis (Figun 8)., 
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OpTlMAL SPANWISE AILERON POSITION 

While the laminate plies are re-orienting themselves, the aileron is moving along the span to try to 
relieve the load on the hinge, while at the same time maintaining performance. Figure 9 shows the 
design history of this movement. The aileron begins near the 3/4 span position, moves inward slightly, 
and then proceeds to move outward to the 8/10 span position. 

MIDSPAN 

W 
v) 

TIP 

0 5 10 15 20 25 30 

DESIGN CYCLE NUMBER 

Figure 9 
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FLAP-TO-CHORD RATIO DESIGN HISTORY 

The history of the value of aileron flap-to-chord ratio is shown in Figure 10. Because of the 
model used, this ratio tries to become as small as possible, but is not allowed to become less than 0.075. 
When other initial starting point designs were input to the procedure, the final result was essentially the 
same. 
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SUMMARY OF RESULTS’AND OUTLOOK FOR THE FUTURE 

This design optimization problem indicates the advantages of simultaneous consideration of 
structural design and control design. The performance index, the aileron hinge moment, has appeal to 
both groups, and because of the actuator weight associated with it, appeal to all. Besides the numbers 
generated, the interesting aspect of the problem is that it indicates that there is a trade-off between large 
values of rolling power and low damping-in-roll of the wing surface itself. The method used was made 
efficient by using subroutines that computed design sensitivity derivatives directly from analytical 
expressions obtained by algebraic manipulation. Present efforts have been directed towards including 
wing taper ratio as a design variable to further control damping-in-roll and including wing sweep angle 
itself to control aileron effectiveness and damping-in-roll. 
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Why the Effort? 

The trend in design indicates that future airplanes will be statically unstable in pitch, be more flexible 
than current aircraft, and require highly integrated, interdisciplinary, design methodologies [ 11. Fighter 
aircraft will be more maneuverable and will use active flutter suppression. One application of active 
flutter suppression is to provide the required margin between the maximum attainable speed in a dive and 
the speed at which flutter occurs while also requiring open-loop flutter to be at or above the maximum 

envelope to exceed the open-loop flutter speed. If active flutter suppression is to become part of the 
integrated flight control system, then an integrated modeling and simulation capability is required. This 
modeling and simulation capability would embrace traditional non-linear, rigid-body mechanics for 
aircraft and traditional linear aeroservoelastic dynamic models. In particular, a unified set of equations 
and notation should arise. 

to be reexamined in light of anticipated applications to future aircraft. At the Langley Research Center a 
Functional Integration Technology (EIT) team was established to perform dynamics integration research 
using the F/A-18 as a focus vehicle. A central part of this effort has been the reexamination of the 
aeroelastic equations of motion for fixed-wing aircraft [2,3] and the development of a comprehensive 
simulation modeling capability [4]. At the Wright Research and Development Center, a 30-month 
contract was awarded to Lockheed to develop an aeroservoelastic analysis and design software package 
wherein the equations of motion are developed from fxst principles [5 ] .  At the Air Force Office of 
Scientific Research a contract was let to Professor Luigi Morino to develop the equations of motion of a 
maneuvering, flexible airplane with minimal simplifying assumptions [6]. The Lockheed effort [5] adapts 
the method of hybrid coordinates used by Likens for space-craft applications [7] to the aircraft problem. . 
Morino's approach [6] is very similar to the FIT effort [2,3] and does a nice job of incorporating the total 
vehicle rotational degrees-of-freedom in a Lagrangian framework by taking partial derivatives of kinetic 
and potential energy with respect to the entire direction cosine matrix. 

, dive speed. A more ambitious application of flutter suppression would be to allow the normal operating 

A variety of programmatic responses arose from the concern that current modeling practices needed 

OBSERVED TRENDS IN AIRPLANE DESIGN (FIGHTERS) 
- STATIC INSTABILITY IN PITCH 
- MORE FLEXIBLE 
- MORE MANEUVERABLE 
- HIGHLY INTEGRATED DESIGN 
- ACTIVE FLUTTER SUPPRESSION TO PROVIDE MARGIN 

URGE TO "UNIFY" AND GENERALIZE NOTATION AND EQUATIONS 
- TRADITIONAL, RIGID-BODY AEROMECHANICS 
- TRADITIONAL, LINEAR ASE ANALYSIS 

PROGRAMATIC RESPONSE - (1986-88) 
- LARC - FIT (Functional Integration Technology) 
- AFWAL - LOCKHEED ASE CONTRACT 
- USAF OFFICE OF SCIENTIFIC RESEARCH - L. MORINO 



The Path Followed by FIT 

When the FIT team began its investigations, no references in the aircraft literature could be found 
wherein equations of motion for elastic airplanes were developed with what seemed to be sufficient 
generality. The usual developments made assumptions that resulted in the absence of any inertial 
coupling between angular rates and elastic deformation. Occasionally questions were raised as to the 
conditions under which these simplifying assumptions might not be justified [8]. The literature for 
spacecraft and rotorcraft was not examined initially. 

In the FIT team development, a Lagrangian approach was used to derive the equations of motion of 
an elastic airplane flexing about a rotating reference frame. As a result of retaining the coupling terms in 
the kinetic energy expression, non-linear terms representing inertial coupling between angular and elastic 
degrees-of-freedom were identified. Equations including these terms were implemented in a simulation 
model of an F/A-18 and a number of trajectories calculated to determine the effects of these coupling 
terms [2]. At the same time, a number of articles were appearing in the literature that examined the errors 
that can arise in predicting centrifugal stiffening when all the nonlinear terms are retained in the kinetic 
energy expression but not in the potential energy expression [9,10]. The result was that either zero 
stiffening or negative stiffening is predicted in cases where positive stiffening should result. This error 
was common to most of the multi-flexible body simulation codes then available and to the initial 
developments of the FIT team and Lockheed [2,5]. The approach adopted by the FIT team to correct the 
error in centrifugal effects was to augment the existing simulation structure with terms resulting from 
retaining non-linear straiddisplacement terms in the potential energy expression and mapping their effect 
into the existing simulation structure. The FIT approach and its application to an example problem are 
described in detail in reference [3]. 

PERFORMED LITERATURE SEARCH 
- VERY LITTLE IN AIRCRAFT LITERATURE ON MANEUVERING, FLEXIBLE 

STRUCTURES 
- SPACECRAFT AND ROTORCRAFT LITERATURE IGNORED 

REDERIVED EQUATIONS OF MOTION 
- AIRPLANE FLEXING ABOUT A ROTATING FRAME 

- INERTIAL COUPLING BETWEEN ANGULAR MOTION AND ELASTIC MODES 
IDENTIFIED 

- APPLIED TO MODEL OF F18 TO DETERMINE EFFECTS - AlAA 87-2501-CP 

THEORETICAL WEAKNESS ADDRESSED 
- CENTRIFUGAL EFFECTS - [Kane], [Eke] 

STIFFENING 
- APPROACH CHOSEN: NONLINEAR STRAIN/DISPLACEMENT - GEOMETRIC 

- APPLIED TO SIMPLE ROTATING STRUCTURE - AlAA 88-2232-CP 
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The Issues 

One is left with with two questions at this point: (l), Is geometrically-exact flexible body modeling 
theory required for the dynamic analysis of fixed-wing aircraft, even highly-augmented, unstable ones; 
and (2), how is such modeling best accomplished? Previous work [2] indicates that for most fixed-wing 
aircraft in a clean-wing configuration, geometrically exact theory is probably U M C X X S S ~ ~ ~ .  Exceptions 
may occur in cases of underwing-store and T-tail configurations. Nonlinear terms due to the complex 
geometry can assert themselves in the form of parametrically excited oscillations. The most compelling 
reason for geometrically-exact modeling theory may be just the urge to have a comprehensive theory that 
works for all cases. The difficulty is establishing a non-linear theory that is sufficiently correct for the 
airplane problem without resorting to full-blown computational structural dynamics. An example of the 
computational structural mechanics approach is the M g e  Angle Transient DYNamics (LATDYN) code 
[ 111 developed at Langley and the work of Belytschko and Hsieh on which LATDYN was based [ 121. 
These methods [ 1 1,121 assign a separate reference frame to each finite element that translates and rotates 
("convects") with each finite-element. This "convected" coordinate method has been applied to large 
deformation problems such as car collisions and antenna deployment and would accommodate the 
nonlinear rotationaVelastic coupling of a typical airplane structure with ease. However, a theory based on 
assumed modes and correct to second order may be sufficient for airplane applications and would require 
less computer resources than an approach similar to that of [ll] and [12]. 

(1) ARE GEOMETRICALLY-EXACT MODELIP 
FOR AIRPLANE DYNAMIC ANALYSIS? 
- SPACECRAFT AND HELICOPTERS - YES 
- MOST AIRPLANES - NO 
- REASONS FOR / POSSIBLE EXCEPTIONS: 

G Tt EORIES REQUIRED 

INERTIAL FORCES APPROACH AERODYNAMIC FORCES 
COMPLEX GEOMETRIES - STORES 
THEORETICAL PURITY 

(2) IF SO, WHAT IS THE BEST WAY TO IMPLEMENT SUCH THEORY? 
- MUST PROPERLY MODEL CENTRIFUGAL EFFECTS OR LEAVE THEM OUT 
- MANY POSSIBLE APPROACHES 
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Outline 

The remainder of this paper is organized as follows. First the equations of motion are briefly 
described. Since an energy approach was taken in the development of the equations of motion [2,3], 
expressions for kinetic and potential energy are defined. The differences between the FlT model and the 
more typical aircraft aeroelastic equations [8,13] are explained. Prior to defining the the potential energy, 
a simple example [ 101 is presented to illustrate the notion of "geometric" stiffness. The higher order 
terms in the FIT potential energy expression are explained in light of the simple example. Once the 
equations are established, the effects of the including the nonlinear inertial coupling terms in the 
simulation model of an F/A-18 are presented. Time respnses due to a high-authority roll command are 
compared for the following cases: (l), additional terms mcluded; and (2), additional terms ignored. 
Finally, conclusions and recommendations are offered. 

EQUATIONS OF MOTION 

- KINETIC ENERGY 
- EXAMPLE OF GEOMETRIC STIFFNESS 
- POTENTIAL ENERGY 

EFFECT OF INERTIAL LOADING - F/A-18 

CONCLUSIONS 
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Modeling Assumptions 

The operating assumptions in the equations of motion are listed below. Assumptions (2) through 
(4) are typical for airplane applications [8,13]. Assumptions (5) through (7) are atypical and lead to the 
differences between the FIT model and the more typical aeroelastic equations of motion [8,13]. 

The structural finite-element model obtained for the F/A- 18 was a lumped mass model, which 
provided the principal motivation for assumption (1). For a continuum model, summations over the 
lumped masses are replaced with integrations over the entire airplane. The finite-element model had both 
lumped masses and lumped inertial quantities and both were utilized in the calculations. Assumption (2) 
and (3) are consistent with each other. Assumption (2) leads to a generalized Hooke's law and 
assumption (3) allows the superposition of deformation modes. Assumption (4) reflects the fact that 
gravity grdients are only of concern in spacecraft dynamics. 

Assumption (5 )  acknowledges that while defamation is assumed to be small, total vehicle angular 
rate may not be small. The result is that products of total angular rate and deformation rates are retained in 
the kinetic energy expression. The effect of assumption (6) is that the term resulting from summing 
(integrating) the cross product of deformation with deformation rates over the total vehicle is retained in 
the kinetic energy expression. Assumption (7) recognizes that a transverse deformation of a beam will 
result in axial strain. This effect becomes critical in correctly predicting centrifugal effects and is best 
explained in the simple example that appears later. Apart from assumptions (5), (6), and (7), the 
following development closely parallels other developments of the aeroelastic equations [8,13]. 

(1) LUMPED MASS APPROXIMATION 

(2) LINEAR STRESS/STRAIN 

(3) DEFORMATION IS SMALL - SUPERPOSITION 

(4) GRAVITY CONSTANT OVER THE AIRPLANE 

FOLLOWING ATYPICAL AEROELASTIC ASSUMPTIONS WERE MADE 

(5) PRODUCTS OF ROTATION RATE AND DEFORMATION 

(6) ELASTIC DISPLACEMENT AND ELASTIC VELOCITIES 

ARE NOT NEGLIGIBLE 

MAY NOT BE PARALLEL 

(7) NON,LINEAR STRAIN / DISPLACEMENT 



Symbols and Definitions 

For the purposes of calculating kinetic energy, the total vehicle is viewed as a collection of small 
rigid bodies centered at the finite-element node locations. The lumped mass (dm)i and the lumped inertia 

[dQi associated with the i- node can be interpreted as the result of performing integrations over the th 

volume of the i l!l rigid body using s as a variable of integration and the mass density, 0, as a weighting 
function. The i h rigid body undergoes a translational deformation 4 and a rotational deformation 4. 
The assumption of small deformations allows the rotation to be described as a vector and implemented as 
a cross product. The vector 3 locates the undeformed position of the i- rigid body in the vehicle body 
frame. The origin of the body frame is at the center of mass of the total vehicle when the vehicle is in the 
undeformed configuration. The vector R locates an arbitrary point of the i' rigid body in the inertial 
frame. 

th 

......... .................., 
i REFERENCE POSITION OF 

AIRPLANE 
CENTER OF 

- r d  i - THE RIGID MASS ELEMENT 
i CENTERED AT NODE i ........................... _ _  - - -  

F MASS 
\d i 

MASS ELEMENT 
AFTER ELASTIC 
DISPLACEMENT 

...................................... 
- 
e ixs  ,,, 1 0. 1 

..... 

s a . .  
0 . .  

* . I  

- 0 . .  
a * .  

0 MASS / UNIT VOLUME 

r r r  - 

d K  FIXED IN 

INERTIAL 
FRAME 

dm = JJJods 
i i 
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Total Kinetic Energy 

.th The total kinetic energy is calculated in two steps. First the kinetic energy of the 1- rigid body 
(lumped mass) is found by performing the volume integration indicated in the brackets. The inertial 
velocity of an interior point is squared, multiplied by the mass density, 6, and integrated over the small 
rigid body. All volume integral expressions involving the variable,of integration 3 can be resolved into 
the "known" parameters, ( d n ~ ) ~  and [&Ii, that are defined in the previous figure .,A summauon is then 
perform& over the small rigid bodies indexed by i. Lf the deformations are described !s a sum of spatial 
functions ,(mode shapes) and time-dependent generalized coordinates, a separation of variables is achieved 
The kinetic energy becomes a summation of terms where each term is a product involving time varying 
coordinates and constant mass or length terms resulting from the summation (integration) over the total 
vehicle. ' 

INTEGRATE OVER THE IDEALIZED LUMPED MASS TO GET 
KINETIC ENERGY FOR EACH LUMPED MASS 

SUM THE KINETIC ENERGIES ASSOCIATED WITH EACH 
LUMPED MASS 

*............., 
WHERE 

1 1 = P + r . + d * + S + @ S  
- e x s  

1 1 i 

I .i TRANSLATIONAL DEFORMATION i 
I IN MODAL COMPONENTS 

d. 1 = gill 

j ROTATIONAL DEFORMATION 
1 II IN MODAL COMPONENTS 

-. e = W"l l  

d - 
dtI 

TIME RATE OF CHANGE WITH 
RESPECT TO THE INERTIAL FRAME 
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Kinetic Energy in Modal Components 

The first three terms of the expression defining kinetic energy, shown below, are found 
in the standard aeroelastic equations of motion developments [8,13] and represent "rigid" translational 
energy, "rigid" rotational energy, and elastic kinetic energy, respectively. The term [J,] is the inertia 
dyadic of the total undeformed airplane expressed in body-frame components and has units of mass- 
length . The fourth line describes coupling between translational, rotational, and elastic momenta. If the 
assumed mode shapes are the modes of free vibration of an unrestrained structure, they satisfy the first- 
order mean axis conditions [8,13] and the terms, a. and h. are zero. The term a. is simply the location of 

the center of mass of the j' mode shape in the body frame and has units of length. The term h. is the first 

moment of the J- mode shape in the body frame using mass as the weighting function and has units of 
mass-length2. The terms in the dashed-line box result from assumptions (5 )  and (6). The terms [J1. and 
[Jljk are the first and second partial derivatives of the inertia dyadic matrix with respect to elastic modes j 
and k. The term results from summing (integrating) the cross product of mode shape j with mode k 

over the vehicle and has units of mass-length . For a more complete explanation, see reference 2. 

2 

3 3  -I 

J . th 

J 

l?jk 2 

T 3 m v . y  RIGID BODY TRANSLATIONAL KINETIC ENERGY 

+ TcU.[J,l 1 *o RIGID BODY ROTATIONAL KINETIC ENERGY 

MODAL ELASTIC KINETIC ENERGY 
* j  * k  + L M  q q 

* j k  

j + rnv.ajfij + o - h  .fij + rny-oxa -J .q ZERO FOR UNRESTRAINED 
MODES - J  

NONLlNEARlTlES 
RESULTING FROM 
ASSUMPTIONS (5), (6) 

J 
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Illustration of Geometric Stiffness 

The example shown below is taken from reference [lo] and provides a simple paradigm of the beam 
problem. Pictured is a simple 3 degree-of-freedom, planar system. A mass, m, is located at the 
outermost point and is the only mass in the system. The structure rotates freely about the point P. The 
angle between rod a and an inertial reference is given by yf. There is a torsional spring, kg, and a linear 

spring, kb The deflection of the torsional spring is given by 8 and the linear spring by d = r6, where 6 is 
a nondimensional deflection. Another coordinate system (x,y) is given by an axis system located at the 
zero-strain position of the mass, m. The (x,y) coordinates are analogous to those typically used in the 
beam problem. The coordinates (c,q) are the non-dimensional forms of (x,y). Both the (v,S,8) and the 
(v,c,q) coordinate systems are equally valid for describing this system. The (yf,S,O) system leads to a 
particularly simple expression for strain energy. The reason is that a change in 6 produces only a linear 
distortion in the spring, ks, and similarly for 8. Thus the strain energy, U, is given by, 

U = (1/2) ( k,e2 + k,62 ) 

2 where ks = kdr . The (v,t,q) system produces a complex expression for strain energy. A change in q 
produces nonlinear changes in both springs and similarly for 5 if there is some deflection in q. Using the 
relations, 

6 = -1 + {q2+ (1+~)2)'/2 and 8 = Tan-'(q/(l+C)}, 

one gets for the strain energy, U, in terms of 5 and q, 

TWO CHOICES FOR COORDINATES: ( W  , 6 ,  e OR ( \I,, 5 ,  ) 

( 6 ,  e ) -> SIMPLE EXPRESSION FOR STRAIN ENERGY 

( 5 , ~  ) -> COMPLEX STRAIN ENERGY EXPRESSION 

PARADIGM OF BEAM PROBLEM 



Comparison of Resulting Linear Models 

If the full nonlinear equations are derived using the (v,S,O) coordinates, the v equation removed, 
- 

and the quantities y~ and v are treated as parameters, the remaining two equations can be linearized in 8 
and 6 and the resulting correct linear equations are given in case 1 below. Suppose the procedure is 
repeated for the (v,c,q) coordinates except that a linear approximation for strain energy given by, 

is used, then the resulting equations are given as case 2 below [ 101. The only differences occur in the 
stiffness matrix. The foremost difference is that a de-stiffening result is predicted in case 2 for the q 
degree-of-freedom due to the spin rate when a stiffening effect should be predicted. 

CASE I :  Y AND k GIVEN; Y EQUATION REMOVED; LINEARIZED IN ti AND e 

2 2 
CASE 2: (6 ,ll ) COORDINATES; LINEAR STRAIN I DISPLACEMENT, U (1/2) { ke q + kti6 } 

. 2  .. 
ABOVE kg - I ,  W 

I = m r  2 I= = m a r  
r 
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Potential Energy 

Returning to the equations of motion development for an airplane, the total potential energy is 
composed of a component due to the work performed by strain and a component due to the work 
performed against gravity. The gravity component is straightforward since gravity is assumed constant 
over the airplane. If a second order expression is used for describing strain as a function of displacement 
and a linear stress / strain relationship exists, then a fourth-order strain energy expression results [3]. The 
strain energy expression, however, is accurate only to third order, so the fourth-order term is dropped. A 
third-order term in the strain energy expression, shown in modal components below, would lead to 
second-order stiffness terms in the final equations. If the third-order strain-energy term is left in this 
form, then modes with significant axial displacement need to be included in the dynamic model. As seen 
from the simple example, coupling occurs between axial and transverse displacement in the strain energy 
expression when beam-like coordinates are used. Since, for airplanes, axial modes are typically much 
higher frequency than transverse modes, the effects of the axial modes can be residualized. This 
residualization is accomplished in the FIT framework by solving for the elastic displacements that result 
from combinations of unit values of rotational velocity about the airplane body-frame axes. Thus for a 
unit roll rate, p, the steady state deflections are calculated for the full finite-element model. These "static" 
deflections are combined with the third order stiffness tensor to produce an increment to the basic 
stiffness matrix that is appropriate for unit roll rate. Thus the j,k- element of an incremental stiffness th 

I matrix, [AK], is given by, 

The j,@ element of [AK] becomes one entry into the 3x3 matrix [Jlgjk Because of symmetry, the 

matrix, [Jlgjk. has 6 free parameters, and each is calculated by repeating this process for different 
combinations of unit roll rate, p, pitch rate, q, and yaw rate, r. This process is discussed in greater detail 
in reference [3]. 

POTENTIAL ENERGY STRAIN + GRAVITY CONTRIBUTION 

u = u  + ug 
8 

STRAIN ENERGY IN TERMS OF MODAL STIFFNESS MATRICES 

HIGHER ORDER TERMS RESULT FROM NONLINEAR STRAIN / 
DISPLACEMENT EQUATIONS 
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Final Equations - Unrestrained Modes 

The final equations in modal form are shown below. These equations apply to the case where the 
assumed modes satisfy the first-order mean axis conditions, otherwise additional coupling is present. 
The terms that are inside the dashed boxes result from assumptions (3, (6), and (7). The terms outside 
the boxes are equivalent to the equations seen in the more traditional approaches [8,13]. 

TRANSLATIONAL MOMENTUM 

ROTATIONAL MOMENTUM 
......................... ............................................................................ 

ki 0 
j ..k I - j  -k + hjkq q : +  a x  [J ]a  + [JIB+ h q q + axh q j i  i =  - L 

-jk .ik ........................ ............................................................................ 
ELASTIC MODE j 

........................................................................................................ .......................... 
' 0  ki ki .k 1 k g k  i 
I - o * h  q i +  K q :- 2 a . h  q FW{[J]. + [J] ?l + [J] }ai= Qj - - * ;  jk i -P J jk .ik 

Mjkmik 
............................ ........................................................................................................ ! 

TOTAL INERTIA MATRIX IN THE BODY FRAME .......................................................................... 

.......................................................................... , 
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Inertial Effects - Time History Responses 

In assessing the effects of the additional terms in the FIT equations of motion on a predicted 
response, a variety of cases were calculated. While all three axes were examined, the most interesting 
responses involved roll rate. The responses shown here were presented at the 1987 Flight Simulation 
Technologies Conference [2] and were generated prior to the incorporation of the geomemc stiffness 
terms, [qgj,, in the simulation model. Preliminary runs made subsequently, but not presented in this 
paper, suggest that the effect of the additional stiffness terms is small for the angular rates cons ided  and 
that qualitative conclusions drawn from the data presented in reference [2] a~ still valid. 

The time responses were generated by injecting a roll command doublet at the actuator input. A 
combination of aileron and stabilator was used. The initial conditions were straight and level flight at 
Mach .7 at sea level. Responses were generated with ("terms on") and without ("terms off*) the 
additional anguladelastic coupling terms that are part of the FIT equations of motion. 

8 28 

GOAL: ACHIEVE SUFFICIENT ANGULAR RATE TO EXCITE 
INERTIAL RESPONSE 

ROLL DOUBLET - 1 SECOND EACH SIDE 

20 DEG AILERON / 10 DEG DIFFERENTIAL STABILATOR 

INITIAL CONDITIONS 

- MACH=.7 

- SEA LEVEL 

- STRAIGHT AND LEVEL 1 G TRIM 

COMPARE RESPONSE WITH AND WITHOUT ANGULAR/ELASTIC 
INERTIAL COUPLING 

- "TERMS ON" - FIT MODEL 

- "TERMS OFF" - TYPICAL ASE MODEL 



Lateral / Anti-Symmetric Response 

For the anti-symmetric responses to the roll command, there was no discernable difference between 
"terms on" and "terms off' responses. The responses shown below, roll rate and the third anti-symmetric 
mode, are typical. The third anti-symmetric mode is characterized as a wing first-torsion mode with 
significant missile pitch. The finite-element model had tip missiles. The reason that no difference 
occurred is that for anti-symmetric modes, the elastic modes are excited by the terms pq, pr, and qr in the 
angular/elastic coupling terms. Since the roll maneuver remained well-coordinated, the pitch rate, q, and 
the yaw rate, r, remained small. Thus the coupling terms, pq, pr, and qr, remained small. 

0.5 

ROLL RATE 
RAD/SEC 

A -  - 
MISSILE PITCH/ 
WING 
FIRST-TORSION 
ASM 3 

- TERMS ON 
I,,.....,, TERMS OFF 

TIME SECONDS 
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Symmetric Response - Set 1 

5 -  

0 '  

The inertial coupling terms made no effect on rigid body symmetric responses. The angle-of-attack 
response is shown below. The angle-of-attack at time equal zero is due to the 1-g trim. The second 
response shown below is the first symmetric mode, wing first-bending. The y-axis indicates the 
deflection of the mode in feet measured at the point of maximum deflection, presumably at the wing tip. 
The mode is positive for tip-down deflection, so the mode is displaced about .25 feet tip-up at time zero. 
While the angle-of-attack is clearly the principal driver of symmetric wing first-bending in this maneuver, 
a discernable difference has occurred between the "terms on" and the "terms off'' responses. Only two 
symmetric modes showed more difference in "terms odoff' responses than the first symmetric mode and 
these two modes are shown in the f ipre  on the next page. 

- TERMS ON 
, , I I , I I I I I  TERMS OFF a 

DEG 

WING 
FIRST- 
BENDING 
SYM 1 

TIME SECONDS 



Symmetric Response - Set 2 

Symmetric modes 4 and 7 were the only modes to show significant inertially induced response. 
Symmetric mode 4 is characterized by tip-missile yawing together with fin-bending and symmetric mode 
7 is a wing frrst-bending in the fore/aft plane. The fact that roll rate squared is the principal driver is seen 
clearly in the figure. The y-axis for the elastic mode responses shown below represents strain energy 
absorbed normalized by that of the first symmetric mode. In other words, a unit deflection in modes 4 or 
7 represents the same strain energy absorbed as would occur with a deflection of one foot in the first 
symmetric mode. Since the wing is swept backwards, a forward deflection in the the wing results in 
outboard movement of mass and is therefore excited by roll rate. A natural question to ask is if these sort 
of responses can be predicted from merely examining the parameters of the simulation model. 

SQUARE OF 
ROLL RATE 

2 2  
RAD I SEC 

0.1 I 1 I I 
MISSILE YAW I 
FIN BENDING 
SYM 4 

-0.1 I I J 

0.1 I I 1 1 -okqLj-l WING IN-PLANE 
LATERAL 
FI RST-B ENDING 
(FOREIAFT) 
SYM 7 

-0.1 
0 1 2 3 

TIME SECONDS 

TERMS ON 
TERMS OFF 

- 
I I I I I , , , . .  
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Modal Sensitivity Parameter 

As part of determining when inertial coupling might be important in an analysis, the following 
simple parameter can be calculated. The parameter R.@) defined below is simply a first order 

J 
approximation to the steady-state response of elastic mode j to a constant angular rate represented by the 
angular velocity vector, a. The y constant is used to scale the responses so that for different modes j, 
identical R.'s represent the same strain energy. 

J 

1 - 2 { cuT [JIj cu 1 
Rj(cu) = y 

K 
I 

MODAL DISPLACEMENT NORMALIZED BY STRAIN ENERGY 

APPROXIMATES RESPONSE OF MODE "j" TO CENTRIFUGAL 
LOADING FOR A GIVEN ROTATIONAL VELOCITY 

MAX DESIGN ROTATIONAL RATES ARE LIKELY INPUTS 



Modal Sensitivity at Max Roll 

The parameter R . 0  is shown below for each of the 20 elastic modes included in the simulation 
J 

model. The input angular rates correspond to the max roll rate achieved at about .9 second into the 
maneuver. The angular velocity vector 
symmetric modes are clearly singled out by the R.@) parameter. Again, the units of R.@) are strain 
energy normalized to the first symmetric elastic mode. 

T 
= [p,q,r] in body-frame components. The fourth and seventh 

J J 

MODE 

1 
2 
3 
4 
5 
6 
7 
8 
9 
10 

SYMMETRIC 

-.0283 
.0048 
,0064 

I .0739 I 
.0075 
-.0028 

1 0 8 9 9 7  
-.0115 
-.0043 
-.0027 

T 

ANTSY MMETRIC 

,0008 
-.0120 
.0004 
.0039 
-.0001 
-.0090 
-.0016 
-.0006 
.0018 
-.0012 

- 0 = [ 4.7 , .I7 , .03 1' (RAD/SEC) 
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Illustration of R Parameter 

The amplitudes of the response of symmetric modes 4 and 7 are essentially equal to the 
values of the R parameter calculated in the previous figure. This parameter, which is a linear 
approximation to steady-state response, is far from the end of the story. In the case of the 
FIT simulation model, even though symmetric modes 4 and 7 were excited by inertial effects, 
these modes are essentially decoupled from the rest of the dynamic model. This occurred 
because both modes 4 and 7 are dominated by in-plane bending of the wing lifting surface. A 
doublet-lattice code was used to calculate the generalized aerodynamic forces and in-plane 
motions produce no change in the normal washes induced at the 3/4 chord points of the 
aerodynamic boxes. Thus none of the other modes are significantly affected by symmetric 
modes 4 and 7. 

One can imagine other cases where inertially affected modes are more coupled to the rest 
of the system dynamics. One case is if such a mode contributes to a feedback signal. 
Another case might occur in an underwing store configuration. As the underwing stores were 
slung outboard by centrifugal forces, they would induce out-of-plane bending in the wings, 
the primary lifting surfaces. 

R4 ( ) = .074 AT MAX ROLL POINT 

TERMS ON - MISSILE YAW I 
FIN BENDING II. I I I I I I I  TERMS OFF 
SYM MODE 4 

R,( 0) = .090 AT MAX ROLL POINT 

WING IN-PLANE 

FI RST-B EN DING 
LATERAL 

(FOREIAFT) 
SYM MODE 7 

-0.1 
0 1 2 3 

TIME SECONDS 
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Conclusion 

An integrated, nonlinear simulation model suitable for aeroelastic modeling of fixed-wing aircraft 
has been developed. While the author realizes that the subject of modeling rotating, elastic structures is 
not closed, it is believed that the equations of motion developed and applied herein are correct to second 
order and are suitable for use with typical aircraft structures. The equations are not suitable for large 
elastic deformation. In addition, the modeling framework generalizes both the methods and terminology 
of non-linear rigid-body airplane simulation and traditional linear aeroelastic modeling. 

Concerning the importance of angular/elastic inertial coupling in the dynamic analysis of fixed-wing 
aircraft, the following may be said. The rigorous inclusion of said coupling is not without peril and must 
be approached with care. In keeping with the same engineering judgment that guided the development of 
the traditional aeroelastic equations, the effect of non-linear inertial effects for most airplane apphcations is 
expected to be small. A parameter has been presented to help in the determination of when such effects 
are significant. The parameter does not tell the whole story, however, and modes flagged by the 
parameter as significant also need to be checked to see if the coupling is not a one-way path, i.e. the 
inertially affected modes can influence other modes. Classically, configurations where nonlinear inertial 
effects can come into play are characterized by complex geometries such as stores mounted under the 
wings or the presence of a T-tail. 

INTEGRATED NONLINEAR MODEL DEVELOPED 
- CORRECT TO SECOND ORDER 
- SUITABLE FOR AIRPLANE STRUCTURES 

GENERALIZES CONVENTIONAL ASE MODELS AND NONLINEAR 
RIGID-BODY MODELS 

ANGULAR / ELASTIC INERTIAL COUPLING 
- RIGOROUS INCLUSION PROBLEMATIC - 
- EXCEPTIONS CHARACTERIZED BY 

EFFECT NORMALLY SMALL FOR AIRPLANES 

R ( Q )  PARAMETER IS SIGNIFICANT FOR SOME MODE 

- AND 
AFFECTED MODE IS COUPLED TO THE REST OF THE MODEL 
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INTRODUCTION 

This paper, although much more tersely written, is similar in content to 
reference 1; however, additional results are presented herein. 

Since the early works (refs. 2 and 3 )  describing the freedoms in multivariable 
systems beyond eigenvalue assignment, a number of researchers have expanded 
and applied the eigenspace design approach (e.g. refs. 1, and 4 - 9 ) .  The 
contribution of reference 1 and this paper is to provide a systematic 
procedure for solving for eigenspace variables such that design requirements 
are met. The design requirements are expressed as inequality constraints 
which must be satisfied by a constrained optimization procedure. 

Results are presented which show an application of the procedure to the design 
of a control law to suppress symmetric flutter on an aeroelastic vehicle. In 
this example, the stability of the flutter mode is sensitive to change in 
dynamic pressure and eigenspace methods are used to enhance the performance 
properties of a "minimum energy" linear quadratic regulator (LQR) designed 
controller. Results indicate that the eigenspace methods coupled with order 
reduction can provide a low-order controller such that the closed-loop system 
stability is relatively insensitive to changes in dynamic pressure. However, 
some sacrifice of robustness with respect to error at the input occurred: this 
design example thus illustrates the necessity for tradeoff of conflicting 
requirements. 

A n  outline of the material presented in the paper follows. 

EIGENSPACE FREEDOMS 

DESIGN APPROACH 

PLANT DESCRIPTION 

STATE FEEDBACK 

FULL ORDER OBSERVER 

REDUCED ORDER CONTROLLER 
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EIGENSPACE DESIGN FREEDOMS 

Consider a linear time invariant system with m inputs u. For  the case of a 
full-state controller, one can place all controllable poles. hi; all eigen- 
vectors, vi. can be modified, including those associated with uncontrollable 
poles (refs. 2. 3 .  and 7 ) .  Each closed-loop eigenvector. vi. must. however, 
lie in the subspace, Wi. that is spanned by 

It has been assumed here that the eigenvalues are all distinct. The basis for 
Wi is computed using singular value decomposition techniques (refs. 10 and 
11). Thus, as shown below, a designer is free to choose m variables ci 
for each real eigenvalue (2m variables for each complex conjugate pair of 
eigenvalues). When the constraint that vivi = 1 is imposed, the number of 
free variables becomes m-1 for real eigenvalues (2(m-1) f o r  each complex 
conjugate pair o f  eigenvalues). Here vi is the conjugate transpose of vi. 

* 

* 

SYSTEM 
dx/dt AX + BU 

STATE FEEDBACK 
u = - K x  

FREEDOMS 

hi 

u is m by 1 

PLACE ALL CONTROLLABLE POLES 

MODIFY ALL EIGENVECTORS 

Ci  IS mxl AND Wi IS BASIS FOR 

(hi I. Af ' B 
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DESIGN APPROACH 

Given a linear model. the design process for development of a control law to 
suppress symmetric flutter begins with the assumption of the availability of 
full-state feedback. 
using linear quadratic regulator (LQR) theory (ref. 12). The minimum energy 
stabilizing solution is the solution which occurs when the performance of the 
controller is measured solely by the control deflection requirements (i.e., 
the state weighting matrix is zero)(ref 12). 

A minimum energy stabilizing feedback design is obtained 

The second step is to utilize a subset of the eigenvector freedoms to modify 
the full-state feedback design to minimize the sensitivity of the critical 
closed-loop pole to variation in a system parameter. This minimization is 
performed subject to design constraints. 

The third step is to relax the full-state feedback assumption and develop a 
full-order observer which approximately recovers the robustness character- 
istics of the reduced sensitivity full-state feedback design (ref. 13). 
Eigenspace techniques are employed in developing the observer (refs. 6 and 7). 

The eigenspace approach to observer design (refs. 6 and 7 )  is an alternate 
approach to that of reference 13. The two are equivalent in the limit in that 
each recovers the full-state robustness characteristics for plants with no 
right half plane transmission zeros. The eigenspace approach is more flexible 
in the sense that one can individually approach the limit f o r  selected 
observer poles as opposed to the simultaneous approach of reference 13. 

The final step is to reduce the full-order controller to an order that is low 
enough to be implementable. 

LQR DESIGN (MINIMUM ENERGY STABILIZING FEEDBACK) 

EIG ENVECTO R MODI Fl CAT10 N FOR REDUCE D SEN SIT1 VlTY 
(FULL-STATE FEEDBACK) 

OBSERVER DESIGN FOR LOOP TRANSFER RECOVERY (FULL- 
ORDER OBSERVER) 

CONTROLLER ORDER REDUCTION 
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EIGENSPACE TECHNIQUES TO MEET REQUIREMENTS 

The method is to choose a subset of the closed-loop eigenvectors to be 
modified and then to determine values for each selected vector 
a function of these variables is minimized. In this study the magnitude of 
the sensitivity of the flutter mode eigenvalue to variations in dynamic 
pressure is minimized subject to n8 constraints. In the equations below gUj 
and glj are upper and lower bounds, respectively, on the jth constrained 

variable gj (e.g. control saturation). The scalar variable, gj 2 0. is the 
violation of the jth constraint. The vector ui is a left eigenvector of the 
system matrix A. 

Cj such that 

- 

The constrained optimization process appends a weighted square of each 

constraint violation, gj .  to the function to be minimized ( P  is a positive 
definite diagonal weighting matrix). 
approaches infinity, [ S I 2  is minimized subject to the constraints provided 
that the number of constraints on a constraint boundary in this limit is less 
than the number of design variables (ref. 1 4 ) .  A nongradient optimizer was 
employed in this study (ref. 1 5 ) .  

- 

In the limit as each weight Pjj 

The constraints to be employed in this study are on root mean square (rms) 
values for control deflections, control rates. and incremental wing root 
bending moment, shear, and torque due to random gust inputs. In addition a 
constraint was imposed upon robustness of the control law with respect to 
error at the plant input. 

- PARAMETERIZATION OF ATTAINABLE EIGENVECTORS 
v. = W.C. , j = l,n 

I 1 1  

- SENSITIVITY UT (d Ndq) vi 
S=dhi/dq = 

u* v i i  

- CONSTRAINTS 

gj = max(oygj -9, g,.-gj) I j = W g  
i s  J 

- AUGMENTED PERFORMANCE INDEX 
Jp= lSI2+ Q T P a  

- NONGRADIENT OPTIMIZATION 
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CONTROL SURFACE AND SENSOR LOCATIONS 
(Symmetric Full Span) 

The mathematical model is based upon one that represents an actual aeroelastic 
drone vehicle (ref. 16). The actual vehicle has only one effective control 
surface for flutter suppression (the trailing-edge outboard surface shown in 
the planform view). For this study fictitious leading-edge and inboard 
trailing-edge controls have been added per semispan to provide three effective 
symmetric and antisymmetric flutter suppression surfaces. The surfaces are 
driven by high bandwidth actuators each having transfer functions 

180 (31412 
6c i 6i = 

(s  + 180) ( s 2  + 251s + (31412> 

where SCi is commanded deflection and S i  is actual. The poles for each 
actuator are separated slightly in the mathematical representation to improve 
numerical conditioning. 

Three 
devic 
there 

vertical accelerometers are located as indicated. These high bandwidth 
es have virtually no dynamics in the frequency range of interest and are, 
fore, modeled as unity gains. The sensor locations correspond to three 

of the four sensors on the actual wing. 
the wing design cycle as desirable for flutter suppression sensors based upon 
analytical studies (ref. 17). 

The locations were chosen early in 

sensor 1 
sensor2 
sensor 3 

*Trailing-edge inbo'ard (TEI); leading-edge inboard (LEI); trailing-edge 
outboard (TEO). 
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DESIGN MODEL 
(Symmetric Modes) 

The aircraft is designed to be symmetric about a plane perpendicular to the 
wings and to intersect them at the centerline. 
approximation for small perturbations from rectilinear flight, the symmetric 
and antisymmetric degrees of freedom are uncoupled. 
symmetric designs can be obtained separately. This study considers symmetric 
modes only. 

The underlying symmetric evaluation model contains 2 rigid body and 11 elastic 
modes. A lower-order linear time invariant state space design model was 
extracted from the evaluation model. The design model was chosen by a trial 
and error truncation of modes. The effect of a candidate truncation upon 
frequency responses of interest and upon the loci of eigenvalues with dynamic 
pressure was observed. 
deleted included the rigid-body modes, predominantly fuselage and tail modes 
and higher-order wing modes. If they are troublesome, rigid-body contri- 
butions to the actual sensor (accelerometer) outputs can be removed either by 
employing a high pass filter or by making use of measured linear and angular 
accelerations at the center of mass. 

Consequently, to a good 

Thus, symmetric and anti- 

Modes having little impact were deleted. The modes 

The resulting design model is twenty-sixth order. The uncontrollable gust 
states correspond to a Dryden filter representation with a gust scale length 
of 2500 ft. The rational function approximation (ref. 18) made to the 
unsteady aerodynamic forces included one lag term having a reduced frequency 
of  0.13. The B matrix is independent of the dynamic pressure. q. The u 
vector contains the three commanded control deflections and a white noise 
input into the Dryden filter. 

dx/dt A(q) x + BU 

Y = C(q) x 

5 MODES (SECOND ORDER) 

1 AERO LAG PER MODE 

3 THIRD-ORDER ACTUATORS 

2ND ORDER GUST 

10 

5 

9 

2 

26 STATES 
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DYNAMIC PRESSURE ROOT LOCUS 
(Uncontrolled Plant) 

600 
500 

4 0 0 .  

300 
200 

100 

A variation of the uncontrolled design model roots with dynamic pressure is 
shown. The variation corresponds to an altitude variation at a fixed Mach 
number of 0,775. With no feedback, the actuator poles are stationary near 
( - 1 8 0 .  0)  and ( - 1 2 0 .  k 2 8 0 ) .  

The circle symbol corresponds to the lowest dynamic pressure. The highest 
dynamic pressure point corresponds to a dynamic pressure 4 4  percent above that 
at flutter. The 4 4  percent increase in flutter dynamic pressure corresponds 
to what would be required if active controls were to provide the full 20 
percent margin above the design dive speed for a transport aircraft. 

The flutter is explosive (i.e.. the time to double amplitude decreases rapidly 
with increasing dynamic pressure). The interacting modes exhibit classical 
frequency coalescence. The zero dynamic pressure characteristics of the 
retained elastic modes in ascending frequency order are 1) wing bending. 2 )  
second wing bending with some torsion, 3) wing fore and aft bending with a 
torsional normal component, 4 )  wing torsion, and 5 )  a higher order wing mode 
exhibiting bending and torsion. 

The * on the figure depicts the point for which the controller was designed. 
This design point is approximately 1 1 . 5  percent above the uncontrolled flutter 
dynamic pressure. 
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DYNAMIC PRESSURE ROOT LOCUS 
(Min Energy LQR Controller) 
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The locus of closed-loop roots with dynamic pressure for the minimum energy 
Linear Quadratic Regulator (LQR) full-state feedback controller shows that the 
closed-loop system remains stable only up to a point 20 percent above that of 
open-loop flutter ( 7 . 7  percent above the design point). 
robustness with respect to error at the input by repeating the LQR design at 
each dynamic pressure and scheduling the controller as a function of dynamic 
pressure: however. it is of interest here to see what tradeoffs are required 
to minimize the effect of dynamic pressure on the closed-loop stability 
characteristics. 

One could maximize 
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DESIGN CONSTRAINTS 

UPPER BOUND 

LOWER BOUND 

The constraints to be imposed on the reduced sensitivity full-state feedback 
design will now be enumerated. The first two sets of constraints were that 
the rms control deflections and rates not exceed 5 deg and 372 deglsec, 
respectively, when the system was forced by a vertical gust field having a 12 
ft/sec rms gust velocity. The physical control limits were +15 deg and +740 
deglsec. Bending moment, shear, and torque rms incremental loads at the wing 
root were also constrained to remain near their values at a stable point 
(lowest dynamic pressure point on the previous root locus). Finally. the 
minimum singular value of the return difference matrix was constrained to be 

5 372 30,000 1,000 2,000 1. 

0 0 0 0 0 .6 

where G(s) is the plant transfer matrix and K ( s )  is the controller transfer 
matrix. This singular value is a measure of robustness due to multiplicative 
error at the input. Error occurrences at other points are important but are 
not addressed herein. The choice of Qmin > 0.6 allows an appreciable tradeoff 
to occur between omin and the sensitivity reduction objective. It is also 
representative of robustness levels that have been achieved in implementable 
designs (e.g. ref. 19). 

A value for n ( j o ) ,  the minimum singular value at the frequency W. near zero 
means that the nominal closed-loop system is near instability at that 
frequency. Thus. even a small difference between the true plant and its 
nominal representation can cause instability. For the minimum energy linear 

quadratic regulator (LQR) full-state feedback design of this paper a(jw) = 

o ( j o )  = Qmin = 1 at all frequencies. (Here o(jw) is the maximum singular 
value at the frequency w.) This fact can be seen by examining the 
development of the Kalman inequality (e.g. ref. 20. p. 7 - 3 ) .  When the state 
weightings are null (minimum energy controller) and the control weightings are 
unity, the equality holds. 

- - 

RMS GUST VELOCITY 12 FT/SEC 



DYNAMIC PRESSURE ROOT LOCUS 
(Reduced-Sensitivity Full-State Feedback) 

A full-state feedback design was obtained for which the critical eigenvalue 
had reduced sensitivity to dynamic pressure variation. This design satisfied 
the constraints at the design point. The design was achieved by utilizing the 
eigenvector freedoms associated with the two coalescent modes. Thus, there 
were 12 free variables (eight after mode normalization constraints). The 
resulting control law stabilizes the system over the full range of dynamic 
pressures. 
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SINGULAR VALUES OF (I + K(s)G(s)) 
(Reduced-Sensitivity Full-State Feedback) 

The locus of maximum and minimum singular values of the return difference for 
the reduced sensitivity state feedback controller shows the constraint of 0.6 
was met as prescribed. The figure illustrates the tradeoff that has occurred. 
(for comparison, as discussed earlier, the minimum energy LQR controller with 
unity control weightings has a minimum (and maximum) singular value of one at 
all frequencies). Further analysis is required to assess how conservative the 
unstructured singular values are: nevertheless. a minimum value of 0.6 
indicates a substantial capability for rejection of input disturbances. 

10 100 1000 

2 
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OBSERVER DESIGN 

Eigenspace techniques were also employed to obtain a full-order observer. The 
approach was to place observer poles near the finite plant transmission zeros 
and the corresponding observer eigenvectors at plant left zero directions 
(refs. 6 and 7). Poles in excess of the transmission zeros were placed far 
into the left half plane with arbitrary eigenvectors. The observer poles 
corresponding to the six transmission zeros at zero (from the three sensors 
being accelerometers) were displaced an arbitrary five units into the left 
half plane to avoid problems associated with implementation of pure 
integrators. In the equations H is the observer gain matrix, K, is the 
reduced-sensitivity full-state feedback gain matrix and the subscript " 0 "  

emphasizes that the controller is developed for the design point but then 
evaluated at off-design points. 

SYSTEM MODEL 

dWdt A X +  BU 

y = c x  

CONTROLLER 

dz/dt = Hy + (Ao- BOKM - H Co) z 
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DYNAMIC PRESSURE ROOT LOCUS 
(Reduced-Sensitivity Feedback Plus Full-Order Observer) 
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The locus of poles with dynamic pressure for reduced-sensitivity full-state 
feedback plus a full-order observer to estimate the states given only three 
accelerometer outputs shows that stability was also achieved for this case 
over the full dynamic pressure range. One can see by comparing this figure 
with the corresponding one for reduced-sensitivity full-state feedback that 
controller poles are located near (-5, 0 )  rad/sec. (-130. 0 )  rad/sec, a 
lightly damped complex conjugate pair near a frequency of 200 rad/sec and a 
complex conjugate pair near a frequency of 340 rad/sec. If the true plant 
pole/zero pair near 200 rad/sec is different than that of the design model. 
the closed-loop performance in this frequency region may be substantially 
degraded. Further discussion of this point is given below in the section 
describing the reduced-order controller performance with respect to the 
evaluation model of the plant. Other poles not shown here are further in the 
left half plane than the limits of the figure. A compilation of the full set 
of observer poles at the design point and a locus of all closed-loop poles 
with dynamic pressure are given in reference 1. 
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SINGULAR .VALUES OF (I + K(s)G(s)) 
(Reduced-Sensitivity Feedback Plus Full-Order Observer) 

A small degradation in minimum singular value resulted from adding the 
observer to estimate the states. 
about 0.5 as compared with 0.6 in the reduced-sensitivity full-state feedback 
case. 

The minimum singular value in this case is 

SINGULAR 
VALUES 

FREQUENCY. RAD/SEC 
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CONTROLLER ORDER REDUCTION 

The full-order controller was then reduced from 26th order down to eighth 
order. The process employed in the reduction was to determine which 
controller states had little impact upon controller performance. The 
controller was transformed to modal form. modes were truncated based upon 
small residues and/or large separation from the flutter frequency, and the 
resulting closed-loop root locus and minimum singular value of the return 
difference matrix were examined: this allowed determination of the highest 
frequency controller mode that should be retained. Relatively unimportant 
modes having eigenvalues with amplitudes greater than the highest frequency 
mode to be retained were temporarily included in the controller represen- 
tation. The input and output controller matrices were balanced and a second 
modal decomposition was performed. The temporarily included modes were then 
removed by residualization. For this case nine states were removed by 
truncation and nine states were removed by residualization. 

The resulting eighth-order controller has six poles clustered near ( - 5 ,  0 )  
rad/sec and one complex conjugate pair near a frequency of 200 radlsec. 

TRUNCATION 
MODAL DECOMPOSITION 
TRUNCATE MODES WITH SMALL EFFECT ON CONTROL 

RESIDUALIZATION 
BALANCED REALIZATION 
RESIDUALIZED FAST MODES 

REDUCED ORDER CONTROLLER 
EIGHTH ORDER 



DYNAMIC PRESSURE ROOT LOCUS 
(Evaluation Plant with Reduced Order Controller) 

This figure shows that stability is achieved over the full dynamic pressure 
range with an eighth-order controller. 
critical closed-loop pole to dynamic pressure is lower for this controller and 
the evaluation model of the plant than was found for the design model with 
reduced sensitivity full-state feedback. The retained controller poles were 
the six poles near ( - 5 ,  0 )  radlsec, and a very lightly damped complex 
conjugate pair of poles at a frequency near 200 radlsec. 

The latter controller poles which have associated zeros near but to the left 
of them in the left half plane are troublesome since they and the corre- 
sponding plant poles are severely underdamped. From a stability standpoint 
these controller poles can be removed for the nominal system: however, the 
singular value measure of robustness is then degraded substantially at this 
frequency. For this particular vehicle, one can argue for two reasons that 
the problem is not real but arises only due to a plant modeling deficiency. 

In fact, the sensitivity of the 

The first reason is that the vehicle has been wind tunnel tested with no 
problems occurring in this frequency range. The second reason is that the 
plant mode at this frequency is predominantly fore and aft bending with a 
small amplitude torsional component. The doublet lattice aerodynamic compu- 
tation produces no aerodynamic damping due to the fore and aft motion. Thus. 
the mode should probably be further in the left half plane than is the case 
for the mathematical model. In general. however, one would prefer to gain 
stabilize or perhaps notch out a high-frequency underdamped pole that remains 
essentially stationary. 
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SINGULAR VALUES OF (I + K ( s ) G ( s ) )  
(Evaluation Plant Model with Reduced Order Controller) 

The minimum singular value of the return difference matrix for the eighth- 
order controller and the evaluation model of the plant is about 0 . 4 4  as 
compared with 0.5 for the full-order controller and the design model. 
a guaranteed margin and may be quite conservative. The spike seen at a 
frequency of 92 rad/sec is due to a mode in the evaluation model that was not 
accounted for in the design. 
remains unchanged in frequency over the dynamic pressure range. 
dealt with effectively with a notch filter. 

This is 

The mode is a predominantly fuselage mode that 
It could be 
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RMS PERFORMANCE 
(LQR and RSFSF) 

All of these results are for a Dryden gust spectrum with rms gust input of 12 
ft/sec. The rms control power performances for LQR at the design point are on 
the order of 10 to 25 percent of the constraint. 

For the reduced-sensitivity full-state feedback (RSFSF) design, i.e., the 
eigenspace reduced sensitivity design, the rms control effort at the design 
point varies from approximately 100 to 225 percent larger than for LQR for 
each of the outboard surfaces. Lower usage is made of the smaller, less 
effective, inboard trailing-edge control surface. An increase in rms output 
with increasing dynamic pressure is evident: the sharper increase between the 
last two points is due to the larger dynamic pressure difference here than for 
other pairs of points and, more importantly, to the low damping in the 
critical pole at the highest dynamic pressure condition. Small constraint 
violations occur at the highest dynamic pressure. 

Dynamic Pressure, lbll$ 
RMS \ 

6, 
deg 

6 ,  
deglsec 

M, In-lb 
S, Ib 
T, In-lb 

6 ,  

deg 

6 ,  
deglsec 
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T, In-lb 

TEO 
TEI 
LEO 
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RMS PERFORMANCE 
(FOC and FOM/ROC) 

For the full-order controller (FOC) the utilization of the TEI control is 
further reduced as compared to the RSFSF results on the previous page. The 
TEO rms deflection is approximately quadrupled as compared with RSFSF except 
at the highest dynamic pressure; the LEO control deflection is also increased 
except at the highest dynamic pressure where it is reduced by over 30 percent 
The rms rates are somewhat reduced as compared to RSFSF for the LEO surface. 
Wing root torque is higher at lower dynamic pressure and lower at the highest 
dynamic pressure as compared to the RSFSF results. No constraint violation 
occurs for control rate but the TEO deflection constraint is violated at the 
two higher dynamic pressures. 

More violations occur when the eighth-order controller is coupled with the 
evaluation model of the plant (FOM/ROC). Little of the increased activity is 
due to controller reduction: this was found by comparing the design model 
full-order controller results (FOCI with the design model reduced order 
control results (not shown here). The increased activity of the FOMIROC as 
compared with the FOC is primarily a result of contributions to the output 
from the modes in the evaluation model that were absent in the design model. 
For the FOM/ROC case, rate violation occurs only for the TEO control at the 
highest dynamic pressure. The rms deflection violations are small except for 
TEO at the highest dynamic pressure. 

Load rms violations are also small except at the highest dynamic pressure. 
The loads computations are only approximate for the FOM case because modal 
load coefficients were only available for the five modes retained in the 
design model. 

\Dynamic Pressure, Ib/lt? 

deg/sec 

M, I n 4  
S, Ib 
T, in-It 

4.417 4.768 

TEO 144.5 160.1 
TEI 17.1 18.9 
LEO 96.0 104.9 

~~~~~t 25,129 26,259 

Torque 827.3 970.9 
Shear 465 488.7 

TEO 4.72 5.21 
TEI . I62 .183 
LEO 2.66 2.91 

TEO 181.3 203 
TEI 19.8 22 
LEO 106.4 118 

Moment 27,363 28,774 
Shear 503.8 533 
Torque I 962 I 1,155 

f 
5.141 5.537 6.639 

181.2 208.4 302.8 
21.2 1 24.1 1 28.9 

116.7 132.7 286.5 

231.9 270.3 416.1 
24.6 1 27.44 I 28.35 

133.8 154.8 225.29 

30,277 31,924 38,013 
1,398 564.41 1,718.9 599.21 3,423.3 728.9 

CONSTRAINTS: S,,, 5 deg, A,,,,, < 372 degkec 

M,,,c 30K In-lb 

Srms 1000 Ib, TrmS< 2000 In-lb 
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SUMMARY 

A constrained optimization methodology has been developed which allows 
specific use of eigensystem freedoms to meet design requirements. A subset of 
the available eigenvector freedoms was employed. The eigenvector freedoms 
associated with a particular closed-loop eigenvalue are coefficients of basis 
vectors which span the subspace in which that closed-loop vector must lie. 
Design requirements are included as a vector of inequality constraints. 

The procedure was successfully applied to develop an unscheduled controller 
which stabilizes symmetric flutter of an aeroelastic vehicle to a dynamic 
pressure 4 4  percent above the open-loop flutter point. Eigenvector freedoms, 
for fixed eigenvalue locations, of the two coalescent modes were employed to 
minimize the sensitivity of the critical closed-loop eigenvalue to dynamic 
pressure variation subject to control power, loads, and robustness 
constraints. The reduced sensitivity was achieved at the expense o f  reduced 
robustness to errors at the input. 

The design process proceeded from full-state feedback to the inclusion of a 
full-order observer to the selection of an eighth-order controller which 
preserved the full-state sensitivity characteristics. 

Only a subset of the design freedoms was utilized (i.e., assuming full-state 
feedback only four out of 26 eigenvectors were used, and no variations were 
made in the closed-loop eigenvalues). Utilization of additional eigensystem 
freedoms could further improve the controller. 

CONSTRAINED OPTIMIZATION METHODOLOGY DEVELOPED TO USE 
EIGENSYSTEM FREEDOMS TO MEET REQUIREMENTS 

SUCCESSFULLY USED EIGENVECTOR FREEDOMS TO LOWER 
SENSITIVITY TO DYNAMIC PRESSURE VARIATION 

REDUCED SENSITIVITY TO DYNAMIC PRESSURE ACHIEVED AT 
EXPENSE OF ROBUSTNESS AS MEASURED BY MINIMUM SINGULAR 
VALUE OF RETURN DIFFERENCE MATRIX 

EIGHTH ORDER CONTROLLER FOUND WHICH PRESERVED 
REDUCED SENSITIVITY CHARACTERISTICS 

UNUSED EIGENSPACE FREEDOMS COULD FURTHER IMPROVE 
CONTROLLER 
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Abstract 
As part of Langley Research Center's commitment to developing multidisciplinary 

integration methods to improve aerospace systems, the Functional Integration Technology 
(FIT) team was established to perform dynamics integration research using an existing aircraft 
configuration, the F/A - 18. An essential part of this effort has been the development of a 
comprehensive simulation modeling capability that includes structural, control, and propulsion 
dynamics as well as steady and unsteady aerodynamics. The structural and unsteady 
aerodynamics contributions come from an aeroelastic model. Some details of the aeroelastic 
modeling done for the FIT team research is presented in this paper. Particular attention is 
given to work done in the area of correction factors to unsteady aerodynamics data. 



Dynamics of an Actual Vehicle 
The dynamics of an actual flight vehicle are always integrated. For better or worse, all the 

physical elements of the vehicle and its operating environment interact to varying degrees 
continually and without exception. It is only when we desire to analyze or design a complex 
physical system that nature's continuum becomes discretized into specialties and segregated 
into disciplines. It's recognized, of course, that real systems are not so discretized and some 
"multidisciplines" have emerged and are given due consideration in analysis and design. 
Aeroelasticity and its descendent, aeroservoelasticity, are examples. 

Even where "multidisciplines" have not emerged to deal with complex physical interac- 
tions, interdisciplinary communication is still established to analyze and design the vehicle. A 
structures group will obtain force and pressure data from the aerodynamics, propulsion, and 
guidance and control groups to define the operating environment and, particularly, loads to 
which the structure is subjected [ 11. In turn, the structures group might provide the guidance 
and control group with modal dynamics and, more likely, flexible stability derivatives and 
maneuver constraints. 

However, the cross - disciplinary data flow is not always smooth. Each group uses models, 
methods, theories, and assumptions peculiar to its own discipline. This state of affairs makes 
one discipline seem remote and even incomprehensible to another discipline even though they 
are all subject to the same laws of physics and may be involved in designing parts of the same 
airplane. So, there is still a need for more in-depth integration of multiple disciplinary 
techniques [2]. 

DY NAMlCS 1 OFAN I 
ACTUAL VEHICLE 

... Blwavs in tea ra t ed 
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FIT Background 
In its statement of mission and goals [3], NASA's Langley Research Center lists that one of 

its major goals is to "develop multidisciplinary integration methods to improve aerospace sys- 
tems." In pursuit of this goal two working groups were formed in January of 1985. One group, 
known as ACIG (for Aircraft Configuration Integration Group), was to concentrate on structur- 
al and aerodynamic configuration parameters. The other, known as the FIT (for Funcional In- 
tegration Technology) Team, would work on the integration of vehicle dynamics. 

Using an existing configuration, specifically the F/A - 18, the FIT Team has been working 
toward two major objectives: improving the effectiveness of piloted simulation in the prelimin- 
ary and conceptual design phases, and removing unfavorable or exploiting favorable dynamic 
systems interactions. The plan is to eventually merge the activities of the two groups to pro- 
duce comprehensive, integrated analysis and design methodologies. 

- A NASNLaRC Major Goal - - "Develop multidisciplinary 
integratlon methods to improve aerospace systems" 

- Two Working Groups Formed: 

- Aircraft Configuration Integration Group ( ACIG ) - Aero & Structures 

- Functlonal Integration Technology ( FIT ) - Dynamics Integration 
- Improve Effectiveness of Piloted Simulation In Preliminary 
and Conceptual Design Phases 

Dynamic Systems Interactions 
Remove Unfavorable 

Exploit Favorable 



FIT Aeroelastic Model 
An essential part of the FIT effort has been the development of a comprehensive simulation 

modeling capability that includes structural, control, and propulsion dynamics as well as 
steady and unsteady aerodynamics [4]. The structural and unsteady aerodynamic contributions 
come from the aeroelastic model. The aeroelastic model of the F/A - 18 used in the FIT 
studies consists of a finite element beam model obtained from the manufacturer, and a doublet 
lattice model constructed using ISAC (Interaction of Structures, Aerodynamics, and Controls, 
Ref. 5) .  Mode shapes are determined from the structural model and used with the doublet 
lattice model for the computation of generalized oscillatory aerodynamic loads. A discussion 
of some modeling details follows. 

ISAC' (Doublet Lattice) 
Finite Element Model Model 

L I I 

' Interaction of Structures, 
Aerodynamics, and Controls 
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Structural Modeling 
In the general nonlinear equations of motion of a free-flying aeroelastic aircraft, a great 

deal of coupling between the body and elastic momenta can occur unless the body reference 
axes are chosen to be "mean axes" [6,7,8]. So, it is advantageous to use vibration modes that 
satisfy the mean axis conditions. Free vibration modes theoretically satisfy these conditions 
exactly and the mode shapes for this model were determined for the unrestrained structure. 
However, computations showed that the conditions were not satisfied exactly [6], likely as the 
result of computational error. Since the mean axis conditions are known, the mode shapes 
could, in principle, be modified so as to satisfy the conditions. But the mean axis conditions 
themselves are nonlinear, making it difficult to determine the modifications. Therefore, only 
the linear portions of the conditions were satisfied by applying small translational and 
rotational corrections to the mode shapes. This leaves small nonlinear terms coupling the body 
and elastic angular momenta. These terms are retained in the nonlinear equations of motion [6, 
71. If the structure were undergoing free vibration in a gravity-free vacuum, a true mean axis 
system would be observed to be perfectly stationary with respect to an inertial reference. 
However, since the body frame in the present model is only approximately a mean axis system, 
it would be seen to undergo small angular oscillations. 

Modal load coefficients were determined by applying the mode shapes to the structural 
model as unit displacement fields [6] .  The internal loads within each element resulting from 
the application of one mode become the load coefficients for that mode. The internal loads are 
comprised of the six stress resultants: two bending moments; one torsion moment; two shears; 
and one axial force. The coefficients are combined with time histories of the modal 
coordinates (which are the generalized coordinates representing the structure in the integrated 
model) to produce time histories of the internal loads. 

As the structure deforms, the inertia tensor of the body changes since mass is being 
redistributed in space. The structural model is used to compute terms reflecting this effect as 
well as terms representing centrifugal stiffening, frequencies, and generalized modal masses - 
all of which are supplied to the integrated simulation model. [6,7]. Finally, as mentioned 
previously, the corrected mode shapes are supplied to the doublet lattice model for computation 
of generalized, unsteady aerodynamic loads. 

MEAN AXES - Translational and rotational 
corrections to mode shapes 

- Linear part of mean axls con- 
ditions satisfied 

Uncorrected Corrected 

rransiation - . . .- 
Rotation -. . -. 

- Remaining nonlinear terms 
retained in equations of motion 

LOAD COEFFICIENTS - Mode shapes ap lied as unit 
displacement fiePds to obtain 
modal load coefficients 

{e, = rsl e {9Ij 
- Combine with time responses 

of modal coordinates to obtain 
load time responses 

OTHER - Nonlinear terms reflecting 
Centrifugal stiffenlngand 
variable body inertia tensor 

- Mode shapes to doublet lattice 
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Unsteady Aerodynamics Modeling 
In order to obtain a representation of the unsteady aerodynamic loads in state-space form 

for the simulation model, a rational function approximation (RFA) is used. The form of RFA 
ped is known generally as Roger's approximation and is shown in the figure. The coefficient 
A matrices are determined by a least - squares fit of the approximation to oscillatory loads 
tabulated over a range of reduced frequencies [9, lo]. The approximations are only valid for a 
given Mach number, so sets of coefficient matrices must be calculated to cover the Mach 
number range of interest. The aerodynamic loads provide the simulation model with 
incremental loads resultin from elastic and control deflections and from unsteady motion. A 
total of four (4) lags (the fs) were used in the FIT F/A - 18 model. 

- Unsteady aerodynamlc loads In the Laplace domain : 

F,( HI = q [Q (SI I X( SI 
- Roger's Ratlonal Functlon Approxlmatlon (RFA) : 

- Least-Squares flt of h,, Q kJ to tabulated Qll (1 %) over a range 

- Incremental loads from elastlc and control deflections and from 

of k values for glven Mach number 

unsteady motlon 
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FIT Integrated Dynamics Model 
The general, nonlinear equations of motion [6,7] are implemented in a batch simulation 

model written in ACSL (Advanced Continuous Simulation Language, Ref. 11). The model 
incorporates elements from an engine dynamics model, control laws and actuator dynamics, 
nonlinear steady aerodynamic data, which for the present F/A - 18 model comes from the 
LaRC Real-Time Simulation Facility's own F/A- 18 simulation, and data from the aeroelastic 
model. As described earlier, this data includes generalized masses and frequencies, nonlinear 
momentum coupling terms, nonlinear terms representing centrifugal stiffening and the effects 
of deformation on the body's inertia tensor, and the rational function coefficients for the 
unsteady aerodynamic loads. Modal load coefficients may also be supplied to the simulation 
for immediate calculation of load time histories. But since this places an additional 
computational burden on the simulation, it is more efficient to send the modal coordinate time 
histones back to the aeroelastic model for a comprehensive evaluation of the loads. 

Modal Dynamics, 

A time history of internal loads for the F/A - 18 model resulting from a roll doublet 
maneuver was animated using colors to represent various internal load levels. A videotape of 
the display was prepared and shown as part of the oral presentation of the paper. As it turns 
out, the nonlinear inertial terms are not a major factor for the F/A - 18 loads and would not 
likely be important for any conventional aircraft configuration. For rotorcraft, aircraft with 
stores or high T - tails, or for flexible spacecraft they may become more important [6,7]. 

~ 

Engine 
Dynamics 

Aeroelastic 
Model 
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Needs 
A future concern for FIT team efforts is improvement in the representation of the unsteady 

aerodynamic loads. The present form of RFA being used, Roger's approximation, introduces a 
large number of states into the model [6].  For a formulation including six rigid body modes, 
twenty elastic modes, and four aerodynamic lags, the number of aerodynamic states alone is 
104 [4]. Add to this the rigid body and elastic modes, altitude, quaternion, actuator, and engine 
states, and the size of the simulation model becomes very large. This substantially affects the 
run time of the batch simulation limiting its utility. Work is underway to incorporate an 
updated form of Karpel's Minimum State Method [9, 121 into the options available in the ISAC 
programs being used for the unsteady aerodynamics. Another concern is the quality of the 
unsteady aerodynamic data being approximated, particularly for rigid-body motions at low 
reduced frequencies and near the transonic regime. Work being done in this area with 
correction factors will occupy the latter part of this paper. 

- Simpler approximation 
(Minimum State Method - Karpel) 

- Improved quality of unsteady aerodynamics 
data near zero reduced frequency and 
transonic regime (Correction Factors) 
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Correction Factor Methodologies 
The Doublet Lattice Method is one method used to calculate unsteady aerodynamics for a 

wide variety of applications, but it has limitations. It is a linear, subsonic, and small 
perturbation method [13]. One method to expand the usefulness and the accuracy of the 
Doublet Lattice Method is the use of correction factors. Correction factors are modifiers of 
either the pressures or the downwashes calculated with the doublet lattice method. Correction 
factors can be calculated to match pressure distributions, section properties, or total loads (force 
and moment derivatives) that are obtained from experiment or CFD calculation [ 141; Matching 
total forces requires solving an optimization problem that can be formulated in one of several 
ways. One way is to minimize the difference between the experimental and analytical loads 
with side constraints on the changes in the pressure or downwash distribution. Alternatively, 
the change in the on inal pressure or downwash distribution can be minimized subject to 
constraints on the di f ferences between the experimental and analytical loads [15]. 

WHY - Doublet Lattlce has Ilmltatlons: Ilnear, subsonic, small 
perturbatlon 

WHAT Correctlon Factors are modiflcatlons to pressures and I or 
downwashes In order to match experimental or CFD data 

HOW- 

Match Pressure Dlstrlbutlons 

Match Sectlon Propertles 

Match Total Loads - Force and Moment Derlvatlves by 
Optlmlzation 



Correction Factor Methodologies - Methodology and Results 
A brief description of the methodology of matching pressure distributions is presented here. 

For the purpose of explanation and example, the methodology was exercised on a Rectangular 
Supercritical Wing that was tested in the NASA Langley Transonic Dynamics Tunnel [16,17]. 
The steps to calculating these correction factors are as follows. First, experimental pressures 
are interpolated to analytical locations, which in the case of Doublet Lattice correspond to the 
quarter-chord and mid-span location of each of the doublet lattice boxes. This is accomplished 
using one-dimensional spline interpolation in the chordwise direction followed by the spanwise 
direction. The pressures at each of the analytical locations are then interpolated using splines 
as a function of angle-of-attack. The analytical first derivative of the spline interpolation curve 
is evaluated at an angle-of-attack of zero degrees to obtain the quantity which will be matched 
using correction factors. Correction factors are calculated to modify either the analytical 
pressures or the downwashes such that the steady pressure distributions are matched. Typical 
distributions of pressure and downwash correction factors are shown in the center of the slide. 
These correction factors were then applied to the calculation of the unsteady pressures. The 
methodology was validated by comparing corrected unsteady analytical aerodynamic data and 
unsteady experimental aerodynamic data. 

Matching Pressure Distributions 
Compar,son o, Unsleady 
Correcled Analysls and 
Experlmenlal Pressure 

Steady Pressure Pressure or Downwash 
Correction Factors Dlslrlbullons 

Distributions 
(M=0.4) (M.0.4, K=.309) (M=.4) 

Prerrurea 
0 Orlglnal Analyllcal 

Presrurea 

1 ' "  

10 

5 

0 

-6 (ac, 

C.F. 0 Pressure Correcllonr 

.5 r 
Pressure Corncllon 

Faeora 

Ilrrll u. - 
-lWO. xlc 1. 

~ownwarli Correction 
Faclorr 
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Doublet Lattice Modeling of F/A - 18 
An aerodynamic model of the F- 18 was needed to calculate Doublet Lattice aerodynamics 

for the FIT integrated dynamics model. In the original aerodynamic model of the F-18, the 
fuselage was modeled as a flat plate, the horizontal tail and the wing had no dihedral, and the 
tip missile was not modeled. An initial attempt at calculating correction factors for this model 
was unsatisfactory, primarily because the pitching moment derivative of the doublet lattice 
model was of the wrong sign. The method concentrated on improving the pitching moment 
derivative at the expense of the other stability derivatives, resulting in a poor overall 
"correctedt model, and unrealistic values for the correction factors. Because of this problem, a 
parametric study was conducted to evaluate the sensitivities of the stability derivatives to 
different models of the fuselage and tip missile, the inclusion of wing dihedral, and wing 
panelling. The fuselage was modeled several different ways as a flat plate or as a slender body 
with interference panels. The models investigated are shown in the figure. Several tip missile 
models having different sizes of slender bodies as well as cross sections of interference panels 
were evaluated as shown. Dihedral was also included in the wing and horizontal tail. 

Original model 
Fiat plate fuselage, no ti missile, no wing dihedral and no 

horizontal tail dihedrar 
Sign of C, -wrong 
Parametric %udy of doublet lattice model features 
1) Fuselage 

S1 ,S2,S3 -interference panels 

S4 - interference panels start 
@ ) @ start at noseoffuselage 

si s2 s3 s4 at cockpit 
2) Tip missile 

m o Q 4 d d  

Dihedral - Wing (-3 degrees) and horizontal tall (-2 degrees) 

T1 T2 T3 T4 T5 T6 

3) 
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Sensitivities of Stability Derivatives to Modeling 
Shown here are some typical comparisons of the effect of modeling the fuselage and the tip 

missile on the several stability derivatives. The top half of the figure shows the effect of 
modeling the fuselage. N signifies no fuselage, P signifies a flat plate fuselage, S# identifies 
the slender body and interference panel model used, shown on the previous figure. Modeling 
the fuselage as a slender body changes the sign of the pitching moment. Incorporating the 
slender body fuselage model, however, does not greatly change the lift due to angle of 
attack.The bottom of the figure shows the effect of different tip missile models. N signifies 
none, P signifies a flat plate, and T# refers to the tip missile models as shown on the previous 
figure. The tip missile comparison also shows that the adding a tip missile improves the 
pitching moment with negligible effect on the lift coefficient due to angle of attack. 

Fuselage 
0.1 0 0.002 

0.000 w EXPERIMENT 
-0.002 

0.05 -0.004 

-0.006 

0.00 -0.01 0 

0 s2 
0 s3 

-0.008 H s4 

La '" 
Tip Mlsslle 

0.1 w EXPERIMENT 

.. 

-0.002 
0 T2 
0 T3 

0.0 -0.004 

-0.006 E T4 
T5 

0 T6 
-0.008 

c.0 -0.01 0 
ci 

' a  
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Sensitivities of Stability Derivatives to Modeling (cont.) 
Summarized here are the results of the parametric study of the effect of modeling on the 

analytical stability derivatives. Results showed that the modeling the fuselage as a slender 
body resulted in improving the analytical calculation of the pitching moment due to 
angle-of-attack and lift coefficient due to pitch rate. There was a small effect on the 

angle-of-attack and the rolling moment coefficients with respect to the wing trailing edge 
control surfaces. Implementing dihedral on the wing and the tail affected the antisymmetric 
derivatives and had a small beneficial effect on the pitching moment due to angle-of-attack. 
Based on this parametric study, the best starting model for calculating correction factors is one 
in which the fuselage is modeled as a slender body with interference panels and the tip missile 
is modeled in the simplest manner. Though the tip missile does not have a great effect on the 
stability aerodynamic forces for this application, it has been shown that how the tip missile is 
modeled does affect local loads and flutter [18]. 

, , antisymmetric loads. The tip missile modeling improved the pitching moment due to 

a’ C\ 
Fuselage Modellng fuselage as slender body Improves c, 

Negllgible effect on antisymmetric forces and moments 
modellng 

Tip Mlsslle Negligible effect except for c,a and rolling moment 
coefficients with respect to trailing edge flap and aileron 

Dl hedral Negliglble effect on symmetrlc derivatives except for 

Small beneflclal effect on CyI1 
Wing (-3 deg) 
Tail (-2 deg) 

Small detrlmental effect on 6~ and c, 
B B 
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Concluding Remarks . 

This paper has presented some details of an aeroelastic model of the F/A - 18 created for 
NASA LaRC's Functional Integration Technology team's research in dynamics integration. 
This model was used to directly incorporate aeroelastic effects, including modal structural 
dynamics, unsteady aerodynamics, and structural loads, into a comprehensive nonlinear sim- 
ulation model that combines aeroelasticity, propulsion dynamics, control dynamics, and a 
nonlinear steady aerodynamics data base. Data passed to the simulation model include modal 
generalized mass, frequencies, nonlinear inertial coupling terms, nonlinear terms accounting for 
centrifugal stiffening and variation of the body inertia tensor resulting from deformation, ra- 
tional function ap roximation coefficients for generalized unsteady aerodynamic forces, and a 

loads analysis using output time histories of the elastic modal coordinates from the simulation 
model. 

limited number o P modal load coefficients. The structural model can also be used for a broader 

As a result of experiences with the simulation model, several aeroclastic modeling needs 
have been identified. These deal with the representation of unsteady aerodpamics. First, it is 
felt that the Minimum State Method will provide a lower order approximation. Second, cor- 
rection factor methodologies are being developed to improve the quality of the doublet lattice 
data being approximated, extending its usefulness. As part of this work, some issues related to 
fuselage and tip missile modeling and its effects upon efforts to calculate correction factors 
have been resolved. 

Aeroelartlclty Included dlrectly In an Integrated dynamlca 
model - Structural modal dynamlca - RFA'r of modal generalized aerodynamlc forcer 

Have need for Improvement8 In unsteady aerodynamlca - Lower order RFA's needed - 
- 

Correctlon Factor Methodolo les developed and tested 
on Rectangular Supercrltlcal b lng  
Fuselage and tlp mlsslle modellng Issues resolved 
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ABSTRACT 

Development of digital robust control laws for active control of high performance flexible 
aircraft and large space structures is a research area of significant practical importance. The flexible 
system is typically modeled by a large order state space system of equations in order to accurately 
represent the dynamics. The active control law must satisfy multiple conflicting design 
requirements and maintain certain stability margins, yet should be simple enough to be 
implementable on an onboard digital computer. This paper describes an application of a generic 
digital control law synthesis procedure for such a system, using optimal control theory and 
constrained optimization technique. A linear quadratic Gaussian type cost function is minimized by 
updating the free parameters of the digital control law, while trying to satisfy a set of constraints on 
the design loads, responses and stability margins. Analytical expressions for the gradients of the 
cost function and the constraints with respect to the control law design variables are used to 
facilitate rapid numerical convergence. These gradients can be used for sensitivity study and may 
be integrated into a simultaneous structure and control optimization scheme. An existing control 
law as well as an estimator based full or reduced order control laws can be optimized in order to 
meet the multiple design requirements. Low order, robust digital control laws were synthesized for 
gust load alleviation and flutter suppression of a flexible aircraft. 
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INTRODUCIION 

The small perturbation dynamics of a flexible aircraft or space structure with active control 
is typically modeled by a large order state space system of equations in order to accurately 
represent the rigid and flexible body modes, unsteady aerodynamic forces, actuator dynamics, 
antialiasing filters, computational delays and gust spectra (Ref. 1). The control law of this multi- 
input multi-output (MIMO) system is expected to satisfy multiple conflicting design requirements 
on the dynamic loads, root-mean-square (RMS) responses, actuator surface deflection and rate 
limitations, as well as maintain certain guaranteed stability margins based in the system singular 
values. Robust control laws for the linear MIMO system with modeling uncertainty can be 
developed using optimal control theory, which is also known as linear quadratic Gaussian (LQG) 
technique, Thls control law is usually of the same or higher order than the plant and is difficult to 
implement on an onboard digital microprocessor. There are several model reduction techniques to 
reduce the control law to a lower order but the reduced order control law may not satisfy the design 
requirements. This paper describes an application of a generic control law synthesis procedure 
(Ref. 2) for such a system, using optimal control theory and constrained optimization technique. 
The basic multivariable system and the design problem is schematically described in Fig. I. The 
formulation and synthesis procedure is briefly described first. Application to a gust load alleviation 
(GLA) of a remotely piloted flexible drone is presented. Some recent results of a flutter 
suppression system (FSS) design are. also presented. 

Uncer-tEUms 
Model approximations 
Parameter variations 
Unmodeled dynamics 

. .  MULTILOOP SYSTEM DESCRIPTION 

........... ............................................................ ............ 

Pesian requirements 
Hardware limitations Antialiasing filters 
Dynamic loads Sampling, Digitization 
Performance Computation de lay 
Stability robustness Sample hold 
Gain - phase margins 

FIGURE 1 
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SYSTEM STATE SPACE EQUATIONS 

The typical state space system of equations for a discrete system is shown in Fig. 2. 
These equations represent discrete time, linear equations of motion, due to a small perturbation 
from a steady state equilibrium flight condition of a flexible system. The plant equations are usually 
of large order and include the effects of antialiasing filters and computational delays at each 
measurement output channel. The antialiasing filters attenuate unmodeled high frequency signals 
but introduce significant phase lags which must be included in the control law synthesis. The plant 
and sensor measurement models also contain discrete white noise inputs wk and vk, respectively. 
The design outputs are the quantities on which design constraints are imposed. The control law is 
also expressed in state space form and is required to be of lower order than the plant. The discrete 
control law can be obtained from a full order LQG design after suitable stable order reduction and 
discretization at a specified sampling rate. 

SYSTEM STATE SPACE EQUATIONS 
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CONTROL 
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= H X  + V  k k  

= H  X + E  u 
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AUGMENTED SYSTEM EQUATIONS 

The closed loop system equiitions can be written in an augmented form as shown in Fig. 3. 
The new term q can be considered as an input command or a fictitious input noise. Using the 'hat' 
overscript to denote each of the augmented mamces, the closed loop dynamic system looks like a 
simple output gain feedback system. This type of representation simplifies the derivation of the 
analytical gradient expressions. Other variations of the augmented system formulation arc possible 
depending upon the controller structure. The design variables are selected parameters of the control 
law quadruple matrix e . 

CLOSED LOOP AUGMENTED SYSTEM 

FIGURE 3 
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GRAD I ENTS 

The analytical expressions for the gradients of the cost function and the constraints with 
respect to the conml law design variables arc used for computation. The typical expressions for 
the gradients are shown in Fig. 4. The underlined matrices are specified for each constraint and 
cost function. The derivation is quite general in nature. The gradients with respect to other 
parameters can also be derived in a similar manner. The use of analytical-expressions for the gradients 
in the optimization scheme facilitates rapid convergence of the optimization process. The merits 
can also be used for sensitivity study and can be integrated into a simultaneous structure and 
control optimization scheme. The minimum sin lar value of the return difference matrix at the 

robustness properties in the frequency domain. These constraints are usually applied at a later stage 
of the synthesis process. 

plant input and output is also used as additiona P inequality constraint:, in order to improve 

GRADIENTS OF COST FUNCTION AND 
CONSTRAINTS 

dJ/de and dgn/de are known from steady state 

solution of discrete Lyapunov equations 

X = F X F u + G R G '  
K+ 1 a ~ a  a a a  

A,= F ' A  F +Q, a K+I a 

where 
A h h  

Fa= i + GCH 

A A A h  
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PROBLEM DEWINITION 

The constrained optimization problem is defined as shown in Fig. 5. The control law 
synthesis procedure minimizes a linear quadratic Gaussian type cost function, subject to a set of 
constraints on the design loads, RMS responses and stability margins. The stability margin 
requirement is imposed as constraints on the minimum singular value of the system return 
difference mamces at the plant input and output (Ref. 3).In a LQG design one has to find a set of 
weighting mamces and noise intensity mamces in order to satisfy all the RMS response and 
stability margin requirements. If this mal and emor process fails to achieve the desired result, the 
designer can impose the violated design requirements as R M S  response constraints and singular 
value constraints instead of searching for the weighting matrices. 

Equations 31 =td,+ifbk+&,fik 
k+l 

r 

CONSTRAINED OPTIMIZATION PROBLEM 

Changing S [ e ] r 

Subject to inequality constraints on 

a) RMS responses and loads 

b) Min. singular value 
FIGURE 5 
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OPTIMIZATION SCHEME 

The constrained optimization problem is solved by using the method of feasible directions 
(Ref. 4). The optimization scheme block diagram is shown in Fig. 6. This procedure is the discrete 
time equivalent of those presented in Refs 1.33 for a continuous system. Similar pr0cedul.c~ 
without the inequality constraints were also presented in Refs 6-9 in the continuous time domain. 
The development of the initial stable control law rcquircd to start the optimization cycle needs some 
effort and experience. This is usually done by first desi ing a full order optimal control law using 
a continuous plant model, which includes the effects o r antialiasing filters and computational delays. 
The order of the control law is then reduced by block diagonalization and truncation. Advanced 
methods of order reduction have recently been developed by Sofanov (Ref. lo), Meyer (Ref. 11) 
and Lenz, et al (Ref. 12). The reduced order control law is then o timized in the continuous 
domain and tested for performance and stability characteristics. Ls control law is then dimtized 
in a stable manner and is noptimized in the discrete domain using the analytical gradient 
expressions which facilitate fast numerical convergence. 
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1 I 
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CONTROL LAW ORDER REDUCTION 
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GUST LOAD ALLEVIATION PROBLEM 

/+rob f- flex. aircraft 
actuator sensor 

/ q z o h  2 rbm 3 flex. mode 

A gust load alleviation scheme of a remotely piloted drone aircraft is shown in Fig. 7. The 
drone is in symmetric longitudinal flight. The random vertical gust is represented by Dryden 
Spectrum. (Ref. 1). The accelerations are sensed by the fuselage and wing mounted accelerometers 
and are fedback through a set of antialiasing filters to a digital conmller. The sampling rate is 100 
Hz. The processed signal activates symmemc deflection command to the elevator and aileron.The 
primary dynamic loads are generated by the wing flexing due to short period motion. A simple 
gust load alleviation control law is needed to reduce the open loop RMS bending moment and 
shear force at the wing mot by 50% without increasing the outboard bending moment and torsion. 
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GLA DESIGN OBJECTIVES 

Root bending moment 

Root shear 

Outboard bending mow. 

Outboard torsion 

Elevator deflection 

The gust load alleviation (GLA) control law design objectives and synthesis procedure is 
shown in Fig. 8. The objective is to obtain a low order robust digital GLA control law which 
would reduce the open loop root-mean- square values of the wing root bending moment and shear 
by 50% without increasing the wing outboard bending moment and torsion The control law 
should maintain certain guaranteed stability margins based on minimum singular value of 0.6 at 
both the plant input and output (Ref. 3) .The control surface deflections and rates should be within 
the allowable limits. First a full order LQG control law is synthesized to satisfy the design 
requirements. This 32nd order control law is then reduced to a second order control law and then 
discretized. This control law does not satisfy the design requirements. After unconstrained 
optimization most of the requirements are satisfied except the wing outboard bending moment and 
the singular values. Using constraints on the RMS wing loads and on the minimum singular values 

reoptimized (Ref.2). 
of the return difference matrix at the plant input and output, the control law parameters are - 
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COMPARISON OF RMS RESPONSES 

The Fig. 9 shows a comparison of RMS responses and control surface deflections for a 
sequence of second order GLA control laws. The RMS values of wing mot bending moment 
(WRBM) , wing mot shear (WRS), wing outboard bending moment (WOBM) and wing outboard 
torsion CWOT) are normalized to their open loop values and control surface deflection and rites are 
normalized to their maximum allowable values. The control law-I is obtained by digitization of a 
continuous control law obtained via reduction of a full order LQG design. This control law does 
not satisfy any of the design requirements. After an unconstrained optimization the control law-I1 is 
obtained which satisfies all the RMS response requirements except that on the WOBM. This is 
satisfied by a constrained optimization sequence to obtain law-III. After imposing the stability 
margin constraints, the control law -1V is obtained. The stability margins are improved at the cost 
of increased RMS responses. 

COMPARISON OF NORMALIZED RMS RESPONSES 
DUE TO 1 M/S RMS DRYDEN GUST 

0.75 0.35 
kgm kg m 
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95 
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law - I Initial 2nd order digital 
law - II After Optimization 

law - Ill After Opt. with RMS Constraints 
law - IV After Opt. with SV Constraints 

FIGURE 9 
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UNCONSTRAINED AND CONSTRAINED 
ORIM IZATION 

The cost function consists of weighted sum of the wing RMS loads and control surface 
RMS deflections using Bryson's inverse square weighting rule.The plot of normalized cost 
function versus iteration for the unconstrained optimization process used to obtain law-I1 is shown 
in Figure IO. The convergence is obtained in one iteration starting from the initial control law-I. In 
order to prevent the small increase in the wing outboard bending moment (WOBM), the control 
law-I1 is reoptimized by treating WOBM as a constraint instead of lumping it in the cost function. 
The result of this constrained optimization is also shown in Figure 10. The constraint is satisfied in 
one iteration, at the expense of increased cost function, which is subsequently reduced along with 
the wing outboard bending moment. 
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STAB I LITY ROBUSTNESS 

0 

- 1 0 -  

law- I I I 
dB 

- 1 0 -  

I I I 1 -20 

In obtaining control laws I, I1 and 111, no constraints were applied to the minimum singular 
value of the return difference matrix at the plant input and output which is a measure of the 
system's stability robustness properties (Ref. 3). The minimum singular value plot of the control 
laws I1 and I11 are shown in Fig. 11 at the plant input and output. In order to maintain a guaranteed 
phase and gain margins of +35, -35 degrees and +8.0 dB, - 4.0 dB respectively in each channel, 
the minimum singular value plots should be above the horizontal dotted line at -4.43 dB which 
corresponds to a minimum singular value of 0.60 . Figure 1 indicates that none of the control laws 
satisfy these criteria although the control law-I11 is fairly robust compared to control law -11. 
Additional constrained optimization is required to improve the stability robusmess at the plant input 
and output. These results are shown next. 
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STABILITY ROBUSTNESS IMPROVEMENT 

dB 
- 1 0 -  

-20 

In order to improve the stability margins at both the plilnt input and output. the control law-111 
was reoptimized using two additional consaaints corresponding to the q u i d  minimum singular 
value of (I+KG) and (I+GK) not less than 0.60 or -4.43 dB. Other constraints were also retained. 
The resulting control law-1V obtained after 7 iterations satisfies all the constraints. The increased 
robustness is at the cost of higher RMS responses compared to law-111. The minimum singular 
value plot is shown in Fig. 12. With control law-IV, the system has guaranteed simultaneous gain 
margins of +5.7 dB, - 17.0 dB and phase margins of +53 and -53 degrees at each channel. Thus 
substantial improvement in stability robustness was obtained by using constrained optimization. 
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- 1 0 -  

I I I I -20 I I I I 

Frequency, rad/s Frequency, rad/s 

FIGURE 12 
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AFW SYMMETRIC FLUTTER SUPPRESSION 

Digital robust control law synthesis for the Active Flexible Wing (AFW) wind tunnel model is 
presently being carried out in col1abor;ition with Rockwell International. The basic block diagram 
for il two input two output symmetric flutter suppression system is shown in Fig. 13 for a sting 
mounted model using leading edge outboard (LEO) and trailing edge outboard (TEO) symmetric 
actuators and colocated accelerometer sensors.The sampling rate is 200 Hz.The design takes into 
account the effects of actuator dynamics, 4th order 100 Hz Butterworth filters and one cycle 
computational delay at each channel. Full order and reduced order analog and discrete robust 
control laws were synthesized based on an approximate 38th order system at 300 psf design 
dynamic pressure. The discrete 8th order control law was able to stabilize the system over the 
range 300 to 150 psf. The more detailed 80th order model was also stable at 300 and 200 psf. 
Starting with these preliminary control laws, detailed analysis will be carried out using the discrete 
system optimization procedure. 
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CONCLUSIONS 

Consrained optimization technique was used to synthesize low order robust digital control 
law for large order flexible systems. The methodology provides a systematic design tool for 
control system synthesis where a large number of conflicting design requirements on the 
performance and stability robustness must be satisfied to arrive at a compromise solution. Both 
continuous and discrete control system can be synthesized and optimized. The procedure can be 
used to update a classical control law as well as a Kalman estimator based full or reduced order 
control law. The effects of digitization, antialiasing filters and computational delays can be included 
in the synthesis process. The synthesis procedure has been successfully applied to a gust load 
alleviation problem of a drone aircraft and a flutter suppression problem.of the AFW wind tunnel 
aeroelastic model. Future applications include a rapid roll maneuver load control system design for 
the AFW wind tunnel model. A block diagram of the control scheme is shown in Figure 14. 
Control and vibration suppression of large space structures is another potential a p p h d o n  ana. The 
gradient expressions derived to facilitate rapid convergence of the optimization process can also be 
used for sensitivity study and integrated structure-control optimization formulation. 

AFW RAPID ROLL CONTROL 
Active Flexible Wing Rapid Roll Mechanization 

Wind Tunnel Model Digital Control 

1 1 1  I 

FIGURE 14 
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INTRODUCTION A S D  OUTLINE OF THE PRESENTATION 

The importance of interactions among the various disciplines in airplane wing design has been 
recognized for quite some time. With the introduction of high gain, high authority control systems 
and the design of thin, flexible, lightweight composite wings, the integrated treatment of control 
systems, flight mechanics and dynamic aeroelasticity became a necessity. A research program is 
underway now aimed at extending structural synthesis (Ref. 1) concepts and methods to the 
integrated synthesis of lifting surfaces, spanning the disciplines of structures, aerodynamics and 
control for both analysis and design. Mathematical modeling techniques are carefully selected to 
be accurate enough for preliminary design purposes of the ”complicated, built-up lifting surfaces 
of real aircraft with their multiple design criteria and tight constraints” (Ref. 2, p.17). The 
presentation opens with some observations on the multidisciplinary nature of wing design. A brief 
review of some available state of the art practical wing optimization programs and a brief review 
of current research effort in the field serve to illuminate the motivation and support the direction 
taken in our research.(These reviews are not exhaustive, and the interested reader is referred to the 
review papers, Refs. 3-8.) The goals of this research effort will be presented next, followed by a 
description of the analysis and behavior sensitivity techniques used. The presentation will 
conclude with a status report and some forecast of upcoming progress (Figure 1.). 

* BRIEF REVIE\i‘ OF  CURREYT WISG OPTI~I IZATIOS CAPABILITIES 
AND RESEARCH ACTIVITY, SOME OBSERVATIONS 

* GOALS FOR MULTIDISCIPLINARY WING SYNTHESIS RESEARCH AI’  UCLA 

* DESCRIPTION OF ANALYSIS TECHNIQUES CHOSEh: 

* STATUS REPORT O S  THE SYNTHESIS CAPABILITY UNDER DEVELOPMEKT 

Figure 1 
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THE MULTIDISCIPLINARY NATURE OF WIKG DESIGN 

Figure 2 describes the multidisciplinary nature of wing design. Discussion is limited to wings 
operating in the subsonic to low supersonic fight speeds, so that thermal effects can be neglected. 
It is instructive to unite the sets of Preassigned Parameters and Design Variables (Ref. 1) into the 
set of ”Design Parameters”, whose elements define a particular wing design. Which of the 
parameters will be preassigned and which will be used as design variables depends on the level of 
application for optimization techniques in the hierarchy described in Ref. 1, namely, whether the 
design space includes sizing, configuration (geometry) or topological design variables. The set of 
behavior functions, from which constraints and objectives will be selected, can be divided into two 
categories. Primary (system level) Behavior Functions are those performance measures which 
determine the overall quality and competitiveness of the wing. Secondary (sub-system level) 
Behavior Functions are the behavior functions which must be taken into account during the 
design to guarantee the prevention of failure in all possible failure modes and introduce known 
constraints on subsystem performance. They are usually not the real design objectives although 
sometimes there is high correlation between a secondary behavior and a primary behavior 
function (e.g. mass and airplane performance). 
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SOME EXISTING PROGRAMS FOR PRACTICAL WISG OPTIMIZATION 

Several approaches, with a varying degree of multidisciplinary capability, aimed at the synthesis of 
practical composite wings were developed during the seventies (Refs. 3-8). In addition to the 
constraints on stress, displacement and aeroelastic stability, performance constraints in terms of 
induced drag or drag polar specification were added in the TSO computer code (Refs. 9,lO) and to 
WIDOWAC (Refs. 11- 13). It was reported recently that a rudimentary servoaeroelastic analysis 
capability was about to be inserted into the ASTROS computer code (Ref. 14). It should be 
noticed that except for the TSO code, the design space in the programs contains only structural 
design variables, thus they are really multidisciplinary in analysis only. The TSO code makes it 
possible to include some configuration design variables (the fiber orientation of cover skin layers) 
and some aerodynamic constraints in the form of wing twist or camber distribution under load 
(Figure 3.). 

PROGRAMS SURVEYED : 
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DESIGN VARIABLES : 
* STRUCTURAL SIZING (TSO - ALSO FIBER ORIENTATION ) 

CONSTRAINTS : 
* DEFLECTION. STRESS, FLUTTER, DIVERGENCE. CONTROL EFFECTIVENESS 

DRAG (TSO. WIDOWAC) 
BUCKLING (ELFINI, ADDED TO WIDOWAC IN A SliMPLlFlED FORIM) 

OBJECTIVE FUNCTIONS : 
MASS, DRAG, CONTROL EFFECTIVENESS 

OPTIMIZATION 
MATH PROGRAiMMlNG (TSO) 

* MATH PROGRA,MMING + APPROXIMATION CONCEPTS (WIDOWAC, ELFINI. 
ASTROS) 

OPTIMALIN CRITERIA (FASTOP) 

Figure 3 



THE NEED FOR MULTIDISCIPLINARY WING OPTIMIZATION 

During the last decade structural synthesis has matured. Realistic designs described by a large 
number of design variables and subject to a variety of load conditions can now be efficiently 
treated. However, it is still quite common to find fixes and modifications being introduced late in 
the development stage of fighter aircraft, when aeroservoelastic effects, rigid body- elastic mode 
coupling or static aeroelastic effects have not been properly accounted for in the design process 
(Refs. 15-20). At the same time, following almost twenty years of progress in active flutter 
suppression and gust alleviation (Refs. 22-26), there is a growing recognition that multidisciplinary 
interactions might be hamessed to benefit modem, complex wing designs. However, a review of 
the literature reveals that the application of modem optimization methods to wing design 
problems involving multiple objective functions and a diverse mix of constraints based on 
analyses from several discipline areas (e.g. structures, structural dynamics, controls, aerodynamics 
and performance) has not yet been treated in a comprehensive and realistic manner. To 
overcome the inherent complexity and address the computationally intensive nature of this 
problem two approaches have been suggested in the literature. The first approach is based on the 
application of multi-level decomposition techniques combined with existing tools for detailed 
analysis and sensitivity analysis for each of the disciplines (Refs. 27,28). The second approach 
attempts to gain some insight into the nature of the problem by using highly simplified 
mathematical models or simple airplane configurations for structural, aerodynamic and control 
system analysis (Refs. 29-35). Research is now under way in several research centers and 
universities in two main directions : 
a) the addition of control system sizing type design variables to a design space spanning design 
variables for structures and control (control augmented aeroelastic optimization) (Refs. 3 1,36) 
b) expanding the wing design space by adding configuration design variables (structural and 
aerodynamic shape) (Refs. 37-39) (Figure 4.). 

\IOTIVATlON : 

PROBLEMS : 
* SERVOAERELASTIC INTERACTIONS 

ISSUFFICIENT CONTROL EFFECTIVENESS 

* BODY FREEDOM FLUTTER 

HARNESS MULTIDISCIPLINARY INTERACTIONS FOR ACHIEVING BETTER 
DESIGKS 

CURRENT DIREnIONS IN RESEARCH : 

OPENIKG UP A SUING DESIGN SPACE TO INCLUDE SIZING TYPE CONTROL 
SYSTEM DESIGN VARIABLES 

OPENING UP THE DESIGN SPACE TO INCLUDE STRUCTURAL AND 
AERODYNAMIC SHAPE DESIGN VARIABLES 

PROBLEMS : 

HEAVY COMPUTATIONAL COST OF ANALYSIS 

LACK OF INTUITION AND EXPERIENCE TO GUIDE IN CONSTRUCTING 
ROBUST APPROXIMATIONS 

ABSENCE OF STANDARD TERMINOLOGY, CRITERIA, MODELING AND 
ANALYSIS METHODS WIDELY ACCEETED IN ALL DISCIPLINES 

APPROACHES TO THE PROBLEM : 

SIMPLIFIED MODELING (BEAMSTRIP THEORY) OR STUDIES INVOLVING 
SIMPLE CONFIGURATIONS (SAILPLANES) - 

ONE LEVEL OPTIMIZATION 
GAIN INSIGHT 

MULTILEVEL DECOMPOSITION BASED ON DETAILED MODELING AND 
SENSITIVITY ANALYSIS 

Figure 4 
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RESEARCH GOALS 

In Ref. 2 Ashley writes :" In the absence of experience when new technology is being tried for the 
first time, the search for extremas can produce unanticipated, surprising and often very 
satisfactory discoveries". But he adds a word of caution : "Yet the counterintuitive may also be 
counterproductive and even ridiculous. Very undesirable consequences can result from omission 
or careless handling of constraints". 
It is one of the major goals of the present research to begin to bridge the gap between over 
idealized modeling and detajled structural and aerodynamic modeling by introducing balanced 
design and analysis models that capture the essential behavior characteristics, without making the 
integrated multidisciplinary design optimization task intractable. This balanced approach 
combines high quality, approximate, but computationally efficient analyses for the structural, 
aerodynamic and aeroservoelastic behavior of realistic composite wings. Thus, the entire 
optimization problem may be treated at one level without the need for multilevel decomposition. 
A rich variety of constraints makes it possible to study the effect of multidisciplinary interactions 
on synthesis as well as on analysis (Figure 5.). 

OBJECTIVES : 

DEVELOP WULTIDISCIPLINARY WING SYNTHESIS CAPABILITY WITH AN 
EMPHASIS ON STRUCTURElCONTROL/UNSTEADY AERODYBAMICS 
INTERACTION 

BRIDGE THE GAP IN .MODELING DETAIL BETIVEEN THE VERY SIMPLE AND 
DETAILED AXALYSIS TECHNIQUES SO AS TO ENABLE MULTIDISCIPLINARY 
SYNTHESIS OF REAL WISGS FOR PRELIMINARY DESIGN 

STUDY THE CONSTRUCTION OF ROBUST APPROXIMATIONS T O  BEHAVIOR 
FUNCTIONS 

PROVIDE A TEST CASE FOR ASSESSING DECOMPOSITION TECHNIQUES 

SELECTED APPROACH 

ANALYSIS : 

CAREFUL SELECTION O F  ANALYSIS TECHNIQUES - 
GOOD ACCURACY 
HIGH COMPUTATIONAL SPEED 
BALANCED APPROACH 

BEHAVIOR SENSITIVITY : 

ANALYTIC 

SYNTHESIS PROBLEM : 

SIZING : 
STRUCTURALAERODYNAMIC AND CONTROL D.V.'s PLUS 9, 'I 

PREASSIGNED : SHAPE, TOPOLOGY 

CONSTRAINTS : b , 8 ,  SERVOAEROELASIC STABILITY, CONTROL POWER 

ALTERNATIVE 0 BJECTIVE FUNCTIONS : .MASS, PERFORMANCE MEASURES 

OPTIMIZATION STRATEGY : 

MATH PROGRAMMING + APPROXIMATION CONCEPTS 
( 10 ANALYSES PER OPTlMIZATlON - GOAL) 

Figure 5 
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ANALYSIS METHODS SELECTED 

The integrated optimum design capability outlined here is based on approximate analysis 
techniques for the required disciplines, which are consistent with each other in terns of accuracy 
and efficiency and lead to a balanced treatment. In the structures area, an equivalent plate 
analysis, as incorporated in the TSO computer code (Ref. 10) and further generalized by Giles 
(Refs. 37-39), is used. Although the equivalent plate approach for structural modeling of low 
aspect ratio wings has been known for many years, it was Giles who recently showed that, using 
present day computers, a single high order power series can be used for approximating 
displacements over wing planforms made of several trapezoidal segments to obtain accurate stress 
as well as displacement information. The simplicity of manipulating simple power series leads to 
analytic rather than numerical integration for the mass and stiffness expressions. With the careful 
organization of computer storage space and ordering of calculations, major savings can be 
achieved in terms of computation times and core storage requirements. The extended equivalent 
plate approach is integrated with the PCKFM (Piecewise Contipuous Kernel Function Method) 
of Nissim and Lottati for lifting surface unsteady.aerodynamics (Refs. 40-43). This method 
combines the power of the doublet lattice method in dealing with pressure singularhies with the 
accuracy and speed of the kernel function method. Extensive numerical experimentation has 
demonstrated (Ref. 40) that the PCKFM method is highly accurate and converges rapidly. For 
configurations involving control surfaces, it is faster and considerably more accurate than the 
doublet lattice method. Thus, it is especially suited for calculating the generalized unsteady air 
loads (on lifting surfaces made up of wing and control surface elements) that are needed for active 
flutter suppression and gust alleviation studies. 

For the finte state modeling of the unsteady air loads, the Minimum State Method of Karpel 
(Ref. 44) is used to generate accurate approximations to unsteady generalized aerodynamic forces 
with addition of only a small number of augmented states to the mathematical model of the 
aeroservoelastic system. In comparison with other finite state modeling techniques, the number of 
added states needed in the minimum state method can be smaller for the same overall accuracy of 
approximation (Ref. 45). This leads to a state space model of lower order, thus reducing memory 
requirements and computation times considerably. The integrated servoaeroelastic system is 
modeled as a Linear Time Invariant (LTI) system and its stability is examined by computing the 
eigenvalues of a generalized eigenvalue problem (Figure 6.). 

STRUCTURE : 

EQUIVALENT PLATE 

AERODYNAiMlCS : 

SUBSONIC,’SUPERSONIC LIFTISG SURFACE PIECEWISE 
FUSCTION METHOD (PCKFM) (SISSIM/LOTTATI) 

UNSTEADY AERODYNAMIC FINITE STATE MODELISG : 

MINIMUM STATE APPROXIAMATION 

CONTINUOUS KERNEL 

CONTROL : 

STATE SPACE LTI SYSTEM MODELING 

Figure 6 
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EQUIVALENT PLATE MODELLING OF AIRPLANE/ WING/ CONTROL SURFACE 
ASSEMBLIES BY THE PRESENT CAPABILITY 

Figure 7 shows an airplane modeled as an assembly of flexible lifting surfaces. Each lifting 
surface is modeled as an equivalent plate whose stiffness is controlled by contribution from thin 
cover skins (fiber composite laminates). and the internal structure (spar and rib caps). Plate 
sections are connected to each other via stiff springs (to impose displacement compatibility at 
attach points) and flexible springs (representing the stiffness of actuators and their backup 
structure). Each wing section can be made of several trapezoidal parts continuously connected to 
each other. Concentrated masses are used to model nonstructural items and balance masses. 

The present equivalent plate modeling capability makes it possible to efficiently analyze 
combined wing boxlcontrol surface configurations. A wing assembly and a canard or horizontal 
tail may be attached to a fuselage (modeled as a flexible beam or a flexible plate) to simulate 
complete airplane configurations. Modeling detail of all plate sections can be identical. Thus the 
degree of detail in modeling control surfaces for analysis and synthesis is not limited, as is the case 
in the TSO code. 

Aileron/Wur(l Box 

Attachmerit Sprinp. 
n 

A 

B -  B 

-7 
/ 

Cannrd/FusecLpc 

Attachment SpMgr 

Fi.gure 7 
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SOME ANALYTICAL ASPECTS OF THE EQUIVALENT PLATE APPROACH 

It is a well known fact in the numerical solution of partial differential equations that the use of 
a simple polynomial series to approximate the solution in a Ritz or Galerkin analysis leads to ill 
conditioning of the problem matrices when it is of an order higher than a certain degree. 
However, Giles (Refs. 37,38) has shown that when a simple polynomial series is used in a Ritz 
solution of anisotropic plate static and dynamic problems, accurate displacements, stresses and 
natural frequencies can be obtained for practical wings before ill conditioning appear. His results 
were obtained on a CDC Cyber 173 (60 bit words). Our results obtained on an IBM 3090 
computer in extended precision and on a SUN 3/280 computer using double precision support his 
findings. When the depth of the wing and the thickness distribution of skin layers are also 
expressed as power series, it can be shown that the stiffness and mass matrices are expressed as 
linear combinations of certain area and line integrals and polynomial terms calculated at points 
where wing section are connected or where concentrated masses are placed. These integrals and 
polynomial tables are fixed once a planform shape is given. Thus they are evaluated only once at 
the beginning of an optimization task. This leads to major computation time savings along with 
the fact that the relatively small number of generalized coordinates needed to accurately 
approximate displacement and stresses in a wing section (about 21-30) result in small mass and 
stiffness matrices(although fully populated) compared with finite element analysis (Figure 8.). 

POLYSOMIAL FUSCTIOSS : 

THE SHAPE FUNCTIONS : Axy)  = xm p 

A TYPICAL SKIN LAYER THICKNESS DISTRIBUTION : r(xy)= ZT, X* y' 

( m  = q t ] ,  n = /(tJ ) 
c It  

'(k,l DEPEND ON i) *I 

-m 
WING DEPTH : &a)= ZH, F p 

SPARI'RIB CROSS SECTIONAL AREA : A(x) = A ,  + cl,x 

(r,s DEPEND ON i) 
-1 

FUNDA,MENTAL INTEGRALS : 

AREA INTEGRAL OVER A SKIN TRAPEZOIDAL SECTION : f, = // X* y" dxdy 

LIXE INTEGRAL OVER THE LEXGTH OF A RIB : Itd = fi X" dr 

LINE INTEGRAL OVER THE LENGTH OF A SPAR : f? = I;;," .dyF p dy 

ASSEMBLY : 

MASS A N D  STIFFNESS MATRICES ARE LINEAR COMBINATIONS OF THESE 
INTEGRAL TERMS WITH VARYING INDICES : (m,n) 

'F 

DISPLACEMENT RITZ SERIES FOR TWO WING SECTIONS CONNECTED TO EACH 
OTHER VIA SPRINGS : 

w, = [ ...... (XI)-' (YIP' ..... ] (q,} w,= [ ...... ( X 2 F  (Y2p .... 3 (q2} 

FUNDAiMENTAL POLYNOMIAL TERM TABLES : 

ASSEMBLY : 
AlTACHMENT CONTRIBUTION 
COMBINATION OF POLYNOMIAL 
TABLES. 

TO STIFFNESS MATRIX IS A LINEAR 
TERMS TAKEN FROM THE FUNDAiMENTAL 

Figure 8 
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FEATURES OF THE PRESENT EQUIVALENT PLATE MODELLISG 

In order to structurally analyze (statics and dynamics) wing/control surface/ canard or tail 
configurations and to accelerate the generation of approximate problems for synthesis, the 
equivalent plate approach of GiIes was further extended to include multi-element Wing 
box/control surfaces plus analytic behavior sensitivity derivatives with respect to structural design 
variables. Stiffness and mass matrices can now be generated using analytic integration for wing 
structures made of composite skins, spars and ribs, concentrated masses and equivalent springs 
which connect plate sections to each other (Figure 9.). 

COSFIGLRATIOSS MODELLED ISCLUDE : 

WIXG COhTROL SURFACE/ CAKARD/ FUSELAGE ASSEMBLIES 

FUSELAGE A S D  MISSILES CAK BE MODELLED AS EQUIVALENT BEAMS 

DESIGS VARIABLES INCLUDE : 

SKIN LAYER THICKNESS DISTRIBUTIOK POLYNOMIAL COEFFICIENTS, 

SPAR' RIB CAP AREA DISTRIBUTION (LIKEAR ALONG SPAR/RIB LINE) 

COXCEKTRATED MASSES 

LINEAR AND ROTATIONAL SPRING STIFFNESSES 

ANALYSIS CAPABILITY : 

FAST STIFFNESS,MASS MATRIX GENERATION 

STATIC SOLLTIOS FOR DISPLACEMENTS AND STRESSES UNDER GIVEK LOADS 

CALCULATIOY OF NATURAL FREQUENCIES AND MODE SHAPES 

SESSITIVITY : 

ASALITIC BEHAVIOR SENSITIVITY ANALYSIS FOR DISPLACEMESTS, SLOPE, 
QUADRATIC FAILURE CRITERIA FOR STRESSES IN SKINS, STRESSES IN 
SPAR'RIB CAPS 

ADJOIST OR DIRECT METHOD - OPTIONAL 

Figure 9 
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KUMERICAL TESTING 

Extensive numerical tests were carried out to study the accuracy of the present equivalent plate 
modeling and assess its computational efficiency. Several wings of different construction, aspect 
ratio and thickness were used. Displacements, stresses in skins and spar caps as well as natural 
frequencies and mode shapes were compared to finite element results and to test results where 
available. As an example, Figure 10 includes a comparison between YF16 wing natural 
frequencies calculated using a detailed finite element analysis, the TSO program and our present 
structural module. The YF16 wing configuration includes a wing box plus a leading edge flap and 
a flaperon. The results demonstrate the accuracy of the new multi-element equivalent plate 
modeling capability in analyzing wing/ control surface configurations. Some ground vibration test 
results available ,in Ref. 46 made it possible to check the accuracy of the present code when a 
fuselage,wing,control surfaces and tip missile configuration is analyzed. Although the fust bending 
frequency of the cantilevered wing as calculated here is 6.5% below the reference result, it is 
somewhat sensitive to the modeling of root structure and a better correlation can be achieved by 
tuning the springs representing root and wingfuselage attachment flexibility. Overall the 
correlation is good, and further refinement of the model seems unnecessary at this stage. 

EQUIVALENT PLATE CAPABILITY TESTING 

NATURAL FREQUEKCIES (HZ) OF THE YF16 

CANTILEVERED WING/LE FLAPL 

FLAPEROY ASSEMBLY 
F-F A/C WITH WING TIP 

MISSILES (ANTI-SYMMETRIC) 

No. F.E.M TSO PRESEhT 
(REF.10) (REF.10) CODE 

1 10.67 10.74 9.98 
2 33.92 35.05 34.98 
3 35.73 42.75 36.48 
4 56.45 64.24 54.02 
5 62.47 73.43 65.28 
6 67.96 95.31 73.57 

No. GVT PRESEhT 
(REF.46) CODE 

1 6.5 6.30 
(Missile 
Pitch) 
2 8.0 7.99 
(Wing 1st 
Bending) 

Figure 10 
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NUMERICAL TESTIKG (CONCLUDED) 

The first six mode shapes for the cantilevered YF16 example (without tip missile), generated 
by the new multi-element equivalent plate analysis, are shown in Fig. 11. These mode shapes 
correlate well with finite element results reported in Ref. 10. The quality of this correlation can be 
attributed to the high order of control surface displacement representation and better modeling of 
elastic point attachment of the control surfaces to the wing box. 

A typical computation time for the static analysis of the wing of Ref. 37 (including the calculation 
of 384 displacement, slope and stress constraints and their sensitivities with respect to inner and 
outer panel skin thicknesses at an array of points over the wing) is 12.6 cpu seconds on the 
UCLA IBM 3090. Analysis and constraint generation for YF16 six static load cases and natural 
modes take 18.9 seconds. These relatively short computation times are essential to the 
construction of an efficient multidisciplinary synthesis capability. 

\IODE SHAPES OF THE YF16 CASTILEVERED WISG 

MODE 2 
\IODE I 

MODE 4 
XIODE 3 

i 
MODE 5 

.MODE 6 
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LIFTING SURFACE UNSTEADY AERODYNAMICS :THE PCKF METHOD 

Along the line of improving the mathematical modeling of the servoaeroelastic wing dynamic 
system, the use of lifting surface theory (Refs. 47,48) for the calculation of the unsteady 
aerodynamic loads is considered a d e f ~ t e  step forward compared with strip theories. Lifting 
surface aerodynamics are still widely accepted in the aerospace industry for the flutter and gust 
response analysis of airplanes in the subsonic and supersonic speed regimes. Thus including lifting 
surface modeling in the analysis part of a multidisciplinary wing synthesis is important if the 
synthesis of real wings is sought. 

In the PCKF method for the solution of the integral equation relating downwash and pressure 
distribution over a lifting surface (Refs. 40-43) an assembly of lifting surfaces is divided into a 
group of trapezoidal boxes, as shown in Fig, 12 for a subsonic case. 

MODELING A CONFIGURATION BY AN ASSEMBLY OF TRAPEZOIDAL BOXES : 
(SUBSOXIC) 

909 



THE PCKF METHOD : SOME ANALYTICAL ASPECTS 

The pressure distribution on each box is approximated by weighting functions representing the 
known pressure singularities along the box edges multiplied by a series of polynomials orthogonal 
to these weighting functions. Collocation points over the planform are chosen so as to minimize 
the error in the pressure integrals needed to calculate generalized aerodynamic forces. The PCKF 
method is fast, accurate and especially suited to handle winglcontrol surface configurations. It is 
more accurate than the vortex lattice method especially when leading edge flaps or controls with 
gaps around them are considered (Ref. 40). This is due to the inability of lattice methods to 
impose the pressure singularities along the different boundaries of the wing. In the present 
application it is integrated with the equivalent plate structural analysis to generate a set of 
generalized loads for the same generalized polynomial coordinates used for structural analysis. The 
number of collocation points per box and the number of integration points used arc carefully 
selected to be compatible with the order of displacement polynomials used (Figure 13.). 

POLYKOMIAL SERIES APPROXIMATIO?; FOR PRESSURE OVER A BOX : 

W l ) ,  ..tt) : 
WEIGHT FUKCTIONS REPRESENTING KNOWX PRESSURE SINGULARITY ALONG 
BOX EDGES 

COLLOCATIOK POINT PLACEMENT : OPTIMAL SO AS TO R.IIKIbIIZE ERROR IN 
PRESSURE INTEGRALS ( GENERALIZED AERODYNAMIC FORCES ) 

ADVASTAGES : 

SUBSONIC / SUPERSONIC 

GENERAL NON PLANAR WING/CONTROL SURFACE CONFIGURATIONS 

FAST CONVERGENCE OF GENERALIZED LOADS WITH INCREASED NUMBER OF 
POLYNOMIALS - HIGH COMPUTATIONAL SPEED 

GOOD ACCURACY OF CONTROL SURFACE HINGE MOMENT AND CONTROL 
SURFACE DERIVATIVES (VORTEX LATTICE METHOD OVERPREDICTS HINGE 

EXTENSIVE NUMERICAL TESTING BY THE DEVELOPERS FOLLOWED BY 

MOMENTS) - IMPORTANT FOR SERVOAEROELASTIC MODELING 

ACCURATE RESULTS IN THE FLUTTER AND SERVOAEROELASTIC ANALYSIS OF 
THE F16 I N  AN INDUSTRY ENVIROSMENT 

A DEFINITE IMPROVEMENT OVER STRIP THEORIES 

Figure 13 
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UNSTEADY AERODYNAMICS FINITE STATE MODELING 

The generalized aerodynamic loads in the Laplace transformed small perturbation equations of 
motion (for a steady level flight) given below are transcendental functions of the Laplace variabIe 
s. The flight dynamic pressure and flight speed are qD, UW respectively; M,C,K are the 
mass,damping and stiffness matrices; Ms,Much) is the matrix of generalized aerodynamic forces in 
the Laplace domain; WAS) is the Laplace transformed vertical gust velocity ; S is a reference area 
and { 4s)) is the vector of Laplace transformed generalized displacements. 

To use modem control system analysis and design techniques, it is necessary to cast them in 
Linear Time Invariant (LTI) state space form. The common practice is to match rational function 
approximations to generalized aerodynamic loads calculated for harmonic motion at a set of 
reduced frequencies (Ref. 45). There is a resulting increase in the order of the LTI state space 
model due to the addition of aerodynamic states. This increase in size can be quite signrfcant. 
With n generalized displacements, each lag term in the commonly used Roger approximation (see 
Ref. 45 for further detail) adds n states to the model order. Since four lag terms are usually needed 
for a reasonable approximation in this method, 4n states are added to the system. This makes it 
computationally expensive to carry out any control system analysis and behavior sensitivity 
analysis using state space techniques. In the Minimum State Method of Karpel (Ref. 44 ), the 
functional dependence of the generalized aerodynamic force matrix on the Laplace variable, is 
approximated by a rational expression of a special form so as to reduce the number of added 
states needed to achieve given quality of fit. 

Given the generalized aero forces in simple harmonic motion for a number of reduced 
frequencies, it is possible to match the approximation exactly to the data for k= 0 and one other 
reduced frequency. This determines the matrices P,, P2, P3. Choosing R to be a diagonal matrix 
with negative elements, the matrices D and E are determined in an iterative process so that the 
approximation fits the rest of the data in a least- squares manner. (Figure 14.). 

TIfE SMALL PERTURBATIONS LAPWCE TRAESFORMED EQ. OF kfOTION OF AN 
ELASTIC AIRPLANE IS LEVEL FLIGHT. 

W d J )  1[.Wls2 + [ C I S +  [lull(ds)) - qd CQk.v~4l{d~)l= qd ( Q d d a 4 -  

PURPOSE OF FlSlTE STATE MODELISG : 
TIAIE ISVARIAAT STATE SPACE F0R.M 

CAST EQ. OF MOTION IN LINEAR 

PRISCIPLE RATIONAL FUNCTION APPROXIMATIONS 
AIRLOADS IN TERMS OF LAPWCE VARIABLE 

OF UNSTEADY 

PRICE ADDED STATES 

iWl?clMMu\.l STATE APPROXIMATION FORM : 

cq*,1= CP,lS2 + CPzls+ CP,I+ CDlCrl- R I - ' C m  

MATCHING PROCESS : 

' GENERALIZED AERO FORCES ARE GIVEN FOR HARMONIC ,MOTION AT A SET 
OF REDUCED FREQUENCIES 

* A SET O F  AERODYNAMIC LAG TERMS IS CHOSEN : R, 

* P , I S E Q U A T E D T O Q ( k = O )  

P P ARE EXPRESSED IN TERMS OF D.E SO 
SEfk6TED REDUCED FREQUENCY k, 

D.E ARE DETERMINED IN AN ITERATIVE 
THE REST OF THE DATA 

AS TO ENSURE P E R F E n  FIT AT A 

LEAST-SQUARES PROCESS TO FIT 

ADVANTAGE ' 
MINIMAL INCREASE IN MODEL ORDER 

PROBLEMS : 

ITERATIVE PROCESS IS TIME CONSUMING 

RELATIVELY LITTLE EXPERIENCE WITH REAL CONFIGURATIONS 

Fippre 14 
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SO.ME PRELIMISARY MINIMUM STATE FITS TO A LARGE MATRIX 
OF UXSTEADY AERODYNAIMIC GENERALIZED FORCES 

Order reduction of the state space model used for senfoaeroelastic stability and control analysis is 
essential for synthesis purposes in order to make the analysis cycle as computationally fast as 
possible. This motivates the choice of the Minimum State Approximation for finite state unsteady 
aerodynamic modeling in the current research. Preliminary tests of the quality of approximation 
achieved when applied to a large matrix of generalized aerodynamic forces show promising results. 
A 44 x 44 matrix of generalized aero forces for the YF16 airplane with tip missiles is 
approximated usiig only 22 lag terms. Comparison with a one lag term Roger approximation 
(which will add 44 aerodynamic states to the model) shows an advantage of the minimum state 
approach (Figure 15.). 

SOME RECENT EXAMPLES OF QUALrrY OF FlT FOR A -16 COMPLETE .\IC 
COSFIGLRATION : 

( POLYSOMlAL GENERALIZED COORDINATES ) 

SOME LOW ORDER SHAPE FUNCTIONS FOR THE WING BOX 
j l ( X Y ) ' I .  /t(xY)=X* L ( w ) = *  
h HlGHER ORDER SHAPE FUNCnON :h, (x,v)-+ 

ROGER APPROXIMATION BASED ON I LAG (44 ADDED STATES) 

MINIMUM STATE BASED O N  22 LAGS (22 ADDED STATES) 
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COSTROL SYSTEM MODELING 

A block diagram of the actively controlled semoaeroelastic system is shown in figure 16. Airplane 
motions (acceleration and angular rates) are sensed by a set of sensors placed at different points 
on the structure. The resulting signals are used as inputs to the control law block which 
commands control surface actuators. The control surface motions guarantee stability and 
desirable dynamic response of the complete system. 

For the control system, only sizing type design variables are considered at present to keep the 
balance in our approach, and these are the coefficients of numerator and denominator 
polynomials in the control law transfer functions. Control surface locations, sensor locations, the 
structure of the control system and order of transfer functions are preassigned. It is assumed that 
sensor and actuator transfer function are given, although the formulation is general enough to 
allow treating their elements as design variables as well. 

I I I I 

seniors conlrol laws 

1 
I 

---- 
bn sn + ... + b, I + b, 

1 r -----  
In- I an-l + ... + 01 I + 4 

1 -  1 

t 
In + ... + dl I + d, 

I I -  I" + ... + CI I + 
I -  

airplane dynamics Jcflcctionr 

(rtructural dynamics/ 

unsteady aerodynamics) I---- 

control commands 

I 
gust excitation 

Figure 16 
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LTI STATE SPACE MODEL AND STABILITY ANALYSIS 

Formulations of the state space control augmented senroaeroelastic equations of motions can be 
found in many works on active flutter suppression (e.g. Ref. 49). A transfer function model of an 
element of the control system (whether sensor, actuator or a control law) can be transformed into 
a state space model, where the A, B, C and D matrices are explicitly expressed in terms of the 
transfer function numerator and denominator polynomial coefficients. Assembly of the sensor, 
actuator, control law, structural dynamics, gust and unsteady aerodynamics state space models 
leads to the system matrices U, V and W in a LTI state space model of the whole system. These 
matrices are functions of the structural design variables through their dependence on the stiffness 
and mass matrices. They depend on the control system design variables through their dependence 
on :he state space models of the control elements. 

For given flight conditions (Mach number and altitude) the stability of the system is 
determined by the real part of the eigenvalues of a generalized eigenvalue problem. Sensitivity of 
a critical eigenvalue with respect to any design variable, p , is calculated using standard eigenvalue 
sensitivity analysis based on the derivatives : d U/ap, d V/ap and the left and right corresponding 
eigenvectors (+I) ,  (4). It is planned to use the original Ritz functions directly as generalized 
coordinates. This approach leads to an increased order model but avoids natural mode 
calculation and aerodynamic force updates associated with natural mode reduced models. 
Computation times and accuracy will determine whether there is a need to resort to natural 
modes. Alternative approximations to system eigenvalues in terms of structural and control 
system design variables will be studied (Figure 17.). 

STATE SPACE !vlODELS OF ACTUATORS. SESSORS A S D  GUST FILTER : 

i (4 = c AI 1 ( X I )  + c41 (YI )  

W = C CI 1 ( X I )  

i =  A C T  FOR ACTUATORS 
I =  SEN FOR SESSORS 
I =  G FOR GUST 

STATE SPACE .MODEL OF THE COSTROL BLOCK : 

$ : x u , }  = CAu,l(xulv) + [44,1I%4w) 

THE A,B.C.D MATRICES ARE EXPLICITLY EXPRESSED AS A FUNCTION OF THE 
CONTROL SYSTEM DESIGN VARIABLES. 

SYSTEM STATE VECTOR ( x ) = (x ,  x, .. x, ) CONTAINS : 

STRUCTURAL STATES ; ACTUATOR STATES ; SENSOR STATES ; CONTROL LAW 
STATES . GUST STATES ; AERODYNAMIC STATES ASSOCIATED WITH 
GENERALIZED AERO MATRIX ; AERODYNAMIC STATES ASSOCIATED WITH 
GUST VECTOR 

THE CLOSED LOOP STATE SPACE EQUATIONS OF THE COMPLETE SYSTEM : 

CrrJ (W = Cvl (4s)) + (w) UdS) 

STABILITY BY EIGENVALUE ANALYSIS : 

ICU@)1(4)= CV@)1(4) 

EIGENVALUE SENSITIVITY WITH RESPECT TO DESIGN VARIABLE p : 
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STATUS OF MULTIDISCIPLIKARY ANALYSIS AKD 
BEHAVIOR SENSITIVITY 

Figure 18 presents status of research activities associated with the development of the analysis and 
sensitivity capabilities for the multidisciplinary synthesis of wings. It is expected that based on 
these capabilities, it will be practical to synthesize on a preliminary design level realistic 
representations of control augmented wings. The generality of the approximation concepts based 
mathematical programming aproach to synthesis and the realism in modeling are expected to be 
of major importance in coping with complicated multidisciplinary interaction, where little 
experience exists and intuition is often misleading. 

ANALYSIS AND BEHAVIOR SENSITIVITY 
STATUS 

STRUCTURE 

FORhlULATION : ANALYSIS + 
SENSITIVITY + 

ANALYSIS IMPLEILIENTATION : + 
ANALYSIS TESTING : + 
SEXSITIVITY IMPLEMENTATION : + 
SENSITIVITY TESTING : 4- 

APPROXIMATION CONCEPTS 
PERFORMANCE ASSESSED : + 

AERODYNAiMICS # 

+ 
+ 
+ 
+ 
in progress 

CONTROL 

+ 
+ 
+ 
in progress 

in progress 

# AERODYNAiMICS INCLUDE : 
* UNSTEADY AERODYNAMICS FOR SERVOAEROELASTIC ANALYSIS 
* STEADY TRIM AND DRAG CALCULATIONS 

Figure 18 
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1 INTRODUCTION 
All flutter suppression systems require sensors to detect the movement of 
the lifting surface and to activate a control surface according to a synthe- 
sized control law. Most of the work performed to date (refs. 1 through 
5) relate to the development of control laws based on predetermined loca- 
tions of sensors and control surfaces. These locations of sensors and control 
surfaces are determined either arbitrarily, or by means of a trial and error 
procedure (ref. 5) 

6) indicates that the sensors 
should be located within the activated strip. Furthermore, the best chord- 
wise location of a sensor activating a T.E. control surface, is around the 
65-percent chord location (ref. 7). The best chordwise location 
for a sensor activating a L.E. surface is shown to lie upstream of the wing 
(around 20-percent upstream of the leading edge), or alternatively, two 
sensors located along the same chord should be used. 

The aerodynamic energy concept (ref. 

Plan View of a Wing with Active Control Surfaces 
and Recommended Sensor Locations 

Leading edge f sensor at 

-Trailing edge 
sensor at ‘ .I-’ 65 percent chord 
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The present work describes a method which enables one to determine the 
best spanwise placement of an activated control surface without resorting to 
any specific control law. The method is based on the aerodynamic energy 
concept whereby the activated control surface is placed at the location 
where most energy is fed into the unstable structure. 

2 APPROACH 
Let the pressure p ( x ,  y) be given by eq.(l) and let the displacement z(z ,  y) 
be given by eq.(2),where the q's denote the generalized coordinates of the 
system. The generalized aerodynamic forces per unit area are given by 
eq.(3), or in a more condensed form by eq.(4). 
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The work per unit area Vz,y done by the system on surroundings 
per cycle of oscillation is given by (ref. 6) eq.(5), where eq.(6) provides 
a definition for some of the parameters in eq.(5). If Wz,y > 0, energy is 
dissipated by the system. If Wz,y < 0, energy is fed into the system. Eq.(8) 
is obtained by integrating eq.(5) along the chord,and it yields the work 
Wy per unit span done by the system on its surroundings per cycle of 
oscillation. The total work W is obtained by integrating eq.(8) along the 
span, as shown in eqs.(lO),(ll). 

a- 

W =  J Wydy 
-S 

7r w = - 2 ko*] (- [AI + AT] + i [A" - A:]) {qo}  
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Define the specific energy ratio by EA, as given by eq.(13), and note 
that its integral along the span must have a unit absolute value (see eq.( 14)). 

J -8  
(14) 

It is argued that the best spanwise placement of an active - control surface 
for flutter suppression is around the location where FA is negative and 
assumes the largest numerical values. 

3 DETAILED PROCEDURE 
1. Determine the flutter dynamic pressure QF of the system 

2. Increase QD,SO as to lie within the unstable region, and obtain the 
eigenvector {QO} of the unstable mode. The amount by which QD is 
increased is immaterial since only energy ratios are used. 

3. Compute W (which must be negative),and FA for the different span- 
wise locations. 

4. Plot the specific - energy ratio EA versus the span and determine the 
strip where WA assumes the largest negative value. This strip absorbs 
most energy per unit span and therefore would present the location 
where an active control surface would be most effective in suppressing 
flutter . 
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4 NUMERICAL EXAMPLES 
Three numerical examples are used.These examples relate to 

1. DAST-ARW2’12 modes (2 rigid body modes),see ref. 8. 

2. OBLIQUE WING,20 modes(5 rigid body modes),see ref. 9. 

3. MODIFIED OBLIQUE WING (with one torsional modal frequency 
reduced so as to cause wing flutter) 

The relevant aerodynamic matrices were computed using Langley’s dou- 
blet lattice ISAC program.The results obtained are shown in the following 
figures. 

Oblique Wing Model Planform View with Wing 
Skewed 6 5 O  

I 

9 24 



5 Results for the DAST-ARW2 Mathernat- 
ical Model 

The geometrical layout of the DAST-ARW2 model is shown below. It can 
be seen that out of the 24 strips allowed for the model,l7 strips lie along the 
wing, 4 strips lie along vertical tail and 3 strips lie along the horizontal tail. 
This model yields a flutter. dynamic pressure QF = 490psf (at M=0.85) 
and a flutter frequency WF = 117rud/s. The unstable eigenvector was 
computed for Q = 550psf and the matrices [A] and [A] ,  were computed 
for all the 24 strips at the reduced frequency IC = 0.132 associated with the 
unstable mode. 

ARW2 Geometric Layout, Together with Doublet 
Lattice Paneling and Strip Number Allocations 

Note: 
1. Numbers represent strlp locations 
2 Control surfsco locatlon 

4 
(b) Hdzontrl tall planform. 
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- 
The figure below shows a plot of the specific energy ratios WA for only 

those 17 strips that lie along the wing. The values of FA are negligible 
for all the other strips and therefore will not be shown herein. As can 
be seen, the specific energy ratio is negative for all wing strips, except for 
the root strip (strip 5 )  where 7~ is very small and positive. The largest 
negative numerical value of V A  relates to strip 18, which coincides with the 
inboard portion of the aileron. Following the method described herein, this 
is the location around which the aileron should be placed for best effects 
regarding flutter suppression ( i.e. around the 80-percent span location). 

dissipating energy 
When ;,<O, strlp Is numbers 

DAST - ARW2 Model - Variation of Specific Energy 
Ratio zA with Strip Locations Along the Wing 

5 7 9 11 13 
0 

-.005 - - 
Specific -.ow - - 

ratio 
L 

energy 
- wA, in.-1 

- 

1 - .020 

- .025 

- .030 1 
0 20 40 60 8 0 1 0 0 1 2 0 1 4 0  

Span Y along wing, in. 
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6 Results for the Oblique Wing 
The geometrical layout of the wing in a 65-degrees skew position (with right 
wing forward) is shown. Note that the wing has again 17 strips along its 
span,with strip 6 at the tip of the left wing and strip 22 at the tip of the 
right wing. 

Oblique Wing Model - Geometric Layout Together 
with Doublet Lattice Paneling and Strip Numbers 

Planeform 6 5 O  Skew 
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The horizontal tail, the horizontal projection of the fuselage, and the 
side view of the vertical tail are both shown in the figure below. There are 
4 strips on each of the horizontal tails (left and right surfaces), 2 strips on 
the horizontal projection of the fuselage, and 4 strips on the vertical tail. 

A flutter computation at Mach 0.95 shows that a mild, 78 rad/s, vertical 
tail flutter instability develops around QF = 780psf. 

Oblique Wing Model - Geometric Layout Together 
with Doublet Lattice Paneling and Strip Numbers 

Horizontal tail and 
horizontal projection 

of fuselage 

Vertical tail 
sideview 

Numbers represent 

4 
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The specific energy ratio distribution was computed for Q=l600 psf. 
It can be seen that most of the energy input into this fluttering system 
takes place through the vertical tail and the tips of the horizontal tail. The 
inboard parts of the horizontal tail, the horizontal fuselage, and practically 
all of the wing,all dissipate energy and thus contribute to the mildness of 
the flutter obtained. The following figures indicate that for the suppression 
of this flutter mode, the active control surface should be placed around 
the center of strip 3 of the vertical tail (i.e. around its 60-percent span 
location). 

Oblique Wing Model -Variation of Specific Energy 
Ratio with Strip Locations 

Wing 

moo8 r 
I 

- 
When i A > O ,  strip is 

dissipating energy - - of fuselage 

When WA<O, strip is I 
Right 

wingtip absorbing energy 
wingtip 

- +  7 9 11 13 15 17 19 21 

I Strip numbers 
- .004 I 

Specific 
energy 

ratio 

wA, in.-’ 
- - 

- .008 
-160 -120 -80 -40 0 40 80 120 

Span Y along wing, in. 
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Oblique Wing Model -Variation of Specific Energy 
Ratio EA with Strip Locations 

Horizontal Tail and Horizontal Fuselage 
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energy 
ratio 
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.016 

.012 

.008 

.004 
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dissipating energy 
When iA< 0, strip is 

absorbing energy 
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I I I I I I 
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Oblique Wing Model - Variation of Specific Energy 
Ratio rA with Strip Locations 
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7 Results for the Modified Oblique Wing 
The oblique wing is unique from the point of view of assymetry. The best 

, placement of an activated strip along its span could present an interesting 
challenge. The mathematical model of the wing was therefore modified so as 
to ‘force’ the wing to flutter. This was done by lowering one of the torsional 
frequencies of the wing from 45 HZ to 12 HZ. Therefore, the following results 
do not relate to the actual wing but to a synthetically modified wing. This 
modified model yields,in addition to the already seen vertical tail flutter,a 
wing flutter mode with QF = 1050psf and WF = 70rad/s .  The following 
results relate to this wing flutter mode, with specific energy ratios computed 
at Q=1300 psf. 

Modified Oblique Wing Modet - Variation of 
Specific Energy Ratio wA with Strip Locations 

Horlzontai Tail and Horizontal Fuselage 
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As seen from the above 3 figures,most of the energy input into the system 
takes place through the left wing. The vertical tail essentially dissipates 
energy, and the horizontal tail absorbs energy through its left surface and 
dissipates around the same amount of energy through its right surface. 
The largest negative numerical value for EA is obtained in strip 6 which 
represents the tip of the left (aft) wing. Hence, for the suppression of this 
flutter mode, the activated control surface should be placed as close to the 
left tip of the wing as is structurally possible. Strips 9 and 10 can also 
form a reasonable alternative to the above extreme tip placement of the 
activated control surface,i.e.,around the 65-percent span location of the left 
wing. 
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Introduction 

The purpose of this study is to examine a function for approximating natural frequency constraints 
during structural optimization. The nonlinearity of frequencies has posed a barrier to constructing 
approximations for frequency constraints of high enough quality to facilitate efficient solutions. A new 
function to represent frequency constraints, called the Rayleigh Quotient Approximation (RQA), is 
presented. Its ability to represent the actual frequency constraint results in stable convergence with 
effectively no move limits. 

The objective of the Optimization problem is to minimize structural weight subject to some minimum (or 
maximum) allowable frequency and perhaps subject to other constraints such as stress, displacement, and 
gage size, as well. A reason for constraining natural frequencies during design might be to avoid potential 
resonant frequencies due to machinery or actuators on the structure. Another reason might be to satisfy 
requirements of an aircraft or spacecraft’s control law. Whatever the structure supports may be sensitive to 
a frequency band that must be avoided. Any of these situations or others may require the designer to 
insure the satisfaction of frequency constraints. A further motivation for considering accurate 
approximations of natural frequencies is that they are fundamental to dynamic response constraints. 
Techniques for natural frequency constraints may have application to transient response and frequency 
response problems. 

~ ~ 

Problem 
Minimize Weight of Structure 
Subject to Constraints on Structural Response (Natural Frequencies) 
For a Finite Element Model (Cross-Sectional Properties as Design Variables) 
With a Given Geometric Configuration. 

Obstacle 
Highly Nonlinear Frequency Constraints 

Difficult to Approximate 

Solution 
Better Approximation Using Modal Energies 



“Best” Choice of Intermediate Design Variables 

Engineers have long used the Taylor Series Approximation (TSA) as a tool to simplify problems. In 
1974 Schmit and Farshi exploited the use of TSAs to form approximate problems to the actual design 
problem.1 Since then much attention has been focused on finding the most appropriate intermediate design 
variables to use for the best TSA. Schmit and Miura originally championed the use of reciprocal 
variables.2 Starnes and Haftka3 and Fleury and Braibant? have shown that a hybrid constraint using 
mixed variables (i.e., a combination of direct and reciprocal variables) yields a more conservative 
approximation. Woo generalized the concept in his Generalized Hybrid Constraint (GHC) Approximation 
where a variable exponent controls how conservative is the convex approximation.5 Fleury devised a 
means of selecting an “optimal” intermediate variable based on second order information.6 Vanderplaats 
and Salajegheh demonstrated improved quality for frequency constraint approximations in the element 
property space of frame elements when the optimization design variables are cross-sectional dimensions.7 
All of these approaches have sought improvement through the “best” choice of intermediate variables. Yet 
all of them have used a Taylor series of some sort for the eigenvalue. 

Taylor Series Approximation (TSA)-Reciprocal Variables - Schmit & Farshi, 1974 
- Schmit & Miura, 1976 

- Starnes & Haftka, 1979 - Fleury & Braibant, 1984 

-Woo, 1986 ( Frequencies) 

- Mills-Curran, Lust & Schmit, 1983 
- Vanderplaats & Salajegheh, 1988 (Frequencies) 

Hybrid Constraint-Mixed Variables 

Generalized Hybrid Constraint (GHC) 

0 Cross-Sectional Property Space for Frames 

9 39 



Alternatives to Conventional TSA 

The nonlinearity of frequencies is readily observed through the appearance of cross-sectional variables 
in both the numerator and denominator of Rayleigh’s quotient. Venkayya has pointed out that in practical 
structures, the denominator (kinetic energy) is typically dominated by the non-structural mass.* In this 
case, frequency eigenvalues are more nearly linear in the cross-sectional property (direct design variable) 
space. Based on this assumption some researchers have preferred a Taylor series constructed in the direct 
design variable space.7 On the other hand, Miura and Schmit presented results that were better in the 
reciprocal design space than in the direct design space.9 Nevertheless, their studies revealed that the 
eigenvalues are highly nonlinear in both direct and reciprocal design variable space, requiring strict move 
limits. As a result, they used a second order Taylor series. Although the second order approximation 
provided stable convergence without strict move limits, they reported the total computational time was 
“comparable with that required using fnst order approximations with move limits.” 

In 1987 Vanderplaats and Salajegheh demonstrated for stress constraints that using a Taylor series to 
approximate the internal loads, instead of the stresses themselves, could increase the rate of convergence 
and reduce the need for move limits.10 They observed that internal loads are a more fundamental quantity 
than stresses. Venkayya’s approach in formulating the optimality conditions for frequency constraints8911 
suggests that for frequencies modal energies may be a more fundamental quantity than the eigenvalue. A 
frequency constraint might be better approximated by a separate Taylor series for the numerator and 
denominator in the Rayleigh quotient. In fact, the concept is similar to an alternative approximation 
proposed by Fox and Kapoor.12 

Miura & Schmit, 1978 
- Frequencies are Highly Nonlinear 
- 2nd Order TSA 
- Generous Move Limits Offset by Added Cost 
Vanderplaats, 1987 
- Approximate Internal Loads Instead of Stresses 
- Loads-More Fundamental Quantity 

- Modal (Strain) Energy Resizing 

- Separate TSA for Modal Energies 

Venkayya, 1983 

Rayleigh Quotient Approximation (RQA) 



Mathematical Statement of Problem. 

The structural optimization problem is stated mathematically as minimizing an objective function, the 
weight,W, subject to constraints on response quantities, g, where x is a vector of n design Variables, XI 
and xu represent their lower and upper bounds, respectively, and g are the rn inequality constraints. The 
design variables are linked to one or more of the p physical variables, represented by the vector, d, 
through a transformation matrix, T. In general the T matrix may be fully populated; however, each row of 
T is limited to only one non-zero element (so-called group linking) when reciprocal variable 
approximations are considered. In this case the summation in eq (4) is unnecessary. The examples below 
use rod and membrane elements exclusively. Their design variables are the cross-sectional properties: rod 
areas and membrane thicknesses. 

Frequency constraints are formed using the eigenvalue, (square of the angular frequency, a) normalized 
by its allowable value. The positive sign is used for upper bounds and the minus sign for lower bounds. 
Only lower bound frequency allowables, hl, are given in the following examples, since minimizing 
structural weight drives frequencies toward zero. Other constraints are also cast in the form of eq (3) using 
the positive sign and replacing the h's with the appropriate response quantity (Von Mises stress or 
displacement value). 

Minimize Structural Weight 

Subject to 

Frequency Constraint 

Design Variable Linking 

min W(x) 

gj(x) 0; j = 1, ..., m 

i = 1, ..., n '5. I 5 '5. I q; 

n 

i =1 
dk = TkiT; k = I ,  ..., p 
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Approximate Sub-problem 

An approximation to the actual optimization problem is constructed by approximating the constraints 
using a first order Taylor series. If the approximate problem is solved in the reciprocal design variable 
space (Le., p=l/x), then the approximate constraint function is given by eq (6). 

The Method of Mixed Variables uses either a direct or reciprocal variable depending on the sign of the 
the constraint's derivative for each design variable. This creates a convex and more conservative 
approximation. As generalized by Woo, the equations for the GHC are given in eqs (7) where p is a real 
number and n is a positive integer. When p=O and n=l  the GHC reduces to the Method of Mixed 
Variables. 

The approximate sub-problem formed with eqs (9, (6), or (7) is solved by a nonlinear programming 
optimization algorithm. Appropriate move limits are employed to insure that the design remains in the 
vicinity of the point about which the Taylor series was made. The move limits are applied as side 
constraints, eq (2), if they are more restrictive than the minimum and maximum gage constraints which are 
otherwise used. Move limits are typically specified as a percentage of the current design variables. 
Alternatively, a move limit factor,f, determines the upper and lower bounds. 

Direct TSA 

Reciprocal TSA 

Generalized Hybrid Constraint (GHC) Approximation 
n 'gj i f 4 2 0  JQ 

(7) Jq 
q = a,+ cax_$(q 

(.(I$)  = (x I - x 01 .)( -> x*i 

J l = l  / 

X .  r p -  n; i f 3 e O  

Move Limits 
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I Rayleigh Quotient 

I The structural system’s mass and stiffness matrices can be represented by eqs (lo), where K’ and M’ 
are the sensitivity of the stiffness and mass, respectively, to all the elements controlled by the ith design 
variable. For rod and membrane elements the element stiffness and mass matrices are linear in the design 
variables, so that eqs (10) are exact. For frames the element matrices are functions of several dependent 
cross-sectional properties. If cross-sectional dimensions are used as design variables instead, eqs (10) are 

I 

I 

I 
I approximate. As Vanderplaats and Salajegheh point out, the cross-sectional dimensions are appropriate 

intermediate design properties for the constraint approximation even when designing for the cross-sectional I 

dimensions directly.11 The RQA below is entirely compatible with their approach of constructing 
constraint approximations in the cross-sectional property space. 

The relationship of a natural frequency, a, to its associated eigenvector, 9, and the system’s stiffness 
and mass is expressed by Rayleigh’s quotient, eq (9), where the modal strain energy, U, and the modal 
kinetic energy, T, are the sum of the strain and kinetic energies, respectively, from each of the elements. 
This is expressed for modal strain energy in eq (1 1) and for modal kinetic energy in eq (12). Eqs (13) 
defines the element energies where u, is strain energy from undesigned elements, and to is the kinetic 
energy due to non-structural mass and undesigned elements. The gradient of a frequency constraint, used 
in eqs (5) or (6), is given by eq (14). 

n 
u= h+ c u . x  

1 1  i =1 

n 

i =1 
T =  b +  Ct .x  I /  

u. I = @ X j @  
tj = @hij @ 
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Rayleigh Quotient Approximation (RQA) 

Instead of using eqs (5) or (6)’ Taylor series approximations to the strain and kinetic energies can be 
used to construct the approximate constraint. In deriving eqs (15) and (16) the eigenvectors were assumed 
invariant with respect to changes in the design variables. In fact, Miura and Schmit recommend this 
assumption as a means of reducing the computational burden of calculating the second derivative of a 
frequency. The assumption is also implicit in Venkayya’s derivation of a scaling factor for frequency 
constraints.l3 The two approximations of eqs (15) and (16) are next combined to form a single 
approximate frequency constraint, eq (17). 

The same issue of an appropriate intermediate design variable is as pertinent for eqs (15) and (16) as for 
constructing a Taylor series directly for the eigenvalue. Starnes and Haftka proposed that the sign of the 
constraint’s derivative should determine the appropriate variable. A positive derivative indicates a direct 
variable approximation, a negative derivative signals a reciprocal variable approximation. Therefore a 
conservative approximation for a lower bound frequency constraint should employ reciprocal variables for 
the strain energy and direct variables for the kinetic energy. The reverse is true for an upper bound 
frequency constraint. For the former, more typical case eq (15) is replaced by eq (18). 

For a lower bound frequency the approximate frequency’s derivative is by eqs (19) and (20), where 
= o/ t . The sign of eq (19) can change as the design changes. This behavior is consistent with 

intuition which says that the frequency tends toward zero as the cross-sectional properties go to zero. This 
trait is not characteristic of TSAs to the eigenvalue in direct or reciprocal design space, nor for Woo’s 
GHC. 

Modal Strain Energy Approximation n 
i7= 4 + Cu.(x. - s) 

i =1 I 1  I 

Modal Kinetic Energy Approximation n r= T,  + c f.(x - +)’ 
i =1 I 1  i 

Approximate Frequency Constraint 

Reciprocal TSA to Modal Strain Energy 

g = 1 -  -~ u 
A’T 
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Special Case of High Non-Structural Mass 

Structural designs with high non-structural mass constitute a limiting case for the RQA. Venkayya 
introduced modal mass ratios to characterize the degree of structural versus non-structural mass. If the 
mass matrix is considered as the sum of a structural mass matrix, Ms, and a constant (non-structural) mass 
matrix, Mc, then the modal mass ratios are defined in eqs (21) and (22). By definition q+‘y=l. In the limit 
as non-structural mass becomes dominant, 7‘ + 1 and 77 +o,  the modal kinetic energy can be 
considered constant with respect to design changes, and the second term in the derivatives of the 
eigenvalue in eqs (14) and (19) can be neglected. In this case the RQA reduces to a TSA-either the 
reciprocal or direct variety depending on which design space was used to approximate the modal strain 
energy. Starnes and Haftka’s hybrid constraint reduces the reciprocal TSA in this case, as well. The same 
reasoning for choosing the reciprocal design space indicates that it would be more successful than the 
direct design space for conventional TSAs when optimizing structures with a low modal structural mass 
ratio. A graphical illustration of this point is seen in a later figure for the beam problem. 

COMPUTATIONAL CONSIDERATIONS. 

The only computational penalty for using RQA is that the optimizer has to deal with explicit nonlinear 
instead of linear constraints. The sensitivity analysis is the same except that two gradients must be stored 
for each frequency constraint instead of one. Additional “bookkeeping” is required to distinguish a 
frequency constraint from other types in order to apply the RQA. Otherwise the method involves no more 
complexity than a conventional TSA. 

Modal Mass Ratios 

1 RQA reduces to TSA in h as y -+ 1 

Computational Considerations 
Explicit Non-Linear Constraint 

1st Order Information only 
2 gradients per Frequency Constraint 

Gradient of RQA can Change Sign 



Three Bar Truss 

I I . 

A simple three bar truss is used to illustrate the differences among approximation techniques. A 10 lb 
point mass is at the free node. All three bars have an elastic modulus of lOx106psi, density of 0.1 lblin3, 
initial areas of 5.0 in2, and minimum sizes of 0.001 in2. The fundamental frequency is constrained to be at 
least 1300 hz. As in the remaining examples, TSAs are made in both direct and reciprocal design space. 
For RQA the kinetic energy Taylor series is always made in the direct design space. In reference to RQA 
“direct” and “reciprocal” distinguish the design space used for approximating the strain energy. Effectively 
no move limits were imposed, i.e.,f=10,000 in eq (8). Due to symmetry the two mode shapes for this 
system are always the same: one horizontal and one vertical. Since a constant mode shape was the only 
assumption made in deriving the RQA, when strain energy is found with direct variables, RQA calculates 
the exact frequency and finds the optimum in a single iteration. Because signs of the constraint’s 
derivatives are not all the same, a TSA in either space creates an infeasible design that is corrected the next 
iteration. RQA with strain energy in reciprocal space is conservative, producing only feasible designs. 
The initial design has ‘Ya.5 1 and the final design, ‘Y4.65. 

The design can be controlled by a single variable by recognizing two simplifications: symmetry forces 
the two diagonal bars to have the same area, and because the vertical bar contributes no strain energy to the 
fundamental mode, it goes to minimum. The constraint functions are plotted in as a function of the single 
variable controlling the two diagonal bars. Using the direct RQA, the optimum area of 3.736 in2 for these 
two bars can be calculated by hand. The conservative nature of approximating strain energy in the 
reciprocal space is also evident. In general the reciprocal RQA will compensate for changes in the 
eigenvector; however, in this instance with an invariant mode shape, it is overly conservative. 

A Direct RQA 
B Reciprocal RQA 
C Direct TSA 
D Reciprocal TSA 

~ 

A 
19.14 
10.57 
10.57 

B 
19.14 
11 5 0  
10.67 
10.57 
10.57 

C 
19.14 
10.36 
10.56 
10.56 

D 

0.01 5 
19.14 

141.3 
24.02 
13.30 
10.87 
10.57 

Frequency Constraint Functions for 3 Bar Truss 

Direct TSA 

Table 1: Iteration History (Weight)-3 DV 0 2 4 6 0 10 
Diagonal Bar Areas 
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Cantilever Beam 

Y 

E 11- 
E3) .- 

The cantilever beam, originally used by Turner,14 is modelled using rod and shear panel elements. It is 
symmetric about the mid-plane and supports three non-structural masses, each 30 lb. Chord areas (AI, 
A2, A3) and web thicknesses (tl ,  12, t3) are optimized for minimum weight subject to a minimum 
fundamental frequency of 20 hz. No other constraints are applied except minimum gages of Ai=O.Ol in2 
and ti=0.001 in. Initial values are Ai=l.O in2and ti=0.2 in. Young’s Modulus is 10.3 x 106psi, 
Poisson’s ratio is 0.3, and the density is 0.1 lblin3. 

Designs were feasible at every iteration using RQA without move limits (+loo) and the rate of 
convergence was faster than for Woo’s results. 

6” t- 20” -+- 20” -+- 20” -j 
Ateration fa History for Cantilever Beam 

+ RQA 
4 woo 
+ Miura - oc 

U J  V ‘  

0 2 4 6 a 
Number of Finite Element Analyses 
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Cantilever Beam Results 

The final design is similar to those obtained by Turner,14 Miura? and Woo;5 however, the weight is 
slightly higher than for the latter two-entirely as a result of modelling and analysis differences. When 
Miura and Woo’s final designs were analyzed in the small optimization program used for this paper, as 
well as in ASTR0S:the frequency was 19.3 hz. When the lower bound frequency was set to this value, 
the final designs were more nearly the same. 

In order to examine the design space, the number of variables was reduced at a point near the optimum 
design. One design variable was linked to all the rod areas and one linked to the web thicknesses in the 
ratios given in Table 3. Contours of the resulting constraint surfaces are plotted for the approximate 
functions along with the actual constraint surface. The failure of the direct TSA reported by Miura and 
Woo is evident in the poor quality of the approximating constraint surface to the actual highly nonlinear 
surface. In fact since the direct TSA constitutes a linear programming problem, the optimizer always 
moves to a vertex in the design space, choosing to maximize the most effective variable while minimizing 
the rest. In the absence of severely restrictive move limits or other constraints to cut off the design space, a 
feasible design is never achieved. Also, because the final modal non-structural mass ratio is 0.98, the 
RQA closely follows the reciprocal TSA. Since the sign of both constraint derivatives is negative, Woo’s 
GHC with p a  and n=l (equivalent to Fleury’s Method of Mixed Variables) would be identical to the 
Reciprocal TSA. 

0.044 0.041 7.00 19.3 
0.046 0.041 7.01 19.3 
0.035 0.031 6.92 19.3 

*Freqencies calculated using CROD and CSHEAR elements (lumped mass) in ASTROS. 
**Areas for Turner’s design are the average for a linearly tapered rod. 

Table 2: Cantilever Beam Final Designs 
- 

- Beam Frequency Constraint Contours 
a RQA 
+ Exact 
+ Direct 

0.75 1 .oo 1.25 1.50 z 
Normalized Rod Areas, A 

0.125 
A. l  A.2 

0.56 

t.2 t.3 
0.10 0.08 0.06 

Table 3: Cantilever Beam Intermediate Design 

*Automated Structural Optimization System 
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Cantilever Beam Single Design Variable Constraint Functions 

1.0- 
0) 

C 
+ 
.- 
2 0.5- In 
C s 
g 0.0- 
>I 

al cr 
u. ? 

-0.5 

Consider next the constraint surfaces as a function of a single variable, the tip rod’s area (A3). The f i s t  
plot shows a cut along the A3 axis through the six-dimensional design space for the constraint functions 
near the same nearly optimum design point ( ~ 0 . 9 7 ) .  It reflects the same comments mentioned above. 
The second plot shows the same functions constructed at the initial design point (y=O.88) where the 
constraint derivative with respect to A3 is positive instead of negative. Here the difference between the 
RQA and other approximations stands out. The RQA closely follows the actual constraint surface. Its 
derivative can change sign to match the curvature of the actual surface, whereas the TSA’s derivative 
cannot change sign. In fact, the TSA’s derivative is constant in the design space in which it was 
constructed. The advantage of Woo’s GHC is that, based on the constraint’s sign, it chooses the direct 
TSA surface which is more conservative than the reciprocal TSA surface in this case. Neither TSA, 
however, represents the actual constraint surface well. 

Frequency Constraint Near Optimum Design Frequency Constraint Near Initial Design 

* Exact 
0 RQA 
+ Reciprocal 

* Exact 
0 RQA 

2 + Reciprocal 5 0.0 
C + Direct 

0.5 
0) 

C 
+ 
.- 

8 
>I 

al 
J 
U 

-0.5 

? 
-1.0 

0.0 0.5 1 .o 1.5 0.0 0.2 0.4 0.6 0.8 1.0 1.2 
Normalized Tip Rod Area, A3 Normalized Tip Rod Area, A3 

* < O  
dA3 

ds - > o  
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ACOSS 

The Active Control Of Space Structures (ACOSS) model I1 was developed by the Charles Stark Draper 
Laboratory.15 The structure consists of two subsystems: (1) the optical support structure and (2) the 
equipment section. The two are connected by springs at three points to allow vibration isolation. In this 
problem the equipment section at the base wasdisregard& ahdonly theopticalsupport structurefixed at the 
three connection points was considered. The finite element model for this modified ACOSS XI has 33 
nodes (90 degrees of freedom), 18 concentrated masses, and 113 rod elements made of graphite epoxy 
with Young’s Modulus of 18.5 x 106psi, Weight Density of 0.055 Lblin3, and initial areas of 10.0 in2 for 
the truss members. 

ACOSS Figures 

0 LIlaped h r r  Location 

Finite Element Representation of ACOSS 11 



ACOSS Results 

The structural weight was minimized using all 113 elements as design variables subject to a lower 
bound frequency of 2.0 hz and minimum sizes of 0.1 in*. The results show that RQA achieves a final 
design significantly better than TSA or the Optimality Criteria (OC) method.12 A reciprocal TSA fails to 
converge to a feasible design even withf=1.5. The results in the figure are forf=1.5 at iteration one, 
exponentially reduced at each iteration to a lower limit off=1.2. Still, the constraint is violated (g>O.l%) 
in the first 11 iterations and violated by more than 1% in the first 5 iterations. For RQA the move limit 
scale factor +2) prevented a feasible design until after the second iteration, after which all subsequent 
designs were feasible. With less restrictive move limits e l 0 0  initially, exponentially reduced tof=2) 
RQA’s first iteration was feasible; however, some subsequent intermediate designs were violated by 1- 
3%. RQA still has an infeasible design after increasing the weight in the first iteration and then 
subsequent designs are feasible. Initially y=0.42 and at the final design y=0.86, showing why a 
reciprocal TSA eventually becomes more conservative, producing a feasible final design. 

ACOSS Iteration History 
22000 
20000 
18000 
16000 
14000 
12000 

10000 

* Reciprocal TSA 

8000 1 I I 

0 5 10 15 
Number of Finite Element Analyses 
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Conclusions. 

A new function for approximating the frequency constraints during the solution of a structural 
optimization’s approximate subproblem was developed. The motivation for this Rayleigh Quotient 
Approximation was to approximate some quantity more fundamental than the eigenvalue itself in order to 
improve the quality of the constraint approximation. Constructing approximations to the modal strain and 
kinetic energies independently results in more accurate constraint evaluation without any additional 
computational burden. The numerical examples demonstrate that the RQA is more conservative than other 
approximations and permits stable convergence without stringent move limits. Future work should be 
directed toward examining multiple frequency constraint problems, more direct comparisons to Woo’s 
GHC approach, and application to space frames. 

RQA-Frequency Constraint Approximation Function 

Higher Quality Approximation 
- Separate TSAs for Modal Energies 

- Generous Move Limits 
- Quick Convergence to Feasible Design (Conservative) 
- Derivative Changes Sign to Follow Constraint Surface 
No User Supplied Parameters 
Future Work 
- Multiple Frequencies 
- Frames 
- More Comparisons to GHC (Mixed Variables) 
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ABSTRACT 

This paper presents the application of a generalized optimality criteria to framed structures. The 
optimality conditions, Lagrangian multipliers, resizing algorithm, and scaling procedures are all represented 
as a function of the objective and constraint functions along with their respective gradients. The optimization 
of two plane frames under multiple loading conditions subject to stress, displacement, generalized stiffness, 
and side constraints is presented. These results are compared to  those found by optimizing the frames using 
a nonlinear mathematical programming technique. 

INTRODUCTION 

Weight optimization of large aerospace structures requires the use of efficient optimization methods due 
to the potentially excessive number of design variables and related constraints. In order for optimization to 
be seriously used by the preliminary designer, the method must be able to handle multidisciplinary problems 
(thousands of design variables and their related constraints) and must be efficient (produce designs in hours 
not days). 

In the late sixties and early seventies the optimality criteria approach to structural optimization was 
developed[l]. At that  time, and in subsequent work, the optimality criterion was derived for an individual 
problem and although very efficient, it was criticized for its lack of generality. Recently, Venkayya(21 has 
generalized the optimality criteria to apply to any structural optimization problem to which the sensitivities 
of the objective and constraint functions can be computed. First, this paper will briefly state the optimality 
conditions. Next, detailed descriptions of the Lagrangian multipliers, scaling formulation along with a 
redesign procedure for stress, displacement, and generalized stiffness constraints applied to plane frames 
will be 'presented. Finally, the optimization results of some plane frames using the generalized optimality 
criterion will be given along with a comparison to results found by nonlinear mathematical programming. 

PROBLEM STATEMENT 

The optimization of a structure for minimum weight can be stated mathematically as: 

Minimize the objective function 

m .._ 

" ( A )  = C p ; l ; A ,  

subject to the constraints 

where " ( A )  is the weight of the structure, p a ,  A,, and 1, are the specific weight, the cross-sectional area, 
and the length of the i th  element respectively. The Z , ( A )  consist of all n of the behavioral constraints and 
Z, is the given allowable for Z , ( A ) .  The summation in equation (1) is over all m elements in the structure. 
However, this does not imply that all the elements are required to participate in the design algorithm. In 
addition to  the constraints Z,, each design variable (A,) has upper bounds (A,'"') and lower bounds (ALL') 
referred to as side constraints. 

- 

DESIGN VARIABLES 

The design variables chosen for the plane frame are A,, I, , ,  and Si,, where A; is the cross-sectional 
area, I,, is the moment of inertia about the z-axis and S,, is the section modulus about the z-axis. These 
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variables are not independent; therefore, A; is chosen as the primary variable with I;, and Si, expressed as 
explicit nonlinear functions of A; in the form 

Depending on the type of cross-section and the assumptions being made n, will vary from 1 to 3 , and u, will 
vary from 1 to 2 .  It is important to note that this method is general and any design variable can be chosen 
such as width of the section, thickness of the flange, or thickness of the web of the section. This section will 
focus on relations between A;, I;, ,  and Si, for solid rectangular cross-sections and a three spar box section. 
Three separate cases will be presented for each type of section. Each case will make varying assumptions 
about the width of the section, depth of the section, thickness of the flange, thickness of the web, and ratios 
of these quantities. 

For the rectangular section in figure 1 having depth d and width b the following cases for the relations 
between A;, I,,, and S;, are presented. 

Case I: Assume b to be constant and d is allowed to vary. 

Case 2:  Assume the ratio b l d  is equal to some constant C, and let b and d vary. 

Case 3:  d is assumed to be constant while b is allowed to vary. 

Next, consider the three spar box section in figure 2. The area A;, moment of inertia I,,, and the section 
modulus can be expressed as: 

or 

or 

Ai = b d ( 2 ( 1 + % ) ; + 3 ( 1 -  tf -)-} t w  
d b  

A; = bdCl  

I ; , = -  l + -  1 + - )  tf 3 - ( l - - ) ( l - - )  2 t w  tf 3 } 
b d 3 ( (  12 d b d 

bd3 
12 2 I;, = -c 

bd2 1 si, = - 6 {(m 

(9) 
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2t w tf 3 
- ( I  - TIP- 4 d ] 

(11) 
bd2 si, = -c 2 c3 6 

Following these definitions the three cases can now be presented. Casel: The t , ,  b, and t , / d  are all held 
constant. 

or 

Ai = bdC1 

Case 3: b allowed to vary with d ,  t, f b ,  and t f /d  held constant. 

A; = bdC1 

(14) 
dCz 

6C1 C3 
Si, = 7;AP' V; = 312 7, = ~ 

These relations for the three spar box can easily be extended to a n spar box cross-section. Also, the I-section 
can be show to be a special case of the spar box with n = 1. 

CONDITIONS OF OPTIMALITY 

The optimization problem defined by equation (1) can be restated in 

P 

L ( A , ? )  = W ( 4 )  - Xj(Zj - Zj) 
j = 1  

p = number of active constraints 

Lagrangian form as 

(15) 

L is the Lagrangian function, and X j  are the Lagrangian multipliers corresponding to the active constraints. 
A constraint will be defined as active if Zj = zj. Minimization of the Lagrangian function with respect to 
the design variable A, gives 

Equation (16) can be rewritten as 

P 

e i j ~ j  = 1 i = 1 , 2  ..., m 
j=1 
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where e,, is the ratio of constraint to objective function sensitivities and is given by 

a Z j / a A ;  
e . .  - 
” - a W / a A ;  

or in matrix form 
e? = g 

where E is an rn x p matrix, 4 is an  p x 1 matrix and is a rn x 1 matrix. 

LAGRANGIAN MULTIPLIERS 

The Lagrangian formulation introduces more unknowns in addition to  the rn design variables. These 
additional unknowns are the Lagrangian multipliers and there are as many Lagrangian multipliers as active 
constraints p. Thus, it  is necessary to solve for rn + p unknowns. This section discusses some methods of 
solution for the Lagrangian multipliers. 

Premultiplying equation (19) by e‘? yields 

where the weight,ing matrix w is an rn x rn positive definite diagonal matrix. Here the diagonal elements of 
the w matrix are taken to be the individual weights of each element (vi, = p;l;A;) . Equation (20) can now 
be stated as 

H X = Z  (21) 

Although the H matrix is non-singular, it is an implicit function of the final design variables. Thus, equation 
(21) represents a non-linear set of equations. Thus, some approximate methods are used instead of trying 
to actually solve for the As by some iterative scheme. The  first approximate method considered consists of 
using the information at the current design and solving the equation (21) for the Lagrangian multipliers by 

inverting the H matrix. - 

4 = H-’Z (22) 

One of the drawbacks of this method is that  there is no guarantee that all the Lagrangian multipliers will 
have the appropriate sign. This causes problems when attempting to resize the design variables. The second 
method considered was originally developed in 1973 by Venkayya and coworkers[3]. This method assumes 
that only one constraint is active at  any one time. For a multi-constraint problem the A’s simply become 
weighting parameters. For a single constraint equation (21) reduces to 

In the case of multiple constraints 

- 
where z, is found to be 

W 

Z 
A = =  - 

W A . =  =- 
1 zj 

m 

Calculating the A’s with this approximate method is computationally very efficient - compared to inverting 
the @ matrix. This is because w,, are the weights of the individual elements and zj is a simple function of 
the given constraint. When finding the As by this approximate method it is always assured that the As will 
have the necessary sign. 
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RESIZING ALGORITHM 

Using the  optimality criterion described in equation (17) an iterative resizing algorithm can be found 
by multiplying equation (17) by Ai and solving for A, 

where q is defined as a step size parameter and r indicates the rth iteration. For most problems q = 2 is 
chosen and gives a good rate of convergence. 

SCALING PROCEDURE 

Once a new design has been generated by the resizing algorithm the constraint surface must be found. 
This is done by the use of a scaling procedure. Let 4 be the current design vector with the new design found 
by 3 = Ab where A is the scale factor. If d A  is the difference between two designs, it can be written as 

If the response of the structure is R, then performing a first order Taylor Series expansion on R about the 
current design point A yields 

Substituting equation (27) for dA,  dividing both sides of the equation by the response R, and realizing that 
R - R = dR yields 
- 

In equation (29) the term EA,] / R  is either 5 0 or > 0 depending on the type of constraint being 
considered. For this work only stress and displacement constraints are being investigated and for these cases 

[ 
EA,] ,/R is always 5 0. Now defining 1.1 as 

equation (29) can be expressed as 

- = (1 - A)p 
dR 
R 

Solving equation (31)  for the inverse of the scale factor A and defining b = gives 
P R  

1 
6 ~ 1  - 1 

A 1 - 6  

By performing a binomial expansion and ignoring higher order terms equation (32) becomes 

1 
- = 1 + b  
A (33) 

Rearranging equation (33), adding 1 to both sides, and defining p as the target response ratio equation (33) 
becomes 

p = - -- p t 1 (34) 
P 
A 
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where B is 
I -  

New Response - R + dR 
Initial Response 

-- 
R B =  

Finally, solving equation (34) for the scale factor gives 

P A =  
P + P - 1  

(35) 

In the case of truss or membrane structures p = 1 and A reduces to l/S which is the exact scale factor for 
stress and displacement constraints. 

SPECIALIZATION TO BENDING ELEMENTS 

In the following sections the e;,, A,, and A for bending elements subject to stress, displacement, and 
generalized stiffness constraints will be discussed. 

DISPLACEMENT CONSTRAINTS 

To find the e,, for displacement constraints the gradient of the constraint with respect to the design 
variable (aZ, / a A ; )  is required. There are several methods for finding these gradients (finite difference, 
direct differentiation, virtual load method), but for this work the virtual load method was incorporated. 
The virtual load method consists of expressing the active constraint Zj in terms of a virtual load vector l$ 
and the global displacements g. Thus, the displacement constraint 2, = u j  can be written as 

where F j  is the virtual load vector in which F, = 1 for i = j and Fj = 0 if i # j. The e;, can be found 
by first partitioning the element stiffness matrix K ;  into axial KA; and bending KB; components. Next, 
substitute the relation ct;AY' for I , ,  and note that a W / a A ,  = p i l i .  Then e,, for a displacement constraint 
becomes 

(38) 
! i ( K A a  + ni&Bi)? 

e . .  - 
Pil i  A i  83 - 

where f t .  is the virtual displacement vector corresponding to the virtual load vector f i  and is obtained from 
the relation 

- 3  

F j  = K! ,  (39) 

Once e ; j  is known the Lagrangian multiplier A, for t h e  j t h  active constraint can be found by using 
equation (23). The resulting A's are 

(40) 
W A .  = -- 

3 
z j ( p A j  + P S j )  

where the parameters p ~ j  and p ~ j  are 

For the scaling factor of equation (36) the parameter p can be broken up into axial and bending parts 
p~ j , p~ j . Therefore, 

= p A j  + p B j  (43) 
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and the scale factor for displacement constraints becomes 

l / P  which is the scale factor for membrane structures originally found by Venkayyain 1971[1]. By inspection 
of P A ,  and p ~ j  and recalling the limits on n, for bending elements, it follows that 

1s PAj + PBj 5 3 (45) 

STRESS CONSTRAINTS 

For bending elements the stress in the j t h  member is expressed in terms of its bending and axial 
components as; aj = U ~ A  + U,B.  The gradients of the stress constraints (dZj/aA,) are found by the adjoint 
variable method which is a generalization of the virtual load method. Tha t  is, the constraints are recast in 
terms of a virtual load vector Zj'S and the global displacement vector g. The stress in a given member was 
written by Venkayya (21 as 

~j = C,Qj ( 46) 

where the vector Tj is defined as 

where SGN is the sign on the entries of the element force vector Q .  and Sj is the section modulus defined 

as Sj = -y,AJ'. The element force matrix can be expressed in terms of the global displacements F, the local 
element stiffness kj , and a transformation matrix gj as 

- 3  

Q j  = k j a j F  (49) 

Now the stress a,  can be written in terms of a virtual load vector f j  and the global displacements as 

a j  = (50)  

where the virtual load vector [i 2 T i k j a j .  Unlike displacement constraints the derivative of the virtual load 
vector with respect t o  the design variable is not equal to zero (dZj ' f /aA,  # 0). This fact causes somewhat 
more complicated expressions for e ; j ,  X j  and A. For stress constraints e,j becomes 

where 6,j is the Kronecker delta and Tz. and s. are defined as 
- 3  

- 9, = ( k A j  + n j k 1 3 j ) g j u j  

Now, the Lagrangian multiplier for the j t h  constraint can be found as 

W 
xj = -- 

Zj(PAj + PBj - Pj) 

(53) 

(54) 
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where p A j , p ~ j  are the same as those for the displacement constraints. p j  is a new term introduced due to 
the fact that  a f i / a A ,  # 0 for stress constraints and it is found to be 

Finally, following the derivation of equation (36) the scale factor for bending elements subject to stress 
constraints can be found to be 

A =  p A j  + P B j  - P j  

GENERALIZED STIFFNESS CONSTRAINT 

If P is the generalized forces and u is the corresponding generalized displacements then the generalized 
stiffness constraint can be written as 

1 
2 

Z j ( A )  = -p,"u; i = 1,2, ... load cases 

The  e , , ,  p ~ j ,  p ~ j ,  and X j  can be found to be 

(57) 

It is worthwhile to note that the generalized stiffness constraint does not require the use of the virtual load 
and displacement vector. This is because the information needed for the gradient of the constraint is already 
available and no new computations are needed. 

MEETING THE CONDITIONS 
OF OPTIMALITY 

The conditions of optimality state that  the product between e; jX j  summed over all active constraints 
should be equal to unity at  the optimum design. The e,j are the ratios of the constraint gradients to objective 
gradients. These gradients are taken with respect to each active design variable A , .  A design variable is 
considered active if it  satisfies the following criteria: 

1. The variable is chosen to participate in the design iteration. 

2. The  variable is within the given allowable limits. 

3. The sensitivity of the j t h  active constrain with respect to the design variable A, is negative (d < 0). a z .  

It  is important t o  note that this third criteria is constraint dependent. 

If the design variable does not satisfy the above criteria it is considered passive and the conditions of 
optimality will not be satisfied for that particular design variable. Tha t  is C e ; j A j  may not be equal to 
unity at the optimum design. If the variable does not satisfy the first two criteria then the variable is simply 
eliminated from the design for that particular iteration. However, if the variable passes the first two criteria 
there is some question on how to handle the third criteria since it is constraint dependent. It is easy to 
see that A ,  may be passive for one constraint (d > 0) but active for another constraint (- < 0). 
This raises the question of how does one deal with the e; j  when a member is passive relative to a particular 
constraint? In this work if aZ,a /A;  > 0 then e;? for that  particular constraint and design variable was set 
to zero. 

az azj+i 
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MODIFYING THE RESIZING ALGORITHM 

When using the resizing algorithm equation (26) as it appears (that is taking the sum of all the e , j X j )  

it  was found that this tends to over constrain the problem. The converged optimum was well above the 
known optimum. This was particularly true for multiple loading conditions. Here, instead of using the 
entire sum for resizing the maximum value of e,,X, for the particular design variable was chosen. This can 
be interpreted as each variable being resized based on the constraint that  is most critical for that particular 
element. This method was found to work well and allowed the algorithm to  converge to the known optimum. 

REDUCING THE ERROR 
IN THE SCALE FACTORS 

Due to the Taylor Series and binomial approximations the scaling factors in equations (40,56) are only 
valid within certain limits. This is especially true when the structure is primarily in bending. This is because 
equations (40,56) do  not reduce to  the exact bending scale factor (l//3)1'n if axial contributions are ignored. 
I t  is desired that the limits on /3 extend indefinitely without allowing the error in the scale factor or the 
response to  exceed 5%. If this can be accomplished, then no additional detailed analyses are required to 
scale the design to the constraint surface. VenkayyaIJ] achieved this by writing an interaction formula in the 
non-dimensional parameter space p' .  Since the limits on p ~ j ,  p ~ j  and A are known this is easily accomplish. 
The p A j  and p ~ j  indicate what portion of each scale factor (Aoz;crl, Abcnding) must be used to generate the 
scale factor for the combined axial bending case. A linear interpolation was used and the error on the scale 
factor and response was found to be < 2% regardless of the p. The scale factor can be represented by a 
linear interaction formula as 

where p A j  , p ~ ,  are the non-dimensional parameters found in equations (41,42), and j i A j  = 1 and j i B j  = n. 
One could also fit a higher order polynomial between the two ranges of A to totally eliminate the error, but 
an error 5 2% is generally sufficient. If each element in the structure has a different n then equation (59) 
can be written as 

where now jiBj = fi and Ti = % with 
P B  j 

SAMPLE PROBLEMS AND RESULTS 

On the basis of the preceeding derivations, a computer program written in FORTRAN 77 was developed. 
The  frames used in these examples are steel structures with a specific weight of .283 Ib/cubic inch and a 
modulus of elasticity of 29ksi. The type of section used is I-sections and the values for a;, n;, 7, and u, 

are .2072, 3.0, .393, 2.0 respectively for all members. All problems were solved on a VAX 8600. For these 
problems the resizing was based on the generalized stiffness and displacement constraints where the scaling 
was done with respect to the stress and displacement constraints. 

The first example optimized is a ten-story symmetric frame show in figure 3 that was reported by Tabak 
and Wright(41. In this work the distributed loads used in reference 141 were replaced by concentrated load 
(figure 4),  thus creating new nodes at  the mid span of each floor. By doing this the thirty member plane 
frame reported in reference 141 became a forty member structure. This frame was optimized with stress 
constraints of 22ksi on each element and displacement constraints of two inches in the horizontal direction 
for all the nodes. Figure 5 shows that the math programming method converged [5],[6],[7] in seven iterations 
to a final weight of 35,051 pounds in 37.28 cpu seconds while the optimality criteria converged to 36,421 



pounds in four iterations with a cpu time of 4.33 seconds 181. The optimality criteria final weight is slightly 
higher (4%) but the cpu time is significantly less (over eight times less) than that of math programming. 

The  final example optimized is the 313 member frame in figure 6. This frame is subject to five loading 
conditions (figure 7), along with stress and displacement constraints. The displacement constraints are 4.0 
inches in the vertical and 12.0 in the horizontal direction at all nodes. The limit for the stresses in each 
element was 29 ksi. In figure 8 it can be seen that math programming converges to a final weight of 120,419 
pounds in fourteen iterations with a cpu time of 58 minutes. Where the optimality criteria converged to a 
final weight of 125,166 pounds in twenty-five iterations using approximately 8 minutes of cpu time. Again, 
the  optimality criteria converges to a slightly higher weight (4% higher). The optimality criteria took a 
significantly large number of iterations to converge compared to math programming. This poor convergence 
is partly due to constraint switching. Even with the large number of iterations the cpu time for the optimality 
criteria algorithm is much lower than tha t  for math programming. 

CONCLUSIONS 

The generalized optimality criteria presented in this paper can be applied to any structural optimization 
problem and related constraints provided tha t  the constraints and their respective gradients are available. 
The  math programming method finds a new design by adding and subtracting gradient information to the 
current design. On the other 
hand, in the optimality criteria a redesign is computed by multiplying (not adding) gradient information 
to the current design thus, sweeping the design space instead of performing a point search. The  optimality 
criteria is also fairly independent of the the number of design variables, thus allowing literally thousands 
of independent design variables. This is not the case with math programming where an upper limit on 
the  number of independent design variables is between three to four hundred. When this limit is exceeded 
computer time becomes excessive and convergence is uncertain. For these problems the math programming 
method although computationally heavy gave a smooth rate of convergence and overall very good results. 

Searching from point t o  point can be a very long and costly procedure. 

There are some disadvantages to using the optimality criteria which are evident in the sample problems. 
The  optimality criteria, with the current implementation, converges to a 2% to 4% higher weight than that 
found by the mathematical programming method. Also, for t h e  313 member frame the optimality criteria 
method took a very large number of iterations to converge to the optimum. This is very undesirable since 
detailed analyses for large problems can become extremely expensive. 
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Node 
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Load case 3 
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Figure 4 
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Loading Information For 313 Member Frame 
Figure 7 
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GOAL 

Hypersonic vehicles operate in a hostile aerothermal environment which has a significant 
impact on their aerothermostructural performance. Significant coupling occurs between the 
aerodynamic flow field, structural heat transfer, and structural response creating a multidisciplinary 
interaction. A long term goal of the Aerothermal Loads Branch at the NASA Langley Research 
Center is to develop a compuiational capability for integrated fluid, thermal and structural analysis 
of aerodynamically heated structures. The integrated analysis capability includes the coupling 
between the fluid and the structure which occurs primarily through the thermal response of the 
structure, because (1) the surface temperature affects the external flow by changing the amount of 
energy absorbed by the structure, and (2) the temperature gradients in the structure result in  
structural deformations which alter the flow field and attendant surface pressures and heating rates. 

In the integrated analysis, a finite element method is used to solve: (1) the Navier-Stokes 
equations for the flow solution, (2) the energy equation of the structure for the temperature 
response, and (3) the equilibrium equations of the structure for the structural deformation and 
stresses. See figure 1. Recent progress in the development of the capability is described in Ref. 1. 

DEVELOP CAPABILITY FOR INTEGRATED FLUID-THERMAL-STRUCTURAL 
ANALYSIS FOR AERODYNAMICALLY HEATED STRUCTURES 

I 0 INCLUDE FLOW, STRUCTURAL HEAT TRANSFER AND STRUCTURAL 
DEFORMATION INTERACTIONS 

0 USE FINITE ELEMENT METHOD: 
I 

I 
- NAVIER-STOKES EQUATIONS FOR FLOW 
- ENERGY EQUATION FOR HEAT TRANSFER 
- EQUILIBRIUM EQUATIONS FOR STRUCTURAL RESPONSE 

Figure 1 
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ORIGINAL' PAGE 
BLACK AND WHITE PHOTOGRAPH 

INTEGRATED FLUID-THERMAL-STRUCRAL 
ANALYSIS APPROACH 

The integrated fluid-thermal-structural finite element analysis approach is illustrated in figure 2 on 
an actively cooled scram jet engine structure, A general automated unstructured gridding technique 
is used to discretize the aerodynamic and coolant flow field and the structure for the thermal and 
structural analyses. A transient vectorized finite element algorithm is used to solve the nonlinear 
disciplinary equations for the solutions of the aerodynamic flow, the aerothermal loads, and the 
structural response. Simultaneous solution of all three disciplines is possible if required. Adaptive 
refinement techniques based on error indicators are applied in the analysis process to minimize the 
problem size and to help provide accurate and economical solutions. Several color graphic 
techniques are used to display the results. This integrated approach is available in a code named 
LIFTS, an acronym for _Langley Integrated auid-mermal-&-w3.ud analyzer. 

Figure 2 
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FLUID-THERMAL-STRUCTURAL FORMULATION 

The aerodynamic flow equations are described by the conservation of mass, momentum, 
and energy equations. These equations can be written in conservation form as shown on the left of 
figure 3. The fluid unknowns are the density p, the velocity components u and v, and the total 
energy E. The flux components, E and F, contain aerothermal terms such as the aerodynamic 
pressure, wall shear stress, and heat flux, which are of interest to the thermal structural designer. 

The thermal and structural equations are also written in conservation form as shown on the 
right of figure 3. The first two terms in the brackets represent components of the structural 
equilibrium equations and the last term represents components of the energy equation for the heat 
transfer in the structure. Nonlinearities due to the temperature dependent material properties and 
large strain-displacement relations are included. Details of these fluid, thermal, structural equations 
are given in Ref. 2. 

1 FLUID ANALYSIS THERMAL-STRUCTURAL ANALYSIS 

Fluid 

c is fictitious damping constant 

Temperature dependent material 

Large strain-displacement, 

properties 

Figure 3 
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COWL AEROTHERMAL LOADS AMPLIFIED BY SHOCK-ON-LIP 

Leading edges for hypersonic vehicles that experience intense stagnation point pressures and 
heating rates are a significant challenge to the designer. For engine leading edges, such as the cowl 
shown in figure 4, intense aerothermal loads occur when the cowl bow shock is intersected by an 
oblique shock resulting in a supersonic jet that impinges on the leading edge surface. The 
experimental configuration (lower left of figure), which simulates the vehicle forebody and cowl 
leading edge, was used to define the aerothermal loads (see Ref. 3). The schlieren photograph 
shows the supersonic jet interference pattern impinging on the surface of the cylinder. The 
interference pattern produces intense local amplification of the pressure and heat transfer rate in the 
vicinity of the jet impingement. The undisturbed (absence of incident oblique shock and interference 
pattern) stagnation pressure and heat transfer rate can be amplified by factors from 6 to 30 depending 
on the shock strength and the free stream Mach number (Ref. 3). 

The intensity and localization of this phenomena offers a significant challenge to 
computational fluid dynamics codes which must accurately capture the shock interference pattern and 
the attendant flow gradients to accurately predict the loads. Therefore this problem and experimental 
results will be used to demonstrate the integrated fluid-thermal-structural analysis method. 

Vchiclf; schematic 

Experimental configuration 

Figure 4 

Schlieren 
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OBLIQUE AND BOW SHOCK INTERACTION ON CYLINDER 

The supersonic jet interference pattern occurs when an oblique shock wave intersects the 
nearly normal part of the bow shock from the blunt cowl leading edge as shown schematically in 
figure 5. The intersection results in further displacement of the bow shock and the formation of a 
supersonic jet contained between two shear layers and submerged within the subsonic shock layer 
between the body and the bow shock wave. A jet bow shock is produced when the jet impinges on 
the surface, creating a small region of stagnation heating. 

The computational technique and coupling between the fluid and the structure were evaluated 
using experimental results (Ref. 3) from the oblique and bow shock interaction on a three inch 
diameter stainless steel cylinder. The computational domain for the flow field and cylinder are 
shown in figure 5. The inflow conditions above and below the oblique shock are (1) Mach 8.03 
flow at an angle of attack of zero degrees (0 = 0') and a static temperature of 200 OR, and (2) Mach 
5.25 flow at an angle of attack of 12.5 degrees (e = -12.5') and a static temperature of 430 O R .  The 
supersonic jet impinges on the cylinder surface approximately 20 degrees below the cylinder 
horizontal centerline. 

I r -- --- ----- 
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shock 

M = 5.25 9 

I Flow 
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I 

Bow shock 

3" Diameter 
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Figure 5 
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ADAPTIVE UNSTRUCTURED FINITE ELEMENT MESHES 

The adaptive unstructured finite element remeshing technique described in Ref. 4 is used for 
the discretization of the flow domain to minimize the flow unknowns. Mesh adaptivity based on 
error indicators obviates a priori knowledge of the flow physics, which is nonexistent for this 
complex flow phenomena. Unstructured meshes permit adaptivity with fewer grid points than 
structured adaptivity. For the problem at hand, the three finite element meshes shown in figure 6 
were required to obtain an accurate solution. The solution procedure starts from the uniform mesh 
(fist  mesh) which consists of triangles in the inviscid flow field and quadrilateral elements in the 
boundary layer region to obtaining accurate aerodynamic heating rates. As the fluid analysis 
proceeds, the mesh is adapted to the physics of the flow field. Elements are concentrated in the 
regions with large gradients (density in this case) and are removed from the regions where the 
gradients are small. In fact, the mesh density simulates the flow density gradients given by the 
schlieren shown in figure 4. The base and altitude of the triangular elements are oriented in the 
principal gradient directions to improve solution accuracy. The evolution of the meshes shown in the 
figure demonstrates the adaptive remeshing capability which provides the best flow solution with the 
least number of unknowns. This adaptive unstructured remeshing technique would provide similar 
benefits for the thermal and structural analyses and are being evaluated. 

nodes 
elemer 1ts 

nodes 
elements 

First mesh Second mesh 
Figure 6 

Third mesh 

nodes 
elemei Its 
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FLOW MACH NUMBER CONTOURS 

The fluid analysis was performed using a point implicit upwinding technique described in 
Refs. 5 and 6. Using the crude uniform mesh (first mesh) shown in figure 6, the essential features 
of the flow were captured as indicated by the Mach number contours shown in figure 7. The Mach 
number contour scale is shown on the right of the figure. Using the density gradients from this first 
solution as an error indicator, the second mesh shown in figure 6 was created. The same 
procedure is repeated on subsequent meshes until the converged flow solution is achieved (a total of 
three meshes in this case). 

The Mach number contours shown below demonstrate the improvement in the solution 
quality as the mesh is adapted. The Mach number distribution obtained on the third mesh clearly 
shows improved sharpness of the shock interference pattern. As described earlier the supersonic jet 
is submerged with subsonic regions between the bow shock and the cylinder. The Mach number 
in the supersonic jet is approximately two. The supersonic flow in the jet terminates through a 
nearly normal shock prior to impinging on the cylinder surface. The accuracy of the aerothermal 
loads on the cylinder surface are highly dependent on the fidelity of the shock interference pattern 
which is primarily an inviscid flow feature. 
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FLOW PRESSURE CONTOURS 

The flow field pressure contours from the three meshes are shown in figure 8. The pressure 
contour scale in psia is shown on the right of the figure. The free stream flow pressure is 0.143 
psia. The pressure increases to approximately 10 psia across the bow shock but jumps abruptly to 
75 psia across the jet normal shock where the supersonic jet impinges on the cylinder. The surface 
pressure distribution is shown in figure 9. 
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SURFACE PRESSURE DISTRIBUTION 

The analytically predicted surface pressure distribution from the third mesh is compared 
with the experimentally measured pressures in figure 9. The predicted and experimental pressures 
are normalized by the undisturbed stagnation pressure (PO = 10.61 psia). The figure shows good 
agreement of the pressure distributions, peak pressure ( 82 & 5 psia versus a predicted value of 75 
psia) and excellent agreement of the peak pressure locations ( 8 = - 19.1' vs. a prediction of - 20'). 
The predicted pressure distribution is applied as a static load on the cylinder for the structural 
analysis to be presented later. 
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FLOW TEMPERATURE CONTOURS 

A 

The flow static temperature contours for the three meshes are shown in figure 10. The 
temperature contour scale in O R  is shown on the right of the figure. The flow temperature increases 
abruptly from approximately 200 O R  to a maximum of 3000 O R  across the normal part of the bow 
shock, remains almost uniform, and drops sharply through the boundary layer to the cylinder surface 
temperature resulting in high aerodynamic heating rates. A more detailed view of the temperature 
contours in the interaction region is presented in figure 1 1. 
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FLOW TEMPERATURE CONTOURS IN INTERACTION REGION 

Details of the finite element mesh and the flow temperature in the interaction region are 
shown in figure 11. On both sides of the supersonic jet, the fluid temperature increases abruptly 
across the bow shocks from a relatively low temperature (200 O R  and 430 OR) to approximately 
2,700 O R .  The temperature gradients in the shock layer (region between the bow shock and the 
cylinder) are relatively small except in the thin boundary layer where the temperature drops sharply 
to the cylinder surface temperature of 530 O R  . Inside the supersonic jet, the fluid temperature 
increases slightly from the free stream temperature to approximately 1200 OR. As the jet stream 
approaches the cylinder surface, the fluid temperature increases abruptly across the jet normal shock 
to approximately 3,000 O R  in a small stagnation region next to the cylinder surface and drops 
sharply to the cylinder temperature of 53O0R. The high temperature gradients in this region result in 
a high localized aerodynamic heating rate at the jet impingement location. The severity of the 
temperature gradients is depicted in figure 12. 

430 R 

Figure 11 
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FLOW TEMPERATURE DISTRIBUTION 

The fluid temperature distribution along a line below the supersonic jet is shown in figure 12 
to highlight the seventy of the temperature gradients across the shock and the thin boundary layer 
next to the cylinder surface. The gradient across the shock wave and boundary layer are 
approximately the same. These large temperature gradients require closely spaced elements for 
accuracy particularly in the boundary layer to accurately capture the aerodynamic heating rates. 
These fine meshes place severe constraints on the computational procedure since small time steps 
are normally required to assure solution stability. Therefore adaptive unstructured meshes, which 
significantly reduce the number of solution unknowns, improve solution tractability. 
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SURFACE HEATING RATES 

The analytical and experimental heating rate distributions normalized to their respective 
undisturbed stagnation point heating rate are compared in figure 13. The predicted stagnation heating 
rate of 41.4 Btu/ft2-sec, which was obtained from a viscous shock layer solution, is lower than the 
experimental value of 61.7 Btu/ft2-sec (see Ref. 2). The difference between the predicted and 
experimental stagnation point heating rates is attributed to free stream turbulence emanating into the 
test stream from the turbulent boundary layer on the nozzle. Since this free stream turbulence is 
present during both the undisturbed (no impinging shock) and during the shock interaction test, 
normalization would tend to attenuate the effect of the free stream turbulence, hence providing a 
better comparison with the analytical predictions which do not account for any turbulence. 

The heating rate distributions are in reasonably good agreement; however, the peak 
amplification is underpredicted as well as the heating rates between 8 = -30" and -55'. The 
underprediction is attributed to turbulence in the shear layers that bound the supersonic jet and 
transition of the boundary layer from laminar to turbulent. Neither of these two effects are accounted 
for in the analysis which is laminar. These aerodynamic heating rates are applied to the structure in 
the thermal analysis to predict the cylinder temperature distribution. The temperature distribution is 
then used in the thermal stress analysis and as a boundary condition for an updated flow analysis to 
account for the effect of the surface temperature on the aerodynamic heating rates. 
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CYLINDER FINITE ELEMENT MODEL 

The cylinder geometry, boundary conditions, and the finite element thermal-structural model 
are shown in figure 14. The cylinder is made of AM-350 stainless steel in which the material 
properties such as the thermal conductivity, specific heat, Young's modulus, thermal expansion 
coefficient, etc. are temperature dependent. The cylinder outer surface is subjected to aerodynamic 
pressure (figure 9) and heating rate (figure 13) obtained from the fluid analysis. The surface emits 
radiant energy to the surrounding medium at a temperature of 430 OR. The same finite element 
discretization is used for both thermal and structural analyses so that the difficulty in transferring data 
is eliminated. The mesh is graded radially from a very fine spacing at the surface to a coarser 
spacing on the inner surface. A common discretization is used circumferentially along the fluid and 
the cylinder interface to eliminate the data manipulation often required between different disciplinary 
analyses. Both thermal and structural analyses of the cylinder were performed using a one-step 
Taylor-Galerkin finite element analysis technique ( Ref. 2). 

Radi 

Con 

Aero. c, .. 

t 

1 .5" 

1 
3843 nodes 

3640 elements 
Figure 14 

98 5 



CYLINDER TEMPERATURE AT 0.5 SECOND 

The cylinder temperature contours at 0.5 second are shown in the figure 15. The temperature 
contour scale in OR is shown on the right of the figure. The maximum temperature is about 1,100'R 
and occurs at the supersonic jet impingement location. The temperature away from this small 
impingement region remains at the ambient temperature of 530 OR. The intense local aerodynamic 
heating rates generated by the supersonic jet stream result in these high temperatures and 

temperature and temperature gradients result in the high thermal stresses shown in figure 16. 
The response of a flight weight leading edge for the National Aero-Space Plane, which is 

exposed to extremely high aerodynamic heating rates during shock-on-lip conditions, is very rapid. 
In fact the response time is approaching the response time of the flow field and therefore may 
require a coupled fluid thermal analysis. 

.. temperature gradients in the jet impingement region after only a short exposure. The high 
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CIRCUMFERENTIAL STRESS ON DEFORMED CYLINDER AT 0.5 SECOND 

The circumferential stress distribution superimposed on the deformed cylinder at 0.5 second 
is shown in figure 16. The stress contour scale in psia is shown on the right of the figure. The 
structural analysis was performed assuming quasi-static and plane strain behavior. The structural 
loads include the temperature distribution shown in figure 15 and the aerodynamic pressure shown 
in figure 9. The maximum deformation of 0.001 inch is radial and occurs at the jet impingement 
location. This maximum deformation is small and is assumed to have negligible effect on the flow 
field. The cylinder deformations are greatly exaggerated to highlight the deformed shape. The peak 
compressive circumferential stress of approximately 60 ksi occurs at the jet impingement location 
where the temperature and temperature gradients are maximum. The axial stresses, which are much 
larger than the circumferential stress, exceed the elastic limit. Hence, longer exposure with 
attendant higher temperature and stresses could result in permanent deformations and failure of the 
cylinder. Therefore a more sophisticated structural analysis, such as the capability to predict the 
permanent localized deformation including time dependency effects, is needed. Currently, the 
application of a unified viscoplastic theory for accurate prediction of the strzlctura.l response at higher 
temperature is under investigation. 
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SURFACE HEATING RATES AFTER 0.5 SECOND OF EXPOSURE 

The aerodynamic heating rates and hence the flow field are coupled to the thermal response of 
the cylinder through the energy equation. As the cylinder surface temperature increases, the thermal 
gradient through the boundary layer decreases,resulting in lower heating rates. The cylinder surface 
temperature after 0.5 second of exposure was used to update the aerodynamic analysis. The peak 
aerodynamic heating rate decreased nearly 50% from the initial heating rate at 0 second when the 
cylinder wall was isothermal at 530'R. The time interval of 0.5 second was selected to highlight the 
coupling effect between the aerodynamic flow and the cylinder thermal-structural response. A more 
accurate coupled fluid-thermal-structural solution can be obtained by decreasing the time interval and 
updating the different disciplinary analyses more frequently. Simultaneous solution of the flow field 
and the thermal response of the cylinder would be ideal; howeverythe extremely fine grid required for 
the flow analysis results in small time steps to insure solution stability. A time accurate transient 
solution would require the use of these small time steps throughout the flow solution domain and 
would be prohibitively expensive. The present solution avoids this dilemma by using local time 
stepping ( time step for each element set by stability requirements) and marching the solution to 
steady state. This process is valid as long as the structure thermal response is much slower than the 
flow field response, which is usually the case. 

10 

8 

6 

4 

q 

qO 

2 

0 -! 

988 

o Experiment, 0 sec 
- F.E., Osec 

F.E., .5 sec 

O0 

- - - - -  
0 
0 

Flow 

-45 0 45 90 
8, degrees 

Figure 17 



CONCLUDING REMARKS 

An integrated fluid-thermal-structural finite element analysis approach was demonstrated for a 
cylinder subjected to shock wave interference heating. A general automated unstructured gridding 
was used to discretize the aerodynamic flow field to minimize the number of unknowns and provide 
an accurate and economical analytical solution. The finite element method is used in the three 
disciplinary analyses to facilitate the interdisciplinary data exchange. Coupling between the 
aerodynamic flow, the thermal, and structural response is included in the procedure; however, for 
Mach 8 shock wave interference on a three inch diameter stainless steel cylinder the coupling is 
limited to the effect of the surface temperature on the aerodynamic heating rates. The prediction of 
the flow behavior and the aerodynamic pressures and heating rates are in good agreement with 
experiment. The application has demonstrated the capability of this integrated fluid- thermal- 
structural analysis approach to (1) provide solutions to complex aerothermostructural behavior, (2) 
reduce manpower requirements, and (3) increase the computational efficiency for coupled 
interdisciplinary problems. 

INTEGRATED FLUID-THERMAL-STRUCTURAL FINITE ELEMENT ANALYSIS 
CAPABILITY DESCRIBED. 

AUTOMATED ADAPTIVE UNSTRUCTURED GRIDDING USED FOR MINIMUM 
PROBLEM SIZE. 

FINITE ELEMENT ALGORITHM PROVIDES SOLUTION FOR ALL THREE 
DISC I PLlN ES. 

COUPLING BETWEEN F-T-S INCLUDED FOR MULTIDISCIPLINARY 
INTERACTION. 
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Figure 18 
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Involute Composite Design Overview 

The strong interaction between material architecture, processing and structural 
performance for nozzle components was described at an earlier NASA symposium for 
laminated involute composites. Since that meeting the Space Shuttle SRM nozzle has test 
fired involute nozzle components and progress has been made in analyzing their 
sensitivity to ply pattern design. The parameters that control ply pattern shape [ 1,2] also 
control tooling for the manufacture of involute composite structures. In the current 
CAD/CAM idiom these parameters might be called material form features and they 
provide a basis for global composite design sensitivity derivatives. They are not to be 
confused with laminate point design parameters that ignore ply continuity constraints 
present in finite dimension structural components with curvature. We first define the 
involute design problem and illustrate these commonly used approaches for composite 
shell structures. Then analytic sensitivity derivatives are developed and used to analyze 
test rings and cones with maximum stress failure criteria. 

START LINE r s k )  
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Involute Exit Cone 
Ply Material Distribution 

The figure below illustrates the orientation of the plies in a conical section of an 
involute exit cone. The intersection of a ply with a plane defined by a constant Z 
coordinate (e.g., curves AD and BC) is an involute curve. Each ply can be mapped 
to an adjacent ply by a rotation of 0 degrees about the axis of symmetry, where 

and N is the number of plies in the involute structure. 
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Involute Design Practice 

Industrial practice in the U.S. for involute ply pattern design at one time was limited to 
either ID or 0Dstart.lines partly because of the geometric complexity of the problem. 
Both of these design approaches have one straight edge which also makes layup and 
inspection easier. On the negative side these patterns are more difficult to form to shape 
and do not insure fiber continuity in critical stress regions. An alternative approach used 
by PDA places thestartline near the midsurface of the net part to insure fiber continuity. 
Typically a great many patterns are examined by trial and error using CAE tools in 
designing involute composite structures. Low manufacturing risk and high margins of 
safety during a motor firing are the figures of merit. The shape of the component, hence 
weight, is prescribed in most cases and rarely is this shape open to significant change. The 
shape of the ply pattern in contrast is open to wide variations and suggests the need for 
design sensitivity analyses to improve trial and error procedures and ultimately to 
automate the procedure. 

I O.D. Start-line Ply Pattern 

PDA Start-line Ply Pattern 

I.D. Start-line Ply Pattern 
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Involute Design Variables 

The design space includes the ply count and the ply thickness product Nt, the 
helix angle Q0, and up to 6 variables defining the start line, which is a ply 
meridian lying in the r-z plane. These variables determine at each node three 
Euler angles a, y, and which rotate the reference frame into the material 
frame. From these angles a strain transformation matrix is calculated and the 
distribution of these matrices within a finite element is used to calculate the 
element stiffness matrix. This is a global relation independent of finite 
element mesh. 

DESIGN VARIABLES - (X) 

(X) = (Nt,@,,R,(Z)) 

DEPENDENT VARIABLES - Eule Angle 

STIFFNESS MATRIX 
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Design Sensitivity Formulation 

The direct method of design sensitivity analysis is used. The governing 
equation for linear statics (equation 1) is differentiated to obtain equation 2. 
Equation 3 is obtained by solving equation 2 for (dU/dX). The remainder of 
the effort is directed toward evaluating (dU/dX). The finite element analysis 
already produces the factored stiffness matrix so it is only necessary to 
evaluate the part of equation 3 in parentheses. The element stiffness matrix 
in equation 4 and the element thermal load vector in equation 5 (only the 
thermal load is sensitive to material geometry orientation) may be 
differentiated to obtain equation 6. The differentiation is simplified because 
there is no shape sensitivity: the derivative of the strain-displacement 
transformation matrix [B] is zero. The new matrices [Q] and [R] are 
functions of the elasticity matrix [C], the strain transformation matrix [D] 
and its inverse, and the corresponding derivatives, all given in equations 7 
and 8. The integrands in equation 6 are developed in closed form. All 
sensitivity calculations and all finite element analyses are performed by a test 
version of the P/COMPOSITE module in PATRAN. 

Differentiate [KI{U} = {F} 

to obtain 

Then 

Given 

and 

then 

where 

and 

(3) 

(4) 
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Vector and Matrix Sensitivity Integration 

Originally the sensitivity integration (equation 6) was performed by 
inserting the ( U }  vector inside the second integral and making the 
substitution 

( E )  = [BINJ) 

to convert the matrix integration to a vector integration. The economy of 
this approach is evident, but finite difference tests show a failure to converge 
manifested by a "plateau" phenomenon for step sizes below a certain 
threshold. The onset of this deviation occurs at a step size that is too large to 
be attributable to round-off error. Because of this error, it was decided that 
matrix integration would be used for all sensitivity calculations. 

The accompanying graph was generated for the helix angle design variable in 
a 439 degree of freedom test cone problem, and the error shown is typical. 

C O M P R R I S O N  O F  A N R L Y T I C  AND F I N I T E  D I F F E R E N C E  
D E R I V A T I V E S  H I T H  R E S P E C T  TO H E L I X  A N G L E  

FOR VECTOR AND M A T R I X  I N T E G R A T I O N  

LEGEND I 

10-2 10-1 100 101 102 
H E L I X  RNGLE INCREMENT ( D E G R E E S )  
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Formulation of Optimization Problem 

The objective of the optimization is to minimize risk. To this end, the shape 
(and thus the weight) of the part are fixed and the optimization is used to find 
the ply pattern design furthest from the constraint surfaces, subject to 
manufacturing and side constraints. The mathematical formulation of the 
optimization problem is given below. The objective function is a slack 
variable p which represents the load margin (i.e., the distance between the 
load index and unity) to be maximized. The slack variable is added to each 
response constraint gj. In addition, there are manufacturing constraints hk 
which do not require the buffer of the slack variable. The Method of 
Feasible Directions algorithm [3] in MICRODOT is used to solve the primal 
form of the optimization problem. Dual methods are not used because the 
number of constraints is much greater than the number of design variables. 
Approximation concepts [4, 5 ,  and 61 are used to formulate the sequence of 
approximate problems. 

p -+ max 

Subject to gj(X) + p IO 

hk(X) 5 0 

e<xi<xF 

j = 12, ..., m 

k = 1,2, ..., 

i = 1,2, ..., n 
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Manufacturing Constraints on Design Parameters 

TRANSITION REGION 

CONE 

t s- ARC LENGTH 

Two of the manufacturing constraints alluded to on the previous page are 
shown in the picture below. The central angle is the angle subtended by a ply 
as it extends from the inner radius to the outer radius, and the arc angle is the 
angle between a ply surface tangent and the circumferential direction. Good 
design practice for nozzle components dictates that the central angle should 
not exceed 120 degrees and the arc angle should not exceed 10-15 degrees. 

I CONEKYLINOER 
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First Optimization Sequence For Involute Ring Problem 

The first optimization problem is an axisymmetric carbon-carbon cylinder 
having 82 degrees of freedom. The design variables are the helix angle @ and 
the slope m. Five iterations are required to increase the margin of safety 
from .708 at the starting point to 1.055 at the optimum. 

F I R S T  O P T I M I Z A T I O N  P R T H  F O R  I N V O L U T E  R I N G  

M A R G I N  O F  S A F E T Y  SHOWN F O R  EACH I T E R A T I O N  
I N T E R N R L  PRESSURE L O A D .  M Q X  S T R E S S  C R I T E R I O N  

- 4 2 0  

- 350 

- 2 8 0  

.2 10 

- 140 LEGEND 
+ O P T I H I Z R T I B N  PATH 

-32.0 -28.0 -24.0 -26.0 -16 .0  -12.0 -8.00 
H E L I X  RNGLE [ D E G R E E S )  
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Summary Table for First Optimization Path 

The iteration history of the first optimization path is shown in Table 1. In the 
course of the optimization the critical stress component varies from fill 
tension in the outer element at the beginning to in-plane shear on the inner 
radius at the optimum. As the optimization proceeds, the constraint tolerance 
is reduced from .03 to the value of .001 required for convergence. The finite 
difference tests on the sensitivity derivatives were used to select move limits 
that would predict the response to within about 10 percent. The optimization 
results indicate that this choice was conservative enough. 

TABLE 1 

~~ 

.4144 .7077 -20.000O .4000 13 T2 

.4682 .8806 -30.000' .3000 lo" . 1  .03 25 T2 3 3  15 

.4938 .9755 -30.556' .2022 100 .1  .03 4 s12 9 2 31 

.5100 1.0409 -30.071' .1478 lo" .1  .008 3 s12 15 2 5 

.5127 1.0522 -30.440' .lo19 lo" .1 .008 3 s12 9 3  4 

.5133 1.0547 -30.297' .lo86 10" . 1  .001 3 s12 3 2  2 
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Second Optimization Sequence For Involute Ring Problem 

A different starting point is used for the same optimization problem. Here 
four iterations are required to increase the margin of safety from .563 at the 
starting point to 1.055 at the optimum. Note that the same optimum is 
reached in both cases. 

SECOND O P T I M I Z R T I O N  P R T H  F O R  I N V O L U T E  R I N G  
I N T E R N R L  PRESSURE L O R D .  M R X  S T R E S S  C R I T E R I O N  

M A R G I N  OF S A F E T Y  SHOWN A T  EACH I T E R A T I O N  

-420 

.350 

.280 

.2 10 

-32.0 -28.0 -24.0 -20.0 -16.0 -12.0 -8.00 
H E L I X  FlNGLE [ D E G R E E S )  

1002 



Sununary Table for Second Optimization Path 

The iteration history of the second optimization path is shown in Table 2. 
Although the margin of safety shows greater improvement along this path, 
fewer iterations are required. Throughout the optimization the critical 
region is along the inner radius. The critical stress component varies from 
fill tension at the beginning to in-plane shear at the optimum. As before, the 
constraint tolerance is reduced from .03 to the value of ,001 required for 
convergence. Again, the move limits appear conservative enough. 

TABLE 2 
8 c) 

..M Y 

E 

cwc E m  c w m  
cw .s 8 Most Critical 08 0 8  0 8  

*a $ 8  0 C Constraint g y g-3 &*ti 
h 27 @ b"c 8 *e '$$ Design Variables Move Limits 

Node Component Z <  Z w  Z w  oz E m  @" 
~~ 

.3602 .5629 -10.000' 0.0000 2 n 

.4184 .7195 -20.000' .0390 100 .1 .03 2 n 4 2 29 

.5118 1.0482 -30.000' .1390 100 .1 .03 1 T2 4 3 27 

.5131 1.0537 -30.247' .1144 100 .1 .001 3 s 12 3 2  5 

.5134 1.0551 -30.324' .lo57 100 .1 .001 3 s12 3 2  2 
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Involute Test Cone Optimization 

The second optimization problem is an axisymmetric carbon-carbon test 
cone tested and analyzed by Stanton and Kipp [7] and having 439 degrees of 
freedom. The model is subjected to an axial load along the aft rim and is 
constrained axially along the forward rim. The design variables are the 
product of the ply count and the ply thickness Nt, the helix angle Q0, and four 
additional variables controlling the start line. The initial design is the same 
as the final design selected by Stanton and Kipp: it is therefore expected that 
the initial design is close to optimal. Four iterations are, in fact, required to 
increase the margin of safety from 2.653 at the starting point to 2.798 at the 
optimum. 

I 

I 

I 

I 1.970 i n .  
10.870 in-- >I 

I I 15.00" 

I 
I 
I 

I I 
I I 

- _ _  / 

r( 1.970 in .  I . 5  

A 
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Reference and Optimized Ply Pattern 

The reference ply pattern designed by Stanton and Kipp is shown below. The 
warp aligned test cone design with the start line following the midsurface of 
the shell was considered radical when it was first discussed with 
manufacturers. The design goal at that time was to develop the full strength 
of the carbon-carbon material in the critical cone-cylinder transition under 
axial load. That too was considered impractical but both are common 
practice today. 

It can be seen that the shape of the optimized ply pattern in the forward 
region has changed considerably due to changes in the start line. In addition, 
the width of the ply pattern has been uniformly reduced due to the increase in 
the ply count and the ply thickness. 

REFERENCE PLY PA'ITERN 

OPTIMIZED PLY PAITERN 
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Summary Table For Test Cone Optimization Path 

The optimization history for the test cone problem is given below. 

(Max Stress Failure Criteria) 

Most 
critical 

Constraint 

Design Variables B z 

B 
Nt +o Y1 m y2 5 2 2  8 3  E v ,  % lz 

~~ ~ 

0 .7263 2.6536 2.2500 O.oo00' 2.3200 3.500~10-2 2.6225 .7500 48 C1 
1 .7328 2.7418 2.2446 6.0972O 2.3136 7.883~10-3 2.5725 .7640 53 C1 

2 .7360 2.7884 2.3803 4.7420' 2.2636 2.217~10-3 2.6225 .7776 48 C1 
3 .7366 2.7970 2.3814 5.6872' 2.2389 l.OOOxlO-3 2.6419 .7839 53 C1 
4 .7367 2.7983 2.3815 5.6538' 2.2382 l.OOOxlO-3 2.6431 .7841 53 C1 

~~ 

0 
1 .4 100 .05 .05 .05 .2 .oo 1 2 3 14 
2 .4 100 .05 .os .os .2 .oo 1 2 4 32 
3 .4 100 .05 .05 .025 .2 .oo 1 3 2 43 
4 .4 100 .05 -05 .025 .2  .0002 3 2 6 
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Conclusions 

An optimization capability for involute structures has been developed. Its 
key feature is the use of global material geometry variables which are so 
chosen that all combinations of design variables within a set of lower and 
upper bounds correspond to manufacturable designs. A further advantage of 
global variables is that their number does not increase with increasing mesh 
density. The accuracy of the sensitivity derivatives has been verified both 
through finite difference tests and through the successful use of the 
derivatives by an optimizer. 

The state of the art in composite design today is still marked by point design 
algorithms linked together using ad hoc methods not directly related to a 
manufacturing procedure. The global design sensitivity approach presented 
here for involutes can be applied to filament wound shells and other 
composite constructions using material form features peculiar to each 
construction. The present involute optimization technology is being applied 
to the Space Shuttle SRM nozzle boot ring redesigns by PDA Engineering. 

- A design sensitivity capability using global material 
geometry variables has been developed. 

- The number of global variables is insensitive to finite 
element mesh density. 

- The sensitivity derivatives have been used successfully in 
an optimization context. 

- The sensitivity integral calculations in vector form 
yielded a tangible error not shared by the corresponding 
calculations in matrix form. 

- The global variable approach can be applied to other 
composite constructions using material form features 
peculiar to each construction. 
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INTRODUCTION 

Whether designing an automobile, a i r c r a f t ,  b u i l d i n g ,  o r  ship, the s t r u c t u r a l  
engineer must cons ider  many load ing  cond i t ions  and meet mu1 t i p l e  design 
c r i t e r i a .  A r r i v i n g  a t  a minimum weight s t r u c t u r e  which s a t i s f i e s  a l l  o f  the 
design cons t ra in t s  requ i res  the i n t e g r a t i o n  of the r e s u l t s  from a l l  analyses 
and load ing  cond i t ions .  This i s  a r e l a t i v e l y  s t ra igh t fo rward  process i f  a l l  
o f  the analyses use the same analys is  model. 
requi res a separate model, each model must s t i l l  vary by the  same amount when 
the design var iab les  change. Typ ica l l y ,  t h i s  op t im iza t i on  process i s  f u r t h e r  
complicated when cons t ra in t s  from the d i f f e r e n t  analyses d r i v e  the design 
var iab les i n  opposite d i rec t i ons .  For  example, t he  s t ress  c o n s t r a i n t  from a 
s t a t i c  ana lys is  m a y  cause a decrease i n  a design var iab le.  However, the 
minimum frequency c o n s t r a i n t  from a v i b r a t i o n  ana lys is  may cause an increase 
i n  the same design var iab le .  

This paper discusses the FESOP ( F i n i  t e  Element S t ruc tu ra l  Opt imizat ion 
Program) program's a b i l i t y  t o  perform minimum weight op t im iza t i on  us ing two 
d i f f e r e n t  f i n i t e  element analyses and models. FESOP uses the  ADS op t im izer  
devel oped by D r .  Garret  Vanderpl aats  t o  sol ve the  nonl i near constrained 
op t im iza t ion  problem. 
response spectrum ana lys is  and model t o  evaluate the s t ress  and displacement 
cons t ra in ts .  However, the problem needs a frequency ana lys i s  and model t o  
ca l cu la te  the na tura l  frequencies used t o  evaluate the  frequency range 
cons t ra in ts .  The paper summarizes the r e s u l t s  o f  bo th  the  successful and 
unsuccessful approaches used t o  so lve t h i s  d i f f i c u l t  weight min imizat ion 
problem. The r e s u l t s  show t h a t  no one ADS op t im iza t i on  a lgor i thm worked i n  
a l l  cases. 
Feasible D i rec t i ons  a1 gorithms were the most Successful (Figure 1). 

However, i f  each analys is  

The design op t im iza t i on  problem i n  the  paper requ i res  a 

However, the  Sequential Convex Programing and Mod i f ied  Method o f  

MlNlNUM WEIGHT STRUCTURAL DESIGN 

*Multiple Analysis Types and Models 

- Static, Vibration, Response Spectrum 

*Multiple Loading Conditions 

*Conflicting Design Constraints 

- Stress, Displacement, Frequency 

*Different Functional Design Groups 

- Static, Vibration 
FIGURE 1 
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PROBLEM 

The engineer faces many conf l  i c t i n g  requirements when designfng equipment 
foundations. The design requirements a re  c o n f l i c t i n g  because a minimum weight 
response spectrum (s t ress )  design w i l l  tend t o  decrease the s t r u c t u r a l  
s t i f f ness ,  whi le  a minimum weight natural frequency avoidance design w i l l  tend 
t o  increase the s t ruc tu ra l  s t i f f n e s s .  Another problem ar ises f rom the f a c t  
t ha t  separate response spectrum and natural  frequency analysis models may be 
required, A much f i n e r  f i n i t e  element mesh m a y  be needed i n  the v i b r a t i o n  
analysis t o  accurately determine the natural frequencies o f  v ibrat ion,  This 
paper presents a m u l t l d i s c i p l i n a r y  opt imizat ion procedure and program which has 
successful ly in tegrated these analysis methods t o  

(1)  

( 2 )  

( 3 )  

solve both the natural  frequency and response spectrum f i n f t e  
element foundation models a t  the same time; 
optimize these foundations f o r  minimum weight whi le meeting both 
frequency avoidance and response spectrum design c r i t e r i a ;  
ar r lves a t  ,producible equipment foundation designs (Figure 2 ) .  

Thus, instead o f  a time consuming t r i a l  and e r r o r  approach t o  performing 
combined response spectrum and natural frequency avoidance foundation design 
an automated process, using the FESOP computer program, now e x i s t s  t o  a r r i v e  
quick ly  and e f f i c i e n t l y  a t  producible and weight e f f e c t i v e  equipment 
foundations designs. The fo l lowing paragraphs describe how FESOP was used t o  
develop producible minimum weight designs. 

FESOP 
(Finite Element Structural 

Optimization Program) 

*Solves Both Natural Frequency and Response 

*Permits Different Finite Element Models for 

*Optimizes For Minimum Weight Using ADS 

*Satisfies Stress, Displacement, and 
Frequency Avoidance Constraints 

*Arrives at Producible Equipment Foundations 

Spectrum Analyses in Same Execution 

Each Analysis 

FIGURE 2 
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SAMPLE PROBLEM 

Figure 3a i s  the  response spectrum (s t ress )  f i n i t e  element model and F igure  3b 
i s  the v i b r a t i o n  frequency f i n i t e  element model. The response spectrum model 
employs the minimum number of f i n f t e  elements needed t o  accurate ly  assess the 
s t r u c t u r e ' s  performance, w i t h  on ly  the equfpment mass p lus  enough lumped 
masses t o  accura te ly  model the foundation mass. However, the v i b r a t i o n  model 
requ i res  a much f i n e r  f i n i t e  element d i s c r e t i z a t i o n  w i th  an element mass 
d e f i n f  t i o n  b u t  no equipment mass t o  accurate ly  determine the s t r u c t u r e ' s  
na tura l  f requencies o f  v ib ra t i on .  
separate ana lys is .  I n  the normal design s f t u a t i o n  the engineer would se t  up 
the two models, run both analyses, evaluate two sets  o f  r e s u l t s ,  change both 
models, re run  bo th  models, and cont inue t h i s  process u n t i l  the "optimum" 
design was establ ished.  A t  bes t  t h i s  i s  a very t ime consuming and very 
imprecise procedure s ince the  engineer re1 i e s  on l y  on h i s  experience and 
i n t u i t i o n  t o  modi fy  the  s t ruc tu re .  I n  FESOP, an automated procedure e x i s t s :  
t o  read i n  both models, t o  perform both analyses, t o  evaluate the r e s u l t s  o f  
both analyses, t o  modi fy  the math models as d i c t a t e d  by the  numerical 
op t im iza t i on  program ADS, and t o  a r r i v e  a t  a p roduc ib le  t r u e  minimum weight  
foundat ion design w h i l e  meeting a l l  c r i t e r i a .  

Each math model , therefore,  requ i res  a 

SAMPLE EQUIPMENT FOUNDATIONS 

a - Response Spectrum 
Model 

FIGURE 3 

b - Vibration Model 



ENG I NEER ' S FUNC T I  ON 

INPUT m-4 FESOP 

While FESOP improves and automates the normal design process, the engfneer's 
knowledge i s  s t i l l  required t o  achieve acceptable results. 
more attempts w i t h  FESOP are required t o  arrive a t  an optimum weiqht euuipment 

Usually two or 

OUTPUT -m 

founda t ion  due t o  the highly complex nature of  
problem. However, FESOP does provide an effic 
desirable result quickly and w i t h  l i t t l e  or no 
properly specifying the design constraints and 
structure will result. 

While a t  f i r s t  glance this would seem t o  be a 

. .  
the frequency avoidince 
ent means t o  arrive a t  this 
guesswork. In a d d i t i o n ,  by 
variables, a t ru ly  producible 

ery expensive process, in the 
long  r u n  the costs will be cheaper because the engineer will- spend 
considerably less time making alterations t o  the design and rerunning the 
required analyses. He will be able t o  devote more cogitative effort  t o  
solving his design problem, and the design will be far superior in all aspects 
(Figure 4 ) .  

WITHOUT ENGINEER 

m I 
I - ENGINEER 

I 

WITH ENGINEER 
FIGURE 4 
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REQUIREMENTS 

A combined response spectrum and v i b r a t i o n  minimum weight design can be 
accomplished us ing  many d i f f e r e n t  approaches wi th FESOP. Sane o f  the more 
impor tant  cons iderat ions f o r  successful  complet ion are the  fineness o f  t he  
f i n i t e  element model ; the choice and number of design var iab les;  the  choice o f  
the o p t i m i z a t i o n  a lgor i thm;  the i n i t i a l  design of the FESOP ana lys is ;  and the 
p r o d u c i b l l l t y  o f  the r e s u l t i n g  s t ruc tu re .  A number of recomnended procedures 
have been developed t o  he lp,ensure the b e s t  minimum weight design i n  the 
quickest  manner poss ib le ,  (F lgure 5). I n  the  fo l low ing  sect ions these 
Important considerat ions a r e  addressed, w i t h  samples o f  both good and bad 
app l ica t ions  t o  emphasize the p o l n t .  
the successful comblnation o f  a l l  o f  these features.  

F i n a l l y ,  a summary sec t ion  discusses 
~ 

Fineness of Finite Element Model 

Selection and Number of Design Variables 

Optimization Algorithm 
* = MFD, MMFD, SLP, SQP, SCP 

Starting Point 
= Upper or Lower Bound 
= Feasible or Infeasible 

- One Step (All Constraints) 
= Multiple Steps (Selected Constraints 

Procedure 

Then All) 
FIGURE 5 

* Defined i n  Figure 9. 
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REQUIRED F I N I T E  ELEMENT MODELS 

I n  the  sample problem, the v i b r a t i o n  f i n i t e  element model, F igure 3b, has 
approximately two times the number o f  f i n i t e  elements as the response spectrum 
f i n i t e  element model, Figure 3a. The v i b r a t i o n  model i s  s u f f i c i e n t l y  complex t o  
demonstrate a combined response spectrum and v i b r a t i o n  foundat ion design 
o p t i m i z a t i o n  wi th FESOP. A1 though the d i s c r e t i z a t i o n  o f  the frequency model i s  
d i f f e r e n t  from t h a t  o f  the s t ress  model, a l l  o f  the reference data (mater ia l  
p roper t i es ,  cross-sect ions,  e c c e n t r i c i t i e s ,  thicknesses, e tc .  ) must be and are 
i d e n t i c a l  i n  the two models. The reason f o r  t h i s  i s  t h a t  as a design va r iab le  
for one model's changes, i t  must change i d e n t i c a l l y  fo r  the o ther  model. The 
impor tan t  t h i n g  t o  s t ress  i s  t h a t  the major  d i f f e rences  between the two models 
a r e  the  number o f  f i n i t e  elements, the  number o f  node po in ts ,  and the  
d e f i n i t i o n  o f  the  mass associated w i t h  each model. 
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THE CHOICE AND NUPBER OF DESIGN VARIABLES 

The choice and number of design variables affects t h e  computer time i t  takes 
t o  arrive a t  an optimum solution; the a b i l i t y  of FESOP t o  give a true m l n i m u m  
weight solution; and the a b i l i t y  o f  FESOP t o  arrive a t  a producible 
structure. The greater the number of design variables, the more f i n i t e  
element solutions are required t o  determine the constraint gradients needed 
for the ADS optimizer, and consequently the longer and more costly the FESOP 
analysis. For example, i n  the sample problem every beam element box 
cross-section has five shape parameters: the depth, the w i d t h ,  the top  
thickness, the bottom thickness, and the side thickness (Figure 6 ) .  Thus, w i t h  
the response spectrum model, there could be 16 different cross-sections (16 
beam elements), w i t h  5 design variables f o r  each cross-section, or a t o t a l  of 
80 design variables. However, specifying such a large number of design 
variable would be ridiculous f o r  two reasons: (1) more t h a n  800 g rad ien t  
evaluations would be required for bo th  the models t o  obta in  an optimum des ign ,  
and ( 2 )  the resulting structure would clearly not be very producible. A more 
reasonable scheme would be t o  specifiy a l l  of the horizontal members as h a v i n g  
the same cross-section and a l l  of the vertical o r  nearly vertical members 
having another cross- section. T h i s  would leave a total  of ten design 
variables and only 100 gradient evaluations for a normal FESOP run. However, 
even i n  this case the structure could be very unproducible with mismatched 
cross-sections a t  the joints. 

ALL WIDTHS AND THICKNESSES 
CAN BE DESIGN VARIABLES 

I BEAM 

PIPE 

RECTANGLE BOX 

MODIFIED I TEE 

ANGLE 

CHANNEL 

Ty p i ca I B ea m C ross- Sec t i o n s 
FIGURE 6 

1016 



SELECTED CROSS-SEC TlONS 

A b e t t e r  so lu t i on  would be t o  al low only f i v e  design variables: the depth, 
width, and top thickness o f  the hor izontal  members; the top thickness o f  the 
v e r t i c a l  members; and the top thickness o f  the i nc l i ned  members (Figure 7). 
The bottom and side thickness of the horizontal members; the depth, width, and 
bottom and side thickness o f  the ve r t i ca l  members; and the depth, width, and 
bottom and side thickness o f  the i nc l i ned  members would a l l  be dependent 
design variables. I n  t h i s  case the bottom and side thicknesses o f  each cross- 
sect ion would equal the top thickness o f  the same cross-section. This would 
mean each box sect ion would have a uniform thickness. The depth and width o f  
the i n c l i n e d  members would be equal t o  the depth and width o f  the hor izontal  
members, and the depth and width o f  the ve r t i ca l  members would equal each 
other and the width o f  the hor izontal  members. Figure 7.shows the f i v e  design 
var iables f o r  t h i s  case. 
sample foundation, the e c c e n t r i c i t i e s  a t  the j o i n t s  are a lso l i n k e d  t o  changes 
i n  the depth and width o f  the members. By doing t h i s  these e c c e n t r i c i t i e s  
which are dewndent w o n  the shaDe o f  the cross-section w i l l  chancre as the 

I n  addi t ion t o  such design var iable l i n k i n g  f o r  the 

design var iables change. With such 1 imi ta t ions , the 
foundation w i l l  be very producible. 
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UNPRODUC IBLE OPTIMIZED STRUCTURE 

Figure 8 i s  an example o f  a s t ructure which was optimized without 
considerat ion o f  i t s  producib i l  i t y ,  The lack o f  l i n k i n g  created an impossible 
s t ructure t o  bu i l d .  

I f  fu the r  r e s t r i c t i o n s  were made t o  the sample problem by making a l l  widths 
and depth o f  each cross-section equal t o  the depth of the hor izonta l  members, 
there would be only fou r  design variables. And if the i n c l i n e d  and v e r t i c a l  
members had the same thicknesses, the number o f  design var iables would be 
three. However, because three design var iables would a l low very l i t t l e  
v a r i a t i o n  i n  the s t ructure,  obtaining a minimum weight foundation could be 
very d i f f i c u l t .  Experience has shown t h a t  w i t h  too few design var iables an 
optimum weight foundation which s a t i s f i e s  a l l  const ra in ts  frequently cannot 
be obtained. Therefore, i t  i s  simply too r e s t r i c t i v e  t o  make a l l  o f  the box 
sections square w i t h  the same width and depth, b u t  a l lowing the depth and 
widths t o  vary independently allows s u f f i c i e n t  leeway t o  permit an optimum t o  
be found. So having too many design var iables o r  having too few design 
variables w i l l  both produce poor resul ts .  The best  r e s u l t s  are obtained by the 
jud ic ious blend o f  design variables, as i n  t h i s  case where there are f i v e  
design variables. 

FIGURE 8 
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THE CHOICE OF THE OPTIMIZATION ALGORITHM 

The ADS optimizer i n  FESOP o f fe rs  the analyst many d i f f e r e n t  opt imizat ion 
algori thms t o  choose fran: 
modif ied method o f  feas ib le  d i rec t i ons  (MMFD), sequential 1 inear  programing 
(SLP) , sequential quadrat ic  programming (SQP) , o r  sequential convex programming 
(SCP). 
a l l  o f  these methods w i l l  a r r i v e  a t  nearly the same minimum weight so lut ion,  
w i th  the only d i f ference being the time i t  takes t o  a r r i v e  a t  the minimum 
weight solut ions.  However, wf t h  the combined response spectrum and v i b r a t i o n  
foundation design problem, which includes frequency avoidance const ra in ts ,  the 
choice o f  the optimizer can make a s i g n i f i c a n t  di f ference. As w i l l  be shown, 
s t a r t i n g  a t  the same point ,  two d i f f e r e n t  opt imizat ion a1 go r i  thms can produce 
two d i f f e r e n t  optimum structures.  I n  addit ion, both methods many n o t  be able 
t o  produce an optimum weight foundation which s a t i s f i e s  a l l  the constrafnts.  
Thus, no one algori thm w i l l  produce the best optimum a l l  o f  the t ime ,  
Therefore, I n  general, a t  l eas t  two o f  the optimizers should be used t o  insure 
the best  chance o f  f i nd ing  an optimum. 

the method o f  feas ib le  d i rec t i ons  (MFD), the 

(See Flgure 9.) I n  problems w i th  'stress and/or displacement constraints, 

I 

MFD 

MMFD - MODIFIED METHOD OF FEASIBLE DIRECTIONS 

SLP - SEQUENTIAL LINEAR PROGRAMMING 

SQP - SEQUENTIAL QUADRATIC PROGRAMMING 

SCP - SEQUENTIAL CONVEX PROGRAMMING 

- METHOD OF FEASIBLE DIRECTIONS 

FIGURE 9 
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For the sample problem shown i n  Figures 3a and 3b, two d i f f e r e n t  opt imizers were 
se lected t o  opt imize f o r  minimum weight and avoid frequencies from 80 t o  120. 
The s t a r t i n g  p o i n t  f o r  the op t im iza t i on  process was choosen as the upper l i m i t  
o f  a l l  design var iab les.  F igure 10 shows the  r e s u l t s  using both the  MMFD and 
SCP algorithms. I n  each case the process was s t a r t e d  w i t h  on ly  frequency 
avoidance cons t ra in t s  and no s t ress  o r  displacement cons t ra in ts .  A t  po in t s  A 
and B the frequency only  ana lys is  was stopped and a l l  o ther  cons t ra in t s  were 
added. This i s  on l y  one of the many ways t o  approach the problem. The SCP 
method a r r i v e d  a t  a v a l i d  so lu t ion ,  b u t  the MMFD method had two frequency 
c o n s t r a i n t  v i o l a t i o n s .  With the MMFD method ADS simply could n o t  f i n d  a way t o  
change the design var iab les  t o  e l im ina te  the frequencies (82.0 and 114.1) 
w i t h i n  the range 80 t o  120. However, Figure 10 a lso  shows the  r e s u l t s  o f  us ing 
the MMFD method t o  avoid the frequency range o f  48 t o  72. I n  t h i s  case, the 
MMFD method was successful. Therefore, the ana lys t  should always attempt more 
than one method when t r y i n g  t o  avoid frequency ranges. Because the SCP method 
i s  the  l e a s t  expensive, I would r e c m e n d  us ing  i t  t o  s t a r t  and then running 
the  same problem with the  MMFD method. 

, 
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STARTING POINT FOR RESPONSE PECTRUM AND V IBRATION FOUNDATION DESIGN 

The shock and v i b r a t i o n  foundation design opt imizat ion process can begin i n  
any number o f  ways: 

By apply ing a l l  stress, displacement, b / t  r a t i o ,  and frequency 
avoidance const ra in ts  from the s t a r t  
By applying a l l  const ra in ts  except the frequency avoidance 
const ra in ts  t o  obta in  a f u l l y  stressed design, and by then 
opt imizing w i t h  a l l  const ra in ts  
By applying only the frequency avoidance const ra in ts  u n t i l  a 
minimum weight foundation i s  found, and by then inc lud ing  the 
r e s t  o f  the const ra in ts  
By using a minimum frequency cons t ra in t  instead o f  a frequency 
avoidance const ra i  n t  , and by then applying the frequency 
avoidance cons t ra in t  
By s t a r t i n g  w i th  e i t h e r  a feas ib le  s t ress design, an 
understressed design o r  an overstressed design i n  canbinat ion 
w i th  one of the above (Figure 11). 

Based upon t h i s  sample problem, no one s t a r t i n g  procedure works bes t  a l l  the 
time, and some methods for s t a r t i n g  almost never work and, therefore, should be 
avoided. I n  Figure 10 an understressed design was chosen f o r  the s t a r t i n g  
p o i n t  w i t h  a l l  design var iables a t  the upper l i m i t s .  A frequency avoidance 
only s t a r t i n g  procedure f o r  the range 80 t o  120 was i n i t i a t e d  w i t h  two 
opt imizat ion algori thms, MMFD and SCP. S im i la r l y ,  one was s t a r t e d  t o  avoid the 
range 48 t o  72 using only the MMFD algorithm. I n  the f i r s t  case, the SCP 
algor i thm worked and the MMFD d i d  not, however, i n  the second case the MMFD 
algor i thm worked. Looking a t  Figures 12 and 13 where other s t a r t i n g  po in t  
procedures were t r i e d ,  p o t e n t i a l l y  b e t t e r  optimum solut ions e x i s t .  

(1) Apply all stress, displacement, b/t ratio, and frequency 
avoidance constraints from the start 

(2) Apply all constraints except frequency avoidance (fully 
stressed design), and then optimize with all constraints 

(3) Apply frequency avoidance only constraint, and then 
optimize with all constraints 

(4) Use minimum frequency only start, and then all 
constraints 

(5) Vary the inital design (lower or bound, feasible or 
infeasible) in conjunction with the first four procedures 

FIGURE 11 
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I n  Figure 12, the  SCP a lgor i thm was used i n  conjunct ion w i t h  three d i f f e r e n t  
s t a r t i n g  procedures i n  an attempt t o  a r r i v e  a t  an optimum weight foundation. 
This foundat ion was t o  avoid the na tura l  frequencies o f  v i b r a t i o n  f r a n  48 t o  
72 and s a t i s f y  a l l  s t ress  cons t ra in t s .  The three approaches were 

t o  f i r s t  opt imize w i t h  a minimum frequency c o n s t r a i n t  o f  e i t h e r  
48 o r  72 
t o  f i r s t  opt imize w i t h  on ly  a frequency avoidance c o n s t r a i n t  
( i .e. no s t ress  o r  displacement cons t ra in t s  a t  the s t a r t )  
t o  f i r s t  opt imize w i t h  no frequency cons t ra in t s  o f  any type ( i .e. 
i gno r ing  frequencies) 

(1 ) 

(2) 

( 3 )  

The f i r s t  and second approaches were successful i n  producing an optimum weight 
s t ruc tu re ;  however, the optlmum volumes d i f f e r e d  s i g n i f i c a n t l y .  
case, the f i n a l  s t r u c t u r e  had no frequencies o f  v i b r a t i o n  below 72 and a 
volume o f  3300. 
weight s t ruc tu re  w i t h  frequencies above and below the range was obtained, w i t h  
a smal ler  volume of 2250. Attempting t o  f i r s t  opt imize with a minimum 
frequency o f  48 and t r y i n g  t o  f i r s t  optimize by i gno r ing  frequencies, both 
resu l ted  i n  i n v a l i d  so lu t ions .  For  both of these cases, the  f i n a l  s t ruc tu res  
had unallowable frequencies w i t h i n  the  range o f  48 t o  72. 
unsuccessful cases, the  ADS op t im izer  simply could n o t  f i n d  a way t o  change 
the design var iab les  so as t d  move away from an i n v a l i d  s t ruc tu re .  This  
i n a b i l i t y  t o  move t o  a v a l i d  s o l u t i o n  c l e a r l y  demonstrates the need t o  attempt 
more than one approach when t r y i n g  t o  ob ta in  a minimum weight foundat ion w i t h  
frequency cons t r a i  n t s  . 

I n  the f i r s t  

I n  the  second case (frequency avoidance on ly ) ,  a minimum 

I n  these 
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I n  Figure 13, two o f  the s t a r t i n g  procedures employed i n  Figure 12 were used 
when t r y i n g  t o  avoid frequencies i n  the range o f  80 t o  120. F i r s t ,  the SCP 

combination successful ly obtained a minimum wei h t  foundation w i t h  no natural  
frequencies i n  the range o f  48 t o  72 (Figure 12 3 , the method was a complete 
f a i l u r e  when seeking t o  avoid the frequencies o f  80 t o  120. S i m i l a r l y ,  
opt imiz ing w i t h  only stress const ra in ts  t o  s t a r t  was a t o t a l  f a i l u r e  i n  Figure 
12, but  provided two v a l i d  solut ions i n  Figure 13, one f o r  the SCP algor i thm and 
one f o r  the MMFD algorithm. The s ign i f icance o f  t h i s  i s  t h a t  one s t a r t i n g  
procedure does not  work a l l  the time. 

I 
a lgor i thm and a frequency avoidance only procedure was attempted. While t h i s  
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By rev iewing the r e s u l t s  i n  Figures 11 through 13, a number o f  conclusions can 
be drawn. 

( 1 )  An optimum weight foundation which avoids c e r t a i n  na tura l  
f requencies o f  v i b r a t i o n  can be found us ing  FESOP's combined 
response and v i  b r a t i o n  capabi l  i ty . 

(2) Because of the h i g h l y  complex nature of the frequency avoidance 
problem, a number o f  attempts w i t h  both d i f f e r e n t  s t a r t i n g  po in ts  
and d i f f e r e n t  op t im iza t i on  a lgor i thms should be used t o  f i n d  the 
bes t  optimum. 

( 3 )  A procedure which should g ive  a feas ib le  optimum i s  t o  s t a r t  w i t h  
a l l  design va r iab les  a t  t h e i r  upper bound l i m i t s  and perform a 
frequency avoidance only  ana lys is  wi th  bo th  the SCP and MMFD 
opt imizers.  

( 4 )  Next, an at tempt from a reasonable design w i t h  e i t h e r  a frequency 
avoidance o r  maximum s t ress  on ly  s t a r t i n g  p o i n t  should be t r i e d  t o  
see i f  a b e t t e r  optimum i s  obtained. 

( 5 )  I f  no v a l i d  s o l u t i o n  i s  obtained, a minimum frequency cons t ra in t  f o r  
the upper bound of the al lowable range should be t r i e d .  This  should 
be the l a s t  r e s o r t  because t h i s  w i l l  always r e s u l t  i n  the heav ies t  

Optimizer 

f ou nda t i on. 

Fo l low ing  these gu ide l ines  w i l l  
foundat ion i n  terms o f  producib 

Starting Point Initial Success Objective Frequency 

Range 

48 TO 72 

80 TO 120 

he lp  t o  nsure the optimum equipment 
1 i t y  and weight. 

TABLE - COMPARISON OF RESULTS 

Constraint 

* Best Optimum For Given Range 
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o f  the o p t i m i z a t i o n  process. The definition of the f in i t e  element model and ,  
more importantly,the design variables must be made with producibility in mind. 
Otherwise, a foundation that  i s  clearly unproducible, l ike  the one shown in 
Figure 8, will resul t .  The f i r s t  step toward insuring a producible structure 
i s  t o  s e t  l imits  on design variables w h i c h  will be b o t h  reasonable and 
producible. However, t h i s  alone is  not always enough because, d u r i n g  the 
optimization process, combinations of design variables which were n o t  
anticipated will probably result. Therefore, l imits  on the relationships 
between design variables shou ld  be made. In  the sample problem the thickness 

*A Primary Consideration at All Stages of the 
Optimization Process 

*Vital to Definition of the Design Variables 

*Must Also Limit Relations Between Design 
Variables 

*Avoids Unproducible Structures 
FIGURE 14 
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RE SULTS/CONC LUS I ON S 

Based upon the r e s u l t s  presented, the f o l l o w i n g  conclusions can be drawn: 

(1 ) One can success fu l l y  opt imize two d i f f e r e n t  f i n i t e  element models 
and analyses w i t h  FESOP. 

( 2 )  No one ADS op t im izer  works bes t  a l l  o f  the time. 

( 3 )  Many s t a r t i n g  procedures are poss ib le ,  and ea 
d i f f e r e n t  "optimums". 

( 4 )  P r o d u c i b i l i t y  i s  a v i t a l  cons idera t  

( 5 )  The engineer's a c t i v e  p a r t i c i p a t i o n  

on. 

i s  essent 

h can produce 

a l .  

1026 



~~ 

%?llawi ~ ~ i c s  am Report Documentation Page I -  Suve rlmtmsiratcn 

1. Report No. 

NASA CP-3031, Part 2 
I 

2. Government Accession No. 

7. Authork) 

Jean-Franqois M. Barthelemy, Editor 

9. Performing Organization Name and Address 

NASA Langley Research Center 
Hampton, Virginia 23665-5225 

' 12. Sponsoring AgencyName and Address 
National Aeronautics and Space Administration 
Washington, DC 20546-0001 

and 
Wright Research Development Center 

Conference Co-Chairmen : 

-- Wriqht Patterson AFB. OH 45433 
15. Supplementary Notes 

Jaroslaw Sobieski, NASA Langley Research Center 
Laszlo Berke, NASA Lewis Research Center 

Systems 
Sensitivity 
Computers 

3. Recipient's Catalog No. 

Subject Category 05 

5. Report Date 

April 1989 
6. Performing Organization Code 

19. Security Classif. (of this report) 20. Security Classif. (of this page) 

Unclassified Unclassified 

8. Performing Organization Report No. 

L-16568 

21. No. of pages 22. Price 

515 A2 2 

10. Work Unit No. 
506-43 -41-01 

11. Contract or Grant No. 

13. Type of Report and Period Covered 

Conference Publication 

14. Sponsoring Agency Code 

Vipperla Venkayya, Air Force Wright Aeronautical Laboratory 

16. Abstract 

This three-part document contains a collection of technical papers presented at the 
Second NASA/Air Force symposium on Recent Advances in Multidisciplinary Analysis 
and Optimization, held September 28-30, 1988 in Hampton, Virginia, The 
topics covered include: Helicopter Design, Aeroelastic Tailoring, Control of 
Aeroelastic Structures, Dynamics and Control of Flexible Structures, Structural 
Design, Design of Large Engineering Systems, Application of Artificial Intelligence 
Shape optimization, Software Development and Implementation, and Sensitivity 
Analysis. 

17. Key Words (Suggested by Authork)) I 18. Distribution Statement 

Optimization 
Synthesis 

Unclassified - Unlimited 


