/ Ahcmhwc)m:mbinnmplmnry‘mdhﬂ&mming'md

/

/ analytical process control.  Management of a continuous process requires monitoring the

(  environment and the comtrolled system, smeming the ongoing situation, developing and revising

/ planned actions, and controlling the execution of the actions. For knowledge-inteasive domains,
process management entails the potentially time-stremed cooperation among s variety of expert
sysems. umumﬂmmgmwxﬁufwmm
obtain an approach t process management that considerably extends blackboand coatrol
mechanisms and overcomes limitations of biackboard systems.

1. Introduction

Blackboard control systems [4, 2] provide a first step towards
miving thess problems. Our apalysis (Section 32) shows,
however, that they lack the facilities peeded 0 meet require-
ments of real-time responsiveness and hybrid, layered system
architectures.

After analyzing the generic real-time heuristic control problem
more closely in Section 2, we present in Section 3 the
Heuristic Control Virtsal Machine, or HCVM, = an ap-
proach that considerably extends blackbosrd control architec-
tures to solve problems associated with their shortcomings.
The underlying ides of the HCVM is tw cast a blackboard
control architecture into an object-oriented framework [3] and
then expicit the additional features provided by object-oriented
programming to design solutions to the above problems.

We show how flexible, even dynamically variable interaction

Jows building hybrid systems that integrate knowledge-besed

and conventional process control components. Control reasoning
using explicit notions of time and temporal relations about ac-
tivities in both the comtrolled eaviroament aend the control

system provides an approach 0 meet timeliness requirements.

Finally, current experience suggests a repertoire of methods
applicabls t0 a broad domain of applications. Section 4 dis-
cumes how the HCVM could provide a computational model
for s more comprehessive software engineering enviromment
for building process management applications.

2. The Process Management Problem

peocems control a8 complementary. We refer w process
managemens as the combination of both.

Heuristic techniques play a dual role in process management:
Supervisory control applies beuristic judgment to make deci-
sions about results eclaborated by analytical or heuristic
methods, and direct comtrol interprets sensor data
and executs cootrol decisions.

requirements -
mmtmk&“&npfmhlpmhtml-
lenge difficult 0 overcoms by knowledge systems




comtrol. Interruptibility contributes to ackieve timeliness by
peoviding 3 mechanism to postpone tasks sad mowve up others
t0 complets more time-stressed tasks earlier.

ments of the data space are data handlers carrying infor-
lﬂmM&mP‘:-wm mation obtained from outside communicatim or produced by
must diagnom the current situation of the environment; deter- knowledge handlers. All activity of kaowledge and data
mine how it evolved from previous hisory, and predict fu- bandlers s mansged by the TLC.
ture developments; determine goals to be achieved by proces

is. it extends, modifies and revises previous sssessment,

availsbie. [roe v conmmouer (nie) |

HEURISTIC CONTROL VIRTUAL MACHINE

asscmsgnents, critical events have been <TOP LEVEL CONTROLLER> :7:% <hknowledge agr> <sete agr> <centrel mgr>
<gentrel plend>

s . by A NOWLEDGE SPACD Ilection of hnowiodge hendiers”

tion Planning will be high-level descriptions yet t0 be com- ff:"r'“ “I.l “-u

piled into executable instructions to effectors or the user in- o e o> - 1= <trigger consit "’::""":lz‘“";

are carried cut as specified and have anticipated effects. g:::m

::m *a colloction of date hendlers”
2:m <information> <leocsl dots ammipuistion methode>

S. Managing Own Activities. The system must allocate
resources to the above tasks, start their activities, and monitor
their progrese  To do so in a timely fashion, it must amsign
priorities, schedule sctivities, and mansge interrupts.

Figere 3-1: HCVM Overview

A Knowladge handler is activated by the TLC when (1) it
has been triggered, (2) it has been scheduled for execution by
TLC, and (3) is in a state where its <precondition> is
conditions are propositions about information
ta bandlers. Exscuting & knowledge handler con-

F

The performance requirements specific o real-time systems
emgunthdttqn-'vm-mchmguintheirmvixumc

T

1. Timelinese. All scheduled activity must be completed sists of carrying out its <body> that may result in changes in
sufficiently early to bave its desired effect on the en- the data space communication with the environment ex-
vironmest. Any task that completes succemsfully, but ternal © the HCVM. Information sored in data handlers
w0 lats to have its intended impact viclates the timeli- changes whea knowledge bandlers produce such changes (eg.
bems requirement. aftyr inferring a new diagnosis) of whea new information

from the external environment is commusicated © the HCVM

2. Interruptibility. Interruots suspend of terminate ac- and ffects a particular data bandler (eg, after having
tivities in favor of activating others [Interrupas require received new sensor data) When a data handler has received
8 model separating atomic, non-interruptible from com- some uwpdate information, it may esecuts some internal code

posite, interruptible tasks that is compatible with the
timelisess requirement Composite tasks can bs inter-
rupted to give control to tasks of higher priority. In-
tacrupts are accompanied by strategies for orderly
teumption of tasks that preserve the integrity of the
overall task. 150

consistency, perform some smoothing
on pew and previous values, or
abstractions from numerical values
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32 Shortcomings of Blackbosrd Architectures

The HCVM a8 dexribed sbove is ementially s Neckboard
control architecture [4] cast into an object-oriented program-
ming framework. Knowledge bhandlers correspond t
knowiedge sources, the data space o & combined domain and

tasks
Timeliness is difficult to schieve becsuse biackboard con!
is excemsively expentive when scheduling tasks does pot re-
quire extensive control reasoning, such as for tasks that are
known to be executed in a8 sequence, one after another.

to respond, implying at least two execution cycles of the
blsckboard system that even may be interrupted by high-
priority alerts.

Hybdrid and layered system architectures where activities
such as bixckboard control, or those of individual knowledge
sources are hancled by conventional “romtrol boxes™ or biack-
board systems in themselves are difficult t build as black-
board Systema.  Interactions, including property inheritance,
switching activations from lower to higher level tasks and
vice versm, and managing interrupts between different levels
have to go through blackboard comtrol cycles althcugh this is
often not an sdequate mechanism to use.

To help solve thes problems, the HCVM introduces several
additional mechanisms and features.

um.’umnmm.}"
betwesn Handlers
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then inwoking knowledge handlers, the HCVM provides

two additional modes of interaction between moduless Firme, * %

direct message passing activates a3 module by mading i a
mesmge, 88 usual for object-oriented systeme The second is
remote romting call by which an object has another object ex-
ecute a2 routing and then return 2 resuit o the caller. For
the firt two modes, activities of objcts causing those of
others are not directly linked to the activated objcts. In the
biackboard mode, both activities are sepamated by arbitrary
other activities For the blackboard and the memsge paming
mode, invoking and invoked objct may logically and phkysi-
cally proceed concurrently, and their activitis are 2ot
synchronised. For remots routine call, the caller aad caliee are
synchronized by the caller being suspended umtil the the
callee returns control to resume the caller.

The HCVM adds an additional feature to thest stamdard

mechanisms of interaction between modules interaction modes
may vary dymamically. For example, a knowiedge handler
may bes invoked by bisckbosrd control triggering and activat-

%

task bandler is like a knowledge bhandler,
but it lacks a <rigger condition> (see Fig. 3-1)

Knowledge and task handlers may have bodies tmilt up from
task handlers, with control passing ‘rom one tamk bandler o
another in a way that may vary dynamically (eg. by
evaluating conditions ‘0 decide which one is the next
execute)

Although these facilities appear 0 be smightfarward exten-
sions of biackboard systems by incorporating sdditions! stan-

pote, however, that they provide flexible interrupt schemss to
attend mapidly changing needs in sn optimal way.

that is extremely complicated, and I/O-communication that is
difficult to hand's within a single HCVM-objpct becamse of
immense data rates. Each of these activites is Yt performed
by a system providing all the facilities offered by an HCVM.

The other problem of process management applications i that
knowledge-based reasoning closely interacts with traditiomal
process control equipment, such as PlD-coutrollers and other
types of “vontrol boxes™.
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The objct-oriested mature of the HCVM allows quite essily
to treat thess issues by two approachex

®* As sa HCVM is just aa objct, knowledge and tesk
bandlers, as well a3 a TLC or its components may in
themaseives bs full-fledged HCVMa. As mentioned
shove, a problem beyond the scope of this psper is how
© manage interactions (sach as property inheritance and
imterrupts)  between  “ordibary” and HCVM-
knowiodge/task handlers.

® A knowledge or task bandler may encapmilate a physi-
cal process control mnit, where HCVM-intersctions with
such a bandler may coosist in communicating sensor
data and set noints.

35 Communication with External Environment

Unforeeen dynamic changes in aa external enviroament with
the properties described in section 2 lead to two problems of
dynamically changing peeds for communication between en-
vironment and process management system.
® Varying information density of incoming data require
process management to allocate varying resgurces for
tuffering and preprocessing. Much of preprocessing con-
cerns the monitor functions of screening and compacting
input data, where xreening discards less relevant data
as ecarly as pomsible.

® Varying urgency cf incoming data needs w be deter-
mined and anticipated by process management for plan-
aing and re-planning its tasks and resource allocation. In
particular, communication capacity has to be dynami-
cally adjusted w0 varying urgency so that high-
tandwidth communication is only devoted to messages
of highest importance.

The BCVM provides four mechanisms of increasing com-
plexity to support solving these problems

1. /O-communication i handled by a “Communication

executed as part of the TLC-loop. For each

buffers by distributing incoming data into the HCVM,

and sending data in output buffers away. This method

i adequate when information densities and urgencies of

communicated data vary approximately in the ssme way

a8 the amount of time that is spent on proceming the

other TLC-tasks.

2. VO-communication is done by a knowledge handler trig-
gered when data with specified properties (eg. sufficient
volume and urgency) appear in V/O-buffers. This is ade-
quate 3¢ long as there is no nDeed to differentiate be-
tween processing rates in different L/O-buffers.

3. O<ommunication is done by several knowledge hand-
lers specialized to process data for particular VO-buffers.

4. V/Ocommunication is dose by knowledge handlers ac-
tivated both synchronously and asynchronously.
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34 Coatrol Reascaing Support

Process mssagement is concerned with three types of actiess
Domain ections sre carried out in the eavironment and
offects ars observed in the process masagement
Control ections are executed Uy process management

mechanism to respond to dynamically changing needs.

4. Me Architecture to
Application Structures

4.1 Multipls Agents Reasoning About Hicrarchical
Componeat Structures

We have spplied the HCVM to the development of a cm-
tinuous process management problem of mineral refinemest
This domain has the following characteristice

® The environment consists of hundreds of componests
with thousands of sensors -gathering data about the
states of components.

® Components are orgsnized in a functional hierarcky
‘where interactions among functions coincide with control
and data flow.

® Esch major component requires independent procem
management within given requirements dynamically i
fluenced by other major components.

=
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Figure 4-1: Hierarchy of Process Management Agen's

Fig. 4-1 shows a process management system structure whese
a hierarchy of knowledge bhandlers reflects the componest
hierarchy. Each knowledge handler is an HCVM-object per-
forming process management for a particular componest
Higher-level knowledge handlers combine snsor data witk
monitoring and situation amemment results from lower-leve
agents 0 form more abstract, strategic amessments and plans.




Lowerdevel knowledge bandlers (eg, KH-1, KH2, - in
4-1) are executed in s fixed order which is implementsd 28

handlers, scheduling the first im the sequence, and discardisg
the rest from the control pian (ss subsequent elements of the
sequence, they are executed, anywayl

432 Towards Procoss Mansgement Engineering
Eaviroaments

The HCVM provides a computational model in a more com-
prehensive architecture for real-time knowledge systems, s¢
shown in Fig. 4-2. In this role, the HCVM is a software en-
vircament to implement the problem-solving frameworks that
support building capabilities ™ perform the generic functions
of process mapagement described in Section 2.

Exampls

To describe how the HCVM sapports such a system orgeniza-
tion, we review how a real-time process t sysem
implemented on an HCVM performs its tasks {6}

Sensor data are received as separate streams of
data packages in several input ports A Communica-
tion Manager (see approach 1 in Section 2.5) turns
data packages over to package-specific knowledge
bandlers for xcreening. Unless critical values are
detected, packet handlers send relevant and pomsibly
pre-processed data into the dats space.

Duata handiers provide capsbilities of & process data
base management system: Data are stored in a way
that supports retrieving historical information, such
a8 “get the temperature distribution between the lam
sharp drop and subwequent sharp incresss of
pressure”. Data handlers also perform data abstraction
from numerical to qualitative values (quantization),
smoothing and aversging operations, and locally
decidable reliability checks.

Knowledge/ak handlers are activated upon the
occarrence of changes in the data space, or upon the
pensistence of properties about data over a specified
petiod of time. For situstion  assomment,
knowledge/sk bandlers determine situations and
events coostituting  higher-level descriptions about
conditions and changes in the environment. Coe-
ditions and changes occur in the contexts of tem-
porally extended patterns of situations and eveats, or
processes. Situation amessment results in recogmizing
which processss are active, how they interact, and %0
which states they bave progressed.

Recognition of processes activates Xknowledge/tessk
handlers thet plan adequate responsea.  Ongoing plse-
ning may be interrupted and revised following alerts
generated when critical wvalues are observed when
scresping incoming data, or critical situations or
events are inferred by situation assessment. Inter-
rupts are frequently used to intericave situation as-
semment and planning. For example, planning may
request more detailed information on the occurrence
of an anticipated critical event before committing to_
on of several pomsible courses of action.

The emample indicates how process management functions are
accomplished by using generic capabilitics, such as data
and control management. A software engineering eaviron-
ment for process management would provide the capabilities
comprising the problem-solving frameworks of Fig. 4-2.
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PROBLEM-SOLVING FRAMEWORKS
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Figure 42 Orgnization of Real-time Knowledge Systems




5. Conclusions and Future Work

We have shown how the HCVM exteads blackboard control
architectures t overcoms many of their shortcomings. Our
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